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A wormhole attack is a type of attack on the network layer that reflects routing protocols. The classification is performed with
several methods of machine learning consisting of K-nearest neighbor (KNN), support vector machine (SVM), decision tree
(DT), linear discrimination analysis (LDA), naive Bayes (NB), and convolutional neural network (CNN). Moreover, we used
nodes’ properties for feature extraction, especially nodes’ speed, in the MANET. We have collected 3997 distinct (normal 3781
and malicious 216) samples that comprise normal and malicious nodes. The classification results show that the accuracy of the
KNN, SVM, DT, LDA, NB, and CNN methods are 97.1%, 98.2%, 98.9%, 95.2%, 94.7%, and 96.4%, respectively. Based on our
findings, the DT method’s accuracy is 98.9% and higher than other ways. In the next priority, SVM, KNN, CNN, LDA, and

NB indicate high accuracy, respectively.

1. Introduction

A MANET (mobile ad hoc network) is a series of wirelessly
interconnected, self-arranged nodes. Each mobile ad hoc
network node functions as a router to transmit the packet
to the destination node from the source node. Remote ad
hoc networks are enormous and commonly used networks.
Each movable node is a node that is self-managed, and there
is no central mobile network management node. Based on
their need, the mobile nodes have permission to go some-
where. It makes it possible for the nodes to join or exit the
network [1] quickly. There is no restriction to the capacity
of nodes for communication. If the relationship is formed
and the nodes are outside the network radio range, data loss
can occur. MANET is commonly used in numerous fields,
such as science, rescue operations, and military. Cyberat-
tacks are also growing due to improved connectivity across
networks [2]. Because of shared channel illumination,
unconfident operating environment, restricted resource
mobility, rapidly evolving device topology, resource-limited
[3], ad hoc wireless mobile networks are susceptible to many
security threats.

Detection based on irregularities accepts interference
based on a system’s everyday actions. The method of enu-
merating standard system output is demanding because sys-
tem activity varies from time to time [4]. The anomaly
procedure figures out fresh or unexplained attacks with high
false positive rates. Signature-based IDS is characterized by
searching for unique patterns such as byte sequences in net-
work traffic as an attack detection method [5]. It merely rec-
ognizes proven attacks and fails to identify new attacks for
which there is no trend. In MANET, safe connectivity is
challenging due to the lack of fixed infrastructure, complex
topology, etc. Detection of intrusion is a notion that holds
up the balance by methods of cryptography and access man-
agement. It is displayed to resolve the attack that has hap-
pened or is in progress as automatic detection and root of
warning. In various IDS such as host intrusion detection sys-
tems (HIDS), application-based IDS, and network intrusion
detection systems, the notion of ID is stored (NIDS). Since
they are passive, the IDS do not take protective action, and
they only discover intrusion that triggers an alarm [6]. A
wormhole attack is a sort of network layer assault that
mimics routing mechanisms. Two or more malicious nodes
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detect a wormbhole threat using a private channel named the
tunnel. The wormhole tunnel would then continue to cap-
ture and relay the same data packets to some other location.
A malicious node receives a control packet on one side of the
tunnel. It transfers through a private channel to another
interesting node at the other end and rebroadcasts the
packet locally. The path for communication between the
source and target is preferred via the private channel due
to better prediction, e.g., fewer hops or less time, relative to
packets exchanged through other routes [7]. One compo-
nent that was developed in the late 1950s by artificial intelli-
gence was ML. Over time, it has developed and evolved into
algorithms that could be machine-based and efficient
enough in medical, engineering, and computer sciences to
solve different concerns, such as sorting, clustering, regres-
sion, and optimization [8-11] and medical image processing
[12-17]. ML architectures learn dynamically without human
participation and take action accordingly. It builds a model
by automatically, effectively, and correctly manipulating
complex data. To have a general approach to improving
device performance, ML can benefit from a generalized
structure. It has many applications in scientific fields such
as manual information entry, automatic spam detection,
medical diagnostics, image recognition, data clearing, and
noise reduction [9, 18], etc. The latest findings indicate that
in WSNs, ML has been implemented to address several
problems. Using ML in WSNs increases the efficacy of the
system and prevents complex problems, such as reprogram-
ming, manually accessing vast volumes of data, and extract-
ing valuable data from data. In gathering vast quantities of
data and producing useful data, ML methods are often ben-
eficial [19, 20]. There are many applications of ML methods
for identification and classifications such as unsupervised
approach [21-23], power electric usage [24-27], and gas
consumption analysis [28-31]. KNN’s core idea is to look
at your area, suppose the test dataset is comparable to them,
and deduce the result. We find k neighbors and predict using
KNN. In KNN, no prior experience is required. During the
test, k neighbors with the shortest distance will be classified.
With a few hyperparameters, it is simple to do. However, the
drawbacks are that k should be carefully chosen, that high
computing costs will be incurred during runtime if the sam-
ple size is enormous, and that correct scaling will be required
to ensure that all features are treated equally. KNN differs
from other models in that it involves a lot of real-time pro-
cessing compared to others [31]. Compared to other tech-
niques, naive Bayes is significantly quicker than KNN due
to KNN’s real-time execution compared to other methods.
SVM also handles outlier’s superior to KNN. KNN outper-
forms SVM when the training data is significantly more
significant than the number of features. When there are
many characteristics and little training data, SVM beats
KNN. The DT algorithm is a tree-based method for solv-
ing regression and classification issues. An inverted tree is
constructed to generate the result, with branches branch-
ing off from a homogeneous probability distributed root
node to extremely heterogeneous leaf nodes. The signifi-
cant benefits are that data does not need to be prepro-
cessed or distributed.

Wireless Communications and Mobile Computing

Furthermore, DTs can offer a clear rationale for the pre-
diction. However, when training complex datasets, the tree
may become quite complex. DT's are better at dealing with
categorical data and colinearity than SVM (8, 31]. The fun-
damental purpose of this paper is to suggest the technique
of detecting a wormhole threat base on machine learning
methods. The classification is performed with several ways
of machine learning consisting of K-nearest neighbor
(KNN), support vector machine (SVM), decision tree
(DT), linear discrimination analysis (LDA), naive Bayes
(NB), and convolutional neural network (CNN). Moreover,
we used nodes’ properties for feature extraction, especially
nodes’ speed, in the MANET. The results are illustrated
based on performance criteria in the form of a confusion
matrix and ROC curve.

2. Literature Review

Wireless networks are very vulnerable to threats, and the
lines of communication are open to hackers. In MANETS,
the monitoring of attackers can be accomplished by program
modules that track malicious network operations automati-
cally. We ought to consider specific thoughts when develop-
ing an intruder identification method for MANETS [32]. For
MANETSs, the intruder detection systems will act separately
from their wired counterparts. When developing intruder
detection systems for MANETS, some problems need to be
tackled. Unsupervised UOSDA method monitoring systems
deploy node-level agents to track and record any unusual
activities [33]. In determining the position of agents when
the nodes are mobile, the most significant challenge lies.
Similarly, the nodes hosting the intruder detection agents
require higher bandwidth, battery capacity, and processing
power. In MANETs [34], however, these services are
restricted. An NP-complete challenge is increasing the
attacker detection rate with minimal resources, and multiple
writers have suggested algorithms to provide the closest
solutions. For MANETS [35], there are many intruder detec-
tion architectures available. As in wired networks, many
attacks can occur, some of which in MANETs are more
destructive. The standard techniques for detecting attack
traffic are inadequate due to the features of these networks.
Intrusion detection systems (IDSs) are based on various
detection techniques, but anomalies’ detection is one of the
most important. Besides, if these IDSs are centralized, IDSs
based on previous attack signatures are less effective. Artin
et al. [36] have used a novel machine learning technique that
predicts the traffic based on climate condition. A two-level
monitoring method for detecting malicious nodes in MAN-
ETs is proposed by Amouri et al. Dedicated sniffers operat-
ing in promiscuous mode are installed at the first stage. Each
sniffer uses a decision tree-based classifier that produces
quantities that we apply to every reporting time correctly
categorized instances.

In another study, the classified instances were transmit-
ted to the algorithmically operated supernode. It determines
the amounts related to the cumulative fluctuation measure
of the classified samples obtained for each node being evalu-
ated. The outcome approach has also been extended to
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wireless sensor networks and is a feasible IDS scheme for
those networks [37]. Abasi et al. presented a novel method
for the simulation and modeling of the control system in
the power electronics of a 72 pulse [20]. Abasi et al. have
designed a new artificial intelligence to solve unit commit-
ment problem in the wind farms’ presence [27].

Abd-El-Azim et al. suggested MANET’s streamlined
fuzzy-based intrusion detection method with an automation
mechanism employing an adaptive neurofuzzy inference sys-
tem to generate a fuzzy system (ANFIS). The next move was
to configure the FIS and then use the genetic algorithm (GA)
to optimize this initialized framework. The network increased
with an average of 36 percent in the existence of only blackhole
attacks [38]. Some other methods are fixed-time [39] and
finite-time [40] fuzzy method and output-feedback decentra-
lized neural network and fuzzy multiple attribute decision-
making [41]. Sharifi et al. have modeled a sensitivity analysis
for predicting NOx emotion and compared it with other
methods [42]. The intrusion detection device for the jamming
attack was suggested by Soni and Sudhakar. The jamming
attacker slowly inserted the packets into the network and,
depending on the time example, the number of these packets
is quickly improved. Its unwelcome flooding actions recognize
the IDS as the attacker nodes, and the attacker’s infection is
detected. The suggested scheme continuously tracked all
nodes’ actions in the network, and the malicious node’s behav-
iors were different from normal nodes and did not behave like
a regular node [28]. Abasi et al. have analyzed a model classi-
fication for finding in GUPFC-compensated double-circuit
transmission lines [26]. Also, in another research, Nezhad-
naeini et al. have applied an optimal allocation of distributed
generation using a new search optimizer algorithm in system
of unbalanced loads [43]. Abasi et al. have studied a new
dynamic and static technique for parallel transmission lines
[25]. In the presence of the reputed packet dropping nodes
in a MANET network, Sultana et al. analyzed the current
IDS output. Whenever the packets obtain more than their
handling capacities, the reputed intermediate nodes lose the
packets, recognized as intermediate bottleneck nodes. The net-
work simulator, NS-2, measured the efliciency. The findings
have shown that the negligence by IDS algorithms of the
reputed packet falling nodes is a significant problem and
harms network performance [44] (see Table 1).

3. Methods and Materials

3.1. Wormhole Attack. One of MANET’s most significant
security attacks is the wormhole threat. More MANET rout-
ing protocols (DSR), AODV, OLSR, DSDV, etc. can be dam-
aged. A wormhole attack is detected by at least two
malicious nodes using a private channel called a tunnel. At
this stage, the wormhole tunnel will then start to collect
the data packets and pass them to some other location
[62]. A malicious node receives a control packet on one side
of the tunnel. It transfers to another interesting node via a
private channel at the other end, retransmitting the packet
locally. The path for communication between source and
destination is chosen via the private channel due to
improved metrics, such as fewer hops or less time than

packets sent over other routes usually. Typically, the assault
operates in two steps. The wormhole nodes are interested in
several paths in the first step. In the second point, the
packets start using these malicious nodes. These nodes can
complicate the functionality of the network in a variety of
ways [63]. For malicious purposes, wormhole nodes may
drop, alter, or send data to an outsider. Different forms of
attack may be done through this allow, for example, DOS
attack, Eavesdropping, and development. A wormhole attack
can cut down the whole routing network in MANET.
MANET describes how to run MANET in the wormhole
attack in Figure 1.

3.2. Support Vector Machine (SVM). SVM is a supervised
technical group of ML that best classifies each observation
from a given dataset using a hyperplane. SVM can deal with
both linear and nonlinear questions and is more useful in large
datasets. To address different problems such as routing [64],
localization [65], fault diagnosis [66], congestion control
[67], and communication issues [68], SVM is added to WSNs.

3.3. K-Nearest Neighbor (KNN). The most popular example-
based approach to solve regression and classification problems
is the K-nearest neighbor (KNN). The distance between the
sample given and the model being measured is mainly defined
by KNN. The different distances are known in KNN, such as
the Hamming distance, Euclidean distance, Manhattan dis-
tance, and Chebyshev distance function. The missing samples
from the featured room are detected by this method, and the
measurements are reduced. KNN was introduced in WSN
applications by data aggregation and anomaly detection.

3.4. Deep Learning. DL is a type of machine learning that
belongs to the ANN family with a multilayer understanding
[69]. It has application in some studies such as transport and
routing networks [70], health care, such as detection and
segmentation [71]. Also, it imitates the human brain’s com-
munication and information processing mechanisms and
procedures the data for object identification, language trans-
lation, speech recognition, and decision making. In WSNss,
DL is used to tackle many problems, such as abnormality
and fault detection, energy harvesting, data efficiency calcu-
lation, and routing [72]. In the design of data safety, classifi-
cation, and prediction activities, the security applications of
deep learning models such as intrusion detection systems
(IDS), malware detection, and spam filtering have become
important. Based on intelligence, these various activities
are structured to construct a paradigm that generally clas-
sifies and discriminates between “normal” and “malicious”
samples, such as attacks and standard packets. With the
exponential growth in deep learning models [73], the sophis-
tication of attack strategy tools is enhanced.

3.5. Naive Bayesian Learning. Bayesian learning is a mathe-
matical technique that seeks the connection among the data
by learning conditional dependency with various statistical
approaches. To evaluate posterior likelihoods, Bayesian
learning takes previous functions of probability and new
knowledge. If Y1, Y2, Y3 --- Yn represents a series of inputs
and returns a mark 6, the likelihood of p(f) must be



4 Wireless Communications and Mobile Computing
TaBLE 1: The summary of researches based on ID detection in MANETS.
Author Year Method Results
[Sil;]Strl etal 2016  Hop-based analysis technique Capable of detecting both hidden and revealed attacks
Mudgal and . . S S
Gupta. [46] 2016 AODV technique The approach is that the overhead routing is significantly minimized
Artin et al. . . . . . . .
[36] 2017  The online CEP learning engine In MANET, to identify attack traffic in an online way
Sui et al. [37] 2018 Two-level detection scheme The malicious nodes are isolated from the usual nodes easily and effectively
Abdel-Azim Adaptive neurofuzzy inference Blackhole anfi g?ayholel detection in the MANET system. The blackhole attack
2018 has a more significant impact on the network than the grayhole attack, based
et al. [38] system
on performance
Jhanjhi et al. 2019 Machine learning The usage of ML methods in the internet 9f things proposes a rank and
[47] wormbhole attack detection system
Cheng et al. An effort is made to combine cloud storage with VANET, and a PPVF is
(48] 2019 PPVE-RSU-CSP proposed for cloud-assisted VANET
&rg}s ad etal. 2019 Machine learning The accuracy is 93.12% for wormhole attack detection in ad hoc
Jhanjhi et al. 2020 Machine learning Suggesting a rank and wormbhole att.ack prevention hybrid RPL protocol using
[50] machine learning
Wang et al. 2020 FD-WCERSNPS The suggested FD—WCFRSNPS is eﬂ"lc1§nt and effective, according on the
[51] findings of five different tests
?;rzlﬁgh etal 2020 Artificial neural network Detecting wormhole attack in wireless sensor network
Srilakshmi 2021 Hybrid reactive search and bat ~ To evaluate the lifespan of the node, the attack detection rate and node energy
et al. [53] algorithm are estimated
Goyal et al. 2021 CDMA-based security Underwater wireless sensor networks wormhple attack. Comparec.l to current
[54] methods, the proposed approach also increases energy efficiency
Wang et al. Approaches to service selection that Our suggested scheme offers higher dependability and a lower time cost than
2021 . . . . . .
[55] is quick and dependable previous alternatives, according to the findings
Nietal [56] 2021 Fault detection method relies on ~ When compared to the chain-TDMA approach, the suggested methodology
’ TDMA reduces resource utilization by 87.95-90.42 percent
Amutha et al. 2021 Clusterine techniques A brief analysis of wireless sensor network clustering focused on three distinct
[57] 8 4 types, as classical, optimization, and machine learning techniques is presented
Jiang et al. System for adaptive cosite fading ~ The analytical modeling and tests confirm that the theoretical argument is
2021 .
[58] channels valid and useful
Ahmadi et al. 2021 New KATP network for adaptation Tests on a variety of typlce)ll samples as well as c.hmcal data back up your
[59] model’s state-of-the-art efficiency

Tami and Lim

[60] 2021 Ensemble learning
Chen et al.

[61] 2021 RPPTD
Sultana et al. 2021 Considering bottleneck
[44] intermediate node

In terms of their Matthews coeflicients, accuracies, false positive rates, and the
area under ROC metrics, the value of success among classification algorithms
is statistically studied

A truth-finding scheme that is both robust and privacy preserving

The findings reveal that the negligence by IDS algorithms of the reputed packet
falling nodes is a significant issue and hurts network efficiency

amplified. Bayesian learning approaches have resolved many
problems in WSNS, such as routing [74], data location [75],
aggregation [76], fault prediction, connectivity, and coverage
problems [77].

3.6. Decision Trees (DT). DT is similar to supervised ML
algorithms that use arrays of it and then other rules to
improve readability [78]. There are two kinds of trees in
DT. The leaf node is one, and the decision nodes are
another. DT forecasts a class or goal based on the judgment
rules and generates a training model derived from training

results. Decision trees offer many advantages, such as trans-
parency, less complexity, and rigorous decision-making
analysis. Decision trees are used to resolve different WSN
problems, including connectivity, data aggregation, and
mobile devices.

3.7. Convolutional Neural Network. CNNss are widely utilised
for deep learning and the most well-known types of neural
networks, mainly in large datasets such as photos and
videos. Cortex neurobiology has resulted in a multilayer
neural network design. It is made up of both convolutional
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FiGuRre 1: The diagram of the wormhole attack.

and fully linked layers. Subsampling layers can occur
between these two levels. They achieve the best of DNNs
with complexity in well scaling and multidimensional locally
correlated input data. Therefore, the immediate implemen-
tation of CNN takes place in dataset where relatively numer-
ous nodes and factors require to be trained.

3.8. Proposed Process. Our method is helpful in the identifi-
cation of malicious material. This wormhole attack mitiga-
tion is introduced in an ad hoc network of natural and
malicious output file monitoring nodes. Initially, with their
procedures, we describe the sum of normal nodes and malig-
nant nodes. In this scheme, a tunnel between the malicious
nodes and the message or packet is established. These are
transmitted only over the tunnel. When the malicious node
is neighboring to the traditional central node, the message
is sent without using the data itself (see Figure 2).

We follow data from each moving node at that stage and
accept a message that aids in data collection. The execution
of the system can be expanded by specifying the essential
role. At that point, to construct a dataset that was marked
with the support of an outstanding hub address, we selected
eight significant features. Therefore, six standard machine
learning classifiers specifically organize ordinary and mali-
cious data from study samples into two categories apply.
Device efficiency is measured based on multiple mathemati-
cal criteria and compared to the new techniques.

3.9. Performance Analysis of Classification. Accuracy (ACC),
precision (P), and sensitivity or recall (R) metrics are used
for assessment purposes. Four separate parameters are
applied true positive (TP), true negative (TN), false positive
(FP), and false negative (FN) to measure these metrics.
Accuracy is the proportion, over the volume of data, of the
correctly classified number of documents. Precision means
the relevant percentage of the performance. On the other
hand, recall corresponds to the rate correctly classified by
the total functional outcome algorithm. The ratio of the
number of abnormal records correctly flagged as an anomaly
against the total number of anomaly records is also referred
to as detection rate (DR) and true positive rate (TPR). When
the total number breaks the anomaly of standard forms, the
false positive rate (FPR) is the percentage of the wrongly
flagged ordinary record number as follows:

5
ACC= TP+§§::§+ N’ M)
DR:TPR:R:TPT%\I, (3)
FPR = %. (4)

4. Results and Discussion

4.1. Simulation of Wormhole Attack. With a finite number of
nodes, we have simulated wormhole attacks in the MATLAB
2019b set. It generates a topology consisting of the node,
computer, channel, and protocol. Different network pro-
grams transfer packets over a network in this simulation
process. Packets are either generated or approved and proc-
essed, and the simulation model execution reaches the pri-
mary role and is processed until the termination state. The
original location of nodes and contact nodes against their
adjacent nodes is seen in Figure 3.

This simulation was done in an ad hoc network environ-
ment with 48 regular nodes and two malicious nodes. Topol-
ogy room 1000 x 1000 m?, spontaneous node activity, and
the 250-meter radio range of a node are the simulation envi-
ronment’s experimental parameters (1000 for wormhole
nodes). Regarding Figure 3, the normal nodes are indicated
with red circles, and wormhole nodes are illustrated with
black triangles. Moreover, the initial connection is shown
with blue lines between nodes.

4.2. Feature Extraction Results. The selection of features is
one of the central principles of machine learning that
directly influences its performance. Unrelated or partly
related functions may adversely impact the output of the
device. The output file includes complete node information
in which only any of the data for a given application is infor-
mative. Whenever irrelevant or less informative features that
do not lead to classification are omitted, it may pick similar
features for the dataset. There are many benefits of feature
selection, such as decreasing overfitting, reducing training
time, and improving accuracy. We have chosen eight essen-
tial features that optimize the system’s performance. Table 2
includes the characteristics of the MANET presented. Such
attributes are either continuous or discrete. We use the spe-
cific node address to mark samples and presume that mali-
cious nodes often yield malicious samples.

We have gathered 3997 different samples containing nor-
mal and malicious samples (normal 3781 and malicious 216).
It builds a dataset that is compiled and tagged with eight cho-
sen attributes. It is a high-volume dataset for wormhole attack
detection created in an ad hoc network context.

4.3. Results of Classification. The results of classification with
several methods of machine learning consisting of K-nearest
neighbor (KNN), support vector machine (SVM), decision
tree (DT), linear discrimination analysis (LDA), naive Bayes
(NB), and convolutional neural network (CNN) are
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F1GURE 3: The position of MANET nodes.

TaBLE 2: The selected feature for diagnosis of wormhole attacks in
MANET.

Z
°

Features

Number of nodes
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Average speed
The standard deviation of speed
Faster’s direction
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O NN N Ul A W N
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illustrated in Figure 4. Regarding the confusion matrix of
Figure 4, the green arrays show the true values, and red ele-
ments indicate false ones. For binary evaluation, the target
class is usually considered a positive class. For this paper,
our main objective is to find wormhole nodes between nor-
mal nodes. Therefore, the class of wormhole is regarded as a
positive class. Base on the confusing matrix of Figure 4 from
true values, the upper cell shows the true negative, and the
lower one is true positive. Respectively, from red cells, the
upper one is false negative, and the lower one is false positive

class. The classification is performed based on two classes,
including normal and malicious nodes.

Vertical gray cells represent accuracy and negative pre-
dictive values, while horizontal gray cells represent sensitiv-
ity and specificity. For example, in SVM results, from 216
wormbhole nodes, 158 (73.1%) are diagnosed correctly. How-
ever, 58 (26.9%) are misdiagnosed as normal nodes. In other
words, the sensitivity of the SVM method is 73.1%. On the
other hand, the SVM method can diagnose the normal node
with 99.6% specificity. It means that from 3781 normal
nodes, only 15 (0.4%) are misdiagnosed. Moreover, in the
DT classifier, 87.7% (precision) are in a true state from all
detected wormhole nodes. On the other hand, the precision
of the DT classifier is 87.7%. The total accuracy value that
comprises DT is the value in the confusion matrix’s lower-
right corner cell. This value equals 98.9%. To conclude, the
results show that the accuracy of the KNN, SVM, DT,
LDA, NB, and CNN methods are 97.1%, 98.2%, 98.9%,
95.2%, 94.7%, and 96.4%, respectively. Furthermore, the
classifier’s overall error value is displayed in red writing in
the lower-right corner. We calculated that DT outperforms
all other classical classifiers in terms of accuracy.

Table 3 shows the deep convolutional neural network
that was employed in this work. For every 3997 nodes in
each layer, there are 8 features. As a result, the input matrix
is 8 x 1. We also employed two convolutional layers with ten
filters of 2 x 2 size and stride [1] with zero paddings, as well
as two convolutions with ten filters of 2 x 2 size and stride
[1]. We also utilised the Tanh and ReLU routines to activate
the layers. Then, with 384 and 2 cells, respectively, two
completely linked layers are employed. The SoftMax layer
is then used to calculate likelihood and activate the final
levels. The classification layer is then utilised, which is based
on cross-entropy and takes mutually exclusive classifications
into account. The categorization procedure’ outcomes are
depicted in Figure 5. The procedure is carried out on a core
i7 Intel processor with a clock speed of 3 GHz and 12 GB of
RAM. The training procedure is repeated 3000 times.
Figure 5 shows the accuracy and loss rate of the training pro-
cedure for a deeper understanding of machine learning tech-
niques, and Figure 6 shows the ROC curve based on
classifier. In the ROC curve, the horizontal axis represents
the false positive rate, while the vertical axis represents the
true positive rate. To put it another way, the graph is shown
with wormhole nodes as the positive class. The area under
the curve of the ROC curve, often known as AUC, is an
important criterion for classifier performance assessment.
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F1GURE 4: The confusion matrix of the utilized machine learning methods.
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TaBLE 3: The architecture of the presented CNN method.

No Layer Properties
1 Input feature 8 x 1 x 1 matrix
2 Convolution layer 10 (2 x 2) convolutions, stride [1]
Tanh
2 Convolution layer 10 (2 x 2) convolutions, stride [1]
3 ReLU F(x) = max (0, x)
4 Fully connected 384 fully connected layers
6 Fully connected Two fully connected layers
e
7 SoftMax o(x);= =x yi=1 Ko x=(xp, 00, Xg)
Y€
i
8 Classification output For multiclass classifier with class labels, the cross-entropy loss is used
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FIGURE 5: The accuracy and the loss value for CNN architecture.

The DT classifier has a higher AUC than the other tivity refers to the method’s ability to detect wormhole nodes
approaches, as can be observed. in MANET. As a result, the size of it signified the classifiers’

Table 4 shows the results of the evaluation of machine  capability. In other words, the DT classifier has a higher
learning approaches. The sensitivity of the DT technique  sensitivity than other approaches. The accuracy also reveals
exceeds other methods, according to the findings. The sensi-  the method’s capability for producing outcomes or its
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F1GUure 6: The ROC curve of different classifiers used for wormhole
detection.

TaBLE 4: The comparison of methods of diagnosis employed in this
article.

KNN SVM DT LDA NB CNN
Sensitivity  53.7% 73.1%  92.6% 72.7% 722% 78.7%
Specificity  99.6% 99.6%  99.3%  96.5% 96.0% 97.4%
Precision  87.2% 91.3% 87.7% 545% 50.8% 63.2%
AUC 99.1% 99.4% 99.74% 97.5% 959% 96.3%
Accuracy  97.1% 982% 98.9%  952% 94.7% 96.4%

dependability. The SVM approach, for example, has a preci-
sion of 91.3 percent. It means that, from all nodes that the
SVM recognized as wormhole nodes, 91.3% are the positive
test of the real wormhole. The specificity also shows that
how the classifier detects the normal node. The higher spec-
ificity is belonging to KNN and SVM approaches. Finally,
the higher AUC value has resulted from the DT method.
To summarise the findings, the DT approach has a 98.9%
accuracy rate, which is greater than other methods. SVM,
KNN, CNN, LDA, and NB, in order of importance, indicate
excellent accuracy.

5. Conclusion

A wormbhole attack is a type of attack on the network layer
that reflects routing protocols. To detect wormhole attacks
using machine learning, a training dataset must train models
in any training mode. Training datasets can be obtained
from real-time conditions or tests for classification. As a
function, the experimental data may be defined as a target
value and a descriptive process. This article has obtained
3997 different samples containing normal and malicious
samples (normal 3781 and malicious 216). It builds a dataset
compiled with eight selected features and labeled. The classi-
fication is performed with several methods of machine

learning consisting of K-nearest neighbor (KNN), support
vector machine (SVM), decision tree (DT), linear discrimi-
nation analysis (LDA), naive Bayes (NB), and convolutional
neural network (CNN). To conclude, the results show that
the accuracy of the KNN, SVM, DT, LDA, NB, and CNN
methods are 97.1%, 98.2%, 98.9%, 95.2%, 94.7%, and
96.4%, respectively. Based on the results, the sensitivity of
the DT method outperforms other approaches. The higher
specificity is belonging to KNN and SVM approaches.
Finally, the higher AUC value has resulted from the DT
method. To conclude the results, the DT method’s accuracy
is 98.9% and higher than other methods. In the next priority,
SVM, KNN, CNN, LDA, and NB indicate high accuracy,
respectively. Our strategy’s success encourages us to expand
this work to address the limitations and simulation
described in a 3D ad hoc network. In the future, authors
should extend some methods to diagnosed different types
of attacks related to WSN and IoT systems based on artificial
intelligence and machine learning method.

Data Availability

We have simulated wormhole attacks data in the MATLAB
2019b set with a finite number of nodes, and it generates a
network topology consisting of the protocol of the node,
computer, channel, and network.
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Crowdsourcing provides a distributed method to solve the tasks that are difficult to complete using computers and require the
wisdom of human beings. Due to its fast and inexpensive nature, crowdsourcing is widely used to collect metadata and data
annotation in many fields, such as information retrieval, machine learning, recommendation system, and natural language
processing. Crowdsourcing helps enable the collection of rich and large-scale data, which promotes the development of
researches driven by data. In recent years, a large amount of effort has been spent on crowdsourcing in data collection, to
address the challenges, including quality control, cost control, efficiency, and privacy protection. In this paper, we introduce
the concept and workflow of crowdsourcing data collection. Furthermore, we review the key research topics and related
technologies in its workflow, including task design, task-worker matching, response aggregation, incentive mechanism, and
privacy protection. Then, the limitations of the existing work are discussed, and the future development directions are identified.

1. Introduction

Machine learning and deep learning technologies have
increasingly become a research topic in many fields, includ-
ing computer vision, natural language processing, and other
fields related to artificial intelligence. The study of these tech-
niques requires large-scale, high-quality data (raw and/or
labeled data) to train algorithms, and the quantity and quality
of the data directly affect the performance of the trained
algorithm. How to collect large-scale, high-quality data is
an urgent problem to be solved.

Crowdsourcing [1] provides a distributed data collection
solution. We call this solution “crowdsourcing data collec-
tion” and define it as

“Crowdsourcing data collection is the scheme of undertak-
ing collecting data tasks by an undefined, potentially large
group of online workers in an open recruit format.”

There are many examples of crowdsourcing data
collection. ImageNet (http://www.image-net.org/about-stats),
a dataset of more than 14 million images, was labeled by
50,000 online users on Amazon Mechanical Turk (AMT)

(https://deepmind.com/research/open-source/kinetics). Kinet-
ics (https://deepmind.com/research/open-source/kinetics), a
dataset of human behavior that includes 700 motion categories
and nearly 650,000 video clips, was collected via YouTube.
LibriSpeech (http://www.openslr.org/12/), a speech corpus
containing about 1000 hours of English, is from the LibriVox
project. The famous Yelp dataset, from the largest public
comments on Yelp (https://www.yelp.com/dataset), contains
more than 8 million user comments and more than 20 images
of over 200,000 businesses in 10 cities.

Crowdsourcing helps enable the collection of rich and
large-scale data, which promotes the development of
researches driven by data. However, crowdsourcing data col-
lection relies on the uncertain crowd; the differences in peo-
ple’s ability and understanding of questions, as well as the
motivation to participate in the task, will affect the effective-
ness and efficiency of crowdsourcing, as well as harm the
privacy of requesters and workers. Some technologies are
applied to the crowdsourcing process to control the quality,
cost, efficiency, and preserving privacy. These techniques
focus on solving the following key issues: how to design a
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task, how to select a worker (i.e., people who perform tasks),
how to aggregate workers’ responses, how to design an
incentive mechanism, and how to protect privacy from dis-
closure. This survey describes the process of crowdsourcing
data collection, reviews the key research topics and related
technologies in its workflow, and discusses the limitations
of the existing work and open problems.

This paper is organized as follows. Section 2 introduce
the crowdsourcing data collection process, Sections 3-7
review the technologies adopted from five key aspects,
respectively, including (1) task design, (2) task-worker
matching, (3) response aggregation data, (4) incentive mech-
anism design, and (5) privacy-preserving. Section 8 discusses
the limitations of the existing work and the future research
direction. Section 9 concludes this paper.

2. Crowdsourcing Data Collection Process

Crowdsourcing data collection infrastructure comprises
three major components: requester, worker, and crowdsour-
cing platform. A requester is a task owner, such as a person
or an organization that requests a particular data collection
task to be completed by workers (see Figure 1). A worker
is an online user who potentially performs an assigned/se-
lected task, motivated by interest or reward. A crowdsour-
cing platform is a server that manages requesters, workers,
and tasks.

Figure 1 shows the process of crowdsourcing data collec-
tion. First, the requester submits the designed task and the
corresponding reward to the platform (Step 1 in Figure 1).
Then, the crowdsourcing platform publishes tasks (Step 2
in Figure 1). Then, the worker performs the assigned/se-
lected tasks (Step 3 in Figure 1) and responds to the platform
with collected data (Step 4 in Figure 1). Then, the platform
aggregates the responses from workers and delegates them
to the requester (Step 5 in Figure 1). Finally, the requester
validates the task responses and determines whether to
accept them, and once accepted, the reward is paid to the
worker who has responded to the task (Step 6 in Figure 1).

Crowdsourcing data collection has the advantages of
cheap price, fast collection speed, and large scale of data
obtained. However, it still faces many challenges:

(1) Control of the Crowdsourcing Result’s Quality. The
crowdsourcing result’s quality refers to the extent
to which the data obtained meets and/or exceeds
the requestor’s expectations. The quality is affected
by two aspects: task and worker. First, the task
design (including whether a task description is clear
and whether a task design is reasonable) has a direct
influence on the worker’s understanding of the task.
If workers cannot accurately understand the task, it
is difficult to provide high-quality data. Secondly,
crowdsourcing mainly uses the online worker to col-
lect data. Because the objective ability and subjective
motivation of the worker may affect the reliability
and/or the correctness of the collected data, it is cer-
tainly difficult to ensure the quality of their submit-
ted data.
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(2) Control of the Cost. From the task owner’s perspec-
tive, the costs of crowdsourcing refer to the payment
required to accomplish the task. Most crowdsourced
tasks require the task owner to pay rewards to
workers who have completed the task. On the
AMT platform, the reward is usually a few cents
per task. However, the total payment is a consider-
able expense, if the scale of the task is large. For
example, if the price to tag a single image is 5 cents,
the price to tag 50,000 images is $2,500, so it is
important to consider not only the quality of the
crowdsourced data but also the cost of doing so. In
contrast, from the worker’s point of view, since they
need to expend the cost (including time, energy, and
resources) to participate in tasks, they usually con-
sider whether the reward is worthwhile compared
with the cost.

(3) Efficiency, which Refers to the Time between Publish-
ing the Task and Completing the Task. Efficiency is
affected by the enthusiasm to participate in the task
and the quality of the task completed by the workers.
For example, 100 workers tag a set of photos faster
than 10 workers. However, among the data submit-
ted by workers, if the amount of qualified data is
lower than the task requestor expects, a secondary
publication task is required, increasing the overall
time for the task to complete.

(4) Privacy Threat, which Is an Important Issue in
Crowdsourcing. The data collected through crowd-
sourcing may contain a large amount of sensitive
information, which is directly related to user privacy,
such as the user’s geographical location, travel trajec-
tory, and personal preferences. This would cause
serious security threats. For example, based on the
personal information collected and tracked, Egyptian
government officials’ harassment and retaliation on
Ushahidi reporters in 2011 can be seen as both
physical intrusions to those protestors’ solitude and
an interference against their ideas and public
demonstrations.

To address the above challenges, recently, research on
crowdsourcing data collection has sprung up, for example,
controlling the quality of crowdsourcing results [2-4], bal-
ancing between budget and quality [5-7], and aggregating
the responses generated by workers to produce accurate
results [8-10].

These challenges exist in the entire crowdsourcing pro-
cess. Next, according to the crowdsourcing process, a variety
of studies are reviewed from 5 aspects, including (1) task
design, (2) task-worker matching, (3) response aggregation,
(4) incentive mechanism design, and (5) privacy-preserving.

3. Task Design

Crowdsourcing task design is to design a task with a clear
description and appropriate size to improve the readability
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FiGure 1: Crowdsourcing data collecting scenario.

of the task, to help workers complete the task quickly and
correctly.

3.1. Task Description. Task description describes the task
basic information (e.g., title, keywords, task content, task
requirement, and task goal) and the task instructions of
how to perform the task. The clarity of the task description
affects the way workers perform the task and hence the qual-
ity of the crowdsourcing results [11-14].

Few task description studies have been conducted at this
time. Gadiraju et al. [15] studied the quantification of task
clarity. They published 71,000 microtasks on the Crowd-
Flower platform, including six task types: CC (Content Cre-
ation), IF (Information Finding), IA (Interpretation and
Analysis), VV (Verification and Validation), CA (Content
Access), and SU (Surveys). They collected workers’ ratings
on task goal clarity, task role clarity, and task clarity, then
used the features (e.g., task type and task content) and the
acquired labels to train and validate a supervised machine
learning model for task clarity prediction. Gillier et al. [16]
studied the influence of task instruction orientation on the
quality of task (i.e., crowdsourcing innovative ideas) com-
pletion. They compared the quality of task completion
under three types of task instructions: unbound, suggestive,
and prohibitive. Suggestive task instruction leads to lower
quality of idea originality, probably because it limits peo-
ple’s thinking. Wang et al. [17] believed that, if the samples
in the suggestive instruction were highly original, it would
motivate workers to produce high-quality original works.
The research of Ipeirotis [18], on the AMT(Amazon
Mechanical Turk) platform, suggests that task completion
times were constrained by the way tasks were selected and
followed a power-law distribution. Most tasks take 12 hours
or 7 days to complete. Besides, graphic design [15] and
gamification design [19, 20] not only make tasks more
attractive to workers but also enhance workers” understand-
ing of the task.

3.2. Task Decomposition. The size of a task affects the speed
and quality with which it is completed. Microtasks with low

granularity, such as image tagging and text recognition, gen-
erally do not require much professional skill and can be
completed quickly. Macrotasks with great granularity, such
as editing an article and writing a travel guide, are complex,
require specific professional skills, and are difficult to accom-
plish by one person alone. Macrotasks usually need to be
decomposed into multiple subtasks to reduce the difficulty
and granularity of tasks, so as to improve the quality of task
results and shorten the completion time [21-23].
According to the participants involved in task decompo-
sition, the task decomposition method is divided into
independent task decomposition and cooperative task
decomposition. Independent task decomposition means that
the task decomposition is completed independently by the
task requestor. Collaborative task decomposition means that
task decomposition is accomplished collaboratively by task
requesters and workers. For example, Kulkarni et al. [23]
designed an editable visual tool Turkomatic to allow workers
to participate in the decomposition of crowdsourced tasks.
From the content of task decomposition, the task
decomposition method can be divided into vertical task
decomposition and horizontal task decomposition. The ver-
tical decomposition method decomposes the task into multi-
ple subtasks in a sequential sequence. The output of the
former subtask is taken as the input of the latter subtask,
and the output of the last subtask is the final output of the
original task. For example, Bernstein et al. [21] split the text
editing task into three simple subtasks: (1) find, finding what
needs to be fixed; (2) fix, fixing what needs to be fixed; and
(3) verify, verifying the correctness of the fix. The horizontal
method divides tasks into multiple subtasks that can be done
in parallel. The final output of the original task is obtained
by aggregating the output of all subtasks. For example, Kit-
tur et al. [22], based on the MapReduce framework [24],
studied the decomposition of complex tasks and the integra-
tion of responses to subtasks and split the task writing an
article into three simple subtasks: Partition-Map-
Reduction. The “Partition” subtask is to create an outline.
The “Map” subtask is to collect materials required for a
chapter. Multiple instances of a “Map” subtask can be done



in parallel. The “Reduction” subtask writes paragraphs based
on the collected materials. Finally, the “Reduction” subtask
merges all the outlines and chapters into a single article.

4. Task-Worker Matching

There are two ways of matching between tasks and workers:
(1) worker selection task and (2) platform assignment task.

(i) Worker-selected tasks (WST): workers select data
collection tasks of their interest from a given list
published by the crowdsourcing platform.

(i) Platform-assigned tasks (PAT): the crowdsourcing
platform selects available appropriate workers for a
given data collection task based on various parame-
ters, such as the quality of the worker and the budget
of the task, to ensure that certain goals are achieved.

4.1. Worker-Selected Tasks (WST). With regard to WST, a
worker searches the list of tasks in some sort or by entering
keywords. For example, AMT, the most popular crowdsour-
cing platform for microtasks, sorts tasks by “recently
released,” “reward,” and “most HITs” [25] and allows input-
ting keywords for searching tasks [18]. WAT helps workers
find tasks quickly, but it has some limitations:

(1) Workers generally focus on the first 1~2 pages of
search results, which means some tasks will not be
completed for a long time, i.e., hungry task

(2) The tasks found are likely not suitable for the
worker. However, to save task search time, some
workers choose tasks randomly from the search
results, resulting in (i) the quality of the workers’
contribution being low and (ii) requestors losing
contributions from other workers who are better
suited to the task, and spend extra time dealing with
suboptimal contributions

To complement the above search methods, some
researchers propose task recommendation algorithms
[26-30] based on worker characteristics and task character-
istics, in order to provide workers with more appropriate
tasks to choose from. Ambati et al. [28], based on the histor-
ical interactions between workers and tasks, built a prefer-
ence model for workers and learned workers™ preferences
through “Bag-of-Words Approach” and “Classification
Based Approach,” so as to recommend tasks that might be
of interest to workers. However, Ambati et al. [28] cannot
solve the cold-start problem of a lack of historical informa-
tion on new workers and tasks. To address the cold-start
problem, Yuen et al. [26] proposed a task recommendation
framework TaskRec based on Unified Probability Matrix
Factor Decomposition, which is aimed at recommending
tasks for workers in dynamic scenarios. In the real world,
the time spent on completing a crowdsourcing data collec-
tion task is usually short (several minutes or even seconds),
so it is possible that a task has been completed by other
workers before it has been recommended to the right one.
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Safran et al. [30] proposed a real-time recommendation
algorithm that recommends the task within milliseconds,
including the following: (1) Top-K-T algorithm, recom-
mending the most suitable K tasks for specific workers; (2)
Top-K-W algorithm, recommending the most suitable K
workers for a specific task.

4.2. Platform-Assigned Tasks (PAT). PAT involves assigning
a given task to suitable workers based on various conditions,
aimed at achieving optimization goals benefitting the
requester, such as maximizing the number of tasks assigned,
minimizing the cost currently, and improving the quality of
task responses, or goals benefitting the worker, such as max-
imizing the reward received by the worker. These goals are
related to the quality of workers; therefore, how to assess
the quality of workers is vital. Section 4.2.1 reviews the fac-
tors influencing the quality of workers, Section 4.2.2 intro-
duces the assessment of the quality of workers, and Section
4.2.3 introduces the assignment algorithms.

4.2.1. Factors Influencing the Quality of Workers. The quality
of workers is influenced by both the workers and the tasks,
specifically, including the worker’s ability, the human factor
of the worker, and the difficulty of the task.

The quality of workers is affected by their professional
ability [25]. Workers perform better on crowdsourced tasks
in areas of expertise they excel at [31]. A worker’s profes-
sional ability refers to the knowledge and skills acquired by
the worker through previous studies and work, which
reflects the ability level of the worker in a certain field. In
general, the worker’s professional ability is evaluated based
on his/her credentials (such as academic certificates, lan-
guage level, and professional qualifications) and experience.

The quality of workers is affected by human factors
[32, 33]. Kazai et al. [33] investigated the influence of
human factors on the accuracy of labeling from six
aspects: workers’ participation motivation, familiarity with
the subject involved in the task, awareness of the difficulty
of the task, satisfaction with reward, and enjoyment of the
task, and found that the accuracy of labeling was related to
human factors.

The quality of workers is affected by task difficulty [33,
34]. Wei et al. [34] divided tasks into easy and difficult cate-
gories and learned the difficulty of tasks according to the
workers’ scores on the difficulty of tasks. The results of the
image tagging experiment show that compared with easy
tasks, difficult tasks have higher tagging accuracy, but this
is related to the workers’ perception of the difficulty of the
task [33].

4.2.2. Assessment of Worker’s Quality. An accurate assess-
ment of the quality of workers is required before task assign-
ment. Specifically, it can be divided into the following three
evaluation methods shown in Table 1:

(1) Evaluate the quality of workers according to their
reputation (EQWR)

(2) Evaluate the quality of workers by using the gold
standard (EQWG)



Wireless Communications and Mobile Computing

TaBLE 1: Assessment of worker’s quality.

Method/literature Traits

Limitation

EQWR [35, 37, 38, 36, 2, 33, 39]

EQWG [8, 40, 41, 33, 42] il

Without knowing the correct answer to the
task. The quality of the worker is inferred
based on the response of the worker via data

EQWA 8, 10]

aggregation.

Assume that the platform has obtained the
worker’s history of completion of the task.

Suppose the answer to the gold standard

The reputation value of the new user cannot be
obtained.

Increases the cost of the task requester
and the time the worker takes to answer the
question.

Whether the gold standard is set suitable.

The limitation of the first two methods is
solved, but the problem of long computation
time may exist.

(3) Evaluate the quality of workers by the aggregation
result of workers’ responses (EQWA)

The quality of the worker is usually modeled by the rep-
utation of the worker [35]. Reputation values are based pri-
marily on explicit feedback (ie., ratings of workers’
contributions) from members of the crowdsourced commu-
nity about workers’ activities. For example, Xie et al. [36]
evaluated workers’ reputations based on the correctness of
workers’ responses. Allahbakhsh et al. [37] evaluated the
reputation of the workers by using their timeliness and reli-
ability in answering questions and their relationship with
other workers or requestors. However, explicit feedback
evaluation methods cannot avoid the influence of human
factors such as the personal preferences or biases of the eval-
uator, which may result in an inaccurate assessment of the
true quality of the worker [38]. Therefore, the evaluation
method of implicit feedback appears, which is based on the
worker’s historical task completion and the worker/task pro-
file. For example, the AMT platform typically considers
highly reputable workers with more than 100 completed
HIT (Human Intelligent Tasks) and more than 95% of those
tasks accepted by the requester [2, 39]; these threshold
values may be adjusted to accommodate your request. Refer-
ence [33] studied the accuracy of labeling under conditions
of restricted and unrestricted worker qualifications; the
results revealed that the accuracy is higher in the former
condition.

Qualification tests for workers, using the gold standard
contained in a task, is another way to assess the quality of
workers [8, 40]. The gold standard refers to the known
answers to the questions, usually used in qualification tests.
The quality of workers is evaluated by the correct comple-
tion rate of the gold standard, so as to effectively evaluate
the ability of workers to answer questions or the degree of
attention to questions, thus filtering out low-quality
workers. References [33, 41, 42] filtered out inattentive
workers using Attention Check Questions (ACQs). The
study [8] shows that the gold standard can effectively
improve the accuracy of data annotation, by filtering out
spammers. However, the addition of a gold standard would
lead to additional tasks, resulting in increased costs for the
requestor or an increase in unpaid work for the worker,
which might make both parties reluctant to add a gold stan-
dard to the task.

Although the above two schemes realize the evaluation
of worker quality, they both have some limitations: (1)
EQWR assumes that the platform has obtained worker
information; however, no information was available on the
new worker or new task; (2) EQWG adds an additional cost
to the requester and time spent for completion. Besides, the
rationale for the gold standard is worth considering. EQWA
addresses these limitations. Reference [10] uses a truth infer-
ence algorithm [8] to aggregate the workers’ responses, infer
the ground truth of the task, and evaluate the quality of the
workers based on the ground truth. See Section 5 for a
detailed description of the various aggregation methods.

4.2.3. Task Assignment. Crowdsourcing workers vary in their
professional ability, work motivation, etc., resulting in differ-
ent quality of workers when completing specific tasks, which
makes it difficult to ensure the quality of crowdsourcing
results. Although task redundancy and other methods
improve the quality of crowdsourcing results [3], it will also
lead to an increase in the cost paid by the task requestor and
the time spent in response aggregation. Therefore, how to
reasonably assign tasks to suitable workers has become one
of the hottest research issues in crowdsourcing research.

At present, a large number of researches have been con-
ducted on specific task assignment methods from the per-
spective of task requesters. The main idea is to balance the
quality of crowdsourcing results, the number of tasks com-
pleted, and the cost (such as time and budget), to achieve
the reasonable assignment of tasks.

Karger et al. [5-7] took classifying tasks as an example,
aimed at obtaining reliable data annotation with minimum
redundancy (the number of repeated assignments per task).
In [5-7], the quality of a worker is modeled as a probability;
the random regular bipartite graph is used to assign tasks to
workers in the offline scenario. Ho et al. [43] proposed the
exploration-exploitation algorithm in online scenarios,
aimed at minimizing the total number of tasks assigned
while the quality of crowdsourcing results is higher than
the preset thresholds. Fan et al. [44] assumed that the quality
of workers might differ in the different tasks they are
engaged in and proposed an adaptive allocation framework,
iCROWD. According to the similarity between tasks, a task
is assigned to the workers who have performed better on
similar tasks, to improve the quality and number of tasks
completed as much as possible. The iRowd framework
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TaBLE 2: Factors considered and metrics of task assignments.
Factors Metrics
Reference ~ Worker’s I.)r.ofessional Worker's hobbies Task’s bu'dget Quality of crowdsourcing Task assignment
ability constraint result rate
5] x x N N x
(6] x x N N x
7] x x N J x
[43] V x N v x
[44] X X X v X
[45] N x x N N
[46] v X X N X
[47] N J x v x
[4] J J x J x

includes a WarmUp component that is used to conduct
qualification tests on new workers to assess their initial qual-
ity. Document [45] proposes an adaptive task allocation
framework, Argo+, based on LDA (Latent Dirichlet Alloca-
tion) and Rocchio technology, to increase the success rate
of task assignments. Reference [45] measures a worker’s
quality based on the similarity, calculated based on the
worker’s expertise and that required by a task. The new
worker’s expertise is provided by himself or set to any initial
value. Literature [46] uses a decision tree to classify workers
according to their expertise, then picks tasks for the worker
he/she is good at, aimed at improving the quality of crowd-
sourcing results.

The above task assignment algorithms assume that the
task to be assigned is a single task, which does not apply to
the assignment of a combination task. A combination task
is a task composed of several different microtasks. For exam-
ple, a combination task might include making a city tour
plan, selecting a book for a reading club, or rating a movie.
A major feature of combined tasks is the diversity of task
features [47]. Literature [48] studied the influence of task
diversity on task assignment goals and proposed a task
assignment method matching workers’ professional abilities
and hobbies.

Table 2 describes the factors considered and the metrics
of various task assignments.

5. Response Aggregation

To improve the quality of a crowdsourcing result, the most
commonly used crowdsourcing method based on redun-
dancy is to assign one task to multiple workers and then
aggregate the responses of multiple workers to produce a
crowdsourcing result of the task [49, 50]. Much ground truth
inference algorithms have been used for aggregating multi-
ple workers’ responses to infer the ground truth of the task
[8, 9]. The ground truth, as a crowdsourcing result, is fed
back to the requester. According to the calculation models
[35], inference algorithms can be divided into the nonitera-
tive algorithm and iterative algorithm [10].

5.1. Noniterative Algorithm. The noniterative algorithm
infers the ground truth of the task directly from the workers’

responses [51]. Majority Voting (MV) [3], a simple method,
takes a response that is consistent with the majority of the
workers’ responses as the ground truth. If multiple responses
have the same maximum number of votes, one of them is
randomly selected as the ground truth. For example, given
a binary task ¢,, the label option x; € {0, 1}, N workers label

the task #;, and the response of the worker w; is represented

by yf =w;(x;) € {0, 1}. The ground truth of the task t; is ;.
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MYV, if (1) more than half of the workers voted unani-
mously and (2) the error rate of workers is uniformly distrib-
uted, can effectively improve the accuracy of the ground
truth [49].

The typical MV method is only suitable for the discrete
decision task. Mean and median are generally regarded as
the truth of a numerical task [8]. These methods are simple
to calculate and easy to implement in applications. However,
if spammers are in the majority, the ground truth may
seriously deviate from the real answer of the task [52]. In
addition, these methods assumed there was no difference
in response quality among all workers.

HP (Honeypot) [51], an advanced version of MV, is pro-
posed. It first filters out low-quality workers based on the
gold standard, then adopts MV to infer the truth based on
the remainder of workers. Unlike the HP algorithm, ELICE
(Expert Label Injected Crowd Estimation) [53] assumes that
a worker’s response is related to the difficulty of the task.
Using labels provided by experts as the gold standard, the
ratio of the number of workers who responded correctly to
the total number of workers who participated in the gold
standard is used to measure the difficulty of the task. ELICE
and HP solved the problem of excessive spammers, but the
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accuracy of the aggregation results depends heavily on the
rationality of the gold standard and threshold setting.

5.2. Iterative Algorithm. The iterative algorithm iterates in
two steps until the algorithm converges. Each iteration is
divided into two steps: (1) update the aggregation truth of
the task; (2) update the quality of workers. There are several
iteration algorithms such as EM (Expectation Maximiza-
tion), SLME (Supervised Learning from Multiple Experts),
GLAD (Generative Model of Labels, Abilities, and Difficul-
ties), FaitCrowd [54], TEST (Topic-missile-similar Tasks)
[31], and ZenCrowd [55].

EM [56] carries out Maximum Likelihood Estimation
(MLE) through iteration of the E (Expectation) step and
the M (Maximization) step.

(i) E step: infer the truth of a task based on the worker
quality and labels provided by workers.

(ii) M step: the worker quality based on the truth
inferred in the Exceptation step and labels provided
by workers.

When the algorithm is stopped, the inferred ground
truths of tasks and the confusion matrix representing the
error rate of the worker’s response are returned.

EM algorithm improves the accuracy of task aggregation
results since it considers the variation of worker quality.
However, EM has a high computational cost and long-
running time because of its iterative running characteristics,
and the clustering results are closely related to the initial
values of the parameters. Moreover, for a large number of
label categories and a small number of labels, the confusion
matrix obtained is a sparse matrix, which means that the
inaccuracy of the estimated results is very high.

Similar to EM algorithm, SLME algorithm [51] also
obtains aggregation results through the alternating calcula-
tion of the E step and the M step. It is assumed that the qual-
ity of workers is proportional to their professional ability,
and the sensitivity and specificity of statistics are used to
measure the professional ability of workers. Therefore,
SLME algorithm is only applicable to binary-class tasks.

GLAD [57] takes extra consideration of the difficulty of
the task based on EM algorithm and assumes the adversarial
labeler can be reversed. Each iteration updates the aggrega-
tion label of the task, the professional ability of the worker,
and the difficulty of the task. GLAD outperforms the com-
monly used “Majority Vote” heuristic for inferring image
labels and is robust to both noisy and adversarial labelers.

FaitCrowd [54] uses the topic model LDA to model the
professional ability of workers in different topics and
assumes that a task belongs to only one topic. Different from
FaitCrowd, TEST [31] assumes that a task may belong to
multiple topics.

The above inference algorithms attempt to model the
worker quality from multiple sides, including the expertise
of a worker and the difficulty of a task. However, due to
the sparsity of samples, the accuracy of the inferences is sub-
ject to certain risks. Demartini et al. [55] argued that a sim-
ple model would perform better than a complex model on a

sparse dataset and therefore proposed the ZenCrowd algo-
rithm [55]. Because the ZenCrowd algorithm uses fewer
parameters, it avoids the problem of large deviation of vari-
able estimation in the case of sparse data. Since the
ZenCrowd algorithm uses maximum entropy to estimate
the quality of a worker, its advantage is that it is suitable
for a multiclass task that has more than two options.

Table 3 shows the main inference algorithms used in
response aggregation. The factors considered by the algo-
rithm, the suitable task type, and the efficiency are com-
pared. Overall, the running time of the noniterative
algorithm is lower than that of the iterative algorithm, but
the accuracy of the aggregation result is related to the spe-
cific dataset.

6. Incentive Mechanism Design

Despite some workers being willing to work for free, most
crowdsourcing workers want to be paid for their services.
Hiring one user is cheap, but incentivizing extensive, reliable
users to perform tasks is still crucial under a limited budget.
Several studies have identified direct relations between
incentives and workers’ response quality and/or task execu-
tion speed [35, 58, 59]. Incentives may come in two different
forms: extrinsic incentives (e.g., monetary [60] and virtual
currency [61]) and intrinsic incentives (e.g., gamification
point/leaderboards [19, 20]). Extrinsic incentives accelerate
task execution speed [58]. Intrinsic incentives influence
quality more significantly than extrinsic ones [37]. Task
design typically combines extrinsic incentives and intrinsic
incentives, to attract enough workers and ensure the quality
of the response.

The goal of rational workers motivated by extrinsic
incentives is to maximize the payoffs. A worker’s payoft is
the difference between the reward received by the worker
and the cost incurred to complete the task. Maximizing pay-
offs implies minimizing the cost (e.g., effort to respond to
tasks), which generally leads to the poor quality of responses.
Much research on incentive mechanisms have been con-
ducted, to design a payment rule trade-off between the num-
ber of tasks completed, the response’s quality, and the
payment paid by requesters (or the reward received by
workers). Existing crowdsourcing incentive mechanisms
can be divided into two categories: non-game theory-based
incentive mechanisms and game theory-based incentive
mechanisms.

6.1. Non-Game Theory-Based Incentive Mechanisms. Few
studies on non-game theory-based incentive mechanisms
are proposed. The existing incentive mechanisms are mainly
designed from the perspective of the task requester. Refer-
ence [62] proposes a payment mechanism that takes a mul-
tiplicative form, where the worker’s response to a golden
question is evaluated using a score; the reward received by
the worker is the sum of the minimum payment and bonus,
which is the product of the score and unit bonus per task.
This score is directly related to the quality of the workers’
response; workers with lower response quality are given a
lower score and hence paid less and vice versa. Thus, this
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TaBLE 3: Ground truth inference algorithms.
Algorithms Worker quality model Task model Task type  Efficiency
MV [3] X X Binary-class
The probability of correctly responds to .
Noniterative algorithm HP [51] the gold standard x Binary-class High
The probability of correctly responding to . .
ELICE [53] the gold standard The task difficulty =~ Binary-class
EM [56] Confusion matrix Binary-class
SLME [134] Sensitivity, specificity X Binary-class
Tterative algorithm F}LAD [57] The probability of responding correctly ~ The task difficulty B?nary-class Low
FaitCrowd [54] LDA LDA Binary-class
TEST [31] LDA LDA Binary-class
ZenCrowd [55] The probability of responding correctly X Multiclass

payment mechanism, on the one hand, prevents spammers
from participating in the task and, on the other hand,
encourages high-quality workers to actively participate in
the task and ultimately achieves the goal of improving the
quality of the response received by the requester.

Reference [63] examines the problem: if the budget is not
enough to support one response per task, is it to motivate
more tasks to be completed or to motivate better quality
acquisition of a single response? Requallo, a flexible budget
allocation framework, is proposed based on the Markov
decision process, to determine the number of annotation
instances and payments, ultimately maximizing the number
of annotation instances under a limited budget, while ensur-
ing quality does not fall below a certain threshold.

The aforementioned non-game theory-based approach
designs the incentive mechanism directly based on the task
requestor’s estimate of the worker’s quality. The worker
either accepts or rejects the task, and there is no negotiation
with the task requestor over the quality or price of the task.
To solve this problem, game theory was introduced into
incentive mechanisms, and hence, a large number of incen-
tive mechanisms based on game theory have been proposed.

6.2. Game Theory-Based Incentive Mechanisms. During the
crowdsourcing process, the behavior and interests of task
requesters and workers interact and constrain. Based on this,
researchers have proposed a large number of incentive
mechanisms based on game theory to solve the utility max-
imization problem of the parties involved. In economics,
utility refers to the degree of satisfaction people get from a
good or a service.

We will focus on two types of game theory-based
incentives: auction-based incentives and Stackelberg-based
incentives.

6.2.1. Auction-Based Incentive Mechanism. The auction-
based incentive mechanism models the interaction between
stakeholders as an auction process and examines the proper-
ties of auctions under the behavior of the stakeholders. An
auction-based incentive mechanism is generally evaluated
according to the following desirable auction properties.

(1) Individually Rational (IR). The utility of all partici-
pants is nonnegative.

(2) Budget Feasible (BF). The payment paid by the
requestor/platform must be less than or equal to
his budget.

(3) Compute Efficiently (CE). The computational com-
plexity of the incentive mechanism algorithm is
polynomial time.

(4) Truthful (T). During the game, players will not pro-
vide false personal information (such as the cost of
participating in the task or the value they can bring
to the other party) or manipulate strategically to gain
more utility. In other words, the players maximize
their utility only if they have truly reported their
personal information.

The first three properties ensure the feasibility of the
incentive mechanism. The fourth property eliminates the
fear of market manipulation among participating users.

Reference [64] designs the incentive mechanism, MSen-
sing auction, based on the antiauction model to determine
the optimal time for users to participate in the task, so as
to maximize users’ utility. MSensing auction is proved to
be profitable (i.e., the platform should not incur a deficit.)
instead of the property BF. Literature [65] models the inter-
action between workers and task requestors as an antiauc-
tion model and proposes an incentive mechanism under
budget constraints. Initially, the workers submit bids, each
of which is a task-price pair, to the platform. The platform
then greedily selects bidders to maximize its utility and
determines how much to pay. Bayesian inference is used to
estimate worker quality and selection, and Myerson’s lemma
is used to determine the reward to be paid to the winner. Lit-
erature [66] considers the real-time arrival and departure of
workers and proposes dynamic incentive mechanisms OMZ
and OMG based on the online auction model. In the current
period, workers first bid with the reserve price of accepting
the task and the time of arrival and departure. The platform
then decides whether to accept the service of the worker and
the reward to be paid, under the remaining budget, so as to
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TABLE 4: An auction-based incentive mechanism.
Reference Quality IR BF CE T Other properties Goal Scenario
l[\éli]e nsing auction X voxooy Profitability Maximize the user’s utility Offline
[65] N, VAREVAREVARRY No Maximize platform’s utility Offline
Consumer sovereignty, constant o b .
[66] X v vV competitiveness Maximize platform’s utility Online
™ [67] X voxooA Frugality Minimize payment Offline
[68] J NN Competitiveness Maximize the total number of Online

satisfied tasks

maximize its utility. In addition to the four properties men-
tioned above, the incentive mechanisms also have the prop-
erties of consumer sovereignty, which guarantees that each
participating user has a chance to win the auction, and con-
stant competitiveness, which ensures that the mechanism has
an approximate optimal solution in an offline scenario. Unlike
the above work, literature [67] proposes a frugal auction-based
mechanism (i.e., a nonuniform truthful mechanism, TM),
which is committed to saving payment paid by the requester.
Reference [68] considers that the worker quality may change
over time and proposes a long-term, dynamic, quality-
sensitive incentive mechanism, Melody, which models the
interaction between requestors and workers as a reverse-
auction model running continuously. Melody is proven to sat-
isfy the competition property, which means that the ratio of
this mechanism’s solution to the optimal solution (OPT) that
is computed in the offline case is O(1).

Table 4 compares auction-based incentive mechanisms.

6.2.2. Stackelberg-Based Incentive Mechanism. A Stackelberg
game is used to model the competition between one player,
called the leader, and a set of players, called the followers.
A Stackelberg game consists of two stages: the leader first
takes actions and knows the actions will be observed by
the followers. The followers then take actions according to
the actions observed. Both parties choose their own strate-
gies according to the strategies of the other party, so as to
maximize their utility under the strategies of the other party
and, hence, achieve Stackelberg Equilibrium.

Literature [64] designed a truthful incentive mechanism
based on the Stackelberg game, where the platform is a leader
and each worker is a follower. First, the platform announces
the total reward of the task. Next, each worker decides sensing
time to maximize its utility. By solving the Stackelberg equilib-
rium of the utility function of the workers and the platform,
the optimal strategy (ie., the reward or the time) of both
parties is obtained when the utility is maximum.

Reference [67] resolved the problem of minimizing pay-
ment in a scenario where both the cost of workers and the
value they contribute are heterogeneous. CS-MECH, an
incentive mechanism based on the Stackelberg game, was
proposed. In the first stage, the requester, as a leader,
announces the total payment that will be allocated to all par-
ticipants. In the second stage, the workers, as followers, learn
the task and other workers’ information then decide their

participation level which maximizes their utility. Reference
[67] compares the two incentive mechanisms proposed:
CS-MECH and TM, and finds that CS-MECH performs bet-
ter than TM in terms of reducing the payment.

Reference [69], highlighting the collaboration between
requestors and workers, proposes a novel framework, in
which workers and requestors observe each other’s strategies
and share their information to maximize their benefit. First,
the worker, as the leader, reports the optimal strategy maxi-
mizing its utility. The worker’s strategy is the number of
tasks it plans to complete. Next, each requester, as a follower,
identifies the optimal strategy (i.e., the unit price of the task)
based on the observed strategy and the private information
owned (i.e., the worker’s reputation) and then shares the
information with the workers. Finally, based on the informa-
tion observed, the worker adjusts the number of tasks to be
accomplished, to maximize its utility.

Besides, privacy and security are the challenges of
crowdsourcing. Given concerns about privacy disclosure
and security threats, workers may be reluctant to participate
in tasks [70]. Li and Cao [71] proposed two privacy-oriented
incentive mechanisms, in which users are encouraged by
credits to upload data without being disclosed. One scheme
is implemented by a trusted third-party platform using a
hashing verification equation; the other scheme is imple-
mented by blind signature and delegate technology. Xiong
et al. [72] have proposed a secure framework for reward-
based spatial crowdsourcing (SECRSC), which uses homo-
morphism encryption technology to prevent the disclosure
of information uploaded by workers.

7. Privacy-Preserving

Crowdsourced data collection faces three types of privacy
threats:

(1) Threat to Data Privacy of Workers. The data col-
lected may relate to the privacy of workers, such as
the social activities, travel trajectory, political views,
and health. The disclosure of such information prob-
ably harms workers’ privacy.

(2) Threats to Personal Information Privacy of Workers.
The personal information of the worker is uploaded
by the worker when he/she registers in the crowd-
sourcing platform, including the worker’s ID and
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gender. Personal information can be stolen and used
to commit crimes.

(3) Threats to Task Privacy. The task uploaded by the
requester includes the information about the
requester. An attacker may infer valuable requester
information from the task description, thus endan-
gering the requester’s privacy.

To protect crowdsourcing from privacy security threats,
several methods have been applied to task allocation, data
aggregation, and incentive mechanisms.

(1) Task Assignment with Privacy. To et al. [73] intro-
duced a trusted third party to protect worker loca-
tion privacy based on differential privacy. Shen [74]
designed a secure task assignment protocol using
additively homomorphic encryption with the intro-
duction of a semihonest third party. In contrast,
[75-78] intend to protect both task privacy and
worker privacy. References [76, 78] proposed the
task assignment based on the encrypted locations
of workers and requesters by homomorphic encryp-
tion. In [75, 77], a dual privacy-preserving algorithm
based on anonymity is proposed in task matching in
spatial crowdsourcing,

(2) Data Aggregation with Privacy. In the data aggrega-
tion stage, there are two common methods to protect
privacy: homomorphic encryption [79, 80] and the
addition of random noise perturbation data [81]. In
[79], a data aggregation scheme based on additional
homomorphic identity encryption (IBE) was pro-
posed, in which data reported to SP should be
encrypted using the worker’s private key. This
ensures that workers’ data is not decrypted (except
by the trusted third party). Zhuo et al. [80] proposed
a data aggregation scheme that supports privacy pro-
tection and data integrity. Zhuo et al. [80], based on
Brakerski-Gentry-Vaikuntanathan, proposed a veri-
fiable homomorphic encryption scheme.

(3) Incentive Mechanism with Privacy. To protect per-
sonal information privacy, some incentive schemes
try to support differential privacy by adding random
disturbance to bidding information [82-84], which
can protect workers’ personal information well.
Meanwhile, It also ensures that no worker can gain
more benefit by claiming false bids. In addition,
[85] applied homomorphic cryptography to protect
the privacy of personal information (bidding) and
considered the verification of incentive results. Sun
and Ma [86] proposed a verifiable incentive mecha-
nism for privacy protection based on signature and
homomorphic encryption.

8. Discussion

In this section, we discuss some important open problems in
crowdsourcing data collection.

Wireless Communications and Mobile Computing

8.1. More Effective Incentive Mechanism. Crowdsourcing
data collection tasks involve three entities, including task
requesters, workers, and crowdsourcing platforms. One of
the most fundamental questions is how to recruit extensive
appropriate workers. Existing research focuses on how to
design tasks to attract enough reliable workers to participate
in tasks. One of the most important components of the task
design is the incentive mechanism. However, existing work
mainly designs the incentive mechanism from the
requester’s perspective, in which the reward paid to workers
is mainly based on the task requestor’s evaluation of worker
responses; the drawback is that the evaluation may not be
accurate, because the task requestor may be malicious and
deceptive. How to design an incentive mechanism from the
perspective of the system, with constraints on both workers
and requestors, is worth further study.

8.2. More Accurate Selection of Workers. Worker quality is
the key basis of task assignment. Some workers exclude
low-quality workers through the gold standard. However,
the gold standard hidden in a crowdsourced task can lead
to an increase in the cost (e.g., the payment by the requester
and the time to complete tasks) of the task. Besides, if the
gold standard is too difficult or not relevant to the real task,
honest, professional workers may be eliminated, thus wast-
ing the requester’s resources. Therefore, further research is
needed to ensure the elimination of spammers during task
assignments and to ensure the accuracy of response
aggregation.

8.3. Privacy-Preserving. Privacy is an important issue in
crowdsourcing. The data collected through crowdsourcing
may contain a large amount of sensitive information, which
is directly related to user privacy, such as the user’s geo-
graphical location, travel trajectory, and personal prefer-
ences. This would cause serious security threats, although
some studies have incorporated privacy-preserving tech-
niques into task assignment [76, 77], response aggregation
[87], and incentive mechanisms [83, 85]. However, in
crowdsourcing, malicious participants or the platform may
deceive other stakeholders. Hence, the privacy threat has
the unique characteristic of deceptive practices [88]. Further,
developing effective strategies for protecting user privacy
remains an open research problem in crowdsourcing.

8.4. Practical Application. Finally, researches on crowdsour-
cing data collection have been mainly carried out theoreti-
cally or verified on the prototype system of researchers.
Applying theoretical research to the real world is an aspect
of the development of crowdsourcing platforms that remains
to be explored.

9. Conclusion

This paper summarizes the key issues faced in the process
of crowdsourcing data collection, reviews relevant technol-
ogies proposed over the past decade, and discusses the sim-
ilarities and differences between these technologies. Then,
the present situation of crowdsourcing research and the
problems that can be further studied are discussed. Finally,
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we hope that our work can provide a reference for relevant
researchers.
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Mobile computing is a new technology emerging with the development of mobile communication, Internet, database, distributed
computing, and other technologies. Mobile computing technology will enable computers or other information intelligent terminal
devices to realize data transmission and resource sharing in the wireless environment. Its role is to bring useful, accurate, and
timely information to any customer at anytime, anywhere, and to change the way people live and work. In mobile computing
environment, a lot of Internet rumors hidden among the huge amounts of information communication network can cause
harm to society and people’s life; this paper proposes a model of social network rumor detection based on convolution
networks, the use of adjacency matrix between the nodes represent user and the relationship between the constructions of
social network topology. We use a high-order graph neural network (K-GNN) to extract the rumor posting features. At the
same time, the graph attention network (GAT) is used to extract the association features of other nodes of the network
topology. The experimental results show that the method of the detection model in this paper improves the accuracy of
prediction classification compared with deep learning methods such as RNN, GRU, and attention mechanism. The innovation
of the paper proposes a rumor detection model based on the graph convolutional network, which lies in considering the
propagation structure among users. It has a strong practical value.

1. Introduction

In the 5G communication network environment, the num-
ber of data transmission is increasing, and there are many
types of data. Different types of data storage methods are dif-
ferent. Therefore, it is difficult to collect, store, analyze, and
query big data. The commonly used big data analysis and
collection technology cannot meet the development needs
of all walks of life when applied. When the technology is
improved and optimized, the appropriate data mining algo-
rithm should be selected to extract the effective information.
After the analysis of the mined big data, it should be pre-
sented to users in the form of visualization of data charts,
and it should be evaluated quantitatively. In order to further
improve the existing data mining technology, we can auto-

matically extract relevant information from valid data
through the artificial intelligence algorithm and semantic
search engine design, so as to improve the ability of data
collection and screening.

As mobile computing expands into every aspect of our
lives, arm-based smartphones, laptops, wearables, and other
smart devices are everywhere. The number of compute-
intensive use cases for these devices is rising every year, per-
forming tasks we could only dream of in the past. Mobile
computing is a new technology that covers many disciplines
and a wide range. It appears with the development of mobile
communication, Internet, database, distributed computing,
and other technologies. Mobile computing technology will
enable computers or other information intelligent terminal
devices to realize data transmission and resource sharing in
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the wireless environment. Its role is to bring useful, accurate,
and timely information to any customer at anytime, any-
where, and to change the way people live and work.

The internet technique has been rapidly developed for
the recent half-century, which causes the social media to
become a convenient online platform for users to obtain
information, express their opinions, and communicate.
Increasingly, people are eager to participate in the discussion
on some hot topics and exchange their points via social
media. Therefore, some false information has been dissemi-
nated [1]. Due to the scale of social media users being large
and the information on social media being easy to access for
everyone, rumors can be spread rapidly in a nuclear fission
manner through social media, which often triggers many
instability factors and makes a great impact on economy
and society. Therefore, it is particularly urgent to identify
rumors on social media effectively and early to deal with
the panic and threat.

Traditional rumor detection methods mainly rely on
semisupervised learning of automatically labeled features,
such as user features, message content features, microblog
topic features, location information features, and network-
type features [2]. But the abovementioned feature extraction
methods are not only time-consuming and labor-intensive
but also their extracted feature information is insufficient,
while such methods fail to reflect the deep social network
topology. Hence, they are not sufficient to judge rumors.

Since traditional machine learning rumor detection
methods result in the aforementioned drawbacks,
researchers have been conducting some researches about
deep learning methods into introducing a rumor detection
model in recent years. Typical deep learning models include
recurrent neural networks (RNN), gated recurrent units
(GRU), and recurrent neural networks [3]. Although these
methods are able to learn time series features from rumor
propagation, they ignore the effects of rumor propagation
for the reason that their temporal structure features only
focus on the serial propagation of rumors.

The graph attention network (GAT) is a new type of
convolutional neural network which operate on graph-
structured data using hidden self-attentive layers. The graph
attention layer used in GAT is computationally efficient
(does not require complex matrix operations with parallel
computation over all nodes in the graph). In GAT, each
node in the graph can be assigned a different weight based
on the characteristics of its neighbors and does not rely on
prior knowledge of the entire graph structure. It allows the
model to reduce a large amount of physical memory during
intermediate computations and enhance the efficiency of the
operation of model.

Another graph neural network, K-GNN, is a generaliza-
tion of GNN based on k-WL. This new model is stronger
than GNN in distinguishing nonisomorphic (sub)graphs
and is able to distinguish more graph attributes [4]. Triangle
counting is an algorithm for counting graph structures,
where the number of triangles indicates the degree of associ-
ation and the tightness of organization of nodes in graph.
This counting method is often used as an identification
method for social network topological graphs, which can
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distinguish the properties of graph structures. K-GNN has
better results for triangle counting problems. Therefore, in
this work, we adopt K-GNN as a convolutional layer.

In order to mine the difference between rumor and non-
rumor implied layer structure features with better perfor-
mance, we propose a two-layer graph convolutional
attention network, which obtains the propagation and dis-
persion properties through two parts of top-down and
bottom-up GAT, respectively [5]. K-GNN obtains the infor-
mation of the parent node of a node in the rumor tree. GAT
aggregates the information of the children of a node in the
rumor tree. Then, the propagation and dispersion represen-
tations converged at the embedding of K-GNN and GAT are
combined by full concatenation to obtain the final result.
Meanwhile, we connect the root features of the rumor tree
with the hidden features of each graph convolution layer to
enhance the influence of the root of the rumor. In addition,
we use drop edge [6] in the training phase to avoid the over-
fitting problem of the model. The main contributions of this
paper are as follows:

(1) In this paper, we solve the obstacle of traditional
convolution methods when it cannot extract struc-
tural features of social networks by applying the
graph convolution method for rumor detection

(2) For the problem of extracting the effective feature of
different data, we obtain the more effective features
by using two-layer graph convolution GAT and K-
GNN as the implicit layer

(3) The detection is performed on two public datasets.
The experimental results show that the results are
better than the accuracy of existing schemes

2. Related Work

Automatic detection of rumors on social media has attracted
a large amount of attention in recent years. Previous works
on rumor detection focus on extracting rumor features from
text content, user configurations and propagation structures,
learning classifiers from labeled data [7-11], etc. Jing et al.
[12] used time series to classify rumors, simulating changes
in handcrafted social context features. Yin et al. [13] com-
bined RBF kernels with random traversal-based graph
kernels to propose a graph kernel-based hybrid SVM classi-
fier. Ma et al. [14] constructed a rumor propagation tree ker-
nel to detect rumors by evaluating the similarity between
rumor propagation tree structures. The aforementioned
works are less efficient and heavily rely on manual feature
engineering to extract information feature sets.

To implement the automatic learning of high-level fea-
tures, there are some rumor detection methods based on
deep learning models that have been proposed recently. Yu
et al. used recurrent neural networks (RNNs) to capture hid-
den representations from temporal content features [15].
Tong et al. [16] improved this approach by combining atten-
tion mechanisms with RNNs in order to text features with
different attention. Su et al. [17] proposed a convolutional
neural network- (CNN-) based approach to learn key
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features scattered in the input sequence form high-level
interactions between important features. Ke et al. [18] com-
bined RNN and CNN to obtain user features based on time
series. Recently, Ma et al. [19] used an adversarial learning
approach to improve the performance of a rumor classifier,
where the discriminator acts as a classifier and the corre-
sponding generator based on the design of the generative
model improves the discriminator by generating conflicting
noise. In addition, Ma et al. constructed a tree-structured
recurrent neural network (RNN) to capture the hidden rep-
resentation of the propagation structure and text content
[20]. However, these methods are less eflicient in learning
the structural features of the spread of rumors and ignore
the global structural features of rumor propagation.

Compared with the deep learning models, GCN captures
global structural features from graphs or trees. Su et al. [21]
theoretically analyzed a graph convolution method for undi-
rected graphs based on spectral graph theory. Subsequently,
Defferrard et al. [22] developed a method called Chebyshev
spectral CNN and used Chebyshev polynomials as filters.
Kipf and Welling [23] proposed a new semisupervised clas-
sification method based on graph structure data. Based on
the GCN model, researchers used an efficient hierarchical
propagation rule, which is based on a first-order approxima-
tion of the spectral convolution on the graph. Experiments
on a large number of network datasets show that the pro-
posed GCN model is able to encode graph structure and
node features in a way that facilitates semisupervised classi-
fication. After that, Velickovi¢ et al. [24] proposed the graph
attention network (GAT), which operates on graph-
structured data and utilizes a hidden self-attention layer
allowing different importance (implicitly) assigned to differ-
ent nodes. In the process of rumor propagation, it is often
the important nodes of social networks that play a key role.
GAT can increase the weight of important nodes, so the
rumor detection process can be convolved to dig out the
implied malicious nodes. We can use the Weisfeiler-Leman
algorithm [25] to determine if two graphs have the same
structure. In the rumor spreading process, emotional rumors
are able to make rumor audiences produce similar positive
and negative emotions through emotional infection, and
under the influence of emotions, audiences lack rational
analysis of information, thus increasing the forwarding of
rumors. The emotions of rumor audiences play a mediating
effect in rumor forwarding. We think that the structure of
the feature map extracted between rumors should be iso-
morphic. Morris et al. [4] in 2019 proposed a k-order
GNN based on the ensemble k-WL algorithm. Thus, we
use GAT, K-GNN double-layer convolution for the rumor
detection process.

3. Preliminary

3.1. Graph Attention Network. Recently, there has been an
increasing interest in extending convolution to the graph
domain. Graph convolution (GCN) is the first proposed
model, of which the convolution operation is considered as
a general “message passing” architecture, as follows:

Hy=M(A, Hi_y 5 Wi_y), (1)

where H; € R™" is the hidden feature matrix computed by
the graph convolution layer and M is the message propaga-
tion function depending on the adjacency matrix A. Hy_,
and Wy_, are the hidden layer feature matrix and the
parameters for training, respectively.

Velickovi¢ et al. [24] proposed the graph attention
network (GAT), which for each node implements a self-
attentive mechanism. The attention correlation coeflicient is

¢;i=a (WZ,., WE]), )

wheree;; is the attention correlation coefficient between

node i and node j; W is the matrix parameter for training;

h;and h; are the feature vectors of nodes i and j, respec-
tively; and the corresponding weights are assigned to differ-
ent neighboring nodes without either matrix operations or
prior knowledge of the graph structure. For simplifying the
calculation and comparison among correlation coefficients,
softmax is introduced to regularize all neighboring nodes
as follows:

exp (eij)

) ZkelN,.eXP(eik) . ®)

a;; = softmax; (e;;)

The attention mechanism « is a single-layer feedforward
neural network added LeakyRelu nonlinear activation with

deR?F determined by the weight vector. Thus, we finally
obtained the attention activation function as follows:

exp (LeakyRelu (E’T [Wﬁf H Wﬁj) ] ) )
= e T

3.2. K-GNN Convolutional Layer. The Weisfeiler-Leman
algorithm [25] is used to determine whether two graphs
are isomorphic, and the basic idea is to determine the inde-
pendence of the current central node by iteratively aggregat-
ing the information of neighboring nodes to update the
coded representation of the whole graph with the following
updated formula:

() =HASH( (o). {o V) (w) [ueNW) }) ). ()

where HASH is a mapping of graph structure nodes. By exe-
cuting the above function on two graphs, one can determine
whether the two graphs are isomorphic.

The GNN-based base model [4] can be implemented by
the following equation:

f“><v>=o<f“1><v>-wl<f>+ Y f<”><w>-w2“>>. (6
)

weN(v



In each layer, we compute a new eigenvector R'** for
node v. W,, W, is the matrix of weight parameters
updated by R?¢, and o is a nonlinear activation function,
such as rectified linear unit (ReLU) or Sigmoid.

According to the work of Gilmer et al. [26], it is also pos-
sible to replace the summation defined on the neighborhood
in the above equations by a substitution invariant differen-
tiable function, or to replace the external summation by a
column vector tandem or LSTM-style update step. Thus, in
the fully general case, the computation of a new identity

f (t)(v) can be expressed as

Frie (F 0 Faae ) {FV @) TweN@) ), (7)

where f¥>
and f"1
tion calculated in the previous step. We can analogize f'1 merge

and faggr to W, and W, of the GNN base formula.
Then, we can conclude that there exists a specific set of
GNN models whose effects are fully equal to the
Weisfeiler-Leman algorithm (WL algorithm).

Drawing on the expansion of first-order WL to higher-
order WL, the GNN is expanded to K-GNN by the following

equation:
>, (®)

where s denotes the subgraph consisting of k nodes and u is
the neighboring subgraph of this subgraph, for a given k, we

consider all k-element subsets [V(G)]* over V (G). Let s =
{s;, -+ 5} be a k-set in [V(G)]", then, we define the neigh-
borhood of s as follows:

- 1}. (9)

That is, a subgraph consisting of k nodes must have and
only k—1 common nodes in its neighboring subgraphs.
With such an idea in mind, we can consider more higher-
order information sets when modeling tasks with multilayer
graph structures like social networks:

ager aggregates the features of neighborhood nodes

merge 3ggregates the neighborhood features representa-

YIOE (u' +NZf

N ={te V(G Jsnt|=

3.3. DropEdge. DropEdge is a new method to reduce overfit-
ting of training models based on graph convolutional net-
works [27]; in each training cycle, some edges are
randomly removed from the input graph and different
deformation structures are generated at a certain rate, as
shown in Figure 1. Thus, this method increases the random-
ness and diversity of the input data. Assuming that the total
number of edges in graph A is N, and the drop rate is set to
D> the adjacency matrix after DropEdge calculation is shown
as follows:

A, :A_Adrop’ (10)
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Dataset Edgel
O o
Dataset Edge2

FIGURE 1: Schematic diagram of DropEdge process.

where Ay, is a matrix constructed using N, x p edges ran-
domly sampled from the original edges.

4. Model

4.1. Rumor. Rumor has three different meanings: words fab-
ricated without the existence of facts, unacknowledged leg-
ends, and words circulated by folk to comment on current
affairs [28]. The research of this paper is social network
rumors, which refer to rumors spread through online media
(e.g., microblogs, foreign websites, online forums, social net-
working sites, and chat software) without factual basis and
offensive, purposeful discourse. They are mainly related to
emergencies, public health, food and drug safety, political
figures, subversion of tradition, and deviance.

Rumors spread suddenly and quickly and therefore have
a negative impact on the normal social order. The rumor
mill is not able to prevent the spread of rumors because of
the misappropriation of concepts and generalization; the
herd mentality accelerates the spread of rumors because it
is better to believe in them than not to believe in them.
Internet rumors, especially political rumors, can easily
cause serious social problems and even social unrest and
political instability due to their indistinguishability and
confusing nature [29]. Many countries have made combat-
ing online political rumors an important part of rumor
management and have taken comprehensive measures to
crack down on them.

4.2. Social Network Rumor Detection. The current main-
stream approaches treat social network rumor detection as
a dichotomous problem, which is formally defined as
follows.

The tweets in the social network are treated as a set
P={p,,p,p3» > p;}> where p, represents a tweet. Each
tweet is given a label L={l;,1,}, where [, and ], represent
rumor and nonrumor, respectively. The task of social net-
work rumor detection is to learn a classifier model M that
maps tweet p; into a category label /;. The input of the model

is an event containing several tweets, and the output is the
rumor or nonrumor label corresponding to the event.
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The social network rumor detection usually includes
four stages: data processing, feature selection and extraction,
model training, and rumor detection.

Data processing includes the collection of raw data and
data annotation. The purpose of data collection is twofold:
one is to build a dataset for training models and another is
to monitor and obtain information to be detected, such as
user interaction information. Data annotation is to label
the data according to different needs. The data mostly is
labeled as rumors or nonrumors. The experimental data in
this paper are derived from two publicly available datasets.
The datasets have been annotated with the correctness of
each data item, and the user interaction information can
be extracted from the datasets.

Feature selection and feature extraction is to select and
construct the set of feature vectors that represent the data
from the collected raw data optimally. For machine learning
methods, feature selection and extraction are even more
important than model selection. Therefore, the important
work based on the machine learning method is to find more
effective features to improve the accuracy of rumor detec-
tion. Rumor detection based on deep learning has a strong
feature learning capability, which can obtain more high-
dimensional, complex, and abstract feature data than tradi-
tional machine learning without manual feature extraction.
In this paper, the signs are extracted by top-k topic word
selection, and then, feature vectors are constructed based
on whether the word occurs in a sentence. Although this
method seems relatively simple, the complex selection of fea-
ture vectors is easy to over fit the later model training.

Model training refers to the process of selecting a model
from existing classification models according to a specific
problem scenario and adjusting the parameters to find an
optimal model based on the classification performance of
the model on the training dataset. For the social network
rumor problem, it is the toughest challenge to train a classi-
fier with accuracy in the massive data which is full of noise
and still unbalanced. The main part of the model training
in this paper is to adjust the parameters. The adjustment of
different parameters will make different effects on the model
and deploy the next parameter adjustment based on the
model’s performance solution.

Rumor detection is to identify the information authen-
ticity of the information spread in social networks based
on the rumor classifier obtained from model training. Our
goal is to build a binary classifier to determine if a sentence
is a rumor or not a rumor.

4.3. Symbols. In the following, the notation used in the
model of this paper will be defined uniformly.

Let C={c, ¢, - »c,} be the rumor dataset, ¢; be the ith
tweet, and M be the total number of tweets. C; = {r;,, wi,
wh, -w, _, G}, where n; is the reply or retweet of ¢
tweets, and r; is the source post tweets. Each w! denotes
the jth relevant reply or retweet tweet, and G; is the propaga-
tion structure of the tweet. For G; is defined as a graph
structure(V, E;) [13, 14], r; as the root node, V; = {r;, w,
wy,-~w, } and E;={e;|s,t=0,--,n;—1} denotes the

set of edges from the replied post to the forwarded post or
the replied post, for example, suppose w) has a response to
w!, then there exists a directed edgew|, — w), which is
el,, and if w} has a response to r;, then there exists a directed
edger, — wi, which is ¢},. Define A, € {0,1}""" as the
adjacency matrix, where

. 1, ife, €k,
al, = ' (11)
0, otherwise.
Define X, =[x,", 27, x|
efine X;=[x; ,x} » Xy ]
from c;, where x;, denotes the feature vector of r; and each
x;- denotes the feature vector of the corresponding row w}

as a feature matrix

Moreover, each source-posted tweet is associated with a
real label y, € {F, T}, and the goal of rumor detection is to
learn a classifier that

f=C—Y, (12)

where C and Y are the set of events and labels, respectively,
and the labels of the event are predicted based on the textual
content, user information, and propagation structure con-
structed from the related posts of the event.

4.4. My Model. In this subsection, the rumor detection
model proposed in this paper will be described. The core
idea is to extract features from root rumors by the K-GNN
layer and obtain more features of neighboring subgraphs
with GAT layer. We call this model GAT_GNN. My model
in this paper is shown in Figure 2.

We first discuss how to apply the GAT_GNN model to
one event; X denotes the original feature matrix input to
the GAT_GNN model and Edgel and Edge2 are the matri-
ces obtained after DropEdge processing. X1, and X2, .
is the first row of the X1 matrix and X2 matrix, After con-
volving X1 and X2 in two layers, we get Y1 and Y2. The final
detection result is obtained by putting the matrix of Y1 and
Y2 stitching into the binary classifier FC.

We can obtain in the rumor dataset the information of
the original text and its retweets and comments. We inte-
grate all the texts into a text database; firstly, we use jieba
to split the words of this database and then use top-k to
extract 5000 high-frequency words. Each rumor (root) and
its forwarding and commenting message is represented by
a vector of 5000 rows, each column represents a word, and
the word is recorded as n if it appears n times in the text,
and as 0 if it does not appear in the text message.

Each rumor and its forwarded comments form subgraph
G;, which is defined as a graph structure(V;, E;), and V, is an
n x d matrix, where 7 is the total number of users who post
rumor information and its forwarded comments, and d is
the number of feature vectors introduced above, and the
comparison experiments show that the experimental results
obtained by taking 5000 for d are better. The first row of V;
is the feature vector of rumor posting users, and we will
mark this row of each subgraph to facilitate the subsequent
part of the model to read this vector.
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F1GURE 2: GAT_GNN rumor detection model.

The user information in the subgraph is extracted to
get E;. Each node represents a user, where the source node
of the published rumor is used as the root node. The root
node has no parent node, and the parent and child nodes
of a node can be obtained from the dataset (for example,
in set of microblog review, the blogger is parent node and
the reviewer are child nodes. Generally, there is only one
parent node and more than one child nodes.) We take the
directed graph of the parent node pointing to the child
nodes as EdgeD, and the child node pointing to the parent
node is EdgeU. We do not consider the relationship between
user nodes under different rumors, but only consider the
relationship of each node in a subgraph. The rumor dataset
includes a large number of roots to child relationship and a
small number of child-to-child relationship. A large number
of users choose to review and transponder, which causes
unbalanced distribution of samples in the dataset. Therefore,
the subgraph does not have a deep hierarchy. For this fea-
ture, we reduce the percentage of P edges by Equation (10)
to generate two new adjacency matrices Edgel and Edge2,
which can avoid the overfitting problem of the model.

The detection model we built is a binary prediction of
the root rumor information. The information of rumors
and retweeted comments are used to construct the subgraph
G;, which also translates into a binary classification problem
for the subgraph G;. In the following, we present the whole
model.

First, Edgel and X are put into the K-GNN CONYV layer
for convolution, and the formula used is Equation (6) above.
The original 5000 features of each node are extracted to 32; a
large number of features are not conducive to node classifi-
cation; we use this convolution for feature compression to
obtain X1. Then, we extract the first row of X1 to note as
X1,,» which is the result of compressed features of root
rumor. In order to enhance the impact of the root rumor,

we splice the feature vectors of the compressed root rumor
into each original feature by using the horizontal splicing,
which only increases the number of features and does not
change the number of nodes. Each subgraph becomes a
matrix H; with N x 5032. This new feature matrix is called
X1. So, we can still use Edgel as the adjacency matrix for cal-
culation. The formula for the splicing process is shown
below:

H, = concat(X1, X1 ). (13)

After that we perform the second layer of convolution by
putting Edgel and X1'into the GAT layer for convolution,
and the formulas used are those in Equations (1)-(4) above.
Here, the 5032 features of each node are compressed to 32,
and the N x 32 feature matrix S1 is obtained, in order to fur-
ther enhance the effect of root rumors. We splice X1, ., with
S1 horizontally again, which is used to increase the number
of features, to obtain N x 64 feature matrix S1 . The formula
for the splicing process is shown below:

S1 = concat(S1, X1,,,,). (14)

Finally, using mean pooling, N rows in S1  are turned
into 1 row to obtain a 1x 64 eigenvector to represent a
rumor subgraph Y1. In exactly the same way, Edge2 is
processed with the data according to the above steps to
obtain Y2, which should also be a 1 x 64 eigenvector, calcu-
lated as

Y, =MEAN(S,),
(15)
Y, = MEAN(SZ'>.
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The two information representations are then combined:
W =concat(Y,, Y,). (16)

Finally, the label yof eventy is calculated by the fully
connected layer and softmax:

y = softmax(FC(W)), (17)

where 7eR'*¢ is the probability vector used to predict all
classes of event labels. In this experiment, the model param-
eters of this paper are trained by minimizing the cross-
entropy through the real distribution of labels. The L, reg-
ularizer is used in the loss function of all model parameters.

5. Experiment

The performance of the model proposed in this paper is first
empirically evaluated, then compared with several other
baseline models. Finally, the ability of the method in this
paper verified for other rumor-type detections.

The datasets chosen for the experiments in this paper
are the publicly available datasets Chinese_Rumor_Dataset
[30], Twitterl5, and Twitterl6 [31]. In the experimental
dataset, nodes represent users, edges represent retweet and
response relationships, and features are extracted from text
messages after data processing in TF-IDF values of top
5000 words. The Twitter dataset contains two tags, namely,
false rumors (F) and true rumors (T). the Twitterl5 and
Twitter16 datasets contain four tags: nonrumor (N), false
rumor (F), true rumor (T), and unconfirmed rumor (U).
Each event in Weibo is labeled according to the Sina Com-
munity Management Center, which reports all kinds of false
information. Each event in Twitterl5 and Twitterl6 are
labeled according to the authenticity labels of articles in dis-
information sites (e.g., http://snopes.com, http://Emergent
.info). The statistical results of the three datasets are shown
in Table 1.

5.1. Contrasting Models. We compare the proposed
approach with some state-of-the-art baseline models,
including the following models:

(i) DTC [32]: a rumor detection method that uses
decision tree classifiers based on various hand-
crafted features to obtain information credibility

(i) SVM-TS [33]: a linear SVM classifier that uses
handcrafted features to construct a time series
model

(iii) GRU [34]: a RNN-based model that learns tempo-
ral linguistic patterns from user comments

(iv) cPTK [35]: a SVM classifier based on propagation
tree kernels is proposed based on the propagation
structure of rumors

(v) RvNN [36]: a rumor detection method based on the
tree recurrent neural network with GRU units,

TaBLE 1: Dataset statistics.

Statistics Weibo Twitterl5 Twitterl6
Posting 2062501 331612 204820
User 1265387 276663 173487
Events 3387 1490 818
True rumor (T) 1538 374 205
False rumors (F) 1849 370 205
Unconfirmed rumors (U) 0 374 203
Not a rumor (N) 0 372 205
fgfw"::t‘:m number of post 56155 1768 2765
i\g:?vg;ltgm number of post 5 55 81
Length of time (hours) 68064 1337 848

which learns rumor representation by the propaga-
tion structure

(vi) PPC_RNN+CNN [37]: a rumor detection model
combining RNN and CNN, which learns rumor
representation by the user’s features in the rumor
propagation path

(vii) GAT_GNN [38]: constructs a generalized network
rumor detection model based on the GAT and
GNN layers using a bidirectional propagation
structure

For a fair comparison, we randomly divide the dataset
into 5 parts and perform a 5-fold cross-test to obtain more
stable results. On this dataset, this paper evaluates the accu-
racy (Acc.) of two classifications, as well as the precision
(Prec.), recall (Rec.), and F1 value (F1) of each classification.
The stochastic gradient descent algorithm was used to
update the model parameters, and the model was optimized
using Adam’s algorithm [39]. The dimensionality of the fea-
ture vector hidden by each node was 64. The parameter of
DropEdge was 0.1, and the parameter of dropout was 0.5.
The training process was iterated for 30 cycles and applied
to the early stop when the test loss stop was reduced by 5
cycles.

5.2. Experimental Results. Figures 3 and 4 give the perfor-
mance of the methods in this paper and all comparative
methods on the Twitter and Weibo datasets, respectively.
First, in the benchmark algorithm, we observe that the deep
learning method performs significantly better than those
using handcrafted features. This is because deep learning
methods are able to learn the high-level representations of
rumors to capture effective features. This illustrates the
importance and necessity of studying deep learning for
rumor detection. Second, the method in this paper outper-
forms the PPC RNN+CNN method in all performance met-
rics, demonstrating the effectiveness of introducing discrete
structures for rumor detection. Since RNNs and CNNs can-
not process data with graph structure, PPC RNN+CNN
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FiGUure 3: Rumor detection results of Weibo dataset (F: false rumor; T: true rumor).

ignores the important structural features of rumor scatter-
ing. This makes it impossible to obtain an efficient high-
level representation of rumors, which leads to poor perfor-
mance of rumor detection. Finally, the GAT_GNN method
clearly outperforms the RvNN method. Since RvNN only
uses the hidden feature vectors of all leaf nodes, it is heavily
influenced by the information of the latest posts. However,
the latest posts are always missing information such as com-
ments and just follow the previous posts. Unlike RvNN, root
feature augmentation makes the proposed method more
focused on the information of source posts, which helps to
further improve our model.

6. Discussion

Our solution is compared with other solutions in 4 aspects:
accuracy, recall, precision, and F1 value. In the Weibo data-
set, the GAT-GNN model is 1.2 percentage points higher in
accuracy than the highest solution among other models.
Some models, such as GRU, have higher recall and precision
than us in the T classification but do not perform well in the
F classification. In rumor detection, the classification of F,

which we define as untrue rumors, is more important. This
is because the goal of automated rumor detection is to save
labor costs, nonrumors still account for a large proportion
of text messages in the entire social network. Our model of
GAT-GNN has a higher classification accuracy and per-
forms more consistently in other judging metrics. This facil-
itates the application of the model to real-world detection
scenarios.

While in the Twitter dataset, our model performs better
relative to other models. Twitter is a four-category dataset,
so we only compared the accuracy relationships under each
category. Although there are some models such as cPTK,
GRU, and RvNN that can be close to our judgment in a cer-
tain class of rumors, they do not perform as well in other
classes of rumors. Since rumors are time-sensitive, multica-
tegorizing rumor detection helps us to analyze where the
spread will go next. Therefore, our model obtains a relatively
good performance in the problem of four classifications; it
depends on the ability of bilayer graph convolution to ana-
lyze complex problems. The stability of our model in exper-
iments also paves the way for systematizing automatic
rumor detection.
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7. Conclusion and Future Work

In this paper, we propose a social media rumor detection
model based on GAT and K-GNN, called GAT_GNN,
where the graph convolution model has the ability to handle
graph or tree structures, making the model more conducive
to represent deeper topological networks. Also, the parent-
to-child node connectivity relationship is used to model
the propagation pattern. Experimental results on two real
datasets show that the GAT- and K-GNN-based methods
outperform the existing baseline in terms of accuracy and
efficiency. On the one hand, the model in this paper con-
siders the causal features of top-down propagation pattern
of rumors along the relationship chain. On the other hand,
it considers the structural features of bottom-up aggregation
and diffusion of rumors within the community. Comparing
with existing social network rumor detection methods, the
method in this paper has better performance.

In future, we will add a module of sentiment analysis to
the detection model, which will be used to improve the inter-
pretability of rumor detection and to give a corresponding
confidence level to the detection results. Finally, we aim to
design a rumor detection system to detect real-time rumor
comments.

Data Availability

The detailed parameter data of this article has been listed in
the paper; according to this data, everyone can get the results
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Nowadays, deep learning models play an important role in a variety of scenarios, such as image classification, natural
language processing, and speech recognition. However, deep learning models are shown to be vulnerable; a small change
to the original data may affect the output of the model, which may incur severe consequences such as misrecognition and
privacy leakage. The intentionally modified data is referred to as adversarial examples. In this paper, we explore the
security vulnerabilities of deep learning models designed for textual analysis. Specifically, we propose a visual similar word
replacement (VSWR) algorithm to generate adversarial examples against textual analysis models. By using adversarial
examples as the input of deep learning models, we verified that deep learning models are vulnerable to such adversarial
attacks. We have conducted experiments on several sentiment analysis deep learning models to evaluate the performance.
The results also confirmed that the generated adversarial examples could successfully attack deep learning models. As the
number of modified words increases, the model prediction accuracy becomes lower. This kind of adversarial attack implies

security vulnerabilities of deep learning models.

1. Introduction

With the fast development of artificial intelligent technolo-
gies, deep learning models have been widely adopted in
more and more areas [1-3]. In particular, they have been
adopted not only in target detection, image classification,
and other applications in the field of CV (Computer Vision)
[4, 5] but also in more and more NLP (Nature Language
Processing) applications, such as sentiment classification,
spam classification, and machine translation [6-8].
Compared with traditional machine learning models,
deep learning models have the following advantages. First,
deep learning models have a strong fitting ability, which
can approximate any complex function. The dimensionality
of deep learning models can reach an infinite number;
hence, the data fitting ability is much more powerful than
traditional models. Second, deep neural networks contain
many hidden layers that contain many hidden nodes; more

hidden nodes are shown to provide stronger performance
capabilities than traditional machine learning models. Third,
the introduction of a convolutional neural network and
recurrent neural network further improves the performance
of neural networks, so that they can better deal with specific
problems by feature extraction and contexture analysis.
Finally, deep learning models can also be combined with
probabilistic methods, which enable these models with high
inference ability as the random factors could improve the
reasoning ability of deep neural networks. Meanwhile, com-
pared with traditional machine learning, deep learning
models have better mobility, which makes the models easily
adapted in various application scenarios.

Even though deep learning models play an important
role in both CV and NLP fields, it does not imply that these
models are completely secure and trustful. Since deep learn-
ing models lack theoretical analysis, recent studies have
shown that deep learning models are very vulnerable to
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adversarial attacks, which generate adversarial examples to
mislead the model by adding small perturbations to the orig-
inal input. These security risks may incur severe conse-
quences such as misrecognition in security-sensitive
applications and privacy leakage during the deployment
and execution of deep learning models.

In this paper, we are to explore the security vulnerabilities
of deep learning models by adversarial attacks. This vulnera-
bility property of deep learning models was first discovered
in the image processing field. Only a small change of one or
several pixels in the original image can cause the deep learning
models to output an incorrect label to the modified data. Since
this change compared to the original image is very small,
human eyes can hardly detect any difference, while deep learn-
ing models for image classification would make incorrect pre-
diction, which may lead to serious consequences. For example,
a driverless system may cause a serious traffic accident if the
system misidentifies a STOP sign on the road.

Not only image recognition tasks but also many NLP
tasks face the challenge of adversarial examples. In this
paper, we focus on the adversarial attacks in the NLP field.
In [9], it proved that adversarial examples could successfully
attack Google perspective API, making the models output an
incorrect toxicity degree. Chinese text classification models
are also threatened by such adversarial examples. Compared
with adversarial attacks in image processing, generating
adversarial examples in the text field is quite different and
much more difficult. The challenges of adversarial attacks
in the NLP field include the following aspects:

(1) The text data is discrete [10]. In the image processing
field, the image can be regarded as continuous data
and the adversarial attacks can be conducted by tra-
ditional gradient-based methods. However, text data
is discrete, and it is more difficult to adopt traditional
gradient-based methods directly to generate adver-
sarial examples for textual analysis

(2) When generating adversarial samples for image data,
only one or a few pixels in the original data are mod-
ified. This modification is basically indistinguishable
to human eyes. However, in the textual analysis field,
even if only a character in a word is modified, it will
be much easier to be caught by humans and such
modification might cause people to misunderstand
the meaning of the original text

Therefore, we need to address the above two when
exploring security vulnerabilities in textual analysis deep
learning. In this paper, we propose the visual similar word
replacement (VSWR) algorithm to solve these challenges.
To begin with, to solve the problem of data discreteness,
the proposed VSWR algorithm directly adds perturbations
to the original text, instead of mapping the original text to
a vector space. Afterwards, our proposed method could use
the gradient-based method to find out the appropriate word
to be modified. Second, to solve the second problem, we use
words that are visual similar to replace the words in the orig-
inal text, which would not cause obvious differences to
humans and could not be noticed easily by humans.
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We summarized the contributions of this paper as
follows:

(1) We proposed an algorithm called visual similar word
replacement (VSWR) to generate adversarial exam-
ples for textual data, and we show the security vul-
nerability of the deep learning models when faced
with such adversarial examples

(2) We use the VSWR algorithm to generate adversarial
examples on sentiment analysis datasets, and the
adversarial examples are utilized to attack the pre-
trained deep learning classification models

(3) The experimental results show that the generated
adversarial examples can successfully interfere with
the classification of the deep learning model. Specif-
ically, only changing 25% of the original text can
reduce the classification accuracy of the model from
95% to 60%

The rest of the paper is organized as follows. The next
section briefly introduces related research results on textual
adversarial examples. Section 3 presents the preliminaries,
including the system model and the problem definition,
and then proposes the VSWR algorithm. And the experi-
mental results are provided in Section 4; the discussion is
also shown here. Finally, we make a brief summary of this
paper and shed light on some future directions in Section 5.

2. Related Work

2.1. White-Box Attacks. The attacker fully understands all
the information of the model and conducts an adversarial
attack on the model on this basis. Therefore, the attacker
can find out the relatively weak module of the model to per-
form targeted adversarial attacks. This attack method can
test the robustness of the model against adversarial attacks
in the worst case.

Although there are differences between textual data and
image data, the idea of generating adversarial examples in
the image field can also be used in the textual field. In
[11], it puts forward a method to generate text adversarial
examples named HotFlip, which represents text data as
one-hot vectors, then modified one character of a certain
word in the text, so as to achieve the effect of attacking
neural networks. In [12], it applies FGSM [13] and JSMA
[14] algorithms that use gradient descent to determine the
perturbation in the image domain to generate text adversar-
ial examples.

In fact, we have little knowledge about the neural net-
work models we are using, including the parameter value
of each layer even its structure. So, gradient methods have
many restrictions.

2.2. Black-Box Attacks. Because of the limitation of white-
box attacks in practical scenarios, many researchers turn
their attention to black-box attacks.

In black-box attacks, an attacker knows nothing about
the internal structure of the attacked model, training
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parameters, defense methods (if any defense methods are
applied), or other information about the attacked model.
The attackers can only interact with the model through
input and output. Since manufacturers will not disclose
information about the models they apply, most of the cur-
rent contacts are black-box attacks.

In this case, the attacker generates adversarial examples
by directly modifying the words in the text data or the let-
ters/characters in the words. In [15], it proposed the Add-
Sent method to attack the reading comprehension system
by adding a carefully constructed sentence after the original
text. The generated sentence could make the system make
incorrect results. However, the way of adding sentences is
very imperceptible, and these sentences could be easily dis-
covered by human readers. In [16], it proposed the attack
method based on the Metropolis-Hastings algorithm to
replace, insert, or delete a word in the text to generate adver-
sarial examples, while it modifies a character in the word in
text in [17].

2.3. Limitation. Although much progresses have been made
in attacking deep learning models, there is still much space
for improvement. For example, the adversarial examples,
generated by the sentence-level attack and the word-level
attack, can be easily recognized by humans, while the adver-
sarial example generated by the char-level attack can be
defended by the spell check module [18]. In this paper, we
propose a novel method based on the word replacement
strategy of visual similar words to generate textual adversar-
ial examples.

Figure 1 is a simple example of generating an adversarial
example by the visual similar word replacement method. As
shown in the figure, the original text is recognized as a pos-
itive review by the designed deep neural network model.
However, we only change the word “sweet” to the word
“sweat” which looks similar; the modified text is recognized
as a negative review by the deep neural network model.
According to the example, only changing one character of
a single word in the original data could lead to a contrary
label by the pretrained model.

3. Materials and Methods

3.1. Materials. Before giving our method for adversarial
example generation, we show briefly the introduction of
some definitions that are used in our method. In addition,
we also formulate the proposed problems to explore security
vulnerabilities of deep learning models.

3.1.1. System Model. We use T to represent an English text
and get a word list W by segmenting the original text. An
English text T which is made up of n words can be repre-
sented as T = [w, w,, -, w;, --+, w, |, where the ith value of
T stands for the ith word w; € W of this text. We use Y =
V1> Y5 > V) tO represent the label of text T; m means that
this dataset has m categories. It is expressed as a one-hot vec-
tor. For example, all the portion’s values in Y; of a text T}
with a label k are 0 except y,. Since there are only two cate-
gories in the dataset we use, there are only two portions in Y.

Original example

This cake gives

Positive review
me a sweet taste.

VSWR Neural network model

- I

- I

- I

’ \
Negative review

A4
This cake gives | .~
me a sweat taste.

Adversarial example

FIGURE 1: An example of generated texts by the visual similar word
replacement algorithm.

A mapping f, from a text T to its label Y needs to be
learned by a deep learning model which we call M, where
0 are the parameters of M; they are optimized by calculating
the gap of f,(T) and its label; the smaller of the difference
between f,(T) and Y, the more suitable 6 is.

3.1.2. Adversarial Examples. Given a well-trained model M,
whenever we enter a text T, into this model, it can give us
the label Y, of the text. An adversarial example T! of T,
is almost the same to T', except a little bit of artificial pertur-
bations §; in this paper, § is a visual similar word of the key-
word w; of T, we use T.=(w,w, 0w, to
represent the adversarial of T,. When using adversarial
examples T' as the input of model M, the model will give
a different prediction Y+ from Y; . We summarize this

process into the following formulas:

T, =T, +8M(T,)= Yo,

M(T;) +Y; . W

3.1.3. Problem Definition. Since the dataset we used to verify
the effect of the algorithm proposed in this paper is a binary
dataset, there are only two possibilities for the label of a text
T, M(T,)=1 or M(T,)=0. Assume that a piece of text
data T, whose label M(T,) =0. The problem we solved in
this paper is to generate T/ by the method proposed in this
paper; when we use T! as the input of model M, M(T!) = 1.
And T; must follow the following principles:

(1) The difference between T, and T, must be as small
as possible, which means we can only replace a small
number of words in the original data to ensure a
human’s reading

(2) All the visual similar words we choose to replace
keywords in original data must be in word list W,
and it must be spelled similarly to keywords to
ensure the imperceptibility of adversarial examples

3.2. Method. In black-box attacks, the attacker knows noth-
ing about the internal structure and parameters of the
model, so it is impossible to calculate the influence of the



gradient change on the model prediction result. The method
proposed in this paper is to solve the problem of the inability
to pass the gradient, in the case of calculating the words that
need to be modified, how to modify the original text to gen-
erate adversarial examples, which mainly includes the fol-
lowing steps: word scoring, visual similar word searching,
and visual similar word replacement.

3.2.1. Word Scoring. Since each word in a text data has a dif-
ferent contribution to the final label given by pretrained
models when models classify text data, for example, in sen-
timent analysis tasks, words with a particularly strong emo-
tional color such as wonderful will have a greater impact on
the results of the classification than other words. Therefore,
when generating text adversarial examples in a black-box
context, in order to ensure the success rate of the attack,
the importance of the words in the original text needs to
be ranked first.

According to the scores of these words, we extracted
those words with higher scores which means they have the
greatest impact on the text label in the original text, as “key-
words,” and then, adversarial examples of the original text
are generated through operations on the words such as
destruction or replacement. We use a method that combines
context and the position of the word in the entire text to
score the word. Through this method, the words in the orig-
inal text are scored to obtain the words that have the greatest
impact on the label.

First of all, we use the training dataset to train a neural
network model M. Whenever you input a text data to M,
it gives the label of this text and the confidence of each label.
Since text data has strong contextual relevance, when scor-
ing a word in the text, it is necessary to consider the context
of the word. Assuming a piece of text data T consists of n
words, then the text can be expressed as T =[x}, x,, x5, -+,
x,]. Given a piece of text data which can be presented to
Trext = [X1> %> X3, -++, x,,], we give the ith word of this text

by the following ways.

(1) Head Score. As we have already trained a model M to
classify text data, when we give M a piece of text T, it will
return the confidence of each label, and we present it by M
(Tyext)- We define the head score of the ith word to be the
score of the text composed of the first i—1 words minus
the score of the text composed of the first i words. We first
choose the first i — 1 words to form a text T},,4, using it as
the input of model M to get M(T},.,q) Of Theaq- Next, ith is
added to Ty,q to form T|_, so that we can get M|_, by
query model M. So, the head score of the ith word can be
presented as follows:

S?ead :M(Thead) —M(Tk/lead> = s(xl,xz, ...,xH) (2)

= s(xp5 X5 005 X;).

(2) Tail Score. The same as head score, we define the tail
score of the ith word to be the score of the text composed
of the words which are after the ith word minus the score
of the text which added the ith word to the former text.
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Example: kitten sitting

add g

Kitten > Sitten » Sittin

> Sitting

Levenshtein distance = 3

F1GURE 2: Levenshtein distance.

These two texts are presented as T\ = (X;1> Xippr = 5 X,,)
and T\ = (x; X,y -+ X,,); using these two texts, we query
model M to get M(Ty;) and M(T},), so the tail score of
the ith word is as follows:

. ,
Slt'al = M(Ttail) - M(Ttail> = S(xi+1’ Xix> "% xn) (3)
- S(xi’ Xiy1> "% xn)‘

(4) Without Score. Without score is calculated by the text
without the ith word T pou = (15 %05 =5 X 1> Xip 1o > X))
and all of this text Ty = (%;,%,, -+, %,). We query these
two texts above and then get M(T o) and M(T\y)-
Without score is presented as follows:

ith
S:'Nl ot = M (Twithout) -M (Ttext)
=5(2p X5 005 Xips X 005 X)) (4)

= 5(x15 X555 X))

(4) Combined. Since the position of the ith word in the whole
text is different, a certain weight needs to be added when
combining the above three scores. For the words at the top
of the text, we reduce the weight of the head score, and the
others are on the contrary. We determine the weight by cal-
culating the proportion of the text before and after the ith
word in the entire text. The bigger the i is, the higher the
weight of the head score is. Finally, we can get the final score
of the ith word through the following formula.

2i/nS +2(n — i) InSP + St
3 :

combined _
S; =

(5)

After the words are scored, the scores of the words need
to be sorted. The higher the score of the word, the greater the
influence of the word on the final prediction label given by
the model when the model classifies the text, and this word
is a “keyword” in the original text; modifying the “keywords”
can improve the offensiveness of the adversarial samples and
increase the attack success rate.

3.2.2. Finding Visual Similar Words. When generating text
adversarial examples, the imperceptibility of adversarial
examples needs to be considered (that is, the modified text
cannot be changed too much from the original text). There-
fore, the adversarial example generation algorithm proposed
in this paper selects words that are similar in spelling to the
keywords in the original text when replacing keywords. But
there are many ways to calculate the similarity of two strings,
such as Euclidean distance, Levenshtein distance, and cosine
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A neural network model M

for each w; € X do:

calculating lev(,, , (|wl, |of)

use o, replace w;

!
X = [wl’wZ’ '“’Ow,-’ ..

Let English text data X be presented as X= [w;, w,, -+, @;, -,

A dataset list consist of all the word in this dataset O

steid = 5(wy, @y, -, @,y ) = s(wy, @y, -+, ;)
S = §(W; 1, Wips s @) = S(Wp Wy s -5 @,,)
SWIHOUL = 5001, s, =+, Wiy Wiy o> W,y ) = $(), gy o+, @)

Sfambine — (2i/n)slhead + (2(1’1 _ i)/ﬂ)S;ml + S;uithout/?’
sort w; by ¢ to get keywords list
for each w in keywords list and o in O do:

for each w; find out o,, by min (lev,, ,(|wl, |o]))

-,w,] is the adversarial example of X

ArgoriTHM 1: The visual similar word replacement algorithm.

similarity. In this paper, we choose Levenshtein distance to
measure the similarity between two strings. We also tested
other similarity calculation methods and finally chose
Levenshtein distance because it is the most direct and fastest
method. Figure 2 depicts an example which shows the calcu-
lation method of Levenshtein distance, from which we can
easily see that Levenshtein distance can be used to easily cal-
culate the similarity of two words, and the smaller the dis-
tance is, the closer the two words are.

Levenshtein distance is also known as edit distance,
which refers to the minimum number of edit operations
required to convert one string to another between two
strings. Editing operations include replacing one character
with another, inserting a character, and deleting a character.

For two strings a, b with lengths of |a| and |b|, it is nec-
essary to calculate the edit distance between a(1,2, -, |a]
—1) and b(1,2, -+, |b|) and then add 1 (for the case of an
increased operation, add the last one character). Or calculate
the edit distance between a(1,2,---,|a|) and b(1,2, -, |b|
—1), and then add 1 (for the deletion operation, delete the
last character). Or calculate the edit distance between a(1,
2,++,]al-=1) and b(1,2,---,]b|-1), and then add 1 (for
the modification operation in case, modify one character)
and then take the minimum of these three as the minimum
edit distance of the previous step, and so on to the first
character.

Use |a| and |b| to represent the length of the two strings
a and b, respectively; then, the Levenshtein distance between
the two strings is lev, , (|al, [b]), where

max (i, j), if min (4, j) =0,
lev,,(i-1,j) +1,
lev,,(i,j) = ..
»(0]) min { lev,,(i,j-1)+1, otherwise,

leva,b(i— l,j— 1) + l(u,;hbj),

TaBLE 1: Detailed information of Yelp review dataset.

Yelp review dataset Train Test

Classes 2 2
400000 30000
Positive : negative 1:1 1:1
Average words 209 194

Num

in which 1445 is an indicator function, when a; = bj, its
ey

value is 0; otherwise, its value is 1. lev,,(i,j) represents
the Levenshtein distance between the first i characters of
a and the first j characters of b (i and j are subscripts
starting from 1).

We use Levenshtein distance to measure the similarity
between two words. The smaller the Levenshtein distance
is, the more similar these two words are. So, we exchange
the word chosen by the scoring module with another word
whose Levenshtein distance to the keyword is smallest. In
this way, the difference between the replaced text and the
original text will not be very large, and it is not easy to be
noticed by humans and affect human reading.

3.2.3. Generating Adversarial Examples. In the first step, we
found those words with high scores, which means they are
more important than the other words to the label given by
deep learning models; these selected words are called “key-
words.” Then, we use these keywords to form a keyword list;
by calculating the Levenshtein distance between the words in
the keyword list and the words in the word list of the dataset,
we can find out those words that are similar to the keywords
in the keyword list. We only need to find out the word with
the shortest Levenshtein distance to keywords. Finally, we
only need to use the visual similar words found in the previ-
ous step to replace the corresponding keywords in the orig-
inal text. Then, we can generate the adversarial examples
that could fool deep learning models with high impercept-
ibility. The VSWR algorithm is described in Algorithm 1.



TABLE 2: Detailed information of Amazon review dataset.

Amazon review dataset Train Test
Classes 2 2
Num 400000 30000
Positive : negative 1:1 1:1
Average words 180 188

TaBLE 3: Accuracy of deep learning models on the Yelp review
dataset.

Model

Accuracy

LSTM
95.6934%

BiLSTM
95.647%

TABLE 4: Accuracy of deep learning models on the Amazon review
dataset.

Model

Accuracy

LSTM
88.483%

BiLSTM
88.550%

TABLE 5: Accuracy changes when the num of replaced words
increases (Yelp review dataset).

Num of replaced

0 10 20 30 40 50
words
LSTM 0.9569 0.9296 0.8906 0.7812 0.6640 0.6171
BiLSTM 0.9564 0.8984 0.8906 0.7578 0.6562 0.5546

TABLE 6: Accuracy changes when the num of replaced words
increases (Amazon review dataset).

Num of replaced 10 20 30 40 50
words
LSTM 0.8848 0.7891 0.7500 0.6875 0.6406 0.6484

BiLSTM 0.8855 0.7656 0.7266 0.6953 0.6328 0.5781

4. Results and Discussion

4.1. Result

4.1.1. Dataset. We use the following two datasets: Yelp
review dataset and Amazon review dataset to train two deep
learning models that are designed for sentiment analysis.
Then, we use our proposed algorithm to attack the pre-
trained models.

The Yelp review dataset is the comment data of the Yelp
website, which is extracted from the Yelp Dataset Challenge
2015. There are only two categories: positive and negative in
this dataset. This dataset contains two parts. The first part is
the label of the data in this dataset. The second part is the
detailed comments of users on the products they bought.
The entire dataset contains 560000 pieces of English texts,
including 280000 positive samples and 280000 negative sam-
ples. However, many texts are only composed of few words.
We delete these texts from the dataset and only remain the
texts with enough words for attack. The detailed information
of the dataset is shown in Table 1. As for the Amazon review
dataset, it consists of reviews from Amazon, and these
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FIGURE 3: Accuracy changes with the number of replaced words
(Yelp review dataset).
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FIGURE 4: Accuracy changes with the number of replaced words
(Amazon review dataset).

reviews are also divided into two categories: positive and
negative. Each piece of data consists the comment text and
the label. In the experiment, we also deleted redundant data
from the Amazon review dataset; the detailed information is
shown in Table 2.

4.1.2. Models. Since we consider the context of text data
when generating adversarial examples, the recurrent neural
network- (RNN-) based model is the most suitable model
for the experiment. To provide high accuracy, we finally
choose LSTM (Long Short-Term Memory) and BiLSTM
(Bidirectional Long Short-Term Memory) as the trained
models to attack.

Tables 3 and 4 show the classification accuracy of these
models on the Yelp review dataset and the Amazon review
dataset. According to these tables, we can find that the two
deep learning models could achieve good performance when
solving the sentiment analysis task. Specifically, the accuracy
rate of both two models can reach as high as 95% on the
Yelp review dataset, while the accuracy rate of the models
on the Amazon review dataset exceeds 88%. In the following
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TABLE 7: A generated adversarial example by the VSWR algorithm (Yelp review dataset).

Original text

Adversarial example

Text

Label

i went here for the lunch buffet and was blown away! not the

greatest location, i was a little weary at first. but, i was proven

wrong because the food was out of this world. i have been to

numerous thai places around the valley and this is by far the
best!

Positive

i went here for the lunch buffet and was blown away! not the

greatest location, i was a little weary at first. but, i was proven

wrong because the food was out of this world. i have been to

numerous thai places around the valley and this is by far the
Rest!

Negative

TABLE 8: A generated adversarial example by the VSWR algorithm (Amazon review dataset).

Original text

Adversarial example

Text

while not expensive to initially purchase, this system is expensive
in the long run. if you mop your floors regularly or have a lot of
rooms to mop, you'll be constantly replacing pads and cleaner
and batteries, none of which are cheap.additionally, this system
does not clean my laminate floors well. it leaves them cloudy/
hazy and they never look or feel 100% clean afterwards. when i
go over with a damp paper towel where i just mopped, it always
shows a fair amount of dirt. and looking at the pad when you
remove it from the mop you can see why. the way it is designed,
the most pressure is on the front edge of the mop. the center and
back of the pad do not receive nearly as much pressure and pick
up almost nothing.in short, for small jobs and irregular cleaning,
this mop will do. otherwise, it is inefficient, expensive and

while not expensive to initially purchase, this system is expensive
in the long run. if you mop your floors regularly or have a lot of
rooms to mop, you'll be constantly replacing pads and cleaner
and batteries, none of which are cheap.additionally, this system
does not clean my laminate floors well. it leaves them cloudy/
hazy and they never look or feel 100% clean afterwards. when i
go over with a damp paper towel where i just mopped, it always
shows a fair amount of dirt. and looking at the pad when you
remove it from the mop you can see why. the way it is designed,
the most pressure is on the front edge of the mop. the center and
back of the pad do not receive nearly as much pressure and pick
up almost nothing.in short, for small jobs and irregular cleaning,
this mop will do. otherwise, it is inefficient, expensive andd

ultimately frustrating.

Label Negative

ultimately frustarating.

Positive

parts, we show that the trained two deep learning models
would achieve bad performance against generated adversar-
ial examples.

4.1.3. Attack Performance. We use the method proposed in
this paper to process the test dataset and then evaluate the
effectiveness of each model, respectively. For the same
model, as the number of words which are replaced in the
original text increases, the prediction accuracy of the trained
deep neural network model becomes lower and lower. As
shown in Tables 5 and 6, with the number of replaced words
(by its visual similar word), the models’ prediction accuracy
decreases.

In Figures 3 and 4, we show the change of the models’
accuracy when the number of replaced words increases on
two datasets. The x-axis represents the number of replaced
words in the original text, and the y-axis denotes the accu-
racy of the deep learning models. From the figures, the orig-
inal accuracy of both models is higher than 95% and 88%,
respectively, when no word is replaced. When we replace
more words as the x-axis, the accuracy of both models
decreases as the two curves in the figures.

In Tables 7 and 8, we show some generated adversarial
texts on the two datasets by the VSWR algorithm. In
Table 7, an original text from the Yelp review dataset is rec-
ognized as “positive” by the BILSTM model. However, as the
algorithm only changes “best” to “Rest,” the model classifies
the generated text as “negative.” Similarly, an original text
from the Amazon view dataset is recognized as “negative”;
by changing two words to their visual similar words, the

generated text is classified as “positive.” Clearly, the trained
models would achieve bad performance against the gener-
ated adversarial examples, which implies the effectiveness
of our proposed method.

5. Discussion

From Figures 3 and 4, we can find that the BILSTM model is
more susceptible to the influence of adversarial examples
compared with the LSTM model. This is because the
BiLSTM model fully considers the relationship between the
scored words and the context. In addition, the extracted key-
words by our method for the replacement in generating
adversarial examples are more suitable for the BiLSTM
model. During the preprocessing step of the dataset, we filter
out the texts that are composed with only a small number of
words; this is because humans could easily recognize short
texts that are modified. Hence, we select relatively long texts
in the dataset for the attack experiment. During our experi-
ments, when the number of modified words is small, the
attack effect on the two models is not good, but when we
increase the number of modified words to 25% of the origi-
nal text (on Yelp review dataset), the classification accuracy
of the model can be reduced from 0.95 to 0.55. This result
was also confirmed on the Amazon review dataset; the
change of the words can reduce the model accuracy from
0.88 to 0.57.

Actually, some existing adversarial attacks could largely
reduce the prediction accuracy of the neural network
models. However, some of them change the characters in a



word or split a word by some special symbols; the generated
adversarial texts can be easily noticed by humans since some
generated words do not exist in the vocabulary. In our paper,
we select words that look similar to the original one for
replacement, which could successfully fool both humans
and deep neural network models. Although we need to mod-
ify 50 words to achieve good attack performance for the
dataset, the modified words look quite similar to the original
one and only 25% of words are modified on average, which
is also acceptable.

However, there are also some questions that can be con-
cluded by the examples above. For example, those words
with strong emotions such as “interesting” and “bad” have
not been changed during the algorithm, which means the
trained deep learning models do not mainly rely on these
words for classifying.

In this paper, we only verify the security vulnerabilities
of deep learning models by the adversarial attack methods.
Indeed, there are also many other methods to show security
vulnerabilities. For example, we can modify the training data
such that the trained deep learning model cannot study the
correct data distribution; this kind of attack is also called
data poisoning. In addition, some methods are proposed to
steal privacy of deep learning models, such as inferring data
from the training set, stealing parameters of the models.
These methods would cause privacy leakage of deep learning
models.

6. Conclusions

In this paper, we explore the security vulnerabilities of deep
learning models by adversarial attacks. Specifically, we pro-
pose the visual similar word replacement method to attack
several deep learning. This method firstly sorts the impor-
tance of the words in the original dataset and selects the
words that have the greatest influence on the classification
result as the keywords. At the same time, the original data is
processed to obtain a word list containing all the words in
the original dataset, and then, we use the word found in the
word list whose Levenshtein distance between keywords is 1
to replace the keyword. The replaced text is the generated
adversarial example of the original text. We also conducted
experiments on the sentiment analysis datasets, and the results
proved that the adversarial examples generated by this method
could successfully attack the deep learning models such that
they would make misclassification. In addition, as the number
of modified words increases, the impact on the neural network
model becomes more and more significant.

In the future, we will try to extend this method to attack
more classification models for other textual analysis tasks,
such as text generation, spam filtering, and machine transla-
tion. At the same time, we also try to improve the proposed
VSWR method such that less words could be selected for
replacement.

Data Availability

The Yelp review dataset is the comment data of the Yelp
website. In our work, we filter out the texts in the dataset
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that contain words less than 50, since the changes of short
texts are easier to be noticed by humans. Readers who are
interested can get the dataset processed in https://drive
.google.com/drive/folders/I AWhczX50NVyr-gciAIz96 Vtb-
WVWS9L5D?usp=sharing.
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Detection of abnormal network traffic is an important issue when builds intrusion detection systems. An effective way to address
this issue is time series mining, in which the network traffic is naturally represented as a set of time series. In this paper, we
propose a novel efficient algorithm, called RSFID (Random Shapelet Forest for Intrusion Detection), to detect abnormal traffic
flow patterns in periodic network packets. Firstly, the Fast Correlation-based Filter (FCBF) algorithm is employed to remove
irrelevant features to decrease the overfitting as well as the time complexity. Then, a random forest which is built upon a set of
shapelet candidates is used to classify the normal and abnormal traffic flow patterns. Specifically, the Symbolic Aggregate
approXimation (SAX) and random sampling technique are adopted to mitigate the high time complexity caused by
enumerating shapelet candidates. Experimental results show the effectiveness and efficiency of the proposed algorithm.

1. Introduction

Intrusion detection system (IDS) is an important part of
modern network security protection infrastructure. It is
aimed at analyzing the traffic packages online or offline to
identify the intrusion behaviors from networks. However,
some attacks are very difficult to be detected. For example,
distributed denial of service (DDos) attack creates tens of
thousands of zombie computers and orders them attack a
target server at the same time. It not only fabricates source
IP address to avoid detection, but also increases the traffic
exponentially. Therefore, an efficient technique for detection
of intrusion behaviors is required.

The basic principle of intrusion detection technology is
to build a normal or abnormal behavior model through the
analysis of relevant data which may be stored in security
log or audit database and compare the model with the user
behavior to identify the potentially harmful behavior [1]. It
is obvious that the key to victory is the discovery of the effec-
tive behavior characteristics (or patterns) from relevant data.

As an effective technology to search and mine hidden infor-
mation from massive data, data mining is very suitable for
intrusion detection. So far, a variety of data mining technol-
ogies, including classification, clustering, and anomaly
detection, have been successfully applied in intrusion
detection.

Classification is a popular technology in intrusion detec-
tion. Given a set of labeled instances, it learns a function
which can assign a label to a new unlabeled instance. Lee
and Stolfo [2] firstly extracted rules from audit data and used
the rules for detection of abnormal behavior in network traf-
fic. Gao et al. [3] employed the Apriori algorithm to extract
traffic flow patterns from network data and subsequently
used the K-means cluster algorithm to generate a detection
model. Besides that, many popular techniques of classifica-
tion were adopted in intrusion detection, such as K-nearest
neighbor [4, 5], decision tree [6, 7], and support vector
machine [8]. Recently, deep learning, which attracts lots of
attentions from community, is employed in intrusion detec-
tion and achieves state-of-art performance [9, 10]. However,
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the intrinsic defect of deep learning, a.k.a. lack of interpret-
ability, prevents it to be a ready-made panacea.

In this paper, we employ time series classification (TSC)
technique to detect abnormal behaviors based on the offline
traffic flow data. Specifically, the adopted technique is called
shapelet, which is a new primitive in the field of TSC. The
contributions of this work include the following:

(1) We propose a novel TSC framework for intrusion
detection which is composed of a feature selection
algorithm (FCBF) and a shapelet-based random for-
est classifier

(2) The traffic flow data is represented by SAX and the
shapelet candidates, which are used to train the clas-
sifier and are sampled randomly. By this way, the
running time is greatly mitigated

(3) The proposed algorithm, called RSFID, is validated
on several data sets of intrusion detection. The
results prove that RSFID is effective to detect abnor-
mal behavior in traffic flow. Since the intrinsic
advantage of the shapelet-based method, i.e., good
interpretability, our work provides a different solu-
tion to solve the problem of intrusion detection

The rest of the paper is organized as follows. Section 2
briefly introduces the development of IDS and recalls the
basic knowledge of shapelet-based TSC. Section 3 explains
the details of the RSFID algorithm, and the theoretical anal-
ysis of complexity is also given. Next, the experimental
details are introduced, and the results are analyzed in deep
in Section 4. Finally, Section 5 gives conclusions.

2. Background

2.1. Intrusion Detection and Time Series Classification. Intru-
sion detection is aimed at extracting patterns or characteris-
tics of user’s behaviors by analyzing the security log and then
identifying the dangerous behavior in the system. The solu-
tions can be divided into two types. The first is building a
safe/normal behavior model as the evaluation criteria of user
behavior. When the user behavior is obviously different from
the safe/normal behavior model, it is considered to be an
intrusion. The second is building an unsafe/abnormal model
(a.k.a. intrusion behavior) based on a set of obtained data of
intrusion. If the detected behavior is similar with the unsa-
fe/abnormal model, we think it is an intrusion.

There are abundant ways to handle the intrusion detec-
tion problem, such as classification, clustering, and abnor-
mal detection. Besides those, time series classification is
considered to be a suitable solution because the traffic flow
data is temporal ordered. Luo et al. [11] modeled the brain
activity as time series and used the K-nearest neighbor algo-
rithm to detect the abnormal. Chin et al. [12] evaluated
abundant algorithms of anomaly detection which based on
symbolic time series analysis. Recently, Wei et al. [13] pro-
posed an assumption-free technique for anomaly detection
using time series classification. Kim et al. [14] introduced a
shapelet-based method to detect abnormal behavior in net-
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work traffic. However, the algorithm is based on exhaustive
search; hence, it is too time consuming.

2.2. Shapelet-Based Time Series Classification. Shapelet refers
to time series subsequences that are maximally representa-
tive of a class [15]. Due to the strong interpretability, it has
attracted abundant attentions from the community. In the
last decade, over a hundred papers have been published to
develop this technique. Later, we will recall some basic
knowledge in this field.

Definition 1 (Time series). The time series is denoted by a
sequence of values T'=t,,t,, -+, t7), where |T| is the length
of time series. Data points f,t,, 7/ are typically
arranged by temporal order and spaced at equal time
interval.

Definition 2 (Time series data set). A time series data set D is
a set of pairs of time series T; and its corresponding label
c;€C, ie, D={(T|, ), (T ¢),+(T,¢,)}, where n is
the number of time series in the data set and C is the set
of labels.

Furthermore, since most of the time series data in real
world are multidimensional, such as the monitoring data
collected from Internet of Things system, the ECG monitor-
ing system, and the IDS, we use T;; to represent the j-th
dimension of the i-th time series and the k-th position of
Ti’j can be written as Ti,j,k.

Definition 3 (Subsequence). A time series subsequence S is a

contiguous sequence of a time series. Subsequence of length /

of time series T;; starting at position k can be denoted as
ki _

Si,j - Ti,j,k’ Ti,j,k+1’ .

sequence of time series T with length [ is denoted as ¥(T, I).

> T jk+1-1- Furthermore, the overall sub-

For simplicity, lots of concepts introduced below only
explain the one-dimension time series and all of them can
be naturally extended to multidimension.

Definition 4 (« distance and f distance). The « distance and
B distance define the distance between two time series T, T,
with the same length and the distance between a subse-
quence S and a time series T, respectively.

In this paper, we also use Euclidean distance to measure
the two types of distance and the formulas are given below,
where m is the length of two time series.

. 1 ¢

dist, (T}, T;) = m Z(Tl,i -T5)
i=1 (1)

distg(S, T) = min_dist, (S,S').

§ew(Ts)

Shapelets which are maximally representative of a class
are essentially a set of subsequence. Our purpose is to choose
a subset of subsequences which have strong discriminatory
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power to build a classifier. To measure the discriminatory
power of a shapelet candidate, we give the definition of split
and information gain (IG).

Definition 5 (Split). A split is a tuple # = (S, 7), where S is a
time series subsequence and 7 is a distance threshold which
can split the data set D into two subsets D; and Dj.

Given a time series subsequence S, we can calculate the
distance between S and all series in D, ie., distg(S, T;). If

disty(S, T;) <7, the time series T will be added to Dy ; other-
wise it will be added to Dy.

Definition 6 (IG). The information gain of a split # = (S, 7)
can be calculated as follows:

1G(n) =E(D) - “LE(D,) - “*E(Dy).  (2)

The symbols n; and n, denote the number of time series
in D; and Dy, respectively, and E(D) = Zlg‘l(nl/n) log (n;/n)

is the entropy of data set.

Given a time series subsequence S and a data set of time
series D, we can calculate the distance between S and all
series in D and obtain a set of distance sorted in ascending
order (d,,d,.---,d,). We say a split = (S, 1) is a shapelet
candidate that there is no #' = (S, ') that IG(n") > IG(y).
To distinguish the shapelet candidate with split, we use sym-
bol 6= (S, 1) to represent it. It is not difficult to find that
there are infinite splits for a specific subsequence. To limit
the search space, we only detect the mean value of any two
adjacent distance value, i.e., (d; +d;,;)/2.

Ye and Keogh [15] firstly introduced the concept of sha-
pelet; meanwhile, they proposed a Brute-Force algorithm to
search the best candidate to be the final shapelet embedded
into a decision tree classifier. The algorithm suffers from
two problems that the exhaustive search is too time-con-
suming, and the decision tree training is embedded in the
search process. There are some solutions to address the first
problem, including [15-17]. Due to the limit of page, we skip
the introduction of these techniques. Next, we introduce an
interesting technique, called shapelet transformation, which
separates the shapelet searching and the classifier building
by transforming the original time series data set to a new fea-
ture space [18].

Definition 7 (Shapelet transformation). Given a time series
data set D={T,, T,,~--,T,} and a feature space X consisted
of a set of selected shapelet, i.e, X=1{S;,S,, .S, }, shapelet
transformation is a matrix M with n rows and k columns,
where M; ; = distg(S), T)).

It is easy to find that, by shapelet transformation, the
temporal characteristic in original time series has been
removed. Hence, a large amount of classical data mining
techniques can be applied to the time series mining. How-
ever, there are also some problems in this technique. For

example, the process of shapelet selection is also time-con-
suming, and the selected shapelets are always be irrelevant
and redundant [19-21].

3. The Proposed Method

3.1. The RSFID Algorithm. The idea of the RSFID algorithm
(Random Shapelet Forest for Intrusion Detection) is
descripted as Figure 1. There are five steps that learn a ran-
dom shapelet forest (a.k.a. the classifier) from the original
time series. Firstly, the raw data of network traffic requires
to be represented by SAX [22]. Although there are some
other techniques for presentation of time series data, such
as PAA, APCA, and DFT, SAX has been proven to be the
most efficient technique to compress time series data [23].
The details of SAX technique can be found in [22]. It must
be noted that the traffic flow data not only contains real
value, but also includes other data types. For example, the
KDD CUP 99, which is a famous data set of intrusion detec-
tion, contains real value and nominal value. Therefore, the
raw data must be preprocessed and converted to normalized
real value. After that, the time series data is represented by a
set of symbolic words.

The second step is in charge of randomly selecting a
set of shapelet candidates. In [19], the authors have vali-
dated that random sampling is an effective technique
which can greatly reduce the running time by 3~4 orders
of magnitude than the Fast Shapelet (FS) algorithm, but
without loss of accuracy. Different with [19], we combine
the random sampling with SAX presentation which can
further improve the scalability of the algorithm. The third
step is merging shapelets extracted from the instances of
different classes in the same dimension. During this step,
part of self-similar shapelets will be removed to reduce
the redundancy of the features. Then, the time series data
are transformed to the new feature space. We should cal-
culate the distance between shapelets and all series in
data sets. In the fifth step, we adopt classical feature
selection algorithm to reduce the dimension of new data
sets, ie., the matrix. Finally, we train a set of random
forest classifiers for each dimension, which will be used
to adjudge whether a network traffic is an intrusion
attack or not.

The pseudo-code of the RSFID algorithm is given Algo-
rithm 1. It is not difficult to obtain the idea of the proposed
algorithm. From steps 3 to 9, it is composed of two loops.
The first loop is aimed at generating m random forest classi-
fiers, i.e., each forest corresponds to a dimension of the time
series (a.k.a. network traffic data). For prediction of a new
time series, the label is decided by the voting of all classifiers.
The inner loop is for generation of p decision trees for the
forest. There are two key steps in the inner loop. The func-
tion shapelet_sampling is to randomly sample r shapelets
from the j-th dimension of the data set D', which is repre-
sented by the SAX method. Another function random_sha-
pelet_tree is to generate a decision tree based on the
obtained shapelets S;; and D'. Next, we will explain the

two functions in detail.
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FIGURE 1: Description of the RSFID algorithm.

3.2. Shapelet Sampling. Since exhaustive search leads to expo-
nential growth of training time, researchers tested the random
sampling technique and the results show that it can reduce the
running time by 3~4 orders of magnitude than the exhaustive
search, without loss of accuracy [19]. However, the existing
work does not consider the redundancy and diversity of the
sampled shapelets. In this section, we firstly introduce defini-
tions of self-similarity and utility, which are used to filter out
nonsimilar shapelets with strong power of discrimination.
Then, we explain the code of shapelet_sampling(D’, j, 7).

Definition 8 (Self-similarity) [23]. Given two subsequences
of time series S; and S,, let id, and id, be the index number
of time series that we extract S;, S, from, and pos,, pos, and
len;, len, denote the start position and the length of S, S,,
respectively. We say S; and S, have self-similarity, when
id, =id, A |pos; — pos,| <o A |len; —len,| < A.

Here, symbols 0 and A are two user-defined threshold.
The former denotes the allowed distance between the start-
ing positions of two shapelets, and the latter represents the
allowed difference of two shapelet lengths. Next, we give
the definition of utility.

Definition 9 (Utility). Given a shapelet candidate 6 = (S, 1), ¢
denotes the label of the instance that we extract 6 from, C(-)
is a function that returns the label of an instance. We denote
the precision, recall, and utility as follows:

distz(S, TY<tAc=C(T
_ 5(ST) (T)

P(6) ! . TeD,
||dist(S, T) < 7|
_||distg(S, T) s T Ac=C(T)||
R(0) = T =CTl ,TeD, (3)
 2P(O)R()

It is easy to find that utility is, essentially, the f-score
integrated with precision value and recall value which is
regarded as the quality score of a shapelet candidate. Next,
we show the pseudo-code in Algorithm 2. In step 2, the algo-
rithm refines the data set of time series that only keeps the j
-th dimension of D. From steps 3 to 8, the algorithm ran-
domly extracts a subsequence of a time series and generates
a shapelet candidate 0. If the 0 is self-similar with any candi-
dates in ©, it would discard it and resample a new one; oth-
erwise, the 6 would be added into the shapelet set ®. The
extraction will be repeated for r x x times where « is a coef-
ficient for controlling the total number of shapelet candi-
dates for evaluation. After that, we sort the shapelet
candidates in © by their utility; then, we keep the top r best
shapelets as the final choice.

3.3. Random Shapelet Tree Generation. The pseudo-code of
the function random_shapelet_tree is shown in Algorithm 3.
It is aimed at generating a decision tree based on a set of sha-
pelets. The algorithm is a typical recursive algorithm which
is usually adopted in tree generation. In the third step, the
function bestShapelet is to find the best shapelet from ©
which has the highest information gain. If two or more sha-
pelets have the same gain, we choose the one that maximizes
the separation gap [16]. After that, we remove the selected
shapelet from ® in step 4. The function distribute is used
to separate the instances in D into two groups, those with
a distance distg(S, T;) <7 and those with a distance distg(S
, T,) > 7. Then, we invoke random_shapelet_tree to generate
the left subtree and right subtree based on D; and Dy,
respectively. Finally, the function makeLeaf returns a repre-
sentation of a leaf in the generated tree by simply assigning
the class label that occurs most frequently among the
instances reaching the node, dealing with ties by selecting a
label at random according to a uniform distribution.

3.4. Time Complexity Analysis. Since the time complexity of
applying SAX to represent the original time series data is far
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10— g;

2 D' — SAX(D);

3 for j=1to m do

4 Fj—

5 fori=1topdo

6 O, — shapelet_sampling(D', j, r);

7 ST;; — random_shapelet_tree(D’, 0;;);
8  Fje—F,UST,;

9 O—QUF I

10 return (;

Input: D: a data set of time series; p: the number of trees in forest; r: the number of shapelet for each tree
Output: Q= {F,, F,,--+,F,,}: a set of random forests and each for one dimension.

ArcoriTEM 1: RSFID (Random Shapelet Forest for Intrusion Detection).

Output: ®: a set of shapelets
10— g;

2D — refine(D, j);
3fori=1torxxdo

5 0« generateShapelet(D’, id, I, pos);
6 if self_similar(6, ®) = true do

7 i «—— i—1; continue;

8§ O®—0OUb;

9 sort_by_utility(®);

10 ® «— select_best_top_r(®);

11 return ®;

Input: D: the data set of time series; j: The dimension of the time series; r: the number of shapelet for each tree

4 ide—rand (1, |D']), I « rand (3,len(T;y) — 3), pos «— rand (1,len(Ty) — I +1);

ArgoriTHM 2: Shapelet_sampling ().

Output: ST: a shapelet tree

1 if isTerminal(D) do

2 return makeLeaf(D);

3 6 < bestShapelet(D, ©);

40— O/6,

5 (D, Dg) «— distribute(D, 0) ;

6 ST, < random_shapelet_tree(D,, ®)
7 STy «— random_shapelet_tree(Dy, ®)
8 Return (ST, STy);

Input: D: the data set of time series; ®: a set of shapelets; r: the number of shapelets

ArcoriTHM 3: Random_shapelet_tree ().

less than the generation of random shapelet forest, we only
discuss the latter part. In Algorithm 2, the function
generateShapelet requires to find the best split of a subse-
quence whose worst time complexity is O(nl*) where n is
the number of instances in data set and [ is the length of time
series. Besides, the time complexity of the function self_sim-
ilar is O(r*) which is far less than O(nl*). Therefore, the time
complexity of shapelet_sampling is O(rxnl*). In Algorithm 3,
the function random_shapelet_tree requires to select the
shapelet that has the highest information gain whose time

TaBLE 1: Description of UNIT.

Normal Attack S-effect Total

198950 768
198047 522

200680
199511

#training instance 962
#testing instance 942

complexity is O(rn?I*). Then, it recursively builds the left
subtree and the right subtree. The worst case is that the data
set is separated into two subsets with equal size in each
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TaBLE 2: Description of KDD CUP 99.

Normal Probing DoS U2R R2L Total
#training instance 10000 4107 5467 52 1126 20752
#testing instance 60593 4166 229853 228 16189 3111029
TaBLE 3: The precision and recall values of five algorithms on UNIT (%).
INN+DTW NS ST+CART ST+SVM IDRSF
Prec. Recall Prec. Recall Prec. Recall Prec. Recall Prec. Recall
Attack 99.9 87.7 99.9 81.7 100.0 89.3 100.0 89.4 100.0 92.4
S-effect 31.6 77.2 46.7 75.1 64.7 86.6 65.3 87.7 87.4 98.1
Normal 3.7 92.5 2.0 76 3.7 86.8 4.1 94.9 5.7 96.4
TaBLE 4: The precision and recall values of five algorithms on KDD CUP 99 (%).
INN+DTW NS ST-+CART ST+SVM IDRSF
Prec. Recall Prec. Recall Prec. Recall Prec. Recall Prec. Recall
Probing 82.7 75.2 69.5 71.4 81.7 83.2 91.1 80.4 90.9 87.5
DoS 91.9 86.3 88.2 84.0 98.5 90.2 98.9 94.6 99.9 97.6
U2R 7.5 7.1 11.1 4.2 18.3 15.1 29.6 14.4 48.5 14.0
R2L 26.2 159 27.7 3.8 48.8 12.8 65.3 12.2 77.5 13.2
Normal 59.2 87.4 46.2 75.8 63.3 92.5 76.0 92.3 75.7 99.4
iteration. Thus, the complexity is as follows:
0.900 -|
0.800 -
272 (M (M (™, o 22
O(rnl +(r 1)(5) P+(r 2)(5) P+(r 3)<Z> P+ >~O(rn ). 0.700 -
0.600 -
4 2
( ) § 0.500
5 5 = 0.400
Obviously, O(rxnl®) is less than O(rn*l*); hence, the 0300
overall time complexity of the IDRSF algorithm is O( 0.200
rpmnzlz). Recall that, the symbols r, p, and m represent the 0.100 4
number of sampled shapelets, the number of trees in forest, 0.000 , , - I_
and the number of dimensions in time series, respectively, Attack S-effect Normal
fmd it is not dlﬂicqlt to finger out that its time complexity INN+DTW ST+SVM
is far less than the time complexity of classical shapelet algo- = NS = IDRSF
rithm, i.e., O(mn**). ST+CART

4. Experiments

4.1. Data Sets and Parameter Setting. The data sets in the
experiments include UNIT [24] and KDD CUP 99 [25],
both of which are usually adopted in the field of network
security. The UNIT data set includes 14 million records of
network attack flows. The collected instances are divided
into three groups, which are malicious traffic (attact), side-
effect traffic (S-effect), and unknown traffic (normal).
Because the size of the UNIT data set is too large to be han-
dled, and meanwhile it lacks normal network traffic, Winter
et al. [26] sampled part of instances according to the distri-
bution of the original data set and supplement 1904
instances of normal network traffic. In this paper, we adopt
Winter et al.’s data set. KDD CUP 99 is a famous data set
for intrusion detection which has 5 million instances of net-

FIGURE 2: The f-score of five algorithms on UNIT.

work traffic. There are four different types of network attack
in KDD CUP 99, which are labeled as Probing, DoS, U2R,
and R2L, respectively. We also sampled 10 percent instances
of the original data set and obtained a training data set with
494021 instances and a testing data set with 311029
instances. The details of UNIT and KDD CUP 99 data sets
are given in Tables 1 and 2, respectively. Additionally, both
data sets were preprocessed, including transform of nominal
value to integer value and z-normalization.

The experiments were performed on a PC with Intel
Core i7-8700 3.2GHz CPU and 32GB RAM. In the pro-
posed algorithm, there are five parameters. We performed
cross-validation to decide the parameter settings. The
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1.000 -
0.900
0.800
0.700
0.600
0.500
0.400
0.300
0.200
0.100
0.000 -

FScore

Prob DoS

» INN+DTW
® NS
ST+CART

U2R R2L Normal

ST+SVM
m IDRSF

FiGUre 3: The f-score of five algorithms on KDD CUP 99.

number of shapelets sampled for each forest r is set to |C|
x y/m, the number of trees p in forest is set to 500, the sam-
pling coeflicient « is set to 1.2, and the two parameters, i.e., §
and A, for self-similarity detection are set to 2 and 5,
respectively.

4.2. Experimental Results and Analysis. To evaluate the effec-
tiveness of the IDRSF algorithm, we choose four algorithms
for comparison in the experiments. The first is a classical
algorithm, named as INN+DTW, which employs one-
nearest-neighbor classifier and dynamic time warping.
Wang et al. [27] proved that the INN+DTW is a classic
algorithm for time series classification which is hard to be
defeated. Except INN+DTW, other three algorithms are all
based on shapelet technique, including Naive Shapelet
(NS), Shapelet Transform-based CART (ST-CART) algo-
rithm, and Shapelet Transform-based SVM (ST-SVM).
Additionally, we employed three metrics to evaluate the
effectiveness, which are recall, precision, and f-score. It is
well known that there are four possible results when predict-
ing a new instance, ie., true positive (TP), true negative
(TN), false positive (FP), and false negative (FN). TP and
TN refer to the correct prediction of normal behavior and
attack behavior. FP and FN refer to the incorrect prediction.
Then, the formulas of the three metrics are given below.

TP
Recall= ——— |
TP + FN
Precisi TP (5)
recision= ————,
TP + FP
2 X ision x 1l
fscore = precision X reca

precision + recall

The precision and recall value of five algorithms on two
data sets are given in Tables 3 and 4, respectively. In each
table, the experimental results are listed according to the
class label. We can find in Table 3 that all the precision
values of five algorithms on class “normal” are very low, just
from 2% to 5.7%. The rationale behind the result is the

unbalance of the UNIT data set. The number of instances
in class “normal” is only several hundreds, but tens of thou-
sands of “attack” instances are assigned the label “normal” in
the prediction. This dramatically decreases the precision
value. The same phenomenon appears in Table 4, e.g., the
precision value and the recall value on class “U2L.”

For more intuitive comparison, the f-scores obtained by
the five algorithms on two data sets are shown in Figures 2
and 3. From the two tables and the two figures, it is not dif-
ficult to find that the precision value and the recall value
obtained by the IDRSF algorithm on two data sets are obvi-
ously better than other four algorithms. Moreover, we can
see that the IDRSF algorithm usually performs better on
the recall metric, and this is very important for an IDS sys-
tem. Furthermore, we compare the results of the IDRSF
algorithm with that of the state-of-art algorithm (named
DSSVM) reported in [28], and we can find that the IDRSF
is superior to the DSSVM algorithm. This proves the effec-
tiveness of the proposed algorithm.

However, we cannot ignore that the precision and recall
values obtained by the IDRSF algorithm on classes “U2L”
and “R2L” are not satisfactory. The reason behind the results
is that the testing instances of the two classes include lots of
“new patterns” which not appears in the training data set.
The shapelet-based technique is essentially a pattern-based
method; therefore, it is not easy for the IDRSF to deal with
this problem.

5. Conclusions

In this paper, we propose a novel algorithm, named IDRSF,
to handle the intrusion detection problem. The algorithm is
based on a new primitive “shapelet” in the field of TSC. The
advantages of this technique not only include the better abil-
ity of classification than traditional techniques in TSC, but
also have good interpretability which is not provided by
the deep learning methods. The IDRSF algorithm is evalu-
ated on two famous data sets of intrusion detection, i..,
UNIT and KDD CUP 99, and it is compared with four clas-
sical algorithms in the field of TSC in which three are based



on shapelet. Experimental results prove the effectiveness of
the proposed algorithm. Next, we will try to extend this tech-
nique to further handle the unbalance data set and new pat-
terns which not appear in the training set.

Data Availability

The data sets in the experiments include UNIT and KDD
CUP 99, both of which are usually adopted in the field of
network security [24, 25].
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Various applications of the Internet of Things assisted by deep learning such as autonomous driving and smart furniture have
gradually penetrated people’s social life. These applications not only provide people with great convenience but also promote the
progress and development of society. However, how to ensure that the important personal privacy information in the big data of
the Internet of Things will not be leaked when it is stored and shared on the cloud is a challenging issue. The main challenges
include (1) the changes in access rights caused by the flow of manufacturers or company personnel while sharing and (2) the
lack of limitation on time and frequency. We propose a data privacy protection scheme based on time and decryption frequency
limitation that can be applied in the Internet of Things. Legitimate users can obtain the original data, while users without a
homomorphic encryption key can perform operation training on the homomorphic ciphertext. On the one hand, this scheme
does not affect the training of the neural network model, on the other hand, it improves the confidentiality of data. Besides that,
this scheme introduces a secure two-party agreement to improve security while generating keys. While revoking, each attribute
is specified for the validity period in advance. Once the validity period expires, the attribute will be revoked. By using storage
lists and setting tokens to limit the number of user accesses, it effectively solves the problem of data leakage that may be caused
by multiple accesses in a long time. The theoretical analysis demonstrates that the proposed scheme can not only ensure safety

but also improve efficiency.

1. Introduction

The development of emerging computing technologies (e.g.,
cloud computing) have brought opportunity for various
industries, such as hyperspectral remote sensing image algo-
rithms [1, 2], classification algorithms [3], matrix operations
under linear systems [4, 5], and data generated by Internet of
Things (I0T) devices. If the data in a solution is stored in the
cloud or the calculation is outsourced to the cloud, the local
storage and calculation pressure will be greatly reduced.
Among them, for IoT big data, because IoT devices generate
huge amounts of data, the structure of the traditional
machine learning model is relatively simple, which can no
longer meet the new needs of IoT applications. Thus, deep

learning technology has been widely used in IoT applications
[6], e.g., smart home [7], smart city [8, 9], and autonomous
driving [10].

In the scenario of applying deep learning technology to big
data in the IoT, in order to train a neural network, large
amounts of data need to be obtained from the IoT devices.
For example, crowdsensing systems collect data that comes
from sensors embedded on personally owned mobile devices
[11]. These data may contain sensitive information of some
users. However, IoT networks are becoming more vulnerable
to various web attacks [12]. Obviously, once they “share” these
IoT data with the same field, they are likely to lose control of
this data. If these data containing private information are
leaked, and there is a lack of effective protection mechanism
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in the process of IoT search [13], it may cause irreversible
harm to the people whose information is leaked. For example,
in the field of healthcare, human physiological data collected
by wearable 10T devices are put into deep learning models,
which can predict the physical condition of patients [14-17].
Once these data are leaked, it will not only cause a patient’s
economic loss but also endanger life [18]. In the field of auton-
omous driving, the prediction system of deep learning may be
maliciously interfered. Once location privacy data is obtained
maliciously, it may cause traffic safety problems and bring
troubles to society [19]. It can be seen that how to protect
users’ private data still faces severe challenges for projects that
use deep learning to assist IoT applications, and it is a problem
that must be solved.

At present, many solutions have been proposed to solve
the big data privacy protection problem in machine learning
[20] or deep learning. Generally, these schemes are divided
into three categories: federated learning [21, 22], encryption-
based technologies [23-26], and difterential privacy technolo-
gies [27, 28], as shown in Figure 1. Figure 1 shows the working
principles of three different types of privacy protection.
Among them, encryption-based technologies mainly use
direct encryption of data, such as using homomorphic encryp-
tion algorithms or setting access control on data uploaded to
cloud servers. However, in actual situations, data owners not
only want to share training data with others but also want to
guarantee data security. Although homomorphic encryption
solution realizes the encryption of data, it cannot meet the
needs of multiuser data sharing when sharing data in the same
field, and it cannot achieve one-to-many fine-grained commu-
nication. In attribute-based encryption, only users who meet
the access strategy set by the owner can obtain the data, which
can achieve more flexible access control. Therefore, to handle

the problem of the incompatibility of secure storage and fine-
grained sharing of IoT big data in deep learning, an attribute-
based encryption solution can be introduced. Among them,
the encryption of the ciphertext strategy is more suitable to
be used in this scenario than the key-based encryption due
to the characteristics of the ciphertext contact access strategy
and key contact access structure.

In the actual data sharing scenario, due to the numerous
attributes of the visitor, there are many departments in the
enterprise engaged in the IoT, so the attribute fluidity is rela-
tively large. Access users obtain the key through their own
identity attribute information. If the attribute used to repre-
sent the identity does not have a valid period, it means that
even if an employee resigns or a department merges, it will
not affect the access rights of the resigned employee or the
original department staff, and these employees can still
obtain data through their own identity attributes. If a
resigned employee sells IoT big data in exchange for eco-
nomic benefits, it will not only endanger the interests of the
company but also harm people’s personal safety. This shows
that it is necessary to set the validity period for each user
attribute. The attribute will be cancelled when it expires.
Moreover, many current solutions allow users to access
unlimited times within the set time. To prevent the number
of visits from being abused, it is necessary to limit the num-
ber of visits within the set time. By limiting the user’s access
period and access frequency, to a certain extent, it is possible
to reduce the occurrence of data leakage caused by the sale of
data information by employees or outsiders using decryption
attributes to access big data of the Internet of Things.

We consider the data privacy problems of big data gener-
ated in the field of IoT for mobile computing and use attri-
bute revocation idea [29, 30], then propose an IoT big data
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privacy protection scheme based on time and the number of
decryption restrictions. This scheme combines homomor-
phic encryption and attribute-based encryption. In sum-
mary, the main contributions of this paper are as follows:

(1) We propose a scheme that limits attribute usage time
and user decryption frequency. By setting the attri-
bute version number for each attribute as a mark, it
is compared with the local time to determine whether
the time has expired and realize the revocation.
Besides, it limits the number of user accesses by
establishing a user decryption frequency table and
setting access tokens.

(2) We combine homomorphic encryption with
ciphertext-based attribute-based encryption technol-
ogy, which makes this solution more effective in
improving data confidentiality without affecting neu-
ral network model training.

(3) We analyse the security of the scheme in a real
deployment.

The remainder of the paper is organized as follows. After
introducing the related work in Section 2, we provide related
technologies used in this paper in Section 3. Section 4
describes the design of our scheme. We analyse security
and effectiveness of our scheme in Section 5. Finally, Section
6 concludes this study.

2. Related Work

Although deep learning has brought great convenience to
human life, its application is inseparable from data. If some
IoT data involves the user’s private information, once it is
leaked, it will cause property and life safety issues. More
and more solutions [31-34] are proposed to solve data secu-
rity issues, which are implemented by not directly processing
data. In addition, people can also protect their privacy by
processing data. Lv et al. [35] proposed a secure transaction
framework based on the blockchain, which uses the encryp-
tion mechanism of the blockchain to ensure information
security, but it does not achieve fine-grained access control.
Lindell et al. [36] proposed that two parties can process data
sets collaboratively without revealing their privacy. Agrawal
et al. [37] proposed a scheme that implements the function
of outsourcing data to others for data mining tasks. This
scheme is confirmed that it does not reveal the data owner’s
private information during the outsourcing process. Homo-
morphic encryption technology is considered to be the most
effective and most direct means of protecting user privacy
[38]. It can directly perform operations, and the results can
be consistent with the results of plaintext operations. In
2007, Orlandi et al. [39] introduced homomorphic encryp-
tion technology and multiparty secure computing technology
to feed the encrypted data into the neural network model for
training, which not only ensured the consistency of the plain-
text and ciphertext calculation results but also considered
security. In [40], the authors proposed a neural network
model that uses encrypted data for training. At the same

time, in this scheme, it is also proved that cloud services
can be used to put encrypted data into the neural network
for prediction operations, and the results are returned from
the cloud in the form of ciphertext. In [41], the authors
improved the scheme [40] and proved that encrypted data
can also train neural networks.

In addition to directly encrypting big data, there are also
many solutions for setting access control to the data protec-
tion layer. In [42], the author created the first CP-ABE solu-
tions, the access policy and ciphertext are sent to the receiver
together. Due to the existence of user or attribute revocation
problems, research on revocation of ABE has always received
extensive attention. Shi et al. [43] proposed a scheme under a
hierarchical cryptosystem. Once the attributes are revoked,
the public key, private key, and ciphertext of the scheme need
to be updated, so the revoking efficiency of this scheme is not
high. In [44, 45], the authors pointed out that the private key
can be divided into two parts. If the attribute is revoked, the
two keys need to be updated, and it is necessary to reencrypt
the ciphertext and header files, so the cost of revocation is rel-
atively large. In [46], the authors proposed a user revocation
scheme based on a time limit, but it did not achieve fine-
grained attribute revocation. In [47], the authors proposed
a scheme for using smart contracts to revoke attributes. In
addition to these revocation schemes, the purpose of revoca-
tion can also be realized by limiting the number of user visits.
In [48], the authors proposed a scheme that decryption fre-
quency can be limited. But the function of this scheme is a
bit single. While sharing IoT big data that can be used for
neural network training, users can adopt a scheme that com-
bines homomorphic encryption and CP-ABE. The solution
proposed in [49] has proved that combining the two technol-
ogies in such scenarios can not only reduce the risk of data
leakage but also reduce the number of key communications.
However, in the field of deep learning-assisted IoT applica-
tions, there are very few solutions that can combine these
technologies to limit user access time and specify the number
of user accesses.

3. Preliminaries

3.1. Bilinear Maps. Suppose there is a large prime number p
and two cyclic groups G, and G,, their orders are both p,
and g is a generator of G,. Then, there is a mapping e : G,
x G, — G, from G, to G,, and it has the following proper-
ties [50]:

(1) Bilinearity: e(g% g°) = e(g", g°) = e(g, g)“b for Va, b
€ Z; and Vu,v € G,

(2) Nondegeneracy: there exists z, ¥ € G,, such that e(z,
y) # 1, where 1 is the identity element of group G,

(3) Computability: for Vu,v € G, e(u,v) can be calcu-
lated by an effective algorithm.

Then, we call the above mapping e a bilinear mapping. In
general, the cyclic group G, is an additive cyclic group, and
the cyclic group G, is a multiplicative cyclic group.
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3.2. Diffie-Hellman Problem. For the additive cyclic group G,
in the above bilinear map e, there are the following difficult
problems in cryptography and discrete mathematics, various
cryptosystems based on bilinear mapping are built on the
basis of these difficult problems.

Definition 1 (discrete logarithm problem (DL)). If there are
any two elements g and Y, g€ G,, Y € G, and satisfy Y =
gk, where k € Z;, it is difficult to calculate the value of k.

Definition 2 (computational Diffie-Hellman problem
(CDH)). Given that a triplet is (g, g°, g®), where g is a gener-
ator of group G,, 4, b € Z, it is difficult to calculate the value

of g*.

Definition 3 (decisional Diffie-Hellman problem (DDH)). If
there is a four-tuple (g, g% g%, g°), where g is a generator,
a,b,ce Z;, it is difficult to determine whether ¢ =ab mod
p is true.

Because the above three types of problems are based on
group G,, they are all regarded as group G, problems.

3.3. DBDH Assumption. Given that a five-tuple is
(9. g% g%, g5, Z), where g is a generator of group G, a, b, ¢
€rZp, Z €G,, it is difficult to determine whether Z =e

(9. 9)™

3.4. Access Structure. The structure is a set of judgment con-
ditions, usually expressed as I', which contains several attri-
bute elements in the attribute set A and threshold logic
operators (such as OR and AND). If there is an attribute set
that satisfies the judgment condition, this attribute set is
called an authorized set, otherwise, we called it an unautho-
rized set. Let P = { P, P,, ---, P, } be the entity set of n par-

is true.

ticipants. For V%, €, if % € € and B C G, there is € € o,
then, the set of 2{#1%2>~%:} is monotonous. An access
structure is a nonempty subset of {%,, %,, ---, &, }, namely,
o € 20T P n}\{qS}. In this proposed solution, the identity
information of each user can be described by multiple attri-
butes, such as company, department, and position, which
are all his attributes.

3.5. Secure Two-Party Computing Protocol. A secure two-
party computing protocol [51-53] means that in a network
environment with a low safety factor, two participants can
obtain the value of a function after collaborative calculation.
Then, they can also obtain the desired value from each other
according to this agreement. However, apart from knowing
the value of oneself, other information cannot be derived.
Through this agreement, it can be ensured that the privacy
of the participants themselves will not be leaked when they
do not trust each other, which improves program security.

3.6. Homomorphic Encryption. Definition E(k,a) means
using an encryption algorithm to encrypt a, the key is k,
and F means a certain algorithm of homomorphic encryp-
tion, if there is an effective algorithm I, it can be satisfied: E
(k, F(ay, ay, -+ a,)) =I(k, F(E(a,), E(a,), -+, E(a,))). Tt
means that E is homomorphic to F.

4. The Proposed System

4.1. System Solution. In our proposed solution, there exist six
types of entities: IoT device, cloud server, data user, attribute
authorization centre, key generation centre, and time server.
The scheme model is shown in Figure 2.

From Figure 2, we can know that the data owner can
encrypt all kinds of data from IoT devices and upload the
data to CSP. The access user makes an access request to the
cloud server. Legitimate users can download document set
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from the cloud server and decrypt it. CSP and KGC jointly
generate keys for users through continuous interaction. The
time server is responsible for detecting whether the time sent
to it by other entities has expired or has been forged or tam-
pered with.

4.2. System Algorithms. We let group G be a bilinear group,
let g be a generator in group G. Let e : GxG — G, be a
bilinear mapping. We choose three hash functions in this
scheme: H:{0,1}" — G, so that each attribute can be
mapped to the group, H, : G, — Zj, and H,:{0,1}"
—{0,1}". In addition, for any i € Z}, an attribute set A,
the Lagrangian coefficient is defined as A, 4 (x) =]

=)= ).

(1) Setup(A) — (PKyge, MKyge)» (PKegp, MKgp), (
PK.» MK, ). First, the security parameter A is used
to generate three pairs of public and private keys,
which are the key generation centre’s key pair
PKxe> MKyge» the cloud server’s key pair PKegp,
MKgp, and the public and private key pair for digital
signature PK;, ., MK,,. KGC randomly selects &g

Z;, and sets h=gP, so (PKyge = h, MKyge = f). At
the same time, KGC also selects a random number
y€rZy, so that the public and private key pair used
for digital signature is (PKg, = g, MK, = y). CSP
randomly selects a€gZ5, it sets (PKgp =e(g,g)"
MKcgp = g%). Second, CSP allocates initialization
information other than public and private keys for
users accessing IoT data, including setting the unique
identity of the ith user as u;, where u; € Z;,. A list L is
stored in the cloud server, which contains the user’s
unique mark u;, the number of user visits o, and the
state-related mark K. Third, KGC selects a random
secret value r; € Z}, for the user, and AAC selects a
mark v; € Z}, for each attribute. Therefore, the system
public key is PK={G, g,h f =g"F, e(g,9)"}, and
the master key is MK = («, 8). The initial value of &
is set to 0.

(2) KeyGen(PK, MK, MK, &, U,, st) — (SK%). In
this part, the digital signature private key MK

jeA,jr#i(x

sign)

sign>

sign?
sign?
the user’s attribute set </, and the attribute version
key U,;, and outputs the user’s decryption key. The
following four parts are included:

(a) Generate attribute version key. This part is exe-
cuted by AAC. AAC randomly selects any value
t;€ Zp for each attribute, and ¢; is used as a
parameter for subsequent use, so the attribute
version key is set to U; =v;t;, and the attribute
version key is generated and sent to CSP.

(b) Generate partial user keys. This part is formed by
the simultaneous operation of KGC and CSP via
introducing a secure two-party computing proto-
col. First, KGC takes the parameters (rj, ) as
input, and CSP takes the parameter « as input.

Through calculation, x=(a+7;)B is obtained,
and the result is output to CSP. CSP selects a ran-

dom number & € Z}, calculates A = g*® = g(@*7)F°,
and sends the calculation result to KGC. When

KGC receives the result, calculate B=AVF =

(g rf)ﬁé)l/ﬁ " g\, and finally, the result
B is sent to CSP. CSP calculates SK. =B =
9" P from the received result B. KGC inputs
the set attribute version key and outputs partial
user’s private key (SK,=(VAeg/,D)=g"H
(MY, D; = g¥)). The partial user’s decryption
key is composed of a combination of the private
key generated by CSP and KGC: SK = (SK,
SK,) = (D= g yAed,D, =g -HA)Y,
D; =g")

(c) In this part of the algorithm, K, = g" (Ha(st)+u)

K, = EVULEO4) K s the output value of the
algorithm VRF [54], K, K, refer to the calcula-
tion and detection scheme of the algorithm
VREF. Therefore, the final decryption key is SK,,
= {SK,st,K,,K,} = {D=g*""Fyded,D, =
gi-HMNY, D} = g¥, st, K, K,}, the generated
decryption key is sent to the user.

(d) Set the expiration time T, for each attribute and

digitally sign T & = g!/(H(T)+y),

(3) HKeyGen (). This algorithm generates the key of a

homomorphic encryption algorithm. This scheme
uses the DGHV encryption algorithm. In this algo-
rithm, the key is selected as follows: we choose a ran-
domly generated positive prime number as the key p,

where p € [2771,27),

(4) Encryption(PK, I', M, p) — (CT"*). This algorithm

first inputs the system public key and access policy
tree I', homomorphic encryption key p, and plaintext
message M. Then, this algorithm outputs encrypted
ciphertext CT*. First, the data owner uses the homo-
morphic encryption key p to encrypt the plaintext M.
The specific operation is as follows: they choose two
random numbers g, r, where p € [2771,27), r € 2171,
2, pi2 > |2r|, g > p. The ciphertext of the document
set is calculated by formula pg+2r+M, M is
expressed in binary, and the generated ciphertext is
uploaded. Second, the data owner encrypts the
homomorphic key and uploads the key with attribute
access control to the cloud. The data owner regards
the attributes as leaf nodes, the root node of the tree
is R, and the other nodes are threshold logic opera-
tors. The encryption operation performs from the
root node and, from top to bottom, produces a linked
order for each node, which is d, polynomial g,. If n,
is the threshold of nonleaf nodes, then there is a rela-
tion d, =n, — 1. Then, they select a random value s



(5) TimeCheck(SKut, S, T,,&PK

e(gH“T”-PKg@,€)=e(g

(6) GenToken(u, st, ctr,,,) —

~

€ Zy, set the polynomial on the root node to g(0)
=s, and use the homomorphic encryption key p to
encrypt the plaintext, and use the encryption result
to calculate C = Enc(p) - e(g, 9)*, C = h'. Let the poly-
nomial of other nodes be ¢,(0) =g, (index(x)),
where index(x) represents the number associated
with any node x. The order of nodes is indicated from
left to right. In the entire access policy tree, the infor-
mation carried by each leaf node must be calculated,

CA=g‘h(°), C; =H(A)q*(0). Then, the final CT* is
CT* = {I, C=Enc(p) - e(g, 9), C=I*¥Ae 7 : C;
=gn0,C; = H(A)m(o)}.

In this part of the
algorithm, after the time server receives the validity
period of the attribute, it first needs to verify it with
digital signature technology to check whether it has
been forged or tampered with and verify it with the
following calculation method:

sign ) .

g, gl/Hz(T +y>

= e(gHz(Tr)ﬂ’) gl/Hz(Tt)+Y>

=e(9,9)

(1)

If the verification is successful, it means that the attri-
bute has not been forged or tampered with. The time
server compares the validity period T', with the present
time to determine whether the attribute has exceeded
the validity period. If it has not expired, you need to
continue to execute step 6. If it expires, the attribute
needs to be revoked. On the contrary, if the verifica-
tion fails, it means that the validity period T, has been
maliciously modified, then return L.

(By): after verifying the
attribute validity period T, it also needs to verify the
user’s access times, but the difference is that even if a
certain attribute fails, the user still has the possibility
of access rights, but if the access times exceed the set
threshold, then the user does not have the right to
access IoT resource data. This algorithm makes the
user’s unique identity u;, the user’s current state st,
and the maximum allowed number of decryption

ctr,... into a token and sends the token to the cloud
server.
Predecryption(SK,, , By) — (timeindex). In this

part, the cloud server first detects e(g">(*") * g, K »)
=E and K. =¢(g, K,) after receiving the token w1th
information. If it meets the verification conditions,
CSP will detect the number of decryption o +1 <
ctr,. in the list L, if it is satisfied, let o=0+1,
update K, at this time and store it in the list L, and
then, the user and CSP continue to perform step 8.
Then, let timeindex = 1, otherwise, timeindex = L. If
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timeindex = 1, it means accessing users can no longer
access IoT big data even if they have access rights.

(8) Decryption(SK,, , CT*) — (p). This part of the

algorithm is executed by the decryption user and is
divided into the following four parts:

(a) When the node x in the access policy tree belongs
to the leaf node in the access policy tree, let i=
att(x), it means that the attribute corresponding
to the node x computes

070

. e(DyC.) _ e(g,9)™
DecryptNode(SK, , CT", x) = oD, C) (9> g0
=e(g,9)"*".

(2)

If the attribute is not in the user’s attribute set,
return L.

(b) When A belongs to a nonleaf node in the struc-
ture tree, we let S, be the set of child nodes of
each node z of size k,. When F, exists and the
user’s current decryption frequency meet the
requirements, then compute

A,S!

Fx = HFZ(timeindex)Ai»Sx’ — H (e(g’ g)rjqz(())) Sy
ZESX ZGSX
H( 9 g T qpal’ent(z)(lnde)((z)))A’_)SX (3)
z€S,
=e(g, g)’ﬂb(O).

If the root node R in this structure tree is replaced
by the x node in the above formula, it can be
computed as A = DecryptNode(SK, , CT*, R) =

e(g.9)"”

(c) When the user’s attribute set meets the require-
ments, decryption is performed:

Cc L (9-9) - Enc(p)
Dec (6(6, D)/A) Dec e(hs, g(‘”r’)/ﬁ) le(g, )"
e(g,9)™ - Enc(M)
e(hs, g(a+rj)//3) /e(g’ g>rjs

(o)

(4)

= Dec

(d) After the data visitor obtains the homomorphic
key p, users can obtain the document set by using
the homomorphic key p.
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(9) Revocation(). When the attribute is revoked, this
algorithm is executed. In the algorithm, it consists
of three parts:

(a) First, KGC randomly selects a reencryption
parameter vy, which is assigned to AAC, CSP,
and users whose attributes have been revoked,
so that they can update relevant component
information in time. Receiving the update
information, AAC updates the attribute ver-
sion keys U] of the revoked attributes that it

! !
manages, U;=v;t,

(b) The next step is to update the user key. CSP
obtains the reencryption parameters allocated
in the previous step and regenerates the user’s
latest version key together with KGC. The

updated user key is SK, ={D= g« D,
= g0 -HyN)" D, = g% VAe s\ {A'}: D
=g7-H)", D} = gV, st, K, K, }.

(c) The third step is to update the ciphertext. In
this part, CSP first selects a random cipher
value s’ € Z}, to ensure forward security and
then updates the relevant components of the
ciphertext after receiving the reencryption
parameters. The updated ciphertext is

CT* = {F, C=e(g,9)**) - Enc,(M), C
_ h<s+s'),vA ey Cy= g‘h(O)ﬂ', C;L ( )
! 5

=Hy)n O (1=1"),¢;

'(Aﬂ’)}

— H(A)%(O)H

5. Safety and Efficiency Analysis
5.1. Solution Security Analysis

5.1.1. Confidentiality. The confidentiality of this scheme is
achieved through two aspects. On the one hand, the attri-
butes of the user must be able to meet the policy set by data
owner. If the access policy is not met, then the attributes can-
not be used to calculate (g, g)"*, so it can prevent unautho-
rized users from stealing sensitive data. On the other hand,
while generating the user’s key, to reduce the condition
impact of low safety factor and untrustworthy, a secure
two-party computing protocol is used to protect the related
information of the private key from being obtained by any-
one other than itself.

5.1.2. Forward Security. Since each user is set to limit decryp-
tion frequency, when users access data, if they meet the
requirements of the access policy, they also need to send a
token carrying the number of times of decryption to the cloud

server. If the number of accesses exceeds the limit, then the user
can no longer be decrypted, which ensures forward security.

5.1.3. Collusion Resistance. Users need to use their own attri-
butes to calculate e(g, g)"°. If users with different permis-
sions want to create a conspiracy attack, then KGC and
CSP will generate partial decryption keys through a secure
two-party calculation protocol D=g' "B D, =g"i-H
(MY, D; = gV, where u; is a unique random value for each
user, so even if the attackers collude, they cannot calculate
the value of e(g, g)"*

5.1.4. Chosen-Plaintext Attack

Proof. We consider that there exists a polynomial adversary A
that is able to break this solution and algorithm B that can
overcome the DBDH problem with the advantage of «.

Initialization: adversary A selects an access structure tree
T and sends this access strategy tree to challenger B, and
challenger B executes the Setup () initialization algorithm.
This part of the process is as follows:

Randomly select four values to calculate e(g, g)“be
(9.9)" =e(g,9)", where a, b, c, xeZ;.

For each attribute Aeo/, select a random value ¢;eZ},
when the attribute does not exist in the access structure tree
T, we set Y;=H"4, y,=b/¢, if the attribute exists in the
access structure tree T, we let Y, = g% and y, = ¢,.

The public key PK={G,h, g, f = g"'?, e(g, g)*} is pub-
lished, and challenger B keeps the private key MK = (a, f3).

Phase 1: after challenger B obtains the public key, adver-
sary A can issue a query request. Adversary A selects an attri-
bute set s={A,| A, € T} and u; and submits the information
to challenger B to apply for a private key. Challenger B ran-
domly selects r;, U; generates the corresponding private
key. The calculation process is as follows:

SK = (D = g(@)B ) = g5  H)Y, DY = gU"). (6)

If the number of decryptions meets the requirements, st,
K, K, will not affect the final decryption effect.

Challenge: adversary A has obtained the access control
tree T at this time and then submits two plaintexts of the
same length to challenger B. By comparing the attribute sets,
if the attribute set sent in the previous step does not meet the
structure tree T', then the two plaintexts are set to m,, m,, and
the two plaintexts are sent to challenger B along with the
access strategy tree. Then, B randomly selects 2 € {a, b}, cal-
culate:

Cy=Enc(M,)-e(g, g)* =Enc(M,,) - e(g, g) """
= Enc( ) e(g, g)“bs e(g,9)* =Enc (Mp)
abs x (7)
e(9,9)" e 9)

E,‘VO =h'Vie 7: CNA = gh(©), CN; = H(,\)%(O).

Challenger B sends this information to A.
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TasBLE 1: Functional comparison.
Schemes Revocability Time Number Collusion Ciphertext operability
[55] User and attribute X X v X
[46] User v X v X
[48] User X v v X
[47] Attribute v X v X
[49] None X X v v
[56] Attribute X X v X
Our scheme User and attribute v v v v
TaBLE 2: Cost comparison.
Decryption cost Revocation
Schemes Secret key cost User CSp Attribute-cost User-cost
[55] 3e 3p x 3(n+1)p np
[56] 4e X e e X
Our scheme O(5n) O(n) O(n) O(5n) o(1)

Phase 2: A can always ask B for private key-related infor-
mation, and then, A guesses the ciphertext and needs to give
his own guess value 7z’

Guess: if 2’ = 72, then DBDH is established, the advan-
tage is plr =72 le(g g)*]=e+112, if p'#7z', the
ciphertext cannot be judged, and the advantage is p, [’ #
7' | e(g, 9)") = 1/2. In summary, p,[(9, g°, 9" 9" e(9> 9)
=1]-p,[(g9. 9% g% g5 e(g, g)s) =1] >e. It shows that this
scheme can realize that no adversary can break the scheme
with a nonnegligible advantage in polynomial time.

abC)

5.2. Theoretical Comparison. Our scheme is compared with
other schemes in terms of revocation mechanism, time limit,
number of decryption limits, and anticollusion. The compar-
ison results are shown in Table 1.

From Table 1, it can be seen that in [46-49, 56], the rev-
ocation schemes proposed by the authors do not fully meet
the revocation needs. Although in [55] the authors proposed
a scheme that can support user revocation and attribute rev-
ocation, in the scenario we mentioned, it is also a require-
ment that the ciphertext can be operated. This scheme in
[49] realizes that users can operate on ciphertext, but it is
not suitable for scenarios where attributes need to be
revoked. Our scheme realizes two revocation functions,
solves the basic system security problem, and achieves the
ciphertext operable function. What is more, we also consider
two factors: time and frequency of decryption.

Our scheme is compared with other schemes in terms of
key generation efficiency, decryption efficiency, and revoca-
tion efficiency. e is the exponential calculation cost, and p is
the bilinear pair calculation cost. The comparison results
are shown in Table 2.

It can be seen that in [55] only the user performs the
decryption operation and in [56] only CSP performs the
decryption operation, which will cause one-side pressure.
Our scheme can effectively reduce the amount of user tasks

by placing part of the decryption task on the cloud server.
Also, in [55], while realizing user revocation, the cost is np.
However, in our scheme, if the user is revoked after judg-
ment, the user only needs to be removed from the list L, thus,
its computational complexity is better than the schemes [55,
56]. Although the cost of generating the key is relatively high
due to the use of a two-party security protocol, the security of
the key is guaranteed through this multiparty cooperation
method.

6. Conclusions

Since important personal privacy may be leaked while storing
and sharing IoT big data on the cloud, we have proposed an
IoT big data privacy protection scheme based on time and
decryption frequency limitation, the solution realizes the rev-
ocation within the time range and the revocation within the
range of decryption times. The access control is set by the
combination of homomorphic encryption and attribute-
based encryption. In our scheme, legitimate users with a
homomorphic encryption key can obtain the original data,
and users without a homomorphic encryption key can per-
form operation training on the homomorphic ciphertext.
Our scheme does not only affect the training of the neural net-
work model but also improves the confidentiality of the data.
At the same time, the security of the system is improved by
introducing a secure two-party agreement. Through theoreti-
cal analysis, we found that our scheme realizes two revocation
functions, solves the basic system security problem, and
achieves the ciphertext operable function. While realizing user
revocation, the computational complexity is preferable to
other schemes. Besides, our scheme can effectively reduce
the amount of user tasks by placing part of the decryption task
on the cloud server. Therefore, our scheme can not only
ensure safety but also improve efficiency. In the next step, we
plan to combine the advantages of decentralization and ano-
nymity of blockchain to protect big data in the Internet of
Things in a distributed storage environment.
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Role-based access control (RBAC) can effectively guarantee the security of user system data. With its good flexibility and security,
RBAC occupies a mainstream position in the field of access control. However, the complexity and time-consuming of the role
establishment process seriously hinder the development and application of the RBAC model. The introduction of the assistant
interactive question answering algorithm based on attribute exploration (semiautomatic heuristic way to build an RBAC system)
greatly reduces the complexity of building a role system. However, there are some defects in the auxiliary interactive Q&A
algorithm based on attribute exploration. The algorithm is not only unable to support multiperson collaborative work but also
difficult to find qualified Q&A experts in practical work. Aiming at the above problems, this paper proposes a model
collaborative learning and exploration of RBAC roles under the framework of attribute exploration. In this model, after
interactive Q&A with experts in different permissions systems by using attribute exploration, the obtained results are merged
and calculated to get the correct role system. This model not only avoids the time-consuming process of role requirement

analysis but also provides a feasible scheme for collaborative role discovery in multidepartment permissions.

1. Introduction

With the development of the information system, informa-
tion sharing among people becomes more and more
convenient and fast. However, the “explosive” growth of the
information system brings people convenient and quick
access to information, and it also brings the problem of infor-
mation security. It is not only the sharing of information
between people that needs to be protected but also the infor-
mation between industrial systems. For example, when
computing matrix in the research field of Kalman filtering,
multiple computing contents need to be encrypted [1, 2].
To prevent the intrusion of illegal users or leakage caused
by the careless operation of legal users, many solutions have
been proposed [3, 4]. For example, Lihua proposes a new pri-
vacy protection scheme, which plays a good role in protecting
privacy [5]. Access control allows users to access system

resources only according to their permissions setting and
may not exceed their permissions. To ensure flexibility and
security, role-based access control (RBAC) [6] has been
widely studied and applied due to its good applicability and
occupies a mainstream position in the access control model
[7]. The RBAC model introduces roles between users and
permissions; connects users and permissions with roles and
grants and revokes access permissions to users by assigning
and canceling roles to users; and realizes the logical separa-
tion of users and access permissions [8]. Flexibility in
permission management and its high correlation with an
enterprise’s organizational structure greatly facilitate permis-
sion management [9].

However, the increasing complexity of the information
system leads to the increasing complexity of the RBAC model
system construction [10]. In the design and use of a traditional
RBAC system, the relationship between “users and roles” and
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“roles and permissions” is dependent on the acquisition of sys-
tem requirement information and the personal experience of
administrators. With the increasing complexity and diversifica-
tion of the information system, the number of users, resources,
and permissions in access control is increasing, and the busi-
ness process and related domain knowledge of information
systems are becoming complex. As a result, designing and
managing an RBAC system that meets the functional and secu-
rity needs of users solely relying on human beings is challeng-
ing [11]. With the development and prosperity of machine
learning has given us more ways and methods to solve prob-
lems, machine learning is applied in various fields [12]. Many
scholars have also applied machine learning to information
security, Sun proposes an ESS-based algorithm of balancing
the QoS and privacy risk, which reaches a stable state of main-
taining long-term service by multiple iterations [13], and Yin
uses a recursive neural network for intrusion detection [14].
In addition, machine learning is also applied to various fields,
such as hyperspectral image processing and classification
[15, 16]. With the prosperity and development of information
system, information security combined with many research
fields has been widely discussed and studied [17, 18].

Among them, zhang Lei [19] proposed an auxiliary inter-
active question answering algorithm based on attribute
exploration and used the attribute exploration algorithm to
interact with experts to get the required roles and the partial
order relationship between roles in the RBAC system. The
reason why the attribute exploration algorithm [20] can
obtain the roles and the partial order relationship between
roles is that the attribute exploration algorithm is an impor-
tant tool in the formal concept analysis [21]. Formal concept
analysis is considered as a favorable tool for data analysis and
knowledge description and has been widely used in data
analysis [22], knowledge discovery [23], rule extraction
[24], concept cognitive learning [25], and other fields.
Among them, the important data structure-concept lattice
[26] can well represent the partial order structure among
data. Each lattice node on the concept lattice is composed
of a group of intent and extent which have a natural corre-
spondence with roles and permissions in role engineering.
The role system mined by the concept lattice theory can
not only reflect the hierarchical relationship between the
roles but also ensure the correctness of the roles mined [27].

Although the auxiliary interactive question answering
algorithm based on attribute exploration can accomplish
the role design of RBAC with heuristic assistance, the tradi-
tional attribute algorithm relies on the complete system per-
missions knowledge. In practice, it is difficult to find people
who have a good knowledge of all permissions, especially
when the permissions are involved in multiple departments.
For example, it is difficult to find an expert who knows all
the permissions information well when constructing the role
of the administration system in conjunction with the faculty
system. This defect severely limits the development and
application of the RBAC model.

In this paper, it is found that the Duquenne-Guigues and
the set of roles obtained by the auxiliary interactive question
answering algorithm based on attribute exploration have a
close relationship with the whole system, but also have a close
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relationship with the local subsystem. Therefore, we can find
an interactive domain expert in each one and merge the roles
and Duquenne-Guigues of each system after the interaction
of multiple systems is completed, to obtain the set of the
Duquenne-Guigues and roles of the entire system.

Therefore, this paper proposes a model collaborative
learning and exploration of RBAC roles (RCLE). Under
the framework of interactive Q&A of property exploration,
a method is designed to support the role discovery of the
same group of users under different permission systems.
This model not only avoids the time-consuming process
of role demand analysis and questionnaire survey in the
process of role construction but also avoids the defects of
the auxiliary interactive question and answer algorithm of
attribute exploration in the construction of role system
across departments.

2. Basic Definition

The relevant definitions used in this article are as follows
[23, 25, 26]:

Definition 1. An access security context K=(U, M, I) is com-
posed of two sets U, M, and I (the relationship between U
and M). The element of U is called user (object), and the ele-
ment of M is called permission (attribute). (u, m) € I or ulm
means that user u has permission m. We use (1, m) ¢ I, which
means that user # does not have permission m.

Definition 2. Set K=(U,M,I) that is an access security
context, if A € U, B < M, then write

f(A)={meMNuecAcA, (um)el}, (1)

g(B)={ueUNVmeB, (u,m) el }. (2)

If A and B satisfy that f (A) = Band g(B) = A, then we call
the binary group (A, B) a concept. A is the extent of the con-
cept (A, B), and B is the intent of the concept (A, B).

The computation of Definition 2 is carried out through-
out the text. Definition 2 shows how to compute concepts
in a given access security context. Since more than one for-
mal context will be involved in the following paragraphs,
for the convenience of distinguishing, f,(A) and g, (B) rep-
resent the calculation of f(A) and g(B) on the formal con-
text K.

The concept of access security context K=(U, M, I) has
the following basic properties (VA, A,, A,CU,VB, B,, B,CM):

Property 3. A, CA,=f(A,)<f(A,); B,SB,=g(B,)<g(B;); A
cg(f(A)); Bcf(g(B)); if B=f(g(B)), then B is intent on the
access security context K.

Definition 4. Set (U, M, I) is an access security context, Y C
M, and satisfies

(M) Y#£(g(Y)) (Y <f(g(Y))),

(2) Each pseudointentY, ¢ Y hasf(g(Y,)) €Y. Then, Y
is a pseudointent.



Wireless Communications and Mobile Computing

Definition 4 provides the conditions for the establish-
ment of pseudointent. To prove whether an attribute set is
a pseudointent, we only need to verify whether it meets the
two conditions of Theorem 14.

Definition 5. Set K=(U, M, I) is an access security context,
Y,, Y,eM. if g(Y,) € g(Y,), then Y, — Y, is true inK.

Definition 6. If K=(U,M,I) is an access security context,
then the value dependency set {X — f(g(X))|X is the
pseudointent of K} which is the Duquenne-Guigues of K.

Definition 7. Given access security context K=(U, M,I),
implication set J(K), and implication formula C — D € J(K),
the attribute set if and only if TCMC ¢ Tor D<T, called T, is
associated with C — D. If T is related to all the implication
forms in J(K), then T is related to J(K).

According to the value dependence theory of concept
lattice, the Duquenne-Guigues can produce all value depen-
dence held in an access security context, namely, the implica-
tion relation of an attribute. It can be seen from definition 6
that the Duquenne-Guigues of access security context can
be obtained as long as all pseudointents are found. The corre-
lation judgment between attribute set and implication set in
Definition 7 can be used in the calculation of pseudointent.

Definition 8. Let K=(U, M, I) be an access security con-
text, M ={m,m, ---m,}, and the permission (attribute)
in M satisfies the basic linear order relationship (m, <
my<-- <m,). For anyY,,Y, CM if and only if there is
meY,-Y, and YN {m,m}p=Y,n{my,m},
the lexicographical order of attribute setY, is less than
the lexicographical order of permission (attribute)set Y,
denoted as Y, <Y,.

Definition 8 describes the lexicographical order relation
of the property set < which is a linear order relation of 2.
All property sets can be generated one by one according to
the lexicographical order and tested one by one to see if the
property set is a pseudointent or intent.

3. A Model for Collaborative Learning and
Exploration of RBAC Roles

The attribute exploration algorithm interacts with domain
experts by asking questions, traverses the attribute set in lex-
icographical order, and tests whether the set is pseudointent
or intent. The use is the attribute set of the pseudointent to
produce the implication, so as to construct the Duquenne-
Guigues of the access security context and obtain the relevant
context knowledge. Lexicographical order < is a linear order
on the power set of all permission (attribute), which guaran-
tees the completeness of the attribute exploration algorithm.
In other words, the set of roles obtained by the traditional
role discovery algorithm based on attribute exploration is
complete. However, due to the lack of cooperation mecha-

nism, traditional role discovery algorithms based on attribute
exploration cannot build a role system across departments.

The key to the above problem is how to discover the set of
roles and the implication relationship between permissions
under multiple permission systems (Duquenne-Guigues).
In this paper, we found that after the attribute exploration
among different departments, we further analyzed and sum-
marized the roles and Duquenne-Guigues under different
permissions systems, so as to obtain the role construction
of the crossdepartment permission system.

3.1. Basic Theorem. To facilitate the elaboration, we first
make the following definition.

Definition 9. Given an access security context K, = (U, M,
1,) and K, = (U,, M,,1,), Vg € U, N U,, and Vb € M, N M,
that meet gI, b & gI,b then called K, is consistent with K.

Definition 10. A model for collaborative learning and explo-
ration of RBAC roles RCLE = (K|, K,, J(K;), C(K}), J(K;),
C(Ky)), Ky = (U, My, 1), Ky = (Uy, My, ), Uy = U, ={g;
9293 9s -+ 1> and My = (ay, by, ¢, dy -+ ), My = (a5, by, 65,
d, ---)I, represents the relationship between U; and M. M
and I are consistent in K; and K,, J(K;), J(K;), C(K;), and
C(K,), respectively, and represent the Duquenne-Guigues
and intent of K, and K.

Based on the above definition, we have the following
findings, which can be used as the theoretical basis of the
RCLE model.

Theorem 11. Given an access security context K = (U, M, I),
the Duquenne-Guigues J(K), and implication formula
A — BeJ(K), iftheattribute setisT C Mandif ACT,B¢ T,
the attribute set T in the access security context K is nei-
ther intent nor pseudointent.

Proof. Firstly, proof T is not intent. A< T, B¢ T, we knew
from property 3 that T<f(g(T)), then Ac T <f(g(T)),
f(g(A)) cf(g(T)). Subtract A from both ends of f(g(A))
Cf(g(T)) and get f(g(A)) —A<f(g(T)) — A. And because
A — BeJ(K), then f(g(A)) — A=B. Because D ¢ T, then
f(g(T))-A¢T. Add A to both ends of f(g(T))-A¢T,
get f(g(T)) ¢ TUA. Because A C T, therefore, f(g(T)) ¢ T,
T, is not intent.

(2) Lastly, proof T is not pseudointent. If T satisfies the
definition of the pseudointent (2), then each pseudointent
Y,cT must meet f(g(Y,)) € T, because A — B € J(K). Thus,
in K, A is a pseudointent. Because of AC T,f(g(A))=B¢ T.
Therefore, T does not satisty the definition of pseudointent
(2) that T is not a pseudointent in K.

Theorem 11 shows that the set of permissions (attributes)
is neither intent nor pseudointent if it is not related to any
implication in the Duquenne-Guigues. Because in the attri-
bute exploration, only the set of permissions (attributes) that
are intent or pseudointent are considered, and the set of per-
missions (attributes) that satisfy theorem 11 can be ignored
and not calculated.
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FiGUure 1: RCLE model framework.

Theorem 12. RCLE = (K, K, J(K,), C(K,), J(K,), C(K,)),
K,=(U;,M1,), K,=(U,,M,,1,), access security con-
textK= K, +K,, and the Duquenne-Guigues ofKisJ(K).
The permission set D is related to J(K), D — f,(g,(D)) -
DeJ(K,)-1ff,(g,(D)) U f5(g,(D)) # DthenD — f,(g,(D))
U f5(9,(D)) - DeJ(K). If £,(g,(D)) Uf,(g,(D)) =D, then
f1(9,(D)) U f,(g,(D)) € C(K).

Proof. Because D is related to J(K), so by definition 7, we
know that D is intent or pseudointent. D — f,(g,(D)) —
DeJ(K,), then in K, the users that coown the permission
set D are g,(D). According to definition 10,U, = U, = U.

Because K=K, +K,, so f(g(D)) = f,(4,(D)) U f,(g,(D)).
If f,(g,(D)) Uf,(g,(D)) # D, then D is a pseudointent; so, D

— f1(9,(D)) U f,(9,(D)) =D € J(K). If f,(g,(D)) Uf,(g,
(Dé)(;)D, then D is an intent, so f,(g,(D))U f,(g,(D))
€ .

Inference 13. RCLE = (K|, K,, J(K,), C(K,), J(K,), C(K;)),
K,=(U,,M,1,), K,=(U,,M,,1,), access security con-
text K = K + K, and the Duquenne-Guigues of K are J(K).
The permission set D is related toJ(K), D— f,(g,(D))
- DeJ(K;). 1ff,(g,(D)) Uf,(g,(D)) # D, then D— f,(g,
(D) U£1(9,(D)) =D eJ(K). If £,(g,(D)) U f(g,(D)) =D,
then f,(g,(D)) U £,(g,(D)) € C(K).

Theorem 14. RCLE = (K, K,, J(K,), C(K,), J(K,), C(K,)),
K,=(U;,M1,), K,=(U,,M,,1,), access security con-
text K =K, + K,, and the Duquenne-Guigues of K are J(K).
The permission set D is related to J(K), D e C(K,). If DU

f(g,(D)) =D, then DU f,(g,(D)) € C(K). If DU f,(g,(D))
# D, then D— DU f,(g,(D)) € J(K).

Proof. Because D is related to J(K), so by definition 7, we
know that D is intent or pseudointent. D € C(K,), and then
in K, the users that coown the permission set D are g, (D).

According to definition 10, U; = U, = U. Because K=K, +
Ky 50 £(g(D)) = f(9,(D)) Ufy(g,(D)). I £,(g,(D)) Uf,
(9,(D)) #D, then D is a pseudointent, so D— DU f,
(9,(D))=D-De€J(K). If DUf,(g,(D))=D, then D is
an intent, so f,(g,(D)) Uf,(g,(D)) € C(K).

Inference 15. RCLE = (K}, K,, J(K,), C(K;), J(K;), C(K3,)),

K,=(U,,M,1I,), K,=(U,, M,,1,), access security con-
text K = K, + K,, and the Duquenne-Guigues of K are J(K).
The permission set D is related toJ(K), D e C(K,). If D

U f,(g,(D)) =D, then DU f,(g,(D)) € C(K). If DU f,(g,(
D)) # D, then D— DU f,(g,(D)) € J(K).

Theorems 12 and 14 show that in the RCLE model, if a
permission set is related to the Duquenne-Guigues of an
access security context, then we can use the results obtained
in the subdivision to carry out the union operation with the
results calculated by other departments and judge whether
the obtained results are intent or pseudointent.

4. RCLE Model Framework

Based on the above definitions and theorems, this section
designs a model of RBAC role collaborative learning and
exploration (RCLE) by referring to the framework of tradi-
tional attribute exploration algorithm and expert questions.
the algorithm uses the traditional attribute exploration
framework to discover the roles of different permissions
system, then automatically revises the set of roles and the
Duquenne-Guigues according to the obtained knowledge
and the proposed theorem. In this way, we can get the
required roles and the implication relationship between
permissions and permissions of the system after the fusion
of multiple systems. The model architecture is shown in
Figure 1.
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Input: two access security contexts K, = (U, M}, I;), K, =
(U, M5, 1,); Duquenne-Guigues J(K,), J(K,);
intent set C(K,), C(K,)

Output: access security context K, J(K), C(K)

BEGIN
1. J(K)=@, C(K)=@

2. K=K, UK,

3. WHILE (B#M)

4. IF (BeC(K,)) THEN

5. IF (BUf,(g,(B)) == B) THEN

6. AddBUf,(g,(B)) to C(K)

7. ELSE

8. Add B— BUf,(g,(B)) - BtoJ(K)
9. END IF

10. B =FindNextB(J(K), B)

11. Continue

12. END IF

13. IF (Be C(K,)) THEN
14.  IF (BUf,(g,(B)) == B) THEN

15. Add BUf,(g,(B)) to C(K)

16. ELSE

17. Add B— BUf,(g,(B)) - B to J(K)
18. END IF

19.  B=FindNextB(J(K), B)

20. Continue

21. ENDIF

22.  IF(BeJ(K,)) THEN

2. IF(f,(9,(B)) Ufy(g,(B)) == B) THEN
24, Add £,(9,(B)) U f,(g,(B)) to C(K)
25. ELSE

2. Add B— f,(g,(B)) U fy(g,(B)) toJ(K)
27. END IF

28. B=FindNextB(J(K), B)

29. Continue

30. END IF

3. IF (B€J(K,)) THEN

32. IF (f,(g,(B)) U f(g,(B)) == B) THEN
3. Add f,(9,(B)) U, (g,(B)) to C(K)
34. ELSE

3. Add B— f,(g,(B)) U, (g, (B)) to J(K)
36. END IF

37. B=FindNextB(J(K), B)

38. Continue

39. ENDIF

40, IF (f(g(B))#B)
41. ](K):](K)U(B —>f(g(B))—B)

42. ELSE
43.  C(K)=C(K)U (B)
44, END IF

45. END WHILE

46. END

ArcoriTHM 1: RCLE algorithm description.

Using the attribute exploration algorithm, the role dis-
covery algorithm interacts with system security managers
in different departments to obtain the required set of roles
(intent) and the set of implications between permissions
(Duquenne-Guigues) in each department. The following
is the specific process of the attribute exploration role dis-
covery algorithm:

Input: Attribute set B, implies set J(K)
Output: The next attribute set NextB
BEGIN
B'=Find the lexicographic order of B s next
Flag=TRUE
WHILE(Flag)
FOR each a;, — b, € J(K)
IF (a,CB'&&b, ¢ B')THEN
B'=Find the lexicographic order of B' next
BREAK
ELSE
RETURN B’
10. END IF
11. END FOR
12. END

PN G R

0

ArLgoriTHM 2: findNextB algorithm description.

At the beginning of the algorithm, the access security
context is empty, the Duquenne-Guigues is empty, and the
intent set is empty. Then, the set of attributes to be tested is
continuously generated in lexicographic order, and an expert
is asked if the implication with the attribute set as the
preceding is true. If not, add a counterexample to the access
security context and recalculate. If true, the attribute set is
judged to be intent or pseudointent. If it is a pseudointent,
then an implication form with the pseudointent added to
the Duquenne-Guigues. If it is not a pseudointent, according
to the value dependence of the concept lattice and the corre-
lation theory of the attribute set, it must be intent, and then
the attribute set is added to the intent set.

The set of roles and the Duquenne-Guigues obtained are
substituted into the RCLE model, and the set of roles and the
Duquenne-Guigues required in the system after multide-
partment system fusion are calculated. At the initial stage of
the algorithm, the access security context is the union of mul-
tiple access security contexts, the Duquenne-Guigues is
empty, and the set of roles is empty. In line 1 of the algorithm
to determine whether the algorithm has reached the end
state. Inline 4-8 of the algorithm, it means that the permis-
sions set belongs to the role set of departments 1; so, the per-
missions jointly owned by users in department 1 and
department 2 are calculated. Line 9-13 of the algorithm indi-
cates that the permission set belongs to the role set of depart-
ment 2; so, the permissions jointly owned by users in
department 2 who have B permission set are calculated in
department 1. Algorithm 14-23 is the processing process of
the B permission set. Line 24-28 of the algorithm is the pro-
cess where B does not exist in the set of roles of department 1
and department 2, nor in their Duquenne-Guigues, where
the findNextB algorithm calculates the next permission set

of B' according to the correlation definition.

5. Example of the RCLE Algorithm Process

This section illustrates the running process of the RCLE model
with an example. Access security contextK, = (U,, M,,I;)
and U,=(1,2,3,4) represents (dean of faculty, dean of



6
TABLE 1: Access security context K
f g h i
1 1 1 0 0
2 0 1 0 1
3 0 0 0 0
4 0 0 1 0
TABLE 2: Access security context K,.
a b c d e
1 0 0 1 1 1
2 0 0 0 0 0
3 0 0 1 1 1
4 1 1 1 1 0

teaching, dean of research, dean of academic affairs), and
M, =(f, g, h, i)represents (student curriculum management,
teacher information management, graduate employment
information management, scientific research information
management). The specific permission information is shown
in Table 1. Access security context, K, =(U,, M,, I,), U,=(1,
2,3,4)M, =(a,b,c,d,e) represents (student information
management, student registration information management,
student status management, student curriculum review, stu-
dent curriculum development and modification). The spe-
cific permission information is shown in Table 2. The
permissions a<b<c<d<e<f<g<h<i,

Get by using the attribute exploration role discovery algo-
rithm J(K;)={e—cd,d —c,c—d,b—acd,a— b
cd}, C(K,)={D,cd, cde, abcd, abcde}, J(K,)={i— g,gh
— fif —g.fgi— h},and C(Ky) ={D.h, g, gi- f9.fg
hitand plug J(K,), C(K,), J(K,), C(K,) into the RCLE
algorithm.

(1) The algorithm starts at B=&.

(2) Because @eC(K;), calculate @Uf,(g,(D))=3=B,
add & to the set C(K), calculate the next property
set of B to be i, and make B=i.

(3) Because i € J(K,), calculate f,(g, (i) Uf,(g,(i)) —i
=g+ J, add i — g to the set J(K), calculate the
next property set of B to be h, and make B=h.

(4) Because h does not existin J(K;), C(K,), J(K,),and
C(K,),. calculate f(g(h)) — h=abcd + &, add h —
abed to the set J(K), calculate the next property
set of B to be g, and make B=g.

(5) Because g does not exist inJ(K;), C(K,), J(K,), C(
K,). calculate f(g(g)) — g=9, add g to the set C(
K), calculate the next property set of B to be gi,
and make B=gi.

(6) Because gi does not exist in J(K,), C(K;), J(K,),
C(K,), calculate f(g(gi)) — gi=23, add gi to the set
C(K), calculate the next property set of B is f, and
make B=f.
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(7) Because f € J(K,), calculate f;(g,(f)) U fy(,(F))
- f=cdeg #+ &, add f — cdeg to the set J(K), cal-
culate the next property set of B which ise, and
make B=e.

(8) Because e€ J(K;), calculate f,(g,(e))Uf,(g,(e))
—e=cdg + I, add e —> cdg to the set J(K), calcu-
late the next property set of B is d, and make B=d.

(9) Because d € J(K,), calculate f,(g,(d))U f,(g,(d))
—d=c+ 3, add d — ¢ to the set J(K), calculate
the next property set of B is ¢, and make B=c.

(10) Because c € J(K,), calculate f,(g,(c)) U f,(g,(c)) -
c=d + J, add ¢ —> d to the set J(K), calculate the
next property set of B is cd, and make B=cd.

(11) Because cd does not exist in J(K,), C(K,), J(K,)
,aand C(K,) calculate f(g(cd)) — cd=9, add cd to
the set C(K), calculate the next property set of B is
cdg, and make B=cdg.

(13) This article will not repeat the process because of the
limited space.

At the end of the algorithm, C(K)
={9, g, gi, cd, cdeg, cdef g, abcdh, abcdef ghi}, J(K)
={i— g, h—abcd, f — cdeg,e — cdg,d — ¢,c —
d,cdg — e, cdegi — abfh, b — acdh, a — bcdh, abcde
gh— fi}.

It can be seen from the above algorithm example process
that the RCLE model utilizes the traditional attribute explo-
ration role discovery algorithm to interact with the system
managers of multiple departments, so as to obtain the set of
roles and the implication relation between permissions under
the combination of multiple departments.

6. Experiment and Analysis

6.1. Experimental Design. In order to verify the performance
of the model proposed in this paper, the random function
simulation in the JAVA language MATH library is used to
generate two sets of access security context as test data. The
experimental design is divided into two aspects. The first
aspect is to observe the change in the number of the implica-
tion relation (Duquenne-Guigues) by changing the experi-
mental conditions. The second aspect is to change the
experimental conditions to observe the changes in the num-
ber of roles (intent).

In the experiment, the algorithm traverses the access secu-
rity context to answer the questions instead of the experts. The
algorithm takes the randomly generated access security con-
text as the objective access security context and traverses the
entire access security context when judging whether the impli-
cation relation is true. If all users in the access security con-
text meet the implication relation of this implication, the
implication is considered to be true. Otherwise, it is consid-
ered that this implication relation is not valid, and a user is
taken from the access security context and provided to the
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algorithm as a counterexample. The test platform hardware
is 34GHZ CPU, and the 16GB memory operating system
is Windows X10.

The first group of experiments sets the access security
context with the same number of users (objects) and the
number of permissions (attributes) from 0 to 30 at an interval
of 5 to test. The purpose of the test is to fix the number of
users to change the number of permissions and observe the
change in the number of implications. The test results are
shown in Figure 2.

The second group sets the number of access security con-
text with the same number of permissions (attributes), and
the number of users (objects) is tested from 0 to 300 at inter-
vals of 50. The purpose of testing is to fix the number of
permissions, change the number of users, and observe the
change of the number of implications. The test results are
shown in Figure 3.

The third group of experiments sets access security con-
text with the same number of users (objects) and the number
of permissions (attributes) from 0 to 30 at an interval of 5 to
test. The purpose of the test is to fix the number of users,
change the number of permissions, and observe the change
in the number of roles. The test results are shown in Figure 4.

The fourth group sets the number of access security con-
text with the same number of permissions (attributes), and
the number of users (objects) is tested from 0 to 300 at inter-
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F1GURE 4: Number of roles (number of users: 30).
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FIGURE 5: Number of roles (number of permissions: 15).

vals of 50. The purpose of the test is to fix the number of per-
missions, change the number of users, and watch the number
of roles change. The test results are shown in Figure 5.

6.2. Experimental Analysis. The first, second, third, and
fourth groups of experiments show that whether the number
of fixed objects, changing the number of attributes, or the
number of fixed attributes, changing the number of objects,
the implication relationship, and role (intent) increase with
the scale expansion of the access security context.

The RCLE model proposed in this paper not only avoids the
time-consuming and labor-consuming process of role require-
ment analysis and questionnaire survey in the process of role
construction but also solves the defects of the traditional auxil-
iary interactive question and answer algorithm based on attri-
bute exploration, which does not support crossdepartments.

7. Conclusion

Because of the defect that the traditional semiautomatic heuris-
tic method for constructing the RBAC system cannot construct
a role system in different permission system departments, this
paper proposes a model of RBAC role cooperative learning
and exploration. Based on the local access security context,
three theorems are summarized from the local point of view,
and the proposed theorems are proved by mathematical rigor.
Finally, a model of RCLE is given according to the theorems.
The model uses the traditional attribute exploration role



discovery method to construct the role system of different per-
mission systems, and then according to the theorem proposed
in this paper, calculates the role system of the multiple depart-
ments. Because the RCLE model greatly saves the time-
consuming steps in the process of role to formulate and has
characteristic of the interdepartmental build role, and so here
we will further the development of tools for easier operation
and makes the model able to get the more extensive application
and development.
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To solve the problem of security deployment in a hybrid wireless sensor network, a novel privacy-preserving mobile coverage
scheme based on trustworthiness is proposed. The novel scheme can efficiently mitigate some malicious attacks such as
eavesdropping and pollution and optimize the coverage of hybrid wireless sensor networks (HWSNs) at the same time.
Compared with the traditional mobile coverage scheme, the security of data transmission and mobility are considered in the
deployment of HWSNs. Firstly, our scheme can mitigate the eavesdropping attacks efliciently utilizing privacy-preserving
signature. Then, the trust mobile protocol based on the trustworthiness is used to defend the pollution attacks and improve the
security of mobility. In privacy-preserving signature, the hardness of discrete logarithm determines the degree of security of the
privacy-preserving signature. The correctness and effectiveness of signature algorithm are proven by the probabilities of the
native messages which can be recovered and forged which is negligible. Furthermore, a mobile scheme based on the
trustworthiness (MSTW) is proposed to optimize the network coverage and improve the security of mobility. Finally, the
simulation compared with a previous algorithm is carried out, in which the communication overhead, computational
complexity, and the coverage are given. The result of the simulation shows that our scheme has roughly the same network

coverage as the previous schemes on the basis of ensuring the security of the data transmission and mobility.

1. Introduction

As wireless sensor networks (WSNs) have been rapidly devel-
oping and growing popularity, the mobile deployment in an
interested area with maximum coverage has become an
important challenge in the field of research. However, the
security of the data transmission and the mobility are gener-
ally not considered in the mobile deployment. Hybrid wire-
less sensor networks (HWSNs) usually include two types of
nodes, such as mobile nodes and static nodes, where the
mobile nodes have the ability of movement to increase the
coverage in the monitored area. If there are eavesdropping
and pollution attacks in the network, the innocent nodes
can be eavesdropped and quickly polluted during the adjust-
ment. For the mobile deployment in HWSNs, the previous
researchers had done tremendous researches.

A large number of network coverage optimization
schemes for HWSNs had been proposed in [1-6]. Unlike
the previously proposed mobile coverage schemes, our
mobile coverage scheme based on privacy-preserving signa-
ture and trustworthiness can mitigate the eavesdropping
and pollution attacks effectively and ensures that the network
coverage will not be significantly reduced at the same time.

Due to the limited resources of HWSNS, traditional sym-
metric or asymmetric cryptographic algorithms are not avail-
able. The trustworthiness is an emerging security technology
based on network dynamic parameters, which can estimate
the level of network security in HWSNs. The problems of
node integrity and authentication are addressed utilizing
the trustworthiness in [7-10]. The investigations and studies
have shown that the recommended trust and the dynamic
network information of the current node can effectively
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evaluate the node security level. Moreover, another solution
[11] to achieve evaluation is that the sensor nodes will be
equipped with additional computing units to evaluate trust.
For more related work in detail, please refer to Section 2.

1.1. Motivation and Contribution. In the past decade, the pre-
vious researchers had conducted tremendous studies for
mobile coverage. However, many issues are not addressed.
A genetic scheme utilized virtual force and a particle swarm
to optimize network coverage for HWSNs were proposed in
[12]. However, the security issues in mobile deployment also
need to be considered. If there are eavesdropping and pollu-
tion attacks in the HWSNs, the eavesdropping attack can
result in the disclosure of location information of a mobile
node, thereby attackers launched a premeditated attack. Rel-
atively, the pollution attack will quickly infect malicious
information to its neighbor nodes in a communication phase.
Figure 1 shows the probability that nodes are vulnerable to
infection when there is an attack in the network. If a node
is malicious, the area within the communication radius is
marked as polluted region. While the Euclidean distance
between the sensor nodes and the malicious node is less than
2r, the sensor nodes will be marked as high-risk nodes. If the
Euclidean distance is equal to 21, the sensor nodes are labeled
secondary risk nodes. All other sensor nodes are low risk.
During the deployment process, it is an arduous task against
pollution attack by protecting the sensor nodes integrity and
realizing sensor nodes authentication. Bao and Chen [13]
proposed a scalable trust management protocol, in which
the multidimensional trust attributes extracted from com-
munication and social networks are considered. However,
many subjective factors were added in the process of selecting
trust attributes.

Considering that and the target of mobile coverage in
HWSNSs, the main contributions of this paper are summa-
rized as follows:

(1) We proposed a novel trust evaluation and update
scheme including information entropy theory to
resist the pollution attacks, in which the probability
of trust can be objectively evaluated and updated

(2) At the same time, a privacy-preserving signature
scheme which can sign the data transmission during
the lifetime of HWSNSs is proposed to defend against
eavesdropping attacks

(3) Moreover, a mobile scheme based on the trustworthi-
ness (MSTW) including an optimized virtual force
algorithm is proposed to reduce the probability of
being polluted. Meanwhile, the maximum network
coverage is obtained under the overall network trust

1.2. Organization. The other chapters of this paper are intro-
duced as follows. Related researches regarding mobile cover-
age based on the trust and privacy-preserving signature
technologies are introduced in Section 2. The network and
attack model are demonstrated in Section 3, where the
mobile framework is also given. In Section 4, a mobile
scheme based on the trustworthiness (MSTW) is proposed
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FIGURE 1: The distribution of different types of node security level.

to improve the network coverage and reduce the probability
of the sensor nodes being polluted. In Section 5, a suitable
privacy-preserving signature scheme is introduced to
ensure the security of data transmission. In Section 6, the
full construction of the privacy-preserving mobile coverage
scheme based on the trustworthiness (PP-MSTW) and the
virtual force are presented, and the results of performance
analysis are also given. Finally, the conclusion is presented
in Section 7.

2. Related Works

Mobile coverage in the deployment of HWSNs has always
been a research hotspot, in which tremendous researches
had been proposed. However, the security of HWSNs during
the deployment is always not considered. The trust evalua-
tion scheme can replace the traditional encryption mecha-
nism with minimal resource. Some works in the field of
mitigating eavesdropping attacks, trustworthiness for pollu-
tion attacks, and network coverage are discussed below.

2.1. Privacy-Preserving Signature. In HWSNS, attackers often
obtain the dynamic information of the entire network by
monitoring certain sensor nodes in the network. Yang et al.
[14] studied several typical network structures and proved
that as long as the eavesdropper monitors the data of one
sensor node in each cycle, the entire network system can be
completely observed.

There are two ways to defend against eavesdropping
attacks including information theoretic and computational
approaches. In information theoretic schemes, Zhang et al.
[15] proposed a novel type of network P-coding scheme,
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which prevented the network from being eavesdropped
globally by performing lightweight sorting encryption on
each native message and its encoding vector. Furthermore,
Chen and Wang [16] applied the fake signature to network
coding in the environment of IOT devices, which can resist
both external and internal attacks at the same time and can
also achieve the highest security level. In computational
approaches, Nikravan et al. [17] proposed a lightweight com-
puting scheme based on identity online and offline informa-
tion to resist eavesdropping attacks with high computing
power. Huang and Zhu [18] used the method of strategic
equilibrium game to capture deception or eavesdropping,
which can achieve Bayesian Nash equilibrium under an
iterative algorithm.

2.2. Trust Evaluation and Update. Currently, most traditional
trust evaluation models focus on sensor radio and the number
of successful data transmission. Sensor nodes build a trust
model through the measurable parameters such as remaining
energy and the recommendation from the neighboring nodes.
Ganeriwal et al. [19] proposed a framework for evaluating the
communication trust of neighbor nodes to ensure the security
of sensor network. Though the framework had good robust-
ness, the recommendations of other neighboring nodes were
not considered. With the continuous development of trust
evaluation framework, the trust model was trained by the
neural network fuzzy inference [20], in which the parameter
accuracy was optimized by the sorting genetic theory. Finally,
they proposed a trust management framework with the
higher security. However, the scheme neglected the recom-
mendations from the neighboring nodes, which resulted in
the trust values being not soundest. For this problem, an
effective clustered trust model was proposed [21] to consider
more external and human intervention factors, in which the
trust weight between the subtrust sets is adaptive. However,
the calculation cost will increase continuously due to weight
updating, in which the method needs to learn repeatedly
interaction information between sensor nodes.

2.3. Maximum Mobile-Coverage in HWSNs. For sensor net-
work coverage issues, researchers had done a lot of research
in the previous decades.

A novel distributed and centralized aggregation method
is proposed in [22] to reduce the sensor density in a limited
area, which can also prolong the sensor network life to the
greatest extent. Chen et al. [23] proposed a supplementary
solution for network coverage to dynamically maintain the
coverage during the network life. When the nodes in the net-
work are depleted or damaged due to the reasons such as
energy exhaustion or damage, the sensor nodes with redun-
dant coverage are dynamically adjusted to supplement the
missing coverage. Naveen and Kumar [24] studied the prob-
lem of minimizing the cost of network deployment under the
constraint of average vacancy, which calculated the density
function of the relay nodes to preset the initial position of
the nodes and verified the effectiveness of the scheme. In
dynamic HWSNs, Cao et al. [25] proposed an improved
social spider optimization strategy to reduce the network
coverage blind spots and redundancy, which simulated the

movement law of spiders and cooperation mechanism to
achieve the optimal solution of network coverage.

3. Problem Statement

3.1. Hybrid Network Model. Suppose that hybrid sensor
nodes with two groups of different attributes are randomly
deployed in a two-dimensional space, and each node is
assigned a unique identifier. The different two groups of
nodes include static and mobile sensor nodes. The network
topology of this HWSNs is L - G= (L, V, E, r,), in which L
expresses the side length of the rectangular deployment
region, V denotes the combination of two types of nodes, E
means the topological connection combination between
sensor nodes, and r, shows the sensing radius.

Generally, the communication radius r. of the sensor
nodes is 7, = 2r, in the HWSNs. The characteristics of nodes
and conversion rules are given as follows:

(1) Static sensor nodes: such nodes do not have the abil-
ity to move. After the deployment is completed, the
position of the nodes is not allowed to be changed.
At the same time, the energy consumption of nodes
is mainly caused by data communication.

(2) Mobile sensor nodes: if there are no restrictions,
mobile nodes can move freely within the deployment
range. Such nodes usually have higher energy and
computing resources than static nodes. Here, we
specify the energy of mobile nodes as E,, =5 * E_.

(3) Node conversion rules: the mobile sensor nodes need
to consume a lot of energy in the process of moving.
When the current remaining energy of the mobile
nodes drops below 50% of the average energy of
the entire network, the mobility of nodes will be
removed. At this time, the mobile node will partici-
pate in information perception as a static node.

Each WSN has its cluster selection scheme to gather
information from sensors. Figure 2 shows the deployment
structure in our hybrid WSNs. The hybrid network model
including static nodes and mobile nodes will execute cluster
formation (CF) and optimal cluster head (CH) selection
algorithm after deployment. In a window period, each cluster
only has one CH. The nodes within a cluster usually commu-
nicate with the cluster head. The cluster head nodes are gen-
erally mobile nodes or the higher energy static nodes in the
cluster. In addition, when the nodes in the network can
directly communicate with the BS, such nodes can directly
send data to the BS.

3.2. Attack Model. The inherent characteristics of HWSNs
including open deployment environment and limited
resources make it vulnerable to various types of unknown
attacks. Previous researches about the mobile coverage usu-
ally do not consider the network security during the move-
ment. We assume that before the sensor nodes start to
implement the mobile coverage scheme, there are already
attacked nodes in the network. These malicious nodes launch
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attacks on the network by injecting fake data packets or tam-
pering with the content of the transmitted data. The type of
attack is usually named a pollution attack. The attack model
is proposed as follows:

(1) Suppose there are N,, malicious nodes in our
HWSNs. The types of attack occur before the mobile
deployment. The malicious nodes usually inject false
information or tamper with the contents of data
packets

(2) Malicious nodes in the network can randomly select
neighbor nodes within their communication range
as the next hop pollution nodes

(3) As shown in Figure 3, there are two types of nodes
including mobile and static in our HWSNs. Gener-
ally, mobile nodes have higher energy and computing
resources, so they have higher defense performance
than static nodes. Therefore, we think that the static
nodes are easier to be attacked. The red area in the
figure is the communication range r, of a certain
malicious node. When an innocent mobile node
moves into the range of 2r , the mobile sensor node
will establish direct communication with the mali-
cious node. At this time, the mobile node will be in
a high-probability pollution area. In order to avoid
the mobile node from moving into this area, the
impressionable angle area is given to reduce the prob-
ability of the mobile node being polluted

4. A Multicluster Trust Scheme

According to the given network and attack model, a mali-
cious defense model based on trust evaluation needs to be

Wireless Communications and Mobile Computing

[ High risk nodes [ Static nodes
[ Mobile nodes V777 Impressionalbe angle area

FiGure 3: High risk moving angle and range.

proposed. In this section, we construct a multicluster trust
computing scheme to assess the trustworthiness of each
node. The trust degree of the HWSNs is represented by (T,
G;), where G, is the i-th evaluation window time. The
multicluster trust scheme is defined as follows:

Definition 1. A multicluster trust scheme MCTS includes a
tuple of four probabilistic distributed algorithms:

(@)

(b)

(©)

(d)

Communication (O;;, R;;) = (T(i,j)): O;; is the
number of the data successfully transmitted, R;; is

the number of forward failures, and the communica-
tion trust is T, (7, j).

Energy (di,j’ eamp’famp’Eelec) = (TZ(I’.]>) di,j is the
transmission distance, &, is in free space, f . is
the unit energy consumption coefficient in multipath
attenuation model, E, . represents the energy con-
sumption when receiving data, and T,(i,j) is the

energy trust.

mp

Probabilistic trust against attacks (V,,r,L)+—
(T,(i,j)): theset V,, is the malicious nodes, r is the
sensing radius, L represents the side length of rectangu-
lar detection area, and T(i, ) is the attacked trust.

Aggregation (T, (i, j), w,) — (T(i,j)): T,(i,j) is the
multitype trust values containing all the above types
of trust variables. w, symbols the weight set of each
trust variable. Then, the aggregation T(i, j) will be
output.

4.1. The Multitype Trust Evaluation Method. The previous
section has given the network and attack model, combined
with the definition of the multicluster trust scheme. The
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specific trust evaluation method is given. We separately calcu-
lated communication trust, energy trust, and attacked trust.
Finally, a weight distribution scheme combined with informa-
tion entropy is proposed to aggregate the mentioned multitype
trust. The multitype trust aggregation model is expressed as

T(0j)= YT, ) 0

where 0 <w, <1, w,; + w, + ---w, = 1; w, is the weight factor
of the multitype trust; and T, (i, j) is the multitype trust.

4.1.1. Communication Trust. The communication methods
between nodes in the communication trust calculation are
mainly divided into two modes: (1) node i directly interacts
with node j, and (2) node i communicates with node j indi-
rectly through k intermediate nodes. This paper uses the
simplified beta trust model to calculate the trust value. The
trust evaluation model adopts the model of previous research
work [26], which is expressed as

f(t)=“f—;1+2(l—£> (“Ti@)’ )

where the successful interactions is « and the unsuccessful
number is 5, 1 — /W is the penalty function, and 1 -1/
(a+9) is the adjustment function.

Suppose that the number of successful direct interaction
is O, ;; otherwise, it is R;;. Therefore, the trust expression
for direct communication between nodes i and j is

0;;+1 ) R;; | 1 3
O+R +2<_W> _Oi)]-+5' ®)

The mathematical trust expectation probability from i to
j is expressed as the communication trust value in a round.
So, the directly connected node communication trust is

1]:2

t=1

E

(4)

Here, n represents the amount of time windows within
the effective operation time of the HWSN:S.

In the case of the relay communication, node i needs to
use k relay nodes to communicate with node j. The relay
node z recommends an indirect trust value of node j to node
iin the trust calculation model of node i for node j. The indi-
rect trust calculation model in communication trust is shown
as follows:

Yie Ta(ir2) - Td(ZJ')'

Tia(i:j) = ()

When node i and node j are neighbor nodes, the commu-
nication trust model will be calculated by Equation (4). Oth-
erwise, Equation (5) will give the indirect communication
trust value.

4.1.2. Energy Trust. In hybrid sensor networks, energy con-
sumption is divided into two types, namely, communication
and mobile consumption. Static nodes only include commu-
nication loss, while mobile nodes include both communica-
tion and mobile loss. In communication energy loss, when
node i sends n bits information to node j successfully, the
communication energy consumption model can be given
as follows:

Ei)) N Egec + 1 €y dfj, dij <dy, ©
b)) =
n'Eelec+n‘famp‘d:-§, d,]zd

where d; is the realistic transmission distance, d,, represents

the threshold of distance, E, . represents the consumption
of energy by the circuit for transmitting or receiving data
per bit, and ¢,,,, and f, denote the energy loss in the free

space and the multipath attenuation. So d;, can be expressed

amp
as dO = 8amp/famp'
Additionally, the energy consumption during the move-

ment should also be considered. The energy consumption
can be expressed as follows:

n

E,=2d) \[E2+F,2, (7)

i=0

where d represents the side length of a square grid in the net-
work and F, and F, are the virtual force received by node i.

Ina mob1le perlod the remaining energy of the node is

Ey—-E_—E.(ij E
N mE C(l J), EN>7f’
Ty (i j) = tE (8)
0, Ey<=,
2

where Ey, symbols the remaining energy of the current node
and E, represents the initial energy. Usually, mobile nodes
have a higher initialization energy level than static nodes.

4.1.3. Probabilistic Trust against Attacks. When there are
malicious nodes in the HWSNSs, the innocent nodes commu-
nicating with the malicious nodes have the probability of
being polluted.

In this subsection, the Euclidean distance relationship
analysis between nodes is utilized to assess the probability
of defense against attacks between innocent sensor nodes.
The ability of an innocent node defending against attacks
indicates the trust degree of the sink node to those nodes.
The higher the probability of an innocent node being
attacked, the lower the trust degree, and vice versa.

According to the Euclidean distance between innocent
nodes and a malicious node. E, and E, are defined as two dif-
ferent events. E; denotes the Euclidean distance between
innocent nodes, and a malicious node j is less than the r, of
malicious nodes, and it can be expressed as V, N N_(j) + &.
E, denotes the Euclidean distance is longer than the



communication radius, and it can be showed as V,, N N_(j)
=, where j€ V), and N_(j) is the neighbor of malicious
node j.

Lemma 2. Nodes i and j are randomly deployed in the L
x L rectangular monitoring region, in which the communi-
cation radius r € (0, W/2). The distribution of nodes i and j
is given as

D(d, <r) = <(3”/2) + (4‘@/3) - (25L/412))r“ — (8I3)L° + nLZrZ.

©)

According to Lemma 2, if two nodes in the monitoring
area can communicate with each other, the probability is
D(d;;j<r). For node a, ie., Va€V,, the probabilty of the
node a that can communicate with malicious node j is

Paen ()= 20, (10)

Therefore, the probability of E; and E, can be given as
follows:

P(El) ZP(Vl- ﬂN_(]') + @) -1- (1 ~ Dgr)>Ni’

(11)

P(Ey) =P(V,NN_(j) =2) = (1_ ?)

Finally, the probability trust against attacks can be
expressed as follows:

o P(E)), E,=true,
T5(is j) = (12)
P(E,), E,=true.

4.2. Trust Aggregation. The weight relationships between
the trust measures are more objectively determined. Infor-
mation entropy can express the probability of a certain
specific information, so it can be used to calculate the
weights of uncorrelated subtrust distributions. The proba-
bility formula of information entropy is as follows:

H(p) ==Y Q(u) log, (), (13)

where p is the information variable and Q(u) is the prob-
ability distribution function. Supposing that R is the rec-
ommended trust from three types of subtrust evaluation
parameters, 1 — R is the degree to which these trust levels
are suspected. With the above assumptions, the recom-
mendation function of trust degree is

H(R)=-Rlog,R - (1-R)log,(1-R). (14)

When there are multiple types of recommended trust
values, not all trust values have the same recommendation
weight. The weight of each trust value is independent, and

Wireless Communications and Mobile Computing

it occupies a different degree of importance in the overall
recommendation. Therefore, the weight entropy of Rf.‘j
can be given as follows:

H(ijj) = ~R% log,RY - (1 —ijj) 10g2(1 —Rf;). (15)

In practical applications, malicious nodes in the
HWSNs wusually disguise or slander the recommended
trust value to deviate from the correct estimated value.
Moreover, the previous trust weight distribution schemes
often adopt artificial weight preset methods, which further
leads to the deviation of trust weight distribution from
objectivity. The information entropy weight distribution
scheme can effectively reduce the degree of defamation
of malicious nodes. According to Equation (15), the trust
weight distribution can be given as follows:

()
5 - ((4()) ()

Therefore, the final trust can be expressed as follows:

T(i,j) = kzzl(wkafj). (17)

w

5. The Privacy-Preserving Signature Scheme

In the HWSNS, the trust evaluation of each nodes can drive
the mobile nodes to a safer location. However, the data trans-
mission security should also be considered to prevent pollu-
tion attacks. To solve the above problem, a novel privacy-
preserving signature scheme is proposed.

5.1. Related Knowledge. In this subsection, some mathemati-
cal knowledge is related to the hardness and bilinear cyclic
map is provided to support our scheme.

Suppose there are two bilinear cyclic groups H and H
with the same prime number. They both have nondegene-
racy and bilinearity and are computable. Generally, the
security strength of privacy-preserving signature scheme
depends on the hardness of the bilinear cyclic. For F = (h,
h*), where x € Z;, no polynomial algorithm can be calcu-

lated to obtain x.

5.2. Privacy-Preserving Signature Scheme. According to the
above assumption of the cyclic group of the bilinear mapping,
we give a complete privacy-preserving signature scheme
including six probabilistic subalgorithms. The detailed
scheme construction is given as follows:

(a) Construct a bilinear cyclic group e: Hx H— Hy,
and output k «——Rx, sk ={sk,, -+,sk,,, ., } such that
sk; —"F,, and pk= (u,h, H,Hy, g), where p "
H\{1} and g={h™,--- h¥m1}, where m and n
are two random positive integers
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(b) The resource data transmitted in the network is
divided into n data blocks we[[. f:{0,1}" x
{0,1}" xx—F, is a random function; the encryp-
tion matrix is

€i1
Gy = . (18)

The coding vector is ¢ = (w;,-,w,,), and the payload of
wis w,=(w ). Then, Encrypt(k, Id;,w) = (cg,
w,) € [17, where c; = c- G = (w, ¢,

m+1>" 5 Wiin

’wm el ﬂ’l)

(c) According to the above parameters sk and w, the sig-
nature of the data block o can be given as follows:

Z w,sk,_+ (z )G(Idi)skmmﬂ
m+n . (19)

o=y

Then, the combined signature of the encoded data block
is (w",0"), w", and ¢" are computed as follows:

Eﬁ

Il
M=
R
RS

-
Il
—

(20)

q‘t

Il
—=
Sy

-
[
—

The combined signature is & = (Id,, w', 0”)

(d) According to the given public key, the signature is
verified as follows:

v, =e(0, h),

m+n (21)
U2—€<[4Hg.r gm+n+)lw )

7=1

When v, = v,, the verification is successful

(e) The ¢, e

matrix as

is computed by the decryption

im

The coding data is decrypted as cj, = ¢ - Gpp. Then, the
original block is calculated as follows:

wy, = Decrypt(k, Id;, w) = (cp, w,) (23)

5.3. Defense against Eavesdropping Attacks

Definition 3. When the i-th data block {w;}, is maliciously
eavesdropped, the probability function of the native data
recovery is negligible.

Theorem 4. The privacy-preserving signature scheme can
resist the eavesdropping attacks.

Proof. When the eavesdroppers collect the i-th linear combi-
nation of data blocks {w;}Z,, the data block can be analyzed
as another expression as follows:

w) 5 IS P ebi,l

w, Qgp v Oy, eb;,,

where eb;; = (¢, x;;) € """ and x; ; is the native message.

Then, the encryptlon matrix of the encoding vector w,
can be expressed as follows:

Co=|: . |-G (25)

If the attackers want to successfully native message,
a;;(1<i<q,1<j<m) must be randomly selected from
F,, and the randomly selected matrix is denoted as Cp.
According to [27], the probability that the native message
is recovered can be expressed as

P=P(Cp) - P[rank (Cp) =ml], (26)
where P(Cp) is the probability of decryption matrix is com-
puted and P[rank (C},) = m] is the probability of matrix with
same rank, which can be expressed as [[_;(1-p"") <L
Meanwhile, P(Cp) = 1/p™, then, the recover probability can
be rewritten as P = P[rank (C),) = m]/p™.

Finally, the probability that the native message is recov-
ered can be expressed as

(1 - pia
P:H’:O(l P )Slsisi. (27)

This completes the proof.

6. The Privacy-Preserving Mobile-Coverage
Scheme Based on Trustworthiness

In Section 5, we proposed a privacy-preserving signature
scheme and proved its effectiveness against eavesdropping
attacks, after ensuring the security of data transmission
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during the movement. Then, how to select the safest mobile
nodes to move in an iteration should be considered.

The privacy-preserving mobile coverage scheme based
on trustworthiness (PP-MSTW) we proposed is shown in
Figure 4. The mobile coverage scheme contains four phases,
namely, destinations, mobility control, mobile coverage,
and trust computation. Meanwhile, the privacy-preserving
scheme will run during the network life when nodes
exchange data. The data transmission format between nodes
is shown in Figure 5. The data packet type, trust mark, neigh-
bor node information, and the trust generation are defined in
the transmitted data.

6.1. Full Construction. The definition of MCTS has be given
in Section 4. Combined with the virtual force algorithm, the
full construction of PP-MSTW is showed as follows:

(a) Setup (L*): a hybrid wireless sensor network is
deployed in rectangular area A. The HWSN includes
mobile and static sensor nodes. Moreover, the mobile
nodes have higher energy than static nodes.

(b) Trust evaluation (P +— T, T},): suppose the collection
of polluted nodes is P = [M,---,M,], T; of each node
can be calculated by probabilistic trust against
attacks in a generation, and the highest trust T, will
be given.

(c) Trust movement (T}, +— F,,): the virtual force and
Voronoi diagram are used to calculate the resultant
force F,, experienced by the mobile nodes. Moreover,
the resultant force F,, determines the distance and
angle of movement.

(d) Trust update (T;+— T},,): after the sink node obtains
the trust T; of the previous generation, the highest
trusted mobile node will perform the movement
operation in a round G. When the movement is com-
pleted, the next-generation trust T,,; will be calcu-
lated according to the new topology in the HWSNSs.

(e) Maximum coverage: as the nodes of each generation
move, the network coverage will gradually increase.
When the network coverage reaches the highest value
and does not change, the network deployment is
completed.

As shown in Figure 4, the execution flowchart of PP-
MSTW is as follows:

(1) Hybrid wireless sensor network initialization and two
types of nodes are randomly deployed in the L x L
rectangular region

(2) The trust of all nodes in the network will be calcu-
lated. The static node with the lowest degree of trust
is confirmed as the next-generation pollution node

(3) The sink node selects the highest trusted mobile node
to move within a generation G. The virtual force algo-
rithm and the Voronoi diagram strategy determine
the moving direction and distance of the node

(4) After performing the above operations, the trust of
each node will be updated according to the location
of the next-generation pollution node and the
updated network topology

(5) As long as there is traffic between nodes in the
network, the privacy-preserving scheme will be
implemented

The MSTW algorithm shows the specific execution pro-
cess of trust mobile, which will give updated trust U, and
network coverage p.

6.2. Simulation Result Analysis. The PP-MSTW is composed
of two parts including privacy-preserving signature scheme
and mobile coverage based on trustworthiness (MSTW)
algorithm. In Subsection 5.3, the theoretical correctness of
the signature scheme is proven. In this subsection, the com-
munication and computation overhead of the MSTW are
analyzed in detail. Simulation experiment is constructed in
the softwares OMNET++ and MATLAB.

6.2.1. Communication Overhead. According to the definition
of communication trust, the communication overhead can be
expressed as follows:

0 3 [(n(s)+l+1)/(n(f+s)+l+2)]2,

communication N

(28)

where s is the number of successful data exchanges between
nodes in each generation and f represents the failures.
Meanwhile, the sink node will calculate the position of the
next generation of nodes according to the virtual force
algorithm, and the mobile signal / will be sent to the mobile
node that needs to move. Generally, mobile nodes have the
highest trust.
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initialization trust U= {U, , U, ---,U,,-»U; , U, U, }.
3: fori=0,1,---,G,do
region L x L is calculated.

whilep; —p;  <«|[F, =3, stop.
Calculate the mobile nodes trust U,,,.

RN A

end for

1: Input: Static nodes S, = {s,,s,, -, s} and mobile nodes S,, = {s;,s,, ", s, }> in which s + m = N and an L x L initial rectangular
region, coverage difference accuracy x, communication radius r, sensing radius r, r, = 2r,, iterations G, all network sensor nodes

2:  Output: The mobile sensor nodes trust set U,, and the network coverage p.
4: According to the virtual force and voronoi theory, the combined force F, = {F, , F,

Select Max (U, ); Where there are first generation pollution nodes in the network.

Select Max (U,,) to move for avoiding the high-risk area and improving the network coverage p.

, -+, F, }of mobile nodes in a rectangular

ALGORITHM 1: Mobile scheme based on the trustworthiness.

The growth rate of communication overhead about the
MSTW is shown in Figure 6. As the sink node sends more
and more mobile signal, the growth rate of communication
overhead in the HWSNS is the lowest compared to previ-
ous studies. In HWSNS, the number of successful commu-
nications between nodes is much higher than the number
of failures.

6.2.2. Computation Overhead. Network computation over-
head is mainly divided into four parts including communi-
cation trust, energy trust, probabilistic trust against attacks,
and virtual force. All calculations are performed on [F,
where the number of multiplications implies the computa-
tion overhead.

In communication trust, Equation (5) shows that com-
munication trust needs to be calculated n? —n+1 times
on a finite filed F,, and so the computation overhead is
O,=n*-n+1.

In energy trust, the computation overhead in energy trust
can be easily derived as O, = n*.

Our scheme is compared with other trust computing
schemes; ours mainly includes probabilistic trust against
attacks. According to the above formula for resisting attacks
probability, the computation overhead can be expressed as
follows:

0, =n(qr'* —pr’ + mr?). (29)

In addition to the computation overhead in the trust eval-
uation process, the computation overhead of the trust mobile
algorithm should also be considered. The computation over-
head in trust mobile mainly includes virtual force algorithm.
Research [28] shows that the computation overhead of the
virtual force algorithm is O, =n(n - 1).

Finally, the overall computation overhead of the MSTW
within a generation G is expressed as follows:

0] =0.+0,+0,+0,

=n*+2n” +n(qr* —pr’ + mr’ - 2) + 1.

computation

(30)
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TasLE 1: Computational comparison of different schemes.

Items Computational complexity

The scheme in [29] n* + 21
The scheme in [30]
MSTW

The scheme in [31]

nten? +kn+p
nt+2n* +n(qrt —pr’ +mr’ —2) +1

n* +n® +kn

0.96

0.94

0.92

0.9 +

0.88

0.86

0.84

Network coverage

0.82

0.8

0.78

0.76 T T T T T
0 5 10 15 20 25 30

Running time (hours)

—o— MSTW
—+— The scheme in [29]

—e— The scheme in [30]
—«— The scheme in [31]

FIGURE 7: The coverage of different schemes in [29-31].
Table 1 demonstrates the comparison of computation

overhead, in which our MSTW has almost the same compu-
tation overhead as several other previous schemes, and both
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are approximately equal to Oympytaion = O(n*). Figure 6

shows our scheme has the lowest communication overhead
in each generation of data communication. In Figure 7, the
maximum coverage that all nodes in HWSNs can reach is
given during the network life. Compared with the previous
schemes, the network coverage of our scheme is 1.3% lower
than the maximum coverage achieved by the previous
schemes. In summary, our MSTW can guarantee a high cov-
erage under the condition of deployment security and does
not increase the computation and communication overhead
at the same time.

7. Conclusion

For security HWSN deployment, a novel privacy-preserving
mobile coverage scheme based on the trustworthiness is pro-
posed. The scheme can ensure the communication data
integrity and confidentiality in the network coding commu-
nication. Firstly, a comprehensive trust evaluation method
based on historical communication data, energy, and the
probability of nodes being attacked is constructed. Then, a
privacy-preserving signature scheme is applied to the net-
work for resisting pollution and eavesdropping attacks.
Finally, the PP-MSTW is constructed to maximize network
coverage under the premise of ensuring the security of node
communication.

From analyzing the mathematical theory and result of
simulation, the PP-MSTW we proposed can guarantee the
security in data communication under the theoretical analy-
sis. The communication and computation overhead of the
scheme are lower than those of the previous algorithms.
Moreover, the scheme we proposed can obtain the optimal
solution for coverage under the premise of security in the
network deployment.

In the future research, we will use artificial intelligence
methods to analyze network trust and then study game the-
ory methods to adjust network defense strategies and ulti-
mately further improve network robustness.
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Given the growth of wireless networks and the increase of the advantages and applications of communication networks, especially
mobile ad hoc networks (MANETS), this type of network has attracted the attention of users and researchers more than before. The
benefit of these types of networks in various kinds of networks and environments is that MANET does not require to hardware
infrastructure to communicate and send and receive data packets within the network. It is one of the main reasons for using
these MANET in various fields. On the other hand, the increased popularity of these networks has led to many challenges, one
of the most important of which is network security. In this regard, a lack of regulatory and security infrastructure in MANET'
has caused some problems in sending and receiving data, where intrusion in the network has been recognized as one of the
most important issues. In MANETS, wireless notes act as a link between the source and destination nodes and play the role of
relays and routers in the network. Therefore, malicious node penetration and the destruction of information packages become
feasible. Today, intrusion detection systems (IDSs) are used as a solution to deal with the problem through remote monitoring
of the performance and behaviors of nodes existing in wireless sensor networks. In addition to detecting malicious nodes in the
network, IDSs can predict the behavior of malicious nodes in the future in most cases. Therefore, the present study introduced a
network IDS (NIDS) entitled MOPSO-FLN by using a combination of multiobjective particle swarm optimization algorithm-
(MOPSO-) based feature subset selection (FSS) and fast-learning network (FLN). In this work, we used the KDD Cup99 and
dataset to select features, train the network, and test the model. According to the simulation results, this method was able to
improve the performance of the IDS in terms of evaluation criteria, compared to other previous methods, by creating a balance
between the objectives of the number of representative features and training errors based on the evolutionary power of MOPSO.

work. In addition, several mobile nodes are limited to
resources in terms of computational power and energy

Mobile ad hoc networks (MANETS) are a group of mobile
nodes that communicate over wireless links without any
backbone. MANET' do not have centralized control mecha-
nism, and each mobile node acts as routers for transferring
data packages to other specific nodes of the network in addi-
tion to being a terminal in the network [1]. Security is a par-
amount concern in MANETS due to having a dynamic
topology and nodes that can easily enter or exit the network
at any time and have access to data flow throughout the net-

source [2, 3]. As such, the presence of permanent security
monitoring nodes in the network is almost impossible due
to limited resources, and there is a need for remote control
of nodes’ behavior in the network and determining security
necessities in MANET [4, 5].

Network intrusion detection systems (NIDS) are used to
monitor node activity or network traffic activity. The main
goal of NIDSs is detecting malicious nodes and predicting
possible future attacks on the network [6]. An alert is
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generated for further action when detecting a malicious node
in the network. Various techniques have been proposed for
detecting attacks by NIDS, and it is notable that an IDS’s suc-
cess depends on the type of technique used in this regard [7].
One of the key factors in NIDS performance is the selection
of representative features from the main dataset [8]. Reduc-
ing the number of features existing in the data set (e.g., the
behavior of nodes and network traffic) without affecting the
classification precision can play an important role in IDS per-
formance optimization [9].

In the proposed method, the feature selection approach
based on MOPSO (multiobjective particle swarm optimiza-
tion) is responsible for selecting representative features of
the main dataset. The selected features are entered into a
fast-learning network (FLN) as a solution. Using rapid train-
ing, FLN evaluates solutions and determines the model’s
error based on the selected features. The main goal of the
present study was eliminating unrelated features and attri-
butes and plugins to reduce the dimension of the data and
complexity of the model while increasing its classification
accuracy in determining the model of malicious nodes and
network attacks at a higher pace. Therefore, the proposed
method included the feature selection approach based on
MOPSO to determine important features.

In this technique, features are considered as the primary
particles of a multiobjective particle swarm optimization
algorithm (PSO). In addition, the target function is applied
to minimize the number of features used and the class error
in the proposed method. Moreover, the primary particles
are selected as a subset of the entire features in the database.
The particles are sent to FLN in MOPSO as a solution in
order to estimate the value of the fit function. The particles
with the smallest function value in each repetition of the
MOPSO algorithm are selected as expert particles and the
optimal solutions in that round and are stored in the reposi-
tory of solutions. In the next round, the location and speed of
other particles are updated in line with the tendency towards
expert particles. At the end of the algorithm, the expert par-
ticles that were stored in the repository of solutions are sorted
by the value of the fit function, and a solution with the smal-
lest value is selected as the optimal solution. Moreover, the
features determined by the optimal solution are determined
as the behavioral pattern of malicious nodes and used to pre-
dict future malicious nodes in the network.

2. Related Works

The need for high-speed services in providing network ser-
vices has always been a necessity of networks and no further
emphasis is required in this regard. NIDS is an important
tool for protecting the network [1]. These systems analyze
the entry paths of nodes into the system regarding protected
systems and decide whether the entry routes contain nodes
from an attack or not [10, 11]. NIDS raises an alert in case
of detecting an attack. Therefore, this part of the article is
dedicated to the assessment of some NIDSs considered in
publications.

A monitored NIDS is a system that can learn from train-
ing samples during previous attacks to detect new attacks.
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Application of intrusion detection based on artificial neural
networks (ANNs) is effective for reducing the number of
samples that are classified falsely (false positive negative or
false negative) owing to ANNS’ ability to learn from actual
samples. In 2019, Ali et al. proposed a developed training
model for neural networks entitled a fast-learning network
(FLN). The method is presented based on feature selection
according to optimized PSO with the title of PSO-FLN [12].
Selvakumar and Muneeswaran (2019) developed a feature
subset selection (FSS) approach with the use of a firefly algo-
rithm, which affects the speed of classification model analysis
[13]. In 2018, Chiba et al. proposed a NIDS based on the
backpropagation neural network (BPNN) using an advanced
learning algorithm. These scholars applied a new architecture
for the network, the function of which affected anomaly
detection, including feature selection, normalization of the
data, architecture of the neural network, and activation func-
tion [14]. Al-Azam et al. (2020) proposed a wrapper-based
feature selection algorithm for IDS, which used a feature
selection pigeon optimizer algorithm. A new method has
been offered for achieving a feature selection optimization
technique to be combined with classification methods and
has been compared with traditional feature selection
methods based on collective intelligence algorithms [15]. In
2020, Zhou et al. presented a new framework based on fea-
ture selection and group learning techniques to detect intru-
sion. In this method, a metaheuristic algorithm entitled CFS-
BA is suggested for reducing sizes. Afterwards, a group clas-
sification approach is combined with C4.5, random forest
(RF), and feature penalty-based forest (Forest PA), and the
classification voting method was applied to detect the attack
[16]. In 2010, Senthilnayaki et al. presented a new feature
selection algorithm using the max-dependency max-
significance algorithm. The algorithm is used to select a min-
imum number of features from the data set. In addition, a
new algorithm is proposed based on k-nearest neighbors to
classify datasets [17].

3. Proposed Method

In this article, a method is proposed for NIDS based on the
combination of MOPSO and FLN-based FSS. The proposed
method used the KDD Cup 99 dataset to determine intrusion
detection patterns in the network and evaluate the model.
Features are primarily selected to decrease classification diffi-
culty and increase classification accuracy by selecting related
features. In single-objective feature selection tasks, feature
selection has a goal for optimization. Feature selection is
mainly carried out to find the best combination of features
for the most optimal classification performance. Multiobjec-
tive feature selection (MOFS) is responsible for feature selec-
tion by turning it into a multiobjective optimization problem,
where the goal is to create a balance for optimizing multiple
goals. The main objectives of this optimization method for
ESS include reducing the number of features based on the
class label and decreasing attack detection errors in the net-
work, which will increase the accuracy of predicting test sam-
ples. As a result, a solution for the multiobjective feature
selection optimization problem is a set of dominant
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solutions, in which each solution is a vector of two compo-
nents, number of features, and classification error rate. The
goal was to minimize the number of unrelated features by
using the feature selection problem as a minimization issue,
thereby minimizing the classification error rate. The pro-
posed method is formulated below. The flowchart of the pro-
posed method is shown in Figure 1.

3.1. Formulation of Proposed Method. Kennedy and Eberhart
first reported PSO in 1995, inspired by flock behavior. The
main objective of PSO is to find the optimal solution in the
search space of a target function similar to a flock’s search
pattern in the quest for the best food source. A set of gener-
ated particles randomly search for the best solutions in
PSO. In this regard, a search is carried out by particles’
adjustment of their own flight speed and direction based on
Equations (1) and (2), respectively [18].

Xig(t+1) =x34(t) +vig(t +1), (1)

Vig(E+ 1) =wxv(t) + 1y Xy X [piy(t) = xi4(1)] 2)
+ 1y X ¢y X [g(t) = xi4(1)]>

where id is the number of dimensions, w is the inertia weight,
which controls particle exploration, r; and r, are random
numbers in the range of zero-one (r,,r, € [0, 1]), and ¢; and
¢, are acceleration constants used to control the effect of per-
sonal and overall best particles. In addition, P;; is the best
personal position for a particle (Py.), and g;; shows the best
overall position found by neighbors (g ).

Obviously, PSO has high-speed convergence ability in
single-objective problems, which is a favorable choice for
MOPs. The Pareto-optimal solution is used in the design of
MOPSO to generate a set of leaders who control the direction
of particle flight and direct the search process toward optimal
condition. In addition, the dominant solutions found are
stored in the overall external memory (called repository)
and are later used by particles as global leaders. The global
guidance is selected using the roulette wheel method and
based on hypercubes. Moreover, MOPSO adopts a
geography-based strategy to maintain solution diversity.

In fact, the external repository “archive” includes two sec-
tions: a controller and a network. The goal of the controller is
deciding whether a new solution can be added to the archive
or not; updating or pruning the archive depends on the dom-
inant relationship. Nevertheless, an adaptive network
method is called whenever the archive is full. In contrast,
the network is used to promote diversity among solutions.
In fact, the target space is divided into areas known as a
hypercube. In general, the hypercube is geographical regions
encompassing a number of solutions created based on target
functions. A fit function is assigned to each hypercube based
on the number of existing particles. Therefore, hypercubes
with a very large number of particles have less fit value. A
hypercube is selected using the roulette wheel method,
followed by selecting a random particle from the hypercube.
Therefore, the network facilitates the process of selecting
solutions in low-population areas in the target space, com-
pared to samples locating in swarm regions [18, 19]. The

speed updating function is as follows:

Vig(E+1) =wxvig(t) + 1y Xy X [piy(F) = x;4(1)] (3)
+ 1, X ¢y X [REP(h) — x;4(1)].

In Equation (3), REP(h) is a dominant solution for selec-
tion from the repository, where the index / is selected based
on the value of the fit function of hypercubes. For example,
we can consider h as a set of features whose REP(h) is the
accuracy of classification problem with these features.

In this research, the feature selection problem was con-
sidered as a multiobjective optimization issue resolved by
using a MOPSO. Accordingly, the number of features
selected shows the dimensions of the problem independently
with a binary search space in the range of zero-one. Given the
fact that MOPSO is an initial population-based metaheuristic
method, the primary population complies with the potential
subset of features that are directly related to class labels. In
the two-dimensional search space in the problem, the first
dimension of x, is a real positive number that shows the error
rate, whereas the second dimension of x, is a real positive
number that exhibits the number of features. In addition, F
function leads to a balanced set of decision-making vectors,
which reduce both error rate and the number of features pre-
sented by [F(x,), F(x,)].

In the proposed method, the initial population is adjusted
to the features existing in the KDD-CUP dataset. Therefore,
each particle is a binary vector, the element of which is equal
to the number of features, and each element refers to one fea-
ture in the dataset. Therefore, each particle existing in the
swarm shows feature selection with a value of one. As such,
the length of a particle is equal to the number of features
existing in the dataset. Figure 2 exhibits an example of a rep-
resentation of a particle, where the number of features exist-
ing in the dataset was estimated at 41.

As shown, each particle in PSO is considered a set of fea-
tures existing in the dataset. In this regard, a number of ele-
ments of the vector can be randomly zero and one. The
elements with zero value indicate unselected features,
whereas elements with one value show feature selection
related to the element. As a result, it is clear that the selected
subset of features includes the feature set of [F,, F, Fg, F4].

In the proposed method, the transfer function of Sigmoid
(S) was used to define the probability of feature selection or
lack of selection to select features for primary particle vectors.
The function of this function is such that if the random prob-
ability is less than the threshold value of the transfer function,
which is generally considered to be 0.5, the value of zero will
be allocated to this feature in the related element. Otherwise,
the value one will be recorded for the features, and the
desired feature will be assessed based on the objective func-
tion. In this method, sigmoid is used as a random function
to select or not to select a feature in a solution. So, we used
this threshold value to remove features that are less than half
probability to be selected and features that are more than half
probability to be selected. The primary location and velocity
of each particle are determined by assessment functions fol-
lowing selecting the initial population based on the nature
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FiGure 1: Flowchart of proposed method.
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FIGURE 2: A representation of the initial population vector of the
dataset sample.

of PSO. In this technique, the location of each particle is con-
sidered as features selected from the features existing in the
dataset, and the velocity of each particle is regarded as the
convergence rate to high classification rate and reduction of
classification error. The features with the highest assessment
function value and higher surrounding particle swarm are

selected as the output of the primary feature selection stage.
The best particle location and velocity results are stored at
this stage and the particle position is updated. The process
continues until reaching a final response that creates a bal-
ance between goals.

3.2. Proposed Objective Function. As mentioned before, the
proposed method applied the MOPSO to select a subset of
features selected for the class label. In this technique, multiple
objectives are combined, and two general categories of fea-
tures are obtained in the end in the form of minimization.
Moreover, the selected subsets of features are assessed based
on two main objectives of reducing the number of features
and classification error rates. The fit function is presented
in the form of Equation (4) in line with the evaluation of
the initial population, selection of the population of experts,
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and finding particles with the largest weight.

fl(x):X’ LeA, AeR",
Minimize F(x)= FP 4 EN
+

fi®)=1-— 3 (P+N)eR",

(4)

where L is the number of features selected from datasets and
A is the total number of features. The criteria related to the
confusion matrix was used to evaluate the error rate of each
particle based on the features selected in each step, where true
positive (TP) is used to show the category of normal nodes
that are accurately detected to be normal by the classification
model and based on the selected features. In addition, false
positive (FP) is applied to demonstrate the category of nor-
mal nodes that are falsely detected as an intrusion by the clas-
sification model and based on the selected features.
Moreover, true negative (TN) is used to show the category
of intrusion nodes that are accurately detected by the classifi-
cation model and based on the selected features. Finally, false
negative (FN) is applied to indicate the category of intrusion
nodes that are falsely detected to be normal by the classifica-
tion model and based on the selected features. In Equations
(3)-(11), P is equal to TP + FN, and N is equal to FP + TN.
The first target function f, (x) is related to the ratio of selected
features to the total features existing in the dataset, whereas
the second function f, (x) is used to evaluate the classification
error rate.

3.3. FLN-Based Classification. FLN is a parallel connection
from a leading single-layer network and a three-layer neural
network containing three inputs, hidden and output layers.
In general, FLN is an artificial neural network, which is a
double parallel forward neural network (DPFNN), where
the classification error rate is estimated using an analysis
approach called the least-square technique [12]. This
describes a multilayer parallel connection and a single-layer
neural network. As discussed earlier, optimal particles in
MOPSO show the subset of features selected from the data-
set, which are entered into FLN as input. In the proposed
method, FLN is located at the core of MOPSO and is respon-
sible for estimating the classification errors of solutions. In
FLN, the coded solutions are transferred to the middle layer
through the input layer, where they are weighted and trained.
The main difference between FLN and neural networks is the
lack of waiting for training weights by all hidden players in
FLN and transferring bias amounts and weights to the output
layer in each layer of hidden layers where the amount of error
is less than the specified threshold. This allows an increase in
the speed of learning and classification of solutions in addi-
tion to preventing overfitting in the network.

In the proposed method, initial solutions that are ran-
domly selected in MOPSO are classified by FLN in addition
to assessing the number of features and the importance of
selected features in the fitness function, and their error value
is specified as the second goal in the multiobjective fitness
function. The particles with the lowest number of important

features and lowest classification error rates are selected as
expert particles and nondominated solutions in each stage
and are stored in the expert solutions repository. In the next
stage of the proposed algorithm, the error threshold amount
is considered based on the error rate of optimal particles in
the previous phase. The solutions entered into FLN in each
hidden layer that applies to the threshold condition are
directed toward the exit.

As mentioned, the proposed method uses fast-learning
networks to identify malicious nodes. Fast-learning networks
are expanded from artificial neural networks, so, it has inher-
ited the training properties of the model. In neural networks,
for the purpose of classifying or detecting malicious nodes,
each input feature is examined, and a weight is assigned to
each input feature. These weights in each neuron indicate
the importance of the value of that feature in determining
malicious node. Thus, the amount of weights in neurons is
considered as a pattern for identifying malicious nodes.
Given that the nodes are in two classes, normal and malicious
nodes, a pattern is created for each class by the proposed fast-
learning networks.

In the proposed method, the fitness function is used to
select a feature subset in the training set. Once, the optimal
feature subset in the training data set has been selected, and
the minimum amount of intrusion detection error using this
data set has been ensured; the same feature subset selection
pattern can be used in the test dataset. In other words, the
feature subset that has been selected in the training set as
the optimal feature subset is used as a template, and among
the test data set, only this feature subset is selected to predict
intrusions in test set by FLN.

3.4. Complexity Analyzing of Proposed Method. The time
complexity of the proposed method can be analyzed as fol-
lows. If N is the total number of features in the dataset, each
particle as a solution selects # (1 < n < N) features of all fea-
tures in the dataset. If the number of iterative generations
to find the optimal answer be M for the proposed problem,
so a maximum of M * N iterations is required for the prob-
lem. On the other hand, since a fast-learning neural network
is used at the core of the feature selection method, the com-
plexity of neural networks is order of O(n?) [20], where n is
equal to the number of input features. The fast-learning net-
work method transmits the results to the output layer when
the desired accuracy is achieved and does not wait for the
completion of the training steps. Hence, the time order of this
method is less than O(n?). Therefore, it can be concluded
that the time complexity in the proposed method is the max-
imum the order of O(MN?). In case of more features in the
dataset, the time complexity of the proposed method will also
increase.

4. Implementation

In the proposed method, primary particles are first selected
randomly from the dataset of KDD-CUP99 [21]. In this data
set, there are more than 54,000 instances of node connections
in the network in which each has 42 features and has classi-
fied into two classes of normal nodes and malicious nodes.
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TaBLE 1: A part of the initial particle population matrix.
Particle # F, F, F, F, F, F, F, Fq F, F, F, F,, F, F,,
1 1 0 1 0 0 1 1 1 1 1 1 1 1 0
2 1 1 0 1 0 1 1 1 0 0 0 1 0 1
3 0 0 1 0 1 1 1 0 1 0 1 0 1 1
4 1 1 1 0 0 0 1 0 0 0 0 1 0 1
5 1 0 0 1 1 0 1 0 0 0 1 1 0 0
6 0 1 1 0 1 0 1 0 1 1 1 1 1 1
7 0 0 1 1 1 1 1 1 0 0 0 0 0 0
8 1 1 1 1 0 1 1 0 1 1 0 0 1 1
9 1 1 1 1 0 0 0 1 1 0 0 1 0 1
10 1 1 1 0 0 1 1 0 1 1 0 1 1 1

The size of the initial population is defined by the number of
features existing in the dataset and as an n-dimensional vec-
tor. A 100 x 42-dimensional matrix of random numbers in
the range of (0,1) is created to determine the initial popula-
tion. The A;; element of the matrix shows the possibility of
the presence of the j,, feature in the i, solution (particle).
According to the Sigmoid function applied in the proposed
method, the values of the initial population matrix elements
are converted to binary based on a threshold of 0.5. In other
words, if the A; ; element has a value below the threshold, the
jun feature will not exist in the i, solution (particle). On the
other hand, the j,, feature of one of the subsets of selected
features will have the ith solution (particle) if the value of
the mentioned element is above the threshold. Table 1 shows
initial particle population.

As observed in Table 1, the initial particle population is
distributed in the proposed method in a binary form, and
each of the initial populations shows a solution for selecting
a subset of features existing in the KDD dataset. According
to the adjusted parameters, the initial population matrix is
used as an input of MOPSO. In addition, the proposed algo-
rithm evaluates the initial population based on the fitness
function in the first step while considering the adjusted
parameters and the initial population. Afterwards, it obtains
the level of competency of each solution. Therefore, the num-
ber of solutions found will increase with more repetitions of
the stages, and iterations will continue until reaching the ces-
sation condition. Ultimately, the presented solutions are
assessed, and the best solution is selected among the existing
solutions. MOPSO receives the initial population and evalu-
ates its competency. In the first step, the algorithm finds the
nondominated solutions or dominant solution, saving them
in the solutions repository. In the next phase, other solutions
and particles are directed toward the solution. Accordingly, a
number of dominant solutions may be found in each stage,
the value of the fitness function of which might be higher
than the threshold and are stored in the respiratory. It is
notable that in the proposed method, the amount of compe-
tency is equal to the aggregation of two objectives, and the
higher the competency of a solution, the lower the number
of selected features and the highest the accuracy of classifica-
tion and intrusion detection by using the features based on

FLN class. Therefore, the dominant solutions improve both
objectives used in the proposed method. Figure 3 shows the
distribution of solutions in the problem space and the domi-
nant solutions in the first step.

As observed in Figure 3, the solutions are randomly dis-
tributed in the problem space in the first step of MOPSO in
the proposed method. The problem space includes two objec-
tives of F1 and F2, with the former existing to reduce the
number of features selected from all features in the dataset
and the latter corresponding to the vertical axis of Figure 3
to reduce classification error rate based on the selected fea-
tures. Given the random selection of the initial particle pop-
ulation and since the nature of particles is binary, the
existence or lack of existence of a feature in each particle
can affect the results obtained for each solution. Therefore,
with regard to the problem space, the Pareto front tends to
the origin of the coordinates where both objectives are
minimal.

Eventually, it could be expressed that the 6 important fea-
tures based on the multiobjective fitness function in the
MOPSO has selected. The selected features have indexes
{2,7,13,19,26,27} entitled {“Srv_count”, “Count”, “Wrong_
Fragment”, “land”, “ds_host_srv_serror_rate”, and “dst_
same_srv_rate”}. These features have the greatest impact on
the node class label, and based on these features, network
intrusion can be detected with the highest accuracy and least
complexity.

Due to the fact that different feature selection methods
use different policies to select the feature subset, they can
therefore select different subsets of feature as the representa-
tive feature subset. In the proposed method, different solu-
tions have been created in the initial population, but by
examining the rate of classification error related to the subset
of selected features, the optimal solution can be selected.
Solutions created during iterations can solve the intrusion
detection problem, but their intrusion detection accuracy will
be less than the near-optimal solution. The proposed method
has selected the best solution by evaluating the solutions in
terms of intrusion detection accuracy.

With regard to the implementation of the proposed
method on the initial population, the mentioned solutions
were selected as an expert generation, were present in all
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FIGURE 4: The convergence of target functions’ values toward the
optimal amount.

iterations, and were improved accordingly. In the last gener-
ation of iteration, most particles tended to the expert particles
or dominant particles that were repeated in the previous
steps and were reserved in the repository. Therefore, the
values of the fitness function were close to optimal for all par-
ticles in the last generation of iteration. As mentioned before,
the value of the fitness function was obtained from a combi-
nation of two F, and F, functions. Accordingly, the final
solutions decreased the errors of the proposed method in
addition to reducing the number of features in the subset of
selected features. Figure 4 shows the convergence of F, and
F, functions toward the optimal point.

As shown in Figure 4, the optimal state of the two objec-
tives had lower values in functions F, and F, considering
that the nature of both target functions was minimized.
Therefore, the data presented in Figure 3 revealed that the
diagram related to function F,, which showed the number
of selected features, was gradually decreased and reached
0.2 in the end. The diagram showed that an intrusion system
could be established with 20% of the total KDD data, and the
rest of the data had no use in determining the group related
to nodes in the dataset. In addition, with regard to the dia-
gram related to the F, function in Figure 4, the errors of
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FiGure 5: FLN accuracy for intrusion detection patterns.

the proposed method decreased gradually and ultimately
reached zero.

A general interpretation of Figure 4 demonstrated that
the proposed technique was able to reduce the errors of the
intrusion detection system to the lowest level by decreasing
the number of features existing in the dataset and selecting
the most appropriate features. Given the use of FLN in the
method, it could be expressed that the values obtained in
F, fitness function can be used as an FLN classification error
in the proposed technique. As such, the accuracy of the FLN
method has shown in Figure 5 for training the intrusion
detection techniques in the network.

As observed in Figure 5, the accuracy of the proposed
method tended to be optimal with regard to the tendency
of the solutions toward the dominant solutions of MOPSO,
reaching 99.7%. Therefore, we extracted the most adequate
solution obtained from the proposed PSO algorithm, accord-
ing to which the test dataset was predicted.

4.1. Proposed Model Evaluation. As observed in the previous
section, FLN was developed in the present article for classifi-
cation and prediction of destructive nodes in the network,
and the simulation results were determined based on the
selection of a feature subset according to MOPSO. There
are several criteria for assessing the performance of the pro-
posed method, the most important of which are performance
criterion, error rate criterion, and sample the correct predic-
tion rate criterion. The performance criterion monitors the
performance of the developed model, meaning that the ideal
performance could be drawn by having the label of the data’s
classes. In addition, evaluation criteria based on the confu-
sion matrix could be used for a two-class problem in order
to assess the quality of the proposed method in detecting
intrusion and reducing node classification errors in the net-
work. These criteria included accuracy, recall, precision, clas-
sification rate (CR), detection rate (DR), false-positive rate
(FPR), and F-measure, defined as follows [22]:

A TP+ TN
ccuracy = 5
Y TP+ TN+ FP+EN

(5)
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The mentioned evaluation criteria are used as a tool to
assess the efficiency of the proposed method and compare it
with other existing techniques. Therefore, we compare the
proposed method with neural networks without using feature
subset selection and neural network approach according to
MOPSO-based feature selection. Figure 6 shows the
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TaBLE 2: Comparison of values related to the evaluation criteria.

Method CR (accuracy) False-positive rate (FPR) Precision DR (recall) F-measure
MOPSO-FLN 99.6 0.0137 99.44 99.79 99.61
MOPSO-ANN 95.6 0.0888 96.27 97.51 96.88
ANN 96.6 0.0446 84.7 99.99 91.71

Classification rate (accuracy) system, the model may lack the sufficient accuracy to detect

! — . the relations between the features of the new samples that

099 4" are different from the training samples, which leads to the

0.98 - N less efficient performance of the system. Accordingly, the

0.97 - M proposed method continues the training steps until reaching

£ 0.96 1 //———~// the desired accuracy in order to prevent overfitting and

Toos T increase an IDS’s performance. As such, it seems that the

2 094 - FLN method had better accuracy, compared to the method

2 of artificial neural networks. In fact, the proposed method

093 7 was able to detect a higher percentage of attack and healthy

0.92 1 nodes accurately. Figure 8 depicts a diagram that compares

0.91 the detection rate criteria (recall) between MOPSO-FLN,
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e MOPSO-ANN accurately or be among the false-negative samples. The clas-

—— MOPSO-FLN

F1Gure 8: Comparison of the classification rate criterion (accuracy).

comparison of the confusion matrix related to the proposed
method and the neural network.

As shown in Figure 6, 99.6% of the total data was classi-
fied accurately in the proposed method. Meanwhile, 96.6%
and 95.6% of the data were classified correctly in the ANN
and MOPSO-ANN methods, respectively.

Another criterion used to evaluate the proposed method
is the ROC curve. The ROC curve shows the relation of the
true-positive rate to the true-negative rate. The ROC curve
of proposed method has shown in Figure 7.

As shown in Figure 7. The proposed method has identi-
fied normal and malicious nodes with high accuracy.
Table 2 shows a comparison of the values related to the pro-
posed method, ANN, and MOPSO-ANN.

As observed in Table 2, the proposed method had a more
adequate performance in terms of the evaluation criteria,
compared to the ANN and MOPSO-ANN methods.
Figure 8 illustrates the comparison of the classification rate
criterion (accuracy) between MOPSO-FLN, ANN, and
MOPSO-ANN in 10 steps of 10-fold cross-validation.

According to Figure 8, there were improvements in the
proposed method regarding the classification rate (accuracy),
compared to ANN and MOPSO-ANN. In the neural network
method, the model may experience overfitting given that the
training process is carried out completely. In this phenome-
non, the model focuses on the training samples and learns
all features and relations among the training samples. In
addition, its accuracy is maximized in the classification of
the training samples. Now, when new test samples that were
not previously observed by the model are entered into the

sification rate is in fact a sum of true-positive samples on all
true-positive and false-negative samples. True positive refers
to healthy nodes that are detected accurately, whereas false
negative refers to healthy nodes that are falsely detected as
attack nodes. This relationship shows the proposed model’s
ability to detect healthy nodes accurately. The higher the
value of this relationship, the lower the number of samples
related to false negative, where the predicted class has nega-
tive nodes, and the actual class has healthy nodes. The lower
values of false-negative samples increase the performance of
the proposed method in detecting healthy nodes.

According to Figure 9, the proposed method was
improved in terms of the detection rate (recall), compared
to ANN and MOPSO-ANN. FLN has a higher detection rate,
compared to neural networks, considering its lower training
than the mentioned technique.

With regard to the structure of accurate learning net-
works, the training process is discontinued, and the results
are transferred to the output when the desired accuracy is
reached. Therefore, the features of healthy nodes may not
be fully learned but overfitting is avoided in the process,
which is an advantage of the proposed method. In fact, the
proposed technique has high accuracy for new and unknown
samples. In addition to the detection rate in the proposed
method, the criterion of the positive error rate of discovered
samples is of paramount importance. Figure 10 shows a dia-
gram related to the comparison of the positive error rate cri-
terion between MOPSO-FLN, ANN, and MOPSO-ANN.

As observed in Figure 10, the proposed method had a
lower value in terms of the positive error rate, compared to
ANN and MOPSO-ANN. In this regard, the positive error
rate in the proposed method referred to attacks that could
not be detected by IDS. In fact, FLN had a lower positive
error rate, compared to the neural networks method,
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considering its focus on attacks. In spite of full training on
attacks existing in the training dataset, neural networks fail
to detect some new attacks, about which they had no previ-
ous training. Meanwhile, the proposed method was able to
detect new attacks by creating a balance between learning
training samples and the network’s speed. After a positive
error rate, we evaluated the attack detection accuracy of the
proposed method. In IDSs, accuracy is the form of the ratio
of true-positive samples to true-positive samples and true-
negative samples, which estimates a reflection of attack
detection ability in the classification methods. The higher this
value, the higher the classification method’s ability to detect
and identify new attacks. Figure 11 illustrates a diagram
related to the comparison of the positive accuracy criterion
between MOPSO-FLN, ANN, and MOPSO-ANN.
According to Figure 11, the proposed method was
improved in terms of the accuracy criterion, compared to
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ANN and MOPSO-ANN. The accuracy of the proposed
method improved considering the focus of FLN on attacks
and its ability to considerably detect new attacks, compared
to neural networks. Figure 11 is a complete representation
of the presence of overfitting in neural networks and the lack
of presence of this phenomenon in the proposed method. In
general, overfitting decreases a model’s accuracy per new
samples. In fact, FLN can detect most attacks that are among
new samples and have not been previously observed in the
model. The final criterion assessed in the present study was
F-measure, which was a combination of two accuracy and
detection rate criteria. The criterion was recognized as a gen-
eral criterion of the performance of classification methods
and IDSs. The higher the value of the criterion, the higher
the IDS’s ability to classify healthy samples and predict
attacks in the training dataset and new attacks that enter
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the optimal feature subset. According to Figure 13, MOPSO-FLN had higher intrusion detection and prediction accuracy, compared to

previous methods.

the system. Figure 12 shows a diagram related to the compar-
ison of MOPSO-FLN, ANN, and MOPSO regarding F
-measure.

According to Figure 12, the proposed method improved
in terms of F-measure criterion, compared to ANN and
MOPSO-ANN. In other words, FLN had a better perfor-
mance in detecting healthy nodes and new attacks in the net-
work when combined with MOPSO-based feature subset
selection, compared to neural networks.

4.2. Comparison of Proposed Method with Previous
Techniques. In this subset, we compared MOPSO-FLN with
other methods existing in publications [12-24] to assess the
validity of the proposed method in terms of the prediction
accuracy criterion. Figure 13 shows a comparison of the pro-
posed method with previous techniques.

5. Discussion and Conclusion

With regard to the use of the MOPSO-based feature selection
approach, it was aimed at reducing performance errors in the
classification model and prediction of test samples in addi-
tion to finding the best features representing all the features
in the dataset. Optimal features extracted in the proposed
method by MOPSO were evaluated in each stage of optimiza-
tion algorithm iteration in order to increase the speed of par-
ticles’ movement toward particles with high values at Pareto
front and reduce data classification errors based on these fea-
tures in each step. Therefore, selecting these features least to
simple distinguishing of the samples related to classes by the
classification model and high classification accuracy.
Furthermore, the proposed method was compared to
other popular approaches presented in articles. According
to the results, the neural network had a relatively lower accu-
racy, compared to the proposed method, if used indepen-
dently and without selecting important features subset from
the dataset related to intrusion in wireless networks. The dif-

ference of about 4% in the accuracy of the proposed method
and the neural network-based method was another evidence
of the importance of selecting a subset of features using FLN.

The proposed method was also compared to several other
approaches that use metaheuristic optimization algorithm-
based feature subset selection. According to the results, the
proposed method had higher test sample prediction accu-
racy, compared to the intrusion detection approach, which
was a combination of MOPSO-based feature selection and
fast neural network. Accordingly, it could be concluded that
the proposed method was able to extract important features
by using MOPSO-based feature subset selection. In addition,
the model yielded acceptable results in terms of the detection
and prediction of intrusion in wireless networks by using an
evaluation function, which was a combination of a number of
features and classification error.

Data Availability

This research and proposed methodology was simulated, and
all data are included already in the paper. So, there is no need
for extra data.
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Computer systems and applications on the internet provide services to outsiders and, at the same time, the vulnerabilities may be
exploited by attackers and leak some sensitive private information. To collect and monitor the service information provided by the
network environment such as IoT (Internet of Things), vehicular networks, cloud computing, and cloud storage, it is particularly
important that a system can provide faster service discovery for discovering and identifying specific network services. The current
service discovery systems mainly use port scanning technology, including Nmap, Zmap, and Masscan. However, these technologies
hard code the service features and only support common services so that cannot cope with real-time updates and changing network
services. To solve the above problems, this paper proposed a customizable distributed network service discovery system based on
stateless scanning technology of Masscan and proposed a customizable interactive pattern set syntax. The system used random
destination address technologies to scan for Ipv4 address allocation and used a distributed deployment scheme. Experimental
results show that the system has high scanning speed and has high adaptability to new services and special services.

1. Introduction

With the growth of internet devices and applications, various
large scale cyberattacks continue to emerge, and internet
vulnerabilities also show a surging trend [1, 2]. Despite the
recent growth in computer networking best practices, the
continual improvement in Internet-based services has pre-
sented new challenges in maintaining security and preserving
privacy [3, 4]. Even though some enterprises have discovered
vulnerabilities and released repair patches, many users still
do not update, leading to potential security threats and
providing attackers with access to attacks. At the same time,
many web apps and services are installed on the devices host-
ing a web client and providing the interface for user control
with open ports, where security and privacy are the critical
issues [5, 6]. Censorship needs to know these security risks,
that is, to count and supervise the service information in a
large-scale network.

The IoT, vehicular networks, cloud computing, cloud
storage, and other environments can provide users with
flexible and convenient service access [7, 8]. While greatly

improving the convenience of life, privacy issues caused by
security problems are also becoming more and more serious
[9, 10]. For example, in vehicular networks, security plays a
dominant role as applications based on vehicular networks
usually correspond to passengers’ safety (e.g., self-driving)
and privacy information (e.g., driving history) [11]. So the
security of the network should be one of the most important
issues in the upcoming days. Searching and gathering the spe-
cific information of the devices on the internet provide data to
analyze the vulnerabilities which can enhance system’s secu-
rity and preserve privacy [4, 12]. A common tool to deal with
this problem is port scanning, but current scanning tools have
two disadvantages. In one hand, supported services are mostly
hard coded in the system, and for less common, newer ser-
vices, you need to wait for the developer’s update support. It
has poor scalability, as evidenced by the famous Masscan,
which only supports HTTP, SSL, and other common proto-
cols but ignores industrial network protocols and instant mes-
saging protocols. On the other hand, the traditional scanning
methods are noninteractive detection, so they are failed for
service identification with multiple interactions.
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In order to solve the above problems, we designed a
customizable distributed network service discovery system
(CDNSDS) in this paper. The main contributions of this
work are as follows:

(i) We designed a system architecture, which includes
three subsystems: central control subsystem (CCS),
schedule control subsystem (SCS), and scanning
proxy subsystem (SPS). The CCS is the brain; it
receives the user’s instructions and manages and
assigns tasks to the SCS. The SCS is the bridge con-
necting CCS and multiple SPS. The last subsystem
is the SPS, the key factor for performance. We
optimized Masscan, the most efficient scanning tool
currently, and used a distributed program to improve
concurrency

(ii) To be customizable, we had compiled a pattern set of
syntax conventions. The syntax conventions can
convert the user’s customized services description,
including interactive service, to standard syntax
which is accepted by a scanning tool in the SPS

The rest of the paper is organized as follows: a related
work is described in Sections 2 and 3 elaborates the proposed
system CDNSDS; experimental results are followed in
Section 4. Finally, we summarize the research in Section 5
with a discussion as well as a future work.

2. Related Work

In the study of empirical security, fast Internet-scale network
service discovery has opened a new avenue, while scanning
technology plays an important role. One of the earlier scan-
ning tools is Nmap [13], which maintains a full-connected
state to track hosts that have been scanned and to handle
timeouts and retransmissions. In this state, the unresponsive
requests cost too much time; it takes several weeks or many
machines for Nmap to scan the public address space. To
overcome the issue of efficiency, Zakir et al. [14] designed a
scanning tool Zmap based on no per-connected state. For
Zmap, there is no need to track connection timeouts, and it
accepts response packets with the correct state fields during
the scanning. The manner of Zmap is similar to SYN cookies.
Compared to Nmap, with the same accuracy, Zmap is capa-
ble of scanning the IPv4 public address space for under 45
minutes on a single machine [15], which is over 1300 times
faster than the most aggressive Nmap default settings. Fur-
ther, drawing on the data collected by Zmap from ongoing
Internet-wide scanning, Zakir et al. [16] designed a public
search engine named Censys, which supports full-text
searches on protocol banners and querying a wide range of
derived fields. With Censys, it becomes simple to help
researchers answer security-related questions.

Although Zmap has greatly improved in performance,
scanning technology is still in progress. The fastest internet
port scanner Masscan [17], an open source project, only
takes six minutes to scan the IPv4 public address space, trans-
mitting 10 million packets per second. For the sake of high
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performance, Masscan takes endeavour from three aspects.
For one thing, similar to Zmap is the use of no per-
connected state. Because Masscan can simultaneously main-
tain the number of connections which is set by the program
itself, the number can be set very large, so the scanning speed
is much faster than other scanners. For another, Masscan
uses a custom T'CP/IP stack, and a designated network device
and PF_RING DNA driver are necessary conditions. It is a
lightweight protocol stack that means the underlying packet
processing, connection control, etc. will bypass the operating
system protocol stack, so the protocol stack process is simpler
and there will be a substantial increase in performance. In
addition, the configuration of Masscan is more flexible, not
limited to single-port probing, and a user can specify the port
segment. Through a target address randomization algorithm,
it can be more effective to random host range for target
that can evade from detecting of Intrusion Detection Sys-
tem (IDS).

Except for the above famous scanners, a number of
research efforts focus on empirical security. In order to scan
anonymously, Rodney et al. [18] performed scanning
through Tor, which can hide the source’s IP address from
the target. Andrei et al. [19] proposed a public, large-scale
analysis of firmware images, which supported a global under-
standing of embedded systems’ security. At the same time,
the Heartbleed vulnerability is the measurement and analysis
in [20]. In the weak keys detecting, researchers [21-23]
reported they had computed the RSA private keys for HTTPS
hosts on the internet and traced the underlying issue to
widespread random number generation failures on network
devices. Arzhakov et al. [24] proposed a multithread network
scanner with a very flexible architecture that allows us to
parallelize the process of sending requests and receiving
responses from remote hosts. Focused on automated web
scanners, Fang et al. [25] gave a new direction for the detec-
tion of the fingerprint using a finite state machine to abstract
differences of scanners.

3. Service Discovery System

3.1. System Architecture. The traditional service discovery
systems may cause issues such as triggered IDS alarm and
single-node detection poor performance. In this paper, we
design and implement the CDNSDS and the architecture is
shown in Figure 1.

CDNSDS includes three subsystems.

(i) Central control subsystem (CCS): it is the brain,
which receives a user’s instructions and manages
and assigns tasks to the SCS. Users can get the task
process and results and manage the attribute and
state of the scanning node. In this subsystem, we
design a pattern set of syntax conventions to support
customizability.

(ii) Schedule control subsystem (SCS): it is a bridge
connecting CCS and multiple SPS. It provides task
division, scheduling management, and results of
the temporary service.
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TaBLE 1: The property of pattern set.

Name  State Description Format Essential
After the state is transferred to this node, the text in the msg attribute needs to be filled .
msg s . - . Hex/string Y
into the application layer load; the data packet is constructed and probed
o After sending the probe packet in this state, state will be transferred to receive state w
waiting s . r +index Y
when receives a response packet
isbanner r Output application layer load to output file True/false N
patterns 1 Probe pattern set, which is used to guide state transitions Hex/string N
len r Limit of payload length Range N
goto r The state is after filtering of patterns and len {index, state_with_id} Y

(iii) Scanning proxy subsystem (SPS): it is the key factor
for performance. The SPS consists of several distrib-
uted agent modules. Each agent is a scan node with
optimized Masscan that performs real-time scan
task from the SCS.

3.2. Central Control Subsystem (CCS). The CCS provides
users with customizable service probe interfaces. A pattern
set of syntax conventions is defined for customization as
follows.

We use s for send state and r for receive state. Denote
D={s;,r;} as instructions, s; is the ith state of send, and r;
is the jth state of receive. The attributes of different state
are split with character *’. Property set of send state s is

P, = {msg, waiting}, (1)

and property set of receive state r is
P, = {isbanner, patterns, len, goto}. (2)
Table 1 shows the list of the property descriptions of

P, and P,. An example state transition diagram is shown
in Figure 2.

In this example, there are three kinds of state node: (1)
the green solid nodes s0, s1, and s2 are send state; (2) the hol-
low blue nodes r1, r2, and r3 are receive state without banner
output that means the property isbanner equals to false; and
(3) the solid nodes r0, r4, and r5 are receive state with banner
output that means the property isbanner equals to true.

3.3. Schedule Control Subsystem (SCS). The SCS is aimed
building an efficient and reliable communication environ-
ment between the CCS and SPS, while providing intermedi-
ate data storage and high-speed read service.

The SCS contains three modules: state management
module, message queue module, and cache module.

(i) Status management module: to better understand
the survival status and scanning progress of each
scanning agent node, the SCS is logically responsible
for building the communication environment
between the central control system and each scan-
ning node. At the same time, to deal with the prob-
lems such as downtime of the CCS and change of
server address, the SCS also provides an interface
to dynamically manage the connection configura-
tion of the scanning nodes to ensure the normal
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FiGgure 3: TCP connection table in user-mode protocol stack.

delivery of heartbeat packets and scanning progress
packets.

(ii) Message queue module: it contains task queue man-
agement and result queue management. The detec-
tion tasks issued by the CCS will split into specified
slices for smaller granularity and detection. Each
scanning agent node consumes only one slice at a
time, and these task slices will be handed over to
the task queue management. From the scanning

agent’s point of view, each slice represents a scan-
ning task, and the result of the task may be success,
fail, or timeout. The task queue manages the various
results that may exist after each task slice is received.
The slice that fails to scan is reenlisted for other
scanning nodes to probe again. When the task is suc-
cessfully scanned, the result data will be passed back
from the scanning node to the result queue, which
will store that result slice temporarily for the CCS.
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FIGURE 4: Interactive service detection hierarchy.

1. c — fe[r, a, bl (m)
2.If ce M, Then

3. Return

4. Else

5. Return Fe[r, a, b](c)
6. EndIf

ArGorritaM 1: Felr, a, b] (m.)

Similarly, the result queue will also manage the sta-
tus of the results processed by the central control
system as described above.

(iii) Cache module: after the scanning node successfully
detects the target address set, it will pass the result
slice back to the result queue and then open the next
detection task. Due to the large number of potential
detection nodes, if each slice’s results are stacked in
the CCS, it will increase the pressure on its storage
and processing. Therefore, the module provides a
dumping service to the cache and notifies the CCS
to consolidate, deduplicate, and persist the results
after receiving. Thus, the cache module provides
memory-level high-speed data processing functions.

For each packet received, the SCS will determine whether
it is a task slice, heartbeat data, or task result.

(i) Task slice packet: it is handed over to the “task
queue” to manage and monitor the execution (dis-
patch) result of this slice.

(ii) Heartbeat packet: it is forwarded to the central
control system to update the survival and progress
status.

1.L—mmoda;R«— |m/a]
2. For je«—itor,do

3. If jisodd, Then

4. tmp «— (L + F;(R)) mod a
5. Else

6. tmp «— (L + F;(R)) mod b
7. EndIf

8. Le—R;R«—tmp;

9. EndFor

10. If ris odd, then
11. ReturnaR+L
12. Else

13. Return bR+ L
14. EndIf

ALGORITHM 2: felr, a, bl (m)

1. c — fe[r,a, b (m)
2.If ce M, Then

3. return

4. Else

5. return Felr,a, b]' ()
6. EndIf

AvrGoriTEM 3: Fe[r, a, bl (m)

1. If (r is odd) Then

2. Re—moda;L— |m/a|

3. Else

4. Le—mmoda;R«— |mla]
5. End

6. For j«——rto1l,do

7. If jisodd, Then

8. tmp «— (R—F;(L)) mod a
9. Else

10. tmp «— (R+ F;(L)) mod b
11. EndIf

12. Re—L;L«—tmp;

13. EndFor

14. Return aR + L

ALGORITHM 4: fe[r, a, b];' (m)

(iii) Task slice result data: it is temporarily stored in the
cache module. The task slice result data is temporar-
ily stored in the cache module to remind the central
control system for integration.

3.4. Scanning Proxy Subsystem (SPS)

3.4.1. Interactive Service Detection. When the SPS performs a
scan task, there are four situations after sending the first TCP
handshake request.
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FIGURE 5: System deployment diagram.

(i) SYN-ACK: the host port of corresponding target is
open, and we can continue to probe service.

(ii) RST: the target is open, but the destination port is
close.

(iii) ICMP unreachable: the target is close.

(iv) No response: connection timed out.

It is obviously that in the first case we can keep detecting
while other cases can be directly abandoned.

Normally, scanners based on semiconnected state will
send RST to close connection after receiving SYN-ACK. Such
a scheme is not suitable for interactive detection. This issue
can be resolved by two possible solutions.

(i) Using the operating system protocol stack, reestab-
lish the connection to the open target port for deep
probing

(ii) Send ACK to finish three-way handshake instead of
RST

The first solution theoretically provides reliable connec-
tion, but the number of connections is limited. The second
solution requires a user-mode protocol stack and is more effi-
cient than the former. Fortunately, Masscan already provides
this functionality. Therefore, the second solution is adopted
in this paper.

In order to record all active connections, a TCP connec-
tion table is needed to maintain the management of Transmis-
sion Control Block (TCB) which contains all the important
information about the connection, as shown Figure 3.

The interactive service detection hierarchy is displayed in
Figure 4. Through asynchronous threads, the sending and
receiving are separated.

During service discovery, packets need to bypass the
original system stack; otherwise, the original system stack
will send RST packet because of the absence of connections.
This paper proposed two solutions.

(i) ARP cheat: send an ARP packet with an unreal IP in
same subnet to router.

(ii) Modify Linux iptables: drop traffic with a specified
port.

3.4.2. Randomize Target Address. The CCS delivered tasks in
the form of fragments. Under the premise of address
randomization, in order to avoid duplication of detection
intervals of all nodes, the system sets the range as S
Niosis X Noports to serialize the scan range.

Denote IP segment A = {A,, A, --- A, }, port setment B =
{B,,B, ‘- B,,}, IP-port consist data:

range ~

(AlBl)’ (Ale)’ T (Ale)’ (AZBI)’ T (AnBl)’ T (Aan)-
(3)

Scan range mapping set is follows:
R, =(AB,), Ry = (ABy), - Ry, = (A, By,). (4)

Using the above mapping set, the conversion from the
index of the range to host addresses and ports can be
achieved according to equations (5) and (6). We use this
conversion to find the IP and port of the ith scan task.

ip; = pick (addresses, ;> , (5)
count
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TaBLE 2: The results of interactive service detection.

Speed (pkt/s, k: 10°, w: 10*)  Service Port tsifnrzl(cs tirfr)lzr(ts)
0.1k 3078 3167 852 713
0.5k 3190 3154 178 150
1k 3239 3240 95 79
2k 3151 3157 52 46
3k 3033 3080 38 34
5k 2189 2251 26 25
1w 1218 1054 17 17
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FIGURE 6: Interactive service detection results chart (k: 10°, w: 10%).

port; = (ports, i%port .. )- (6)

After serialization, let us suppose fragment range set is r,

then randomization of r is that
Ir' €R, satisfyingr#r', card (A) =card (B).  (7)

Due to the condition r' is not unique, the degree of
randomization is judged by comparing the same number of
elements. The less the number, the higher the degree. In the
scan module, randomize target address using generalized
Feistel [26] encryption to achieve k x M — M, where k is
any number and M is the target host range. In the k interven-
tion, a mapping process to achieve the same range of random
is as follows:

This method is a modification of Feistel encryption, func-
tion is Fe[r, a, b], r is rounds, a, b € N, and ab > k.

The process of randomize address recovery is as follows.

4. Results and Discussion

4.1. Experimental Environment and Deployment. In order to
satisty cluster operations and distributed schedule, the sys-
tem adopted Docker Swarmkit and deployed in 5 nodes.
Among them, in Docker Swarm Mode, the CCS and SCS

f
0.1k

f T T
0.5k 1k 2k

—o— Service detection time

—=— Port scan time

FiGURE 7: Interactive service detection time chart (k: 10%, w: 10%).

T
3k
Sending speed (pkt/s)

TaBLE 3: The results of testing in multimode.

Speed
(k: 10°, w: 10%)

Multinode:

results/time (s)/target

results/time (s)/target

Single-node:

0.5k 25641/1743/3 25691/8630/3
0.7k 25764/1248/3 25669/6174/3
1k 25666/877/3 25576/4334/3
2k 25709/448/3 25496/2174/3
4k 25510/230/3 25389/1094/3
6k 25246/157/3 25373/734/3
8k 25377/122/3 25520/557/3
1w 25459/101/3 25527/447/2
2w 25046/57/3 25026/230/2
3w 24968/43/3 25212/160/2
4w 24844/36/3 25137/124/3
5w 23063/31/3 25118/103/2
6w 21221/28/3 25132/88/3
7w 19018/26/2 24998/74/2
8w 16642/25/3 25277169/3
ow 15190/24/2 25169/64/3
10w 13740/25/3 25203/59/3
20w 10590/25/1 2531714712

are deployed in the admin node, and another five SPS are
deployed in other nodes. The system deployment diagram
is shown as Figure 5.

4.2. System Testing in Single Node. In this paper, we choose a
single node to probe HTTP service, the target host segment is
169.54.23.0/16, and the probe port is 80. Each set of experi-
ments is the average of three testing. The testing results are
shown as Table 2.

According to the data, we can get the following charts. As
Figures 6 and 7 show, when sending rate less than 3000 pkt/s,
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FIGURE 8: Fixed scanning range (k: 10, w: 10*).
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TaBLE 4: The impact of scope on the result.
Scope Multinode: results/time (s) Single-node: results/time (s)
/24 18/13 15/13
122 89/14 89/14
/20 199/14 200/17
/18 842/16 854/34
/16 2862/29 2854/96
/14 8271/74 8247/323
/12 13226/237 13405/1129
/10 25961/878 26281/4341
/8 40920/3427 40632/17102
/6 343482/13881 338102/69277

the results are generally flat, but after that, they decreased
significantly. The reason is that when the rate of sending
packets increases, the time reduces, so it takes time to wait
for service probe packets or SYN-ACKs. Therefore, there
is such a situation that the response packets arrive after
the scanner shut down. 3000 pkt/s is a stable sending rate
in this testing.

4.3. System Testing in Multinode. There are a total of five
nodes for testing; the pattern set comes from the analysis of
the protocol icoco with port 80. In order to compare the dis-
tribute platform and single node, we test in the following two
aspects.

(i) Scanning range is fixed, and sending rate changes

(ii) Sending rate is fixed, and scanning range changes

400000 7 - -+ - 80000
350000 4 < < - 70000
300000 < < F 60000

g 250000 4 - + 50000

§ 200000 - £ 40000 E
150000 4 £ 30000
100000 4 < <« oy + 20000
50000 4 << e + 10000

0 Lo

/24 /22 /20 /18 /16 /14 /12 /10 /8 /6
Scope

=== Multi-node service number
Multi-node time

=== Single-node service number

—e— Single-node time

FIGURE 9: Fixed sending rate.

For the first aspect, the target host segment is
169.54.23.0/10 and port is 80. The results are shown as
Table 3, and the trend is shown in Figure 8. In Table 3, results
mean the number of icoco service.

For the second aspect, the fixed sending rate is set
1000 pkt/s, the results for different scope are shown in
Table 4, and the trend is shown in Figure 9.

As can be seen from Figure 9, the accuracy between mul-
tinode and single-node is similar. However, as the scanning
range increases, the multinode shows better performance.

Consider ratio changes at the same sending rate of the
single-node and multinode, as shown in Figure 10. In an ideal
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FIGURE 10: Single-node and multinode ratio diagram.

environment, the detection time of N nodes is 1/N of the sin-
gle node.

As can be seen from Figure 10, reaching the ideal ratio
value “5” is determined by the packet rate and the scope of
the probe host. It can be derived as follows in conclusion:

(i) If the detection range is fixed, the lower the sending
rate, the easier it is to approach the ideal ratio

(ii) If the sending rate is fixed, the larger the detection
range, the easier it is to approach the ideal ratio

Based on this conclusion, for better detection results, the
system parameters can be adjusted by three factors: the num-
ber of nodes, the range of detected host, and network
bandwidth.

5. Conclusions

The current service discovery system cannot deal with real-
time updates and changing network services. Existing scan-
ners only support the probing of common public protocols.
This paper designed a Customizable Distributed Network
Service Discovery System (CDNSDS) to solve the issue.
CDNSDS consists of three subsystems: CCS, SCS, and SPS.
In the CCS, a pattern set of syntax conventions is defined
to assist users in customizing scan features. At the same time,
the SPS provides an efficient Masscan-based scanning mod-
ule. In the SPS, we describe interactive detection technology,
including TCP connection management, and randomize tar-
get address in detail. Finally, the Docker Swarm Mode is used
to distribute container choreography, and the experiment
shows that the CDNSDS has high efficiency and accuracy,
especially in industrial control protocols.

As a future work, the system should extend the syntax of
the pattern set to make it better adapted to the changing pro-
tocol, such as dynamically constructing the sending packet
for the reply packet. At the same time, it is necessary to calcu-
late the relationship expressions of the transmission rate,

transmission range, and the optimal ratio mathematically to
arrange the distributed nodes to conduct detection with
higher timeliness.
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The goal of network representation learning is to extract deep-level abstraction from data features that can also be viewed as a
process of transforming the high-dimensional data to low-dimensional features. Learning the mapping functions between two
vector spaces is an essential problem. In this paper, we propose a new similarity index based on traditional machine learning,
which integrates the concepts of common neighbor, local path, and preferential attachment. Furthermore, for applying the link
prediction methods to the field of node classification, we have innovatively established an architecture named multitask graph
autoencoder. Specifically, in the context of structural deep network embedding, the architecture designs a framework of high-
order loss function by calculating the node similarity from multiple angles so that the model can make up for the deficiency of
the second-order loss function. Through the parameter fine-tuning, the high-order loss function is introduced into the
optimized autoencoder. Proved by the effective experiments, the framework is generally applicable to the majority of classical

similarity indexes.

1. Introduction

Nowadays, with the explosive growth of network data, the
mainstream network representation learning algorithms are
gradually difficult to adapt to the intricate data types. A vari-
ety of approaches were proposed to address privacy [1] and
security [2] issues. The network is the carrier of the sophisti-
cated relationships between data. Taking social networks as
an example, large websites such as Twitter and Facebook
have been consistently developing for a long time so that they
can possess millions of online users. The user information
scale is enormous, and the network structure is rather intri-
cated. Thus, a mass of relationships between online users
are worth exploring. By capturing the structural characteris-
tics of real-world networks, experts and scholars can deal
with multiple data analysis tasks efficiently, such as commu-
nity detection [3], link prediction [4, 5], and node classifica-
tion [6]. The emergence of network representation learning
[7, 8] technology is of vital significance to social network
analysis.

In the field of link prediction based on the classical simi-
larity index, the CN [9] index calculates the number of com-
mon neighbors to predict the potential links between node
pairs. The AA [10] index imposes a penalty on lower-
connected neighbors. The Jaccard [11] index measures the
similarity by comparing the proximities and differences
between sample sets of common neighbors. The LP [12]
index introduces the influencing factor of a third-order local
path to the algorithm. The Katz [13] index improves the pre-
diction accuracy by optimizing the LP index, by which it
comprehensively extends the local path to the global path.

Motivated by Natural Language Processing [14], lots of
network representation learning algorithms based on the
Continuous Bag-of-Word model and Random Walk have
gradually appeared. Essentially, it is a network mapping tech-
nique that each node is uniquely represented in form of low-
dimensional vectors. By measuring the similarities between
embedding vectors, these latent representations are probably
to find the potential correlations between different entities
denoted by nodes. Specifically, the low-dimensional space
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FIGURE 1: Architecture of our proposed multitask graph autoencoder.

can visualize the potential links in the complex network that
are hard to be observed. Network representation learning not
only is broadly employed to handle sophisticated social net-
work tasks but also can be parallelized to reduce computa-
tional time.

Perozzi et al. [15] utilized the Random Walk mechanism
to traverse all the network nodes deeply and preferentially.
Given the initial node and walk step size, the algorithm sam-
ples a neighbor node as the next access node at random and
then constitutes node access sequences of specified length in
order so as to express the cooccurrence relation between
nodes. After obtaining associated sampling data, the algo-
rithm inputs sampling data into the skip-gram model for
training, and the neighborhood structure of discrete nodes
is then represented by vectors. Struc2vec [16] redefines node
similarity from the perspective of a spatial structure. The
algorithm constructs the weighted hierarchy graph by com-
puting the node pair distances in different layers. Eventually,
it leverages the generated node sequences that are structur-
ally similar to learn network representations. Tang et al.
[17] use the gradient descent method to separately optimize
the first-order proximity and the second-order proximity.
During the process of training, Tang et al. apply the negative
sampling [18] method to decrease the time complexity.

Here, the contributions of our paper are demonstrated as
follows: (1) We propose a new link prediction algorithm of
mixed local neighbor and path, namely, MLNP. (2) For the
deficiency of loss functions in structural deep network
embedding (SDNE), our work establishes an architecture of
multitask graph autoencoder (MTGAE), which designs a
framework of high-order loss function from the perspective
of capturing the similarity information. (3) We confirm the
universal effectiveness of the loss function framework on dif-
ferent datasets. The specific model flow chart is shown in
Figure 1.

2. Related Works

2.1. Autoencoder. As a special form of feedforward neural
network, an autoencoder [19-22] is often used for dimen-
sionality reduction feature learning in a graph embedding
field. Let RN be an N-dimensional adjacency matrix repre-
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senting a graph network as input and x; € RN be an adjacency
vector comprised of the local neighborhood structure infor-
mation. The autoencoder consists of two components: the
encoder g(x;): RY — RP and the decoder f(y,): R® — R¥.
Specifically, it maps the adjacency vector to the low-
dimensional embedding space composed of several nonlinear
functions and acquires the approximate representation vec-
tor by effective way of compressing the graph-structured
data. Then, we decode the embedding vector and represent
it as the reconstruction vector x;. During the backward pass,
the reconstruction loss error between the input and the out-
put is minimized by adjusting the weight matrix cyclically.
The representation vectors of latent space for different layers
are computed as follows:

1

Wea(why e o), k=234 K (1)
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Mixed local neighbor and path.
Input: edge list

Output: similarity matrix, AUC score
Input adjacency matrix A

N Sk ey

Divide all edges into the training set and probe set

Construct the third-order path matrix with attenuation parameters aA>
Construct optimized common neighbor matrix Sy sga

Construct matrix based on the method of preferential attachment Sp, =k, x k,

Calculate the similarity matrix that incorporates multiple methods Sy p = Syaara * Spa + ®A°
Calculate the AUC score of the MLNP index

ALGORITHM 1:

Multitask graph autoencoder.

11: Until converge

Input: the network G = (V, E) with adjacency matrix M, node labels, the parameters o, f,y, v
Output: network representation Y and updated parameter 6

1:  Apply Adam optimizer and ReLU activation function
2:  Construct the similarity matrix M
33 X=A
4: Repeat
5: Based on X, apply Equation (1) to obtain X and Y = YX
b 2
6: Losshigh-order = H(X - X)QM * YHF
o 2
7: Lossypg = [|(X - X)OB[¢
8:  Loss,, =2tr(YTLY)
9: LosS 3, = aLoss g + L0sSyng + LOSSyigh order + VLOSS g

10: Use 0L/00 to backpropagate through the whole network to obtain the parameter 0

12: Obtain the network representations Y = YX

ALGORITHM 2:

where W) is the weight matrix of the kth layer, ySkil) is the

(k — 1)th layer latent vector, b*) is the biases of the kth layer,
and o(-) denotes the sigmoid nonlinear activation function.

2.2. Structural Deep Network Embedding. In 2016, Wang
et al. [23] put forward a structural deep network embedding
model in two aspects. The first-order proximity captures
local structure features of the network by judging whether
nodes are linked by a direct edge [24], which can be thought
of as the supervised component. Meanwhile, the second-
order proximity preserves global structure features by
observing the differences between the neighborhood struc-
ture of nodes, which can be regarded as the unsupervised
component. Two concepts of proximity describe the charac-
teristics of the network structure from complementary view-
points. The SDNE model gives weights to the first-order and
second-order proximity loss functions for iterative optimiza-
tion, respectively. The SDNE architecture is shown in
Figure 2.

The first-order loss function makes the corresponding

embedding vectors of adjacent nodes yfk) and y](-k) approxi-
mate in embedding spaces. The objective function is calcu-

lated as follows:

n
Loss, = Z Sij

B_ 0|
’ylw_y; >H2=2tr(YTLY), (2)
ij=1

where tr(-) denotes the matrix trace, s;; is the element of the

adjacency matrix, L is the Laplace vector matrix, and Y is the
encoded vector matrix of the hidden layer.

Intuitively, the second-order proximity compares the
neighborhood structure of node pairs, and the proximity is
computed as follows:

w0

Lossyeg = Y. [|(% - x,)Obi[[3 = || (X - X) OB
i=1

where x; —x; is the reconstruction error, (-) denotes the
Hadamard product, and b, is a penalty coefficient, where b,

= {bi»j}7:1' If 5;;=0, b;; = 1; otherwise, b;; = > 1. Affected
by the sparsity of the network, the quantity of zero elements

in the adjacency matrix is far more than that of nonzero ele-
ments. We assume that the adjacency matrix is directly



addressed as the input of SDNE; it is simpler to reconstruct
the zero elements. However, this is not in accordance with
our previous expectations, and a reasonable solution is to
impose a higher penalty coefficient 3 on the reconstruction
error of nonzero elements. The ultimate goal of the SDNE
model is to jointly optimize the proximity loss functions,
and the integral loss function is shown in

Loss = aLoss g + L0sSy,q + VLOSS (4)

where Loss,, denotes the regularization term to avoid over-

fitting. Because of the robustness of the sparse network, per-
formances of overall optimization are hardly affected by
variations of parameters « and .

3. Proposed Link Prediction Algorithm

In this paper, we innovatively propose an MLNP link predic-
tion algorithm that integrates methods of common neigh-
bors, high-order path, and preferential attachment. We
adjust the structural factors of the LP index by weighing pre-
diction accuracy against computational efficiency. The calcu-
lation method is shown in

1 g s
Sy= ) (W) xk,xk, +ad’,  (5)

zel'(x)NI'(y)

where A is the adjacency matrix, « is the attenuation param-
eter, and k, and k, denote the degrees of pairwise nodes.

More importantly, I'(-) means the neighbor nodes. By utiliz-
ing the MAARA matrix based on the AA index and RA [25]
index, we highlight the importance of nodes with tremen-
dous influence. In specific, the algorithm enhances the con-
tribution of nodes with higher degree centralities to
similarity and weakens the contribution of nodes with lower
degree centralities to similarity. We distinguish common
neighbors with different degree centralities to reflect the cor-
relations between pairwise nodes more accurately. The node
similarity is calculated as follows:

1 2
zefgnrm <W> ' (6)

According to the theory of preferential attachment [12],
the probability of potential links between the central node
and other neighbor nodes is directly proportional to the
degree centrality of the central node. Furthermore, the likeli-
hood one link connecting pairwise nodes v, and v, is also

S,y =

directly proportional to k, x k,. To summarize, the Hada-

mard product of the reconstructed MAARA matrix and PA
matrix compresses the local neighborhood information so
that we can thoroughly take the properties of nodes them-
selves, the number, and influence of common neighbors into
consideration.

The above method conducts structural optimizations for
the common neighbor index and explains its superiority
from the theoretical level. Inspired by the idea of the global
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TABLE 1: Statistics of node classification datasets.

Network  Node Edge Label Average Average path
degree length

Europe-

flight 399 5995 4 30.1 2.28

Brazil- 131 1074 4 16.4 271

flight - .

path, as the number of intermediate nodes in local paths
increases, the weight parameter of the high-order path will
decay. Intuitively, the number of second-order paths is equal
to the number of common neighbors that have been dis-
cussed, indicating that the weight of the third-order path is
the highest. Hence, our work innovatively introduces the fac-
tor of third-order path combined with the above matrices
into the ultimate similarity matrix so as to produce a substan-
tial boost on prediction accuracies. The basic algorithm pro-
cedure is shown in Algorithm 1.

4. Multitask Graph Autoencoder

4.1. High-Order Loss Function. The deficiency in second-
order proximity of the SDNE model is explained as follows:
When imposing a penalty coefficient 3 on nonzero elements,
the only criterion for measuring similarities is whether an
edge exists between pairwise nodes. Factually, the properties
of common neighbors, the length of paths, and even the
attenuation parameters will bring about deviations in the
process of computing similarities. The adjacency matrix only
describes the actual condition, while the similarity matrix
reveals the hidden structural similarity of the network. For
instance, a couple of individuals who have more common
friends are more likely to establish friendships, even though
they do not get acquainted with each other before. In network
topology, we can directly observe the explicit links but may
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ignore the potential links simultaneously. Thus, the idea of
applying the adjacency matrix only is single that seeking
the potential links inferred by the algorithm is the key to lift-
ing the capability of our model.

The high-order proximity and second-order proximity
are complementary in that they, respectively, punish matrix
elements according to the explicit similarity and the hidden
similarity of the network structure. By using the backpropa-
gation algorithm, we cyclically minimize the introduced
high-order loss function error. In detail, the reconstructed
high-order loss function is defined as follows:

c o~ 2
Losshigh—order = Z ||(xi _xi)QM * YHZ’ (7)

i=1

where M is the similarity matrix and y is the adjustment
parameter. Parameter y directly controls the fluctuation

range of similarity and constrains the reconstruction weight.
We believe that y should be consistent with 3 (1-20), or the
different loss functions will exhibit extreme imbalance. Our
model has its advantages in addressing the tasks of link pre-
diction and semisupervised node classification at the same
time. In specific, we borrow the idea of link prediction, which
takes the output similarity matrix as an intermediate product,
and then, we input the processed vector matrix into a stacked
autoencoder.

4.2. Optimization of Autoencoder. In our experiment, we use
the Keras [26] module to implement two layers of encoder
and decoder at the CPU-enabled Tensorflow [27] backend.
The hidden layer dimensionality of our model architecture
is fixed at N-256-128-256-N. Due to the abandonment of
the deep belief network [28] structure for parameter pre-
training, the SGD optimizer and Sigmoid activation function
applied by the original SDNE algorithm may lead to the



cessation of training. Alternatively, our architecture attempts
to apply the Adam [29] algorithm with a fixed learning rate
and ReLU [30] activation function for optimization.

The Adam optimizer has the characteristics of inertia
retention and environmental perception. The method of cal-
culating a new round of gradient descent is the linear weight-
ing of the current real gradient with the gradient used in the
previous round for gradient descent. The superiority of its
adaptive learning efficiency lies in overcoming the network
sparsity problem effectively. Compared with the SGD opti-
mizer which is easy to converge to the local optimum and
trapped in the saddle point, the Adam optimizer is recog-
nized for accelerating the convergence speed and maintain-
ing the convergence stability. However, the adaptive
learning rate algorithm of the Adam optimizer performs
worse in the fields of object recognition and syntax compo-
nent analysis. In the deep neural network (DNN), the gradi-
ent of the Sigmoid activation function is very small at a
position away from point 0. During the backpropagation
phase, the information loss problem caused by gradient dis-
appearance may occur, and computation of the partial deriv-
ative involved with division may increase the time
complexity of the algorithm. ReLU activation function, how-
ever, can effectively alleviate this type of vanishing gradient
issue and perform well in enhancing computational effi-
ciency. To summarize, the complete algorithm is shown in
Algorithm 2.

5. Link Prediction Experiments

5.1. Datasets and Evaluation Metrics. For link prediction, we
evaluate our MLNP algorithm on five classical graph-
structured datasets. The fundamental information of datasets
is introduced as follows.

NS [31] is a collaboration network of scientists who have
published distinguished papers on the topic of complex net-
works. An observed link is present if there is a cooperative
relationship between scientists in papers. PB [32] is an Amer-
ican political blog network that documents the links between
blogs extracted from network websites. PPI [33] is a protein-
protein interaction network. The nodes denote macromole-
cules of proteins, and the links indicate the interactions
between a couple of proteins. USAir [34] is an aviation net-
work of the United States that each node corresponds to a
termination. If there is a direct air route between termina-
tions, it means that there is a connection between nodes.
Router is a router [35] network on the Internet, where nodes
denote routers and edges directly connect the two routers for
packet exchange through optical fiber or other means.

Our work adopts the most widely used AUC score to
evaluate our proposed MLNP algorithm on link prediction
tasks. It can be explained as the likelihood that the randomly
selected test links score higher than stochastically selected
nonexistent links. In contrast to the precision@k evaluation
indicator, the AUC score overall measures the prediction
accuracy. It is defined as follows:

! 1y
0.5
AUuCc= P 8)
n
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FiIGure 5: Comparison of loss convergence between Adam
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TABLE 2: Parameter settings.

Epoch o B 11 12
100 le—4 5 le-6 le-5

Among n times of experimental comparisons, n’ denotes
the occurrences of missing links that score higher than non-
existent links, while n'’ denotes the occurrences of having the
same score.

5.2. Result Analysis. To guarantee a more fine-grained com-
parison, we empirically choose 90% links at random as the
training set, and the remaining 10% links constitute the
probe set for prediction. We summarize the consequences
of link prediction for five datasets in Figure 3.

In comparison to other strong baselines [36], the experi-
ment results explicitly show that the formulated MLNP algo-
rithm consistently achieves the best AUC performance on
three datasets {NS,PB,and PPI}, respectively, 1.24%,
0.33%, and 0.3% higher than the best baseline. Although
the prediction accuracy of our method is slightly 0.24% lower
than the RA index on the USAir dataset and 2.78% lower
than the Katz index on the Router dataset, it remains com-
petitive compared with the rest of the similarity indexes.

On small-scale datasets, we explicitly observe that our
method outperforms all other baselines, even exceeding the
Katz index based on the global path. To our surprise, the pre-
diction accuracy reaches 99.7% on the NS dataset. However,
the formulated algorithm gets worse AUC performances than
the RA index and Katz index on large-scale datasets. The pos-
sible reasons are twofold. Firstly, with the increase of diameter
and average path length of the network, it is far from enough
that the MLNP algorithm only captures local information.
Secondly, the Katz index preserves the global structures ade-
quately by traversing the network. The experiments reveal that
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FIGURE 6: (a) Micro-F1 and (b) Macro-F1 of MTGAE on Europe-flight dataset.

the MLNP algorithm is quite effective for optimization of the
original similarity index. We attribute the efficacy of our inno-
vation to multiple integrated methods.

6. Node Classification Experiments

6.1. Datasets and Evaluation Metrics. We select two air trans-
portation networks of Europe-flight and Brazil-flight to
assess the effects of representations. Specifically, the dataset
contents comprise nodes, links, and node labels that 399
nodes and 5995 links exist in the Europe-flight network,
and 131 nodes and 1074 links exist in the Brazil-flight net-
work. Both datasets divide node labels into four categories,
and the detailed statistics of network attributes are computed
in Table 1.

To ensure that the adopted similarity theory can traverse
the network locally and globally, we calculate the degree dis-
tribution of nodes as well. According to the simulation con-

sequences, although the quantity of network nodes
decreases, the structure information is adversely more intact
due to the relatively high link density and average node
degree. The exact degree distributions of datasets are shown
in Figure 4.

Empirically, we employ the current popular F1-measure
indicator [367] to evaluate the quality of graph embedding
representations, and the calculation method is defined as fol-
lows:

precision = YaccTP(4)
Yaec(TP(A) + FP(4))’
recall = 2accTP(A) (9)

Yaec(TP(A) + FN(A))’

2 * precision = recall
F1l-measure =

precision + recall
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6.2. Loss Convergence Comparison of Optimizers. To check
the loss convergence of the Adam optimizer and SGD opti-
mizer, we apply the control variable method to perform 100
iterative training epochs on the premise of consistent model
parameters. The simulation experiments of loss convergence
are shown in Figure 5.

In this experiment, the results obviously reveal that the
architecture combined with the Adam optimizer converges
more quickly and more stably. Under the same circum-
stances, there is no doubt that the capability of the Adam
optimizer is better compared with the SGD optimizer.

6.3. Result Analysis. We set the training batch size of our
model to the total number of nodes in one network. To

ensure the consistency of other model parameters, our work
configures the training parameters of the MTGAE model
shown in Table 2. Specifically, the weight parameters of
first-order and second-order proximity should remain
strictly constant. Affected by the negative effect of overfitting,
the autoencoder applies the regularization to limit the weight
threshold value in the fully connected neural network.

The feature learning of network structure is insufficient
when we train on fewer nodes. Considering the contingent
consequences that may appear, we determine to give up sam-
pling 10% and 20% of the observed links in networks for
training. Instead, when the training percentage increases
from 30% to 90%, every time, we calculate the mean value
of 10 experiments to compare the performances between
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FIGURE 8: Visualization of (a) Europe-flight

the MTGAE (MLNP) algorithm and the classical SDNE algo-
rithm. Moreover, the mainstream algorithm of Line and
Node2vec [37] is chosen as benchmarks as well, and the
actual consequences of node classification are shown in
Figures 6 and 7.

By carefully calculating the experiment results, we dis-
cover that under different proportions of training sets, the
proposed MTGAE (MLNP) model applied in Europe-flight
and Brazil-flight networks boosts the average Micro-F1 by

network and (b) Brazil-flight network.

2.42% and 2.25%, respectively, and enhances the average
Macro-F1 by 2.54% and 2.21%, respectively. When the train-
ing percentage is up to 90%, it means that the algorithm
completely learns the network representations, and the pro-
motion of node classification accuracy reaches the climax,
even 5%-6%. It can be seen that whatever proportion of the
training set is divided by the experiment, both the Micro-F1
and Macro-F1 of our algorithm are generally higher than
those of the related algorithms. We find that our algorithm
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FIGURE 9: (a) Micro-F1 and (b) Macro-F1 of loss function framework on Europe-flight dataset.

can promote both the evaluation metrics, indicating that the
introduced high-order proximity can capture the structure
features better in latent spaces and achieve ideal classification
effects. The visualizations of the two datasets are shown in
Figure 8.

6.4. Horizontal Contrast of Loss Function Framework. In
order to verify the universal validity of the high-order loss
function framework, we separately adopt the same process-
ing method as the MLNP index for the CN index, RA index,
and Katz index. In two different networks, the horizontal
contrasts of our experiments are shown in Figures 9 and 10.

The results reveal that no matter what kind of similarity
index we introduce into the framework of the high-order loss
function, the MTGAE model is superior to the SDNE model

except for a couple of special cases on two datasets. Only
when we randomly sample 80% of the links in the Europe-
flight network and stochastically sample 50% of the links in
the Brazil-flight network for training, the SDN model can
behave better slightly than one or two other models. The
underlying cause is the particularity of datasets. Moreover,
it can be found that when we convert the MLNP index and
Katz index to high-order loss functions, the improvement
margin of node classification is more apparent. The accurate
results are shown in Table 3. We choose the MTGAE model
with the best prediction accuracy to display the specific
improvement margin compared with the SDNE model.
Hence, the experiment consequences demonstrate that the
introduced framework of high-order loss function is gener-
ally effective in boosting the accuracy of node classification.
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TABLE 3: Performance of MTGAE model compared with SDNE.

Europe-flight Brazil-flight

Training ratio SDNE MTGAE SDNE MTGAE

Micro Macro Micro Macro Micro Macro Micro Macro
0.3 0.457 0.451 0.469 0471 0477 0.482 0.499 0.503
0.4 0.513 0.506 0.541 0.532 0.496 0.506 0.547 0.554
0.5 0.487 0.481 0.514 0.508 0.533 0.541 0.545 0.544
0.6 0.522 0.516 0.535 0.523 0.589 0.577 0.633 0.608
0.7 0.535 0.510 0.556 0.531 0.567 0.544 0.592 0.569
0.8 0.534 0.524 0.553 0.546 0.584 0.568 0.629 0.615

0.9 0.575 0.549 0.64 0.603 0.650 0.641 0.714 0.702
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7. Conclusions

In this paper, we put forward an MLNP similarity algorithm
that integrates multiple similarity theories. In addition, we
establish an architecture of the MTGAE model which intro-
duces the high-order loss function into an optimized autoen-
coder by preprocessing the similarity index. The
extraordinary innovation of the MTGAE model is that it suc-
cessfully applies the link prediction methods to the field of
node classification. Specifically, the MLNP index of link pre-
diction is used as an intermediate product to construct the
high-order loss function. The above algorithms perform
favorably well in both applications of link prediction and
node classification. Furthermore, our work applies different
similarity matrices as the high-order loss functions to verify
the universal validity of the framework. The results demon-
strate that our framework of high-order loss function adapts
to the majority of popular similarity indexes.

With the continuous development and innovation of
deep learning, numerous deep models with side information
of nodes and edges emerge in an endless stream. However,
some static models can no longer satisfy the needs of a broad
range of practical applications. Experts and scholars have
gradually turned their attention to dynamic graph embed-
ding models. Although some professors have put forward
algorithms to address the dynamic network, quite efficient
methods to handle the multidimensional features still lack.
The dynamic network is increasingly becoming a significant
research object. Embedding the features of nodes and edges
into autoencoder architecture and building dynamic evolu-
tion models are becoming significant research directions to
extend graph embedding technologies. In the future, the
majority of models to address the network representation
learning problems have broad application prospects in such
as recommender systems [38] and mobile computing [39].
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