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Research Article
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In an identity-based broadcast encryption (IBBE) scheme, the ciphertext is usually appended with a set of user identities to specify
intended recipients. However, as IBBE is adopted in extensive industries, the demand of anonymity for specific scenarios such as
military applications is urgent and ought no more to be ignored. On the contrary, how to optimize computation and com-
munication is an unavoidable challenge in the IBBE scheme construction, especially in the large-scaled resource-limited wireless
networks such as the Internet of+ings (IoT), where the cost of computation and communication should be mitigated as much as
possible since other functions including connectivity and privacy should be given the top priority. +us, we present an IBBE
scheme from the lattice, in which we employ the Chinese remainder theorem and lattice basis delegation in fixed dimensions to
obtain several desirable characteristics, such as constant-size public parameter, private key, and ciphertext. In addition, our
encryption and decryption algorithms are more efficient than broadcast encryption (BE) schemes based on number-theoretic
problems. To be noticed, our scheme can simultaneously achieve confidentiality and outsider anonymity against the chosen-
plaintext attack under the hardness of the learning with error (LWE) problem.

1. Introduction

IoT is a network of interconnected things/devices, in which
sensors, software, network connections, and necessary elec-
tronic devices are integrated to collect and exchange infor-
mation and respond to real-time data requests. IoTallows data
accumulation from and exchange between the physical world
and computer systems through existing network infrastruc-
tures. With these connected tiny and smart devices, one’s life
can be of higher quality, safer, smarter, more convenient,
comfortable, and timely informed than ever before. Security is
one of the main concerns mentioned by cybersecurity experts.
+ey believe that even end device connectivity and information
sharing can be exploited to have a negative impact on a person
safety and well-being. Besides hacking IoT devices to com-
promise online data and privacy, it can also become the entry
point of invading the entire network [1, 2].

Remote terminal unit (RTU) [1] is an electronic device,
which is installed in a remote site (generally, few people
supervise the distant site). It is used to monitor and control
sensors and equipment remotely and widely adopted in the
supervisory control and data acquisition (SCADA) system.
RTU usually converts themeasured state or signal into a data
format that can be sent on the communication medium by
using the Modbus protocol. It can also receive commands
sent by the central monitor computer to execute functional
control of the equipment. As the Modbus protocol does not
apply data encryption mechanism, the data flow between the
monitor center and RTU is in plaintext. As a consequence,
the data transmitted in the open network may be eaves-
dropped or tampered with. What is worse, the data tam-
pering may cause disorder in the automated production
process or even serious accidents of equipment damage. To
keep the confidentiality of data transmission, cryptographic
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modules can be embedded in data collection equipment such
as RTU/DTU and effectively help prevent data theft and
command tampering [2]. Once the concern of confidenti-
ality is got rid of, such devices can be safely applied to
industrial control industries such as oil and gas exploitation,
environmental monitoring, power transmission and trans-
formation, oil and gas pipeline networks, and hydrological
monitoring.

Fiat and Naor [3] first introduced broadcast encryption,
which allows a sender to send an encrypted message to a
large number of receivers via public channels, and only
authorized users can obtain the message, as shown in Fig-
ure 1. Compared with the public key encryption for a single
recipient, BE significantly saves computing and communi-
cation costs. +erefore, BE has been promoted to numerous
applications, such as key distributing [4], encrypted file
sharing [5], satellite TV subscription [6], digital right
management [7], and social network service [8]. Take pay
service as an example. As shown in Figure 2, nonpaying user
U2 cannot enjoy the service or just is able to enjoy limited
service, while paying users (U1, U3, . . . , Un) can enjoy entire
and high-quality service. +ere are a large number of related
works that can be classified into the conventional BE
[6, 9–13] since they are based on number-theoretic prob-
lems, such as big integer factoring and discrete logarithm
problem, and rarely meet the requirements of industrial
applications.

With the advent of quantum cryptography, the security
of conventional BE schemes is heavily threatened. In
FOCS′94, Shor [14] proposed a quantum algorithm to solve
the problem of discrete logarithm and factorization in
polynomial time. +ereafter, it becomes one of the most
urgent topics to design BE schemes against quantum attacks.

Lattice cryptography can resist quantum-computing
attacks [15] and has multiple advantages over the conven-
tional cryptography. Firstly, lattice is a vector space com-
posed of n linearly independent vectors b1, . . . , bn in Rm,
which only request lightweight operations such as modular
addition and matrix multiplication. +us, it is suitable for
devices with limited computational ability such as smart
cards. Secondly, lattice cryptography enjoys pretty strong
security guaranteed by the worst-case hardness assumptions
[16, 17], such as shortest vector problem (SVP) [18] and
closest vector problem (CVP) [18]. +irdly, lattice cryp-
tography can be adopted to comparable extensive industries
as its conventional cryptography was, given almost all
conventional public key encryption (PKE) schemes based on
big integer factoring or discrete logarithm problems can also
be realized in lattice cryptography.

A desirable BE scheme on lattices should keep not only
confidentiality but also anonymity as anonymity is an
extremely favourable characteristic for diverse BE systems
[19]. To distinguish authorized receivers from the unau-
thorized, BE ciphertext usually includes the intended re-
cipients’ identities. +is means users’ identity information
is revealed. Specifically, such identity exposure is expected
to be avoided when users’ identities are sensitive. For
instance, in the military field, the set of broadcast receiver
identities undoubtedly implies specific military objectives

or personnel. Meanwhile, to support a large number of
receivers in a BE system, the public key of every receiver
can be conveniently chosen as a meaningful string, which
is their unique identification, such as a passport number or
an e-mail address. +is is exactly the motivation of pro-
posing an IBBE system that is capable to support expo-
nential user scale.

1.1. Our Results. Each BE system involves multiple recipients.
+us, it is intricate to construct a BE scheme in a lattice context.
Our main contributions include the construction of an
anonymous IBBE from the lattice and the security reduction to
the LWE problem. Our design is inspired by the lattice-based
BE scheme of Wang et al. [20], which depends on the Chinese
remainder theorem to achieve the dynamic anonymity. In this
work, we rely on the Chinese remainder theorem to construct
an IBBE scheme, and the core idea is as follows.

+e Chinese remainder theorem offers one-dimensional
linear congruence equation x ≡ ai(modqi) that has and only
has one solution x � Q1Q1′a1 + · · · + QkQk

′ak(modQ). In
order to construct a BE scheme on lattices, we combine the
Chinese remainder theorem with the LWE hardness
assumption.

(i) Firstly, we extend the Chinese remainder theorem
to a matrix form, such as x and ai are extended to
matrices X and Ai with dimension n × m, respec-
tively. +us, the system of linear congruence
equations has the similar solution; that is,
X � Q1Q1′A1 + · · · + QkQk

′Ak(modQ), where X is
close to uniform distribution [20] if Ai is a random
matrix over Zn

q.
(ii) +en, choose a random vector s, which is to blind X.

Blind results are used to encapsulate symmetric keys
K, e.g., C2 �(􏽐

k
i�1 QiQi
′Ai)(􏽐

k
i�1 QiQi
′s) + 2e + K)

(modQ), where Ai and qi are receiver i’s public keys
and e is an error vector. Since the key encapsulation
is constructed by the Chinese remainder theorem,
its distribution is indistinguishable from the uni-
form distribution [20].

(iii) +irdly, when authorized receiver i decrypts the
ciphertext, he does not need to know the other
users’ identities. He firstly computes C2 mod qi,
where qi is his public key. and then C2 is trans-
formed to a LWE instance vector related to his
public key Ai, i.e., C2(modqi) � (A⊤i s+

2e + K)(modqi). Now, authorized receiver i uses his
private key to decrypt (A⊤i s + 2e + K)(modqi) to
obtain the symmetric key K and then gets the
broadcast message.

(iv) To obtain an IBBE scheme, we need to connect
users’ public keys Ai and qi to identity IDi. Firstly,
we use an encoding function H1: Z

n
q⟶ Zn×n

q to
map identities IDi ∈ Zn

q to matrices Ai ∈ Zn×n
p , i.e.,

Ai � H1(IDi) [21], and a division intractable hash
function H2: 0, 1{ }∗ ⟶ Zn

q to map identities
IDi ∈ Zn

q to integer qi ∈ Zn
p. Note that integer qi is a

prime with an overwhelming probability [22] so
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that user i’s public key qi and user j’s public key qj

are ensured mutually prime.
(v) Lattice basis delegation mechanisms were proposed

by Cash et al. [23] and Agrawal et al. [21]. Given a
matrix A ∈Zn×m

q and a lattice basis TA of Λ⊥q (A), a
matrix B from A and a random basis TB for Λ⊥q (B)

can be generated. However, in [21, 23], the di-
mension of matrix B is larger than the dimension of
the given matrix A. So, the ciphertext and private
key sizes of their HIBE schemes increase as the
hierarchy deepens. +us, in terms of private key

generation of our scheme, we employ lattice basis
delegation with constant dimension technology [21]
to generate the user private key, where
B � AR− 1 ∈Zn×m

q and B has the same dimension as
A. +ence, the private key size of our scheme is
constant, and the size of the ciphertext has nothing
to do with the number of recipients.

1.2. Related Work. Identity-based encryption (IBE) [24] is
a special kind of BE. +ere is one receiver set specifying
intended receivers, and in an IBE scheme, the user public

Base Station

Figure 1: Broadcast in the Internet of Vehicles network.
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. . . . . .

Figure 2: IBBE for pay service.
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key can be any string as long as the string can be a uniquely
identified user, such as a passport number and e-mail
address. In 2008, Craig et al. [25] proposed the technology
of lattice-based one-way trapdoor function and con-
structed an IBE scheme whose security is based on the
LWE problem [26] in the random oracle model. In their
scheme, trapdoor sampling algorithm [27] is used for
generating the master public key and master secret key.
+en, the preimage sampler [25] takes the master secret
key as the input to generate the user’s secret key. Finally,
both the master public key and the user’s identity are used
to generate two separate pseudorandom LWE instances as
the ciphertexts.

Hierarchical identity-based encryption (HIBE) [28, 29]
is also a special kind of BE. Users in the broadcast set have a
hierarchical structure, and the lower-level users’ keys are
generated by the higher-level users. In 2010, Cash et al.
[23, 30] proposed a new concept of cryptography, called
bonsai tree, and constructed an HIBE scheme based on the
LWE problem by utilizing the lattice basis delegation
technique, which allows one to use a short basis of a certain
integer lattice L to generate a short random basis for a new
lattice L0 derived from L. However, in their HIBE scheme,
the dimension of the child lattice L0 is greater than that of the
parent lattice L for the reason that, as the hierarchical
structure increases, the private key and ciphertext also be-
come longer. Shweta Agrawal and Boyen [31] proposed a
lattice basis delegation technique which does not increase
the dimension of the lattices involved and presented two
HIBE schemes with shorter ciphertext and private keys with
and without the random oracle based on the LWE problem,
respectively.

Attribute-based encryption (ABE) [32] and BE are both
one kind of one-to-many encryption. In the ABE system, the
private key and the ciphertext are related to the attributes;
when the attributes owned by the user match the ciphertext
attributes, the user can obtain the ciphertext. Boyen [33]
proposed an efficient ABE scheme and proved its security in
the selective sense from LWE hardness assumption in the
standard model. Nevertheless, BE needs to specify which
users are authorized receivers.

Fiat and Naor first introduced BE [3]. In 2005, Boneh
et al. [11] proposed the first fully collusion-resistant BE
scheme with static security, and both the size of ciphertexts
and private keys are constant, but the size of the public key
is proportional to the number of receivers. In 2009, Craig
and Waters [13] proposed a BE scheme with adaptive
security in the random oracle model. In 2007, Delerablée
[34] proposed the first IBBE scheme, which obtains
adaptive chosen-ciphertext attack (CCA) in the random
oracle model, as well as has constant-size ciphertexts and
private keys. In 2009, Craig and Waters [13] presented the
first IBBE scheme, which is against adaptively chosen-
plaintext secure in the standard model. In 2014, Boneh et al.
[35] proposed the first IBBE scheme, which obtains se-
lectively CCA-secure from multilinear maps and has
constant-size ciphertexts. In 2015, Jongkil Kim et al. [36]

proposed an IBBE scheme, which is adaptively CCA-secure
in the standard model, but uses dual encryption technique.
In 2016, Dan and Zhandry [37] proposed a BE scheme,
which obtains adaptive security by using indistinguish-
ability obfuscation technique and has short ciphertexts,
secret keys, and public keys.

Anonymity is a good security property; however, the
aforementioned scheme cannot be obtained because the
recipients’ identities are broadcasted as ciphertext. +us,
the identities’ information is exposed. In 2006, Adam et al.
[12] presented two fully anonymous BE constructions; both
of them obtain CCA security. +e first one is a generic
construction, and the decryption cost has a linear rela-
tionship with the number of receivers. +e second is a
specific construction, requiring a certain number of de-
cryption operations, and the security proof relies on a
random oracle model. In 2012, Libert et al. [19] proposed
some fully anonymous BE schemes, which are fully
anonymous and have adaptive CCA security in the stan-
dard model; at the same time, the formal security definition
of the anonymous BE scheme is given. In 2012, two
anonymous BE schemes with outsider anonymous were
proposed by Fazio and Milinda Perera [38], and the two BE
schemes have sublinear-size ciphertexts. In 2016, two
anonymous BE schemes were proposed by He et al. [39];
the first one is the general scheme [39], and the second one
is the specific scheme [39]. Both of these schemes are
proven to be adaptive CCA-secure. However, all the
aforementioned traditional BE/IBBE schemes cannot resist
quantum attacks.

In 2010, Wang and Bi [40] proposed a secure lattice-
based IBBE scheme using the basis delegation technique
[23], and their scheme can be easily extended to a hierar-
chical IBBE. However, their lattice basis delegation tech-
nique increases the dimension of users’ identity matrix. In
2013, Georgescu [41] used a tag-based hint system which is
secure based on ring-LWE hardness and an IND-CCA-se-
cure public key encryption scheme from LWE to construct a
CCA-secure lattice-based anonymous BE scheme. In 2015,
Wang et al. [20] used the Chinese remainder theorem to
construct a dynamical and outsider-anonymous BE scheme
over the lattice, which is proven semantic secure in the
standard model under the hardness of the LWE problem. In
2020, Brakerski and Vaikuntanathan [42] proposed a lattice-
based BE scheme where the size of the key and ciphertext has
a logarithmic correlation with the number of users. How-
ever, their BE construction is based on a heuristic that allows
to “invert” the key succinctness of the BGG+KP-ABE
scheme [43] and does not have a security reduction for this
heuristic; its security is an open problem. In 2020, Agrawal
and Yamada [44] improved Boneh et al.’s [35] BE scheme
which used multilinear maps by using LWE and bilinear
mapping, and the parameters of the improved solution were
also very small. +us, in this paper, we construct an
anonymous IBBE scheme on the lattice. We make a detailed
function comparison between our scheme and other
schemes in Table 1.
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2. Preliminaries

Let us briefly introduce some of the symbols and definitions
used throughout the paper.

2.1. Collision Intractability [22]. H � Hk􏼈 􏼉k∈N is a family of
hash functions. If it is difficult to find two inputs that hash to
the same output, H is collision intractable. Formally, for
every probability polynomial-time (PPT) adversaryA, there
is a negligible function negl() such that

Pr
A
H ∈ Hk

A(H) � x, x′( 􏼁, s.t. x≠x′ andH(x) � H x′( 􏼁􏼂 􏼃

� negl(k)a.

(1)

2.2. Division Intractability [22]. H is a hashing family; if it is
division intractable, it is hard to find distinct inputs
x1, . . . , xn, y such that h(y) divides 􏽑

n
i�1 h(xi). Formally, for

every PPT adversary A, there is a negligible function negl()
such that

Pr
A
h ∈ Hk

A(h) � xi􏼈 􏼉i∈[n], y􏼐 􏼑,

s.t. y≠ xi􏼈 􏼉i∈[n] and h(y) divides 􏽙

n

i�1

h xi( 􏼁
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
� negl(k).

(2)

It is not difficult to see that a hash family H that is
division intractable must also be collision intractable, but the
reverse is not true. Such a function is easy to obtain by
setting H0(X) � H(X)|1 (or only the lowest bit of H(X) ) to
be one.

2.3. Lattice and Lattice Problems

2.3.1. Lattice [45]. LatticeΛ is generated by a set of n linearly
independent vectors B � b1, b2, . . . , bn􏼈 􏼉 such that

Λ � Bc|Bc � c1b1 + c2b2 + · · · + cnbn ∈ Z􏼈 􏼉. (3)

2.3.2. q-ary Lattices [45]. (q, m, n) are some integers,
A ∈ Zn×m

q is a parity check matrix, and q-ary lattices are
defined as

Λ⊥q (A) � e ∈ Zm
q , Ae � 0(modq)􏽮 􏽯. (4)

In fact, all vectors in lattice Λ⊥q (A) are orthogonal
modulo q to the matrix A row vector.

2.3.3. Gaussian over Lattices [45]. Gaussian function
ρs: R

m⟶ (0, 1] is defined as

ρs(x) � exp −π
‖x‖

2

s
2􏼠 􏼡, (5)

for any s> 0 and dimension m≥ 1. +e discrete Gaussian
distribution DΛ⊥y (A),s over the coset L � t + Λ⊥y (A), t ∈ Zm,
whose probability is proportional to ρs(x)x ∈ Λ⊥y (A), and
probability is zero elsewhere.

2.3.4. LWE Problem [26, 45]. Let A←RZ
m×n
q , s←RZ

n
q, the

error distribution χ be over A(s,χ), and e be distributed
according to χ. Given (A, As + e(modq)), the decision
variant LWE problem is to distinguish (A, As + e(modq))

from uniform distribution.

2.3.5. Gaussian Error Distributions Φm
α 26. +e standard

error distribution Φm
α is the Gaussian distribution on Zm

q ,
and the deviation is qα>

�
n

√
. According to the distribution

Φm
α , the error vector can be effectively sampled, as shown in

the following:

(i) Sample η1, η2, . . . , ηm comes from the Gaussian
distribution Dα on R

(ii) Let ei � (qηi)(modq) where (x) is used to represent
the integer closest to x

(iii) Let e � (e1, . . . , em) be the error vector in the LWE
problem instance

2.3.6. Trapdoor Sampling Algorithm [21]. Let q≥ 3 be odd
and m: � 􏼆6n log q􏼇. +ere exists a PPT algorithm (Trap-
Gen) (q, n), and it outputs a matrix A and a full rank set
T ∈ Zm×m, where A’s distribution is statistically close to a
uniform distribution, T is a lattice basis of Λ⊥(A), which
satisfies ‖􏽥T‖≤O(

��������
(n log q)

􏽰
), and ‖T‖≤O(n log q) with

almost negligible probability.
+e trapdoor T can be utilized to solve the LWE

problem; that is, given y � Ats + e(modq) where e is any
“short enough” vector, it can be used to recover s as follows
[25]:

(i) Calculate Tty � Tt(Ats + e) � (AT)ts + Tte � Tte

(modq) and e � (Tt)−1Tte(modq). Now, since both
T and e contain small entries, each entry of the vector
Tte is less than q, so Tte(modq) � Tte.

(ii) LWE secret s can be recovered via A, e, y.

2.3.7. Algorithm Basis Delegation [21]. +e basic delegation
algorithm BasisDel (A, R, TA, σ) will not increase the di-
mension of the basic matrix [21]. On inputting a rank n

matrix A inZn×m
q , aZq-invertible matrix R inZm×m sampled

from Dm×m, a basis TA of Λ⊥q , and the parameter σ ∈ R>0,
output a basis TB of Λ⊥q (B), where B � AR− 1 in Zn×m

q .

2.3.8. Algorithm Sample R (1n)21. Our security proof uses
algorithm sample R. +e sample matrix inZm×m comes from

Table 1: Comparisons with related works.

Scheme Identity-based Anonymity
[41] × √
[20] × √
[40] √ ×

[42] × ×

Ours √ √
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a distribution that is statistically close to Dm×m [21]. On the
canonical basis T of the lattice Zm, run ri←R

SampleGaussian (Zm, T, σ, 0) for i � 1, . . . , m. If R is Zq−

invertible, then output R; otherwise, run the sample
Gaussian algorithm repeatedly.

Algorithm sample R with basis is used in our security
proof, which gives a random rank n matrix A in Z

q
n×m and

generates a “low-norm” matrix R from Dm×m and the short
base of Λ⊥q (AR− 1) as follows.

2.3.9. Algorithm Sample R with Basis (A) 21.
a1, . . . , am ∈ Zn

q are the m columns of the matrix A ∈ Zn×m
q .

(i) Run TrapGen(q, n) to generate a matrix B ∈ Zn×m
q

with random rank n, as well as lattice λ⊥q (B) base TB,
where

􏽦TB

����
����≤ 􏽥LTG �

σR

w(
�����
log m

􏽰
)
. (6)

(ii) For i � 1, . . . , m, do

(1) Sample ri by running SamplePre(B, TB, ai, . . .),
and we have Bri � aimodq, Bri � aimodq,
where ri is sampled from a distribution statis-
tically close to DΛai

q (B),ρR

(2) Repeat Step (1) until ri is linearly independent of
r1, . . . , ri−1

(iii) Let R ∈ Zm×n be the matrix with columns r1, . . . , rm.
+en, R has rank m. Output R and TB.

2.3.10. Chinese Remainder &eorem [46]. If qi and qj are
integers, gcd (qi, qj) � 1, and ai􏼈 􏼉1≤ i≤ k are arbitrary inte-
gers, a system of linear congruence

x ≡ a1 modq1( 􏼁,

⋮,

x ≡ ak modqk( 􏼁,

⎧⎪⎪⎨

⎪⎪⎩
(7)

equations has only one solution:

x � Q1Q1′a1 + · · · + QkQk
′ak(modQ), (8)

where Q � q1q2 . . . qk, Qi � Q/qi, and QiQi
′ � 1(modqi) for

1≤ i≤ k.
We can also extend the Chinese remainder theorem to a

matrix form, such as x and ai are extended to matrices X and
Ai with dimension n × m, respectively; the system of linear
congruence has the same solution; that is,

X � Q1Q1′A1 + · · · + QkQk
′Ak(modQ), (9)

where X is close to uniform distribution [20].

3. Identity-Based Broadcast Encryption

(i) Init: adversary A outputs two receiver subsets S0
and S1 that he wants to attack; it is required that
|S0| � |S1| in order to avoid trivial attacks

(ii) Setup: challenger C first runs Setup to generate the
public parameters params and a master secret key
msk, then gives params to adversary A, and keeps
msk to itself

(iii) Phase 1: adversary A adaptively issues the private
key for identity I D ∉ S0 ∪ S1 query, and challenger
C runs skI D← Extract (msk, I D) and returns skI D

to adversary A

(iv) Challenge: adversary A selects two equal-length
messages M0, M1 ∈M and sends to challenger C,
and challenger C flips a random coin β ∈ 0, 1{ } and
returns the challenge ciphertext CT∗← Encrypt
(params, Sβ, Mβ) to adversary A

(v) Phase 2: adversary A continues to adaptively issue
queries as in Phase 1

(vi) Guess: adversary A outputs a guess β′ ∈ 0, 1{ }

Definition 1. An IBBE scheme consists of four algorithms
(Setup, Extract, Enc, Dec) [19, 34] as follows:

(i) Setup (1λ): intake a security parameter λ, and
output the public parameters params and a master
secret key msk

(ii) Extract (msk, ID): intake a master secret key msk

and an identity ID, and output a private key skI D

for identity ID

(iii) Enc (params, S, M): intake the public parameters
params, a receiver set S, and a message M ∈M, and
output a ciphertext CT

(iv) Dec (skI D, CT): intake a private key skI D and a
ciphertext CT, and output either a message M or an
error symbol ⊥

+e correctness property requires that, for all I D ∈ S, if
(params, msk)← Setup (1λ), skI D←Extract (msk, I D), and
CT←Enc(params, S, M), then Dec (skI D, CT) � M with
overwhelming probability.

In the above definition, the set S is not required to intake
the decryption algorithm which keeps the anonymity of an
IBBE system.

We now present the security requirements for an IBBE
scheme to be outsider anonymous against the chosen-
plaintext attack (CPA). In an outsider-anonymous IBBE
scheme, when the adversary receives a ciphertext of which
he is not a legal recipient, he will be unable to learn
anything about the identities of the legal recipients, but for
those ciphertexts for which the adversary is in the au-
thorized set of recipients, he might also learn the identities
of some other legal recipients. First, we define the CPA of
an outsider-anonymous IBBE scheme as a game, which we
term oAIBBE-IND-CPA, played between a probabilistic
polynomial-time (PPT) adversary A and a challenger C.
Meanwhile, we present a selective indistinguishable
chosen-plaintext security game (sIND-CPA), where se-
lective security is a weaker notion which forces the ad-
versary A to announce ahead of time the identities it will
target.
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Definition 2. +e oAIBBE-sIND-CCA game defined for an
oAIBBE scheme Π� (Setup, Extract, Enc, Dec), a PPT ad-
versary A, and a challenger C is as follows:

Definition 3. Define adversary A’s advantage in the above
oAIBBE-sIND-CPA game as A dvoAIBBE−sIND−CPA

A,IBBE �

|Pr[β′ � β] − 1/2|. We say that an IBBE scheme is oAIBBE-
sIND-CPA secure if for any PPTadversaryA, the advantage
A dvoAIBBE−sIND−CPA

A,IBBE is negligible in the above oAIBBE-
sIND-CPA game.

4. Construction

Our lattice-based IBBE scheme is designed by translating the
lattice-based BE scheme of Wang et al. [20] into an identity-
based environment. +e private key generation depends on
the lattice basis delegation without increasing the dimension
[21].

(i) Setup (n): intake a secure parameter n, set q≥ 3 to
be odd and m: � 􏼆6n log q􏼇, and let
H1: 0, 1{ }∗ ⟶ 0, 1{ }n be a division intractability
hash function and H2: 0, 1{ }∗ ⟶ Zm×m

q be a hash
function. Invoke trapdoor sampling algorithm
TrapGen (q, n) to generate a uniformly random
matrix A0 ∈ Zn×m

q with a basis T0 ∈ Zm×m satisfy-
ing A0T0 � 0(modq) such that ‖T0‖≤O(n log q).
Output public parameters

mpk � n, m, q, A0, H1, H2( 􏼁. (10)

and a master key msk � T0.
(ii) Extract (mpk, msk, ID): intake public parameters

mpk, a master key msk, and an identity ID ∈ 0, 1{ }∗,
and compute RID � H2(ID) ∈ Zm×m

q and AID � A0
R−1

ID ∈ Z
n×m
q . Evaluate

SKID←BasisDel A0, RID, T0, σ( 􏼁 (11)

to obtain a short random basis SKI D for Λ⊥q (AID).
Output identity I D’s private key SKID.

(iii) Encrypt (mpk, S, M): intake public parameters
mpk, a broadcast set S � ID1, . . . , IDd􏼈 􏼉, and
message M ∈ 0, 1{ }m, and compute qIDi

� H1(IDi)

for IDi ∈ S. Moreover, to ensure the correctness of
decryption, we need qIDi

> q. According to the
Chinese remainder theorem, it needs to compute
Q � qID1

. . . qIDd
and QIDi

� Q/qIDi
, where

QIDi
QIDi
′ ≡ 1(modqIDi

). Calculate

AIDi
� A0H2 IDi( 􏼁

−1 ∈ Zn×m
q , (12)

for IDi ∈ S, choose random vector s ∈ Zn
q and

e ∈ Φm

α and a symmetric key K ∈ 0, 1{ }m, and
compute the ciphertext (C1, C2) as follows:

C1 � K + M(mod2),

C2 � 􏽘
k

i�1
QIDi

QIDi
′A⊤IDi

⎛⎝ ⎞⎠ 􏽘

k

i�1
QIDi

QIDi
′s⎛⎝ ⎞⎠+2e + K)(modQ).

(13)

(iv) Decrypt (mpk, SKI D, I D): user with identity I D

in the broadcast set S uses his private key to decrypt
ciphertext (C1, C2) as follows:

qID � H1(ID),

AID � A0H2(ID)
−1

,

K � SK
⊤
ID( 􏼁

−1
SK
⊤
ID C2 modqID( 􏼁( 􏼁(

(modq))(mod2)

� SK
⊤
ID( 􏼁

− 1
SK
⊤
ID A
⊤
IDs + 2e + K( 􏼁(

(modq))(mod2)

� SK
⊤
ID( 􏼁

− 1
SK
⊤
ID(2e + K)( 􏼁(mod2)

� (2e + K)(mod2),

M � C1 + K(mod2).

(14)

5. Analysis of the Proposed Anonymous
IBBE Construction

5.1. Parameters and Correctness. Given the security pa-
rameter n, the analysis of parameters and correctness for our
scheme is as follows.

(i) To ensure that TrapGen (q, n) can operate, the
following requirements should be met: m> 6n log q

and q � poly (n) [21].
(ii) To guarantee the decryption of the ciphertext, the

error term should be less than qIDi
/2, and let

α, qIDi
, and σ be set as [23, 47]

α<
1

σmω(log m)
,

qIDi
> αm

3/2ω(log m),

σ � m
3/2ω log2 n􏼐 􏼑.

(15)

(iii) Parameters q should always satisfy q< qIDi
and

q � m log m.

To ensure that decryption works, we first note that C2 is
designed according to the Chinese remainder theorem, and
recall that Q � qID1

. . . qIDn
and QIDi

� Q/qIDi
; then,

QIDi
QIDi
′ ≡ 1(modqIDi

) and QIDi
QIDi
′ ≡ 0(modqIDj

) for i≠ j.
Hence, it would be valid.
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C2 modqIDi
􏼐 􏼑 � 􏽘

k

i�1
QIDi

QIDi
′ A
⊤
IDi

⎛⎝ ⎞⎠ 􏽘

k

i�1
QIDi

QIDi
′ s⎛⎝ ⎞⎠ + 2e + K⎞⎠ modqIDi

􏼐 􏼑

� A
⊤
IDi

s + 2e + h􏼐 􏼑 modqIDi
􏼐 􏼑.

(16)

By the properties of basis delegation,
AIDi

· SKIDi
� 0(modq), where q< qIDi

; therefore,

SK
⊤
IDi

A
⊤
IDi

s + 2e + h􏼐 􏼑 modqIDi
􏼐 􏼑􏼐 􏼑(modq)

� SK
⊤
IDi

A
⊤
I Ds + 2e + K( 􏼁(modq)

� SK
⊤
IDi

(2e + K)(modq).

(17)

Finally, we know K ∈ 0, 1{ }m,

SK
⊤
IDi

􏼐 􏼑
− 1

SK
⊤
IDi

(2e + K)(modq)􏼐 􏼑(mod2)

� SK
⊤
IDi

􏼐 􏼑
− 1

SK
⊤
IDi

(2e + K)

� K(mod2)

� K.

(18)

5.2. Security

Theorem 1. &e above scheme is oAIBBE-sIND-CPA secure
if the LWE problem is hard and H2 is simulated as a random
oracle.

Proof. Suppose there exists a PPT adversary that is able to
distinguish the above scheme’s ciphertext from random
elements with advantage ε.+en, there is a challengerCwith
advantage at least ε + 1/2 that distinguishes (A0, y0) between
the two distributions

A0, y0( 􏼁|y0 � A
t
0s0 + e0(modq)􏼑: A0←Z

n×m
q , s0←Z

n
q, e0←Φ

m
α􏽮 􏽯,

Unif Z
n×m
q × Z

m
q􏼐 􏼑􏽮 􏽯.

(19)

(i) Init: adversaryA outputs two different subsets S∗1 �

ID1∗
1 , . . . , ID1∗

d􏼈 􏼉 and S∗2 � ID2∗
1 , . . . , ID2∗

d􏼈 􏼉 that
he wants to distinguish. Challenger C samples 2 d

random matrices R∗1 , . . . , R∗2 d ∼ Dm×m by running
R∗i←SampleR(1n) (described in Section 3.1), where
all R∗i are invertible mod q.

(ii) Setup: challenger C chooses two collision-intractable
hash functions H1 and H2. H1 is a division intrac-
tability hash function, and H2 is simulated as a
random oracle. Let QH be the number of H2 queries
made by A. Let the master public key be A0, and the
master secret key is unknown to C. +e system pa-
rameters mpk � (n, m, q, A0, H1, H2) are given toA.

(iii) Phase 1: adversary A adaptively issues queries as
follows:

(iv) Random oracle hash queries: A may adaptively
query the random oracle H2 on any identity IDi of

its choice at any time. C answers the query as
follows.

If IDi ∈ S∗1 ∪ S∗2 , define H2(IDi)←R∗i , return R∗i to ad-
versary A, and save the tuple (IDi, R∗i ) in a list L.

If IDi ∉ S∗1 ∪ S∗2 , sample a random matrix
􏽥Ri←SampleR(1n), where 􏽥Ri is invertible mod q, compute
Ai � A0 · (􏽥Ri)

− 1(modq), and then run sample R with basis
(Ai) (described in Section 3.1) to obtain a random matrix
􏽢Ri ∼ Dm×m and a short basis TBi

for

Bi � Ai
􏽢R

−1
i (modq)

� A0 · 􏽥R
−1
i

􏽢R
−1
i (modq)

� A0 · 􏽥R
−1
i

􏽢R
−1
i (modq)

� A0 · R
−1
i (modq).

(20)

Save the tuple (IDi, Ri, Bi, TBi
) in a list L for future use,

and return H2(IDi)←Ri to adversary A.

(i) Secret key queries: A makes interactive key ex-
traction queries on arbitrary identity IDi.C answers
a query on IDi as follows:

If IDi ∈ S∗1 ∪ S∗2 , C aborts and fails.
If IDi ∉ S∗1 ∪ S∗2 , C retrieves the saved tuple
(IDi, Ri, Bi, TBi

) from the hash oracle query listL;
else, it runs the random oracle hash query on IDi.
Let Bi � A0 · R−1

i (modq) and TBi
be a short basis

for Λq⊥(Bi), and return TBi
to adversary A.

Notice that Bi is exactly the encryption matrix for
IDi, and therefore, TBi

is a trapdoor for Λ⊥q (Bi).
Challenge: adversary A chooses two equal-length
messages M1, M2 ∈ 0, 1{ }m and sends to challenger
C. Challenger C chooses at random a symmetric
key K ∈ 0, 1{ }m and a random bit β ∈ 0, 1{ }; chal-
lenger C computes Qβ∗ � q

ID
β∗
1

· · · q
ID

β∗
d

, where
q

ID
β∗
j

� H1(ID
β∗
j ) and j ∈ S∗β , and then returns the

challenge ciphertext to adversary A.

C1 � Mβ + K(mod2),

C2 � 2y0 + K modQ
β∗

􏼐 􏼑.
(21)

(ii) Phase 2: adversary A adaptively issues queries as
Phase 1.

(iii) Guess: adversary A outputs a guess bit β′, and A

wins the game if β � β′.
(iv) Analysis: in the following, we analyse the correct-

ness of the challenge ciphertext.
(v) On the one hand, if y0 is a uniformly random

matrix, then the challenge ciphertext is also
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uniformly random, regardless of the choice of β.
Hence, in this case, C outputs 1 with probability at
most 1/2.

(vi) On the other hand, if y0 � A0s0 + e0 (modq), then
the challenge ciphertext is 2y0 + K(modQ) � 2
(A0s0 + e0) + K(modQ)

β∗
� 2 (A

ID
β∗
i

· R
∗
i · s0

+ e0) + K(modQ
β∗

) � 2(A
ID

β∗
i

· R
∗
i · s0 + e0) + K

(modQ
β∗

) � (A
ID

β∗
i

· 2R
∗
i · s0 + 2e0 + K)(modQ

β∗
)

� (A
ID

β∗
i

· s′ + 2e0 + K) (modQ
β∗

) �(􏽘
k

i�1QID
β∗
i

Q
ID

β∗
i

′A
ID

β∗
i

) (􏽘
k

i�1QID
β∗
i

Q
ID

β∗
i

′s′) + 2e0 + K)

(modq
ID

β∗
i

) �(􏽘
k

i�1QID
β∗
i

Q
ID

β∗
i

′A
ID

β∗
i

)(􏽘
k

i�1QID
β∗
i

Q
ID

β∗
i

′s′) + 2e0 + K)(modQ
β∗

).

s′ � R∗i · 2s0(modq
ID

β∗
i

) is uniformly distributed (since
Q and 2 are relatively prime). +is is identical to the output
distribution of the real ciphertext.

Hence, if adversaryA succeeds in guessing the right Mβ
and Sβ with probability 1/2 + ε, then challenger C will
correctly guess the nature of the LWE oracle with probability
at least 1/2 + ε/2. +is concludes the proof of the security
reduction.

Remark. +e above scheme cannot achieve the anonymity
for the insider attacker. Because any authorized receiver can
obtain the private information s, e, and K, he/she uses s, e,
and K to decrypt C2. +e decryption process is similar to
+rapdoor Sampling Algorithm of Section 2.1 +erefore, in
order to ensure whether or not ID is an authorized receiver,
adversary A only needs to calculate whether
C2(modH1(ID)) and (A⊤I Ds + 2e + h) (modH1(ID)) are
equal. If yes, ID is an authorized receiver; otherwise, ID is
not an authorized receiver.

6. Conclusions

We propose a lattice-based anonymous IBBE scheme
employing the Chinese remainder theorem and lattice basis
delegation in fixed dimensions. Our scheme achieves cho-
sen-plaintext security in the random oracle model and is
with multiple attractive properties, such as constant-size
private/public key and ciphertext and constant encryp-
tion/decryption overhead.
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Information technology has become eminent in the development of modern cars. More than 50 Electronic Control Units (ECUs)
realize vehicular functions in hardware and software, ranging from engine control and infotainment to future autonomous driving
systems. Not only do the connections to the outside world pose new threats, but also the in-vehicle communication between
ECUs, realized by bus systems such as Controller Area Network (CAN), needs to be protected against manipulation and replay of
messages. Multiple countermeasures were presented in the past making use of Message Authentication Codes and time stamps
and message counters, respectively, to provide message freshness, most prominently AUTOSAR’s Secure Onboard Commu-
nication (SecOC). In this paper, we focus on the latter ones. As one aspect of this paper, using an adequate formal model and proof,
we will show that the currently considered solutions exhibit deficiencies that are hard if not impossible to overcome within the
scope of the respective approaches. We further present a hardware-based approach that avoids these deficiencies and formally
prove its freshness properties. In addition, we show its practicability by a hardware implementation. Finally, we evaluate our
approach in comparison to counter-based solutions currently being used.

1. Introduction

Information technology has become an integral part of
modern vehicles. More than 50 interconnected Electronic
Control Units (ECUs) realize vehicular functions in hard-
ware and software ranging from engine control and con-
nected infotainment systems to future autonomous driving
systems. -e in-vehicle communication between ECUs is
realized with bus systems like CAN (Controller Area Net-
work Bus [1]). Further, vehicles communicate with the
outside world (e.g. with their manufacturer’s backend sys-
tems, with the garage’s On-Board-Diagnose (OBD) devices)
via different communication interfaces. Usually, these in-
terfaces are not strictly separated from the in-vehicle net-
work (the OBD port for example must have access to a car’s
ECUs to extract error codes). -is poses serious security
threats, one of the possible attack vectors being in-vehicle
communication. -e vehicle owner can for example install a
tuning box to suppress or inject messages that control engine

operations in order to achievemore horsepower.-is in turn
may damage the engine and violate the warranty. Moreover,
third-party devices connected to the OBD port can inject
messages to the regular in-vehicle network. In [2], Koscher
et al. have shown various attack techniques like Packet
Sniffing and Targeted Probing, Fuzzing, and Reverse-
Engineering.

Multiple countermeasures were presented in the past to
protect in-vehicle networks (see Section 2.4). Early work can
be traced back to EVITA [3] that introduced Message
Authentication Code (MAC) truncation in order to cope
with the small bandwidth of field buses such as CAN. -is
approach has been adapted by AUTomotive Open System
ARchitecture AUTOSAR in SecOC [4]. Including a fresh-
ness value in a message’s MAC can in principle prohibit
fuzzing or replay attacks. Most of the current approaches
consider a monotonic counter value.

In this paper, we discuss our new counter-based ap-
proach BusCount based on our ideas introduced in [5],
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present its full formal verification, discuss its implementa-
tion and provide a practical evaluation. We further oppose it
to a generic system that captures the principles of today’s
counter-based approaches for freshness protection. -e
principle idea of our approach is to use the messages that are
sent on a specific bus as a pulse generator for the counter of
this bus, resulting in only one counter per bus. To cope with
the loss of counter values e.g. caused by technical problems
or an attack, our approach includes counter synchroniza-
tion. Further, it requires the sending and reception of
messages to be processed simultaneously toMAC generation
and verification. -erefore, we propose a hardware-based
solution: -e CAN controller is enhanced by the func-
tionality to maintain a counter and to manage MAC gen-
eration and verification while the main ECU processors can
be inactive at times.

In the next section, we present the principles of in-ve-
hicle communication based on CAN, our attack model, the
protection goals we will address, current work concerning
the security of CAN-based communication, and finally the
characteristics of the counter-based approaches currently
being discussed. Section 3 then describes the details of our
approach BusCount. -e following Section 4 briefly intro-
duces our Security Modeling Framework SeMF that is then
used in Sections 5 and 6, respectively, to formally model and
verify both the generic counter approach and our bus
counter approach. Based on these results, in Section 7.1 we
present a comparison of the security aspects of both ap-
proaches while Section 7.2 introduces our proof of concept
implementation showing its practicability and design de-
cisions that substantiate our formal proof. Finally, we
conclude with Section 8.

2. Principles of In-Vehicle Communication

CAN bus is the core technology for onboard communication
in vehicles. Brakes, acceleration, and many further essential
features are controlled by ECUs that communicate using
CAN bus messages. An overview of different network
structures is given in [6]. -e CAN network is accessible via
the OBD port allowing repair shops to access the car network.
Modern vehicles also have connections through infotainment
systems as well as telematic control units (TCUs) connecting
the CAN bus to the outside world. By connecting the in-
vehicle communication with the outside world, the necessity
arose to protect its messages against malicious entities.

In this section, we describe the basics of CAN bus
communication, the attacker model we take as a basis, the
most relevant protection goals, and the current approaches
for protecting these goals.

2.1.Basics ofCANCommunication inVehicles. -eCAN bus,
specified in [1], is a field bus where each entity connected to
it is able to sendmessages and listen to everymessage sent on
the bus. -e maximum transfer rate of the highspeed-CAN
is 1 Mbit/s.

A standard CAN message consists of 7 segments
(Figure 1): “Start of frame” bit, a message identifier, a

control field, a data field, a checksum, a confirmation field,
and an “end of frame” sequence.

-e 11 bit identifier which is the second section of a
CANmessage also represents the message’s priority which
is used to handle collisions. -e CAN bus uses Carrier
Sense Multiple Access/Collision Resolution (CSMA/CR)
to prevent collisions: All ECUs start sending a CAN
message simultaneously and monitor its identifier while
sending. In case a dominant 0 overwrites a 1 the ECU with
the lower priority stops its transmission, thereby avoiding
collisions.

During the transmission of the message every ECU
calculates the CRC (cyclic redundancy check) over the
message and checks the correctness of it as soon as it gets
transmitted by the sender. In case of a problem (e.g. if the
CRC check has failed) an ECU interrupts a transmission
with an error frame that invalidates the message for all
receivers. Furthermore, an error counter is increased by 1 for
every receiver and by 8 for the sender. Every successfully
transmitted message decrements the counter. If a counter
reaches 128, the ECU disables its CAN connection. -is
mechanism ensures that damaged ECUs do not block the
entire bus communication.

Successors of CAN, like CAN FD or CAN XL, differ
mainly in the frequency of transmitting data payload. CAN
FD can transmit up to 64 bytes while CAN XL can handle
2048 bytes.

2.2. Our Attack Model. Attacks on in-vehicle communica-
tion have been presented first by Kocher et al. in [2]. -ese
attacks concern manipulation of brake control and vehicle
acceleration via CAN Bus by message injection. In the real
world, attacks on vehicle networks have been observed that
manipulate in-vehicle communication by attaching devices
to the bus system, like tuning devices, AdBlue emulators [7],
unauthorized OBD dongles [8], etc.

In our attack model, an attacker can send arbitrary
messages on any bus she has access to. Moreover, she can
overhear and record all communication on a bus she is
connected to and replay all recorded messages. Finally, an
attacker is able to flip bits of messages or send an error frame.
-is enables her to invalidate messages for other ECUs after
having recorded them herself. In our scenario, an attacker
does not have access to any cryptographic keys. -is also
includes that the attacker cannot manipulate ECUs by e.g.
corrupting firmware which in turn implies that legitimate
ECUs always act correctly. Furthermore, the attacker is not
able to manipulate processes or storage of ECUs by physical
attacks. In addition, the attacker is not able to produce a
counter overflow as a sufficient counter length is chosen to
prohibit this sort of attacks.

2.3. Protection Goals. A secure CAN bus communication in
a vehicle needs to fulfill a set of requirements to prevent
previously introduced attacks. -ese include e.g. data in-
tegrity, confidentiality, and availability. In the following, we
explain those requirements we specifically address in this
paper.
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Data Origin Authenticity:Amessage in a vehicle network
should be accepted if and only if it has authentically for the
recipient been sent by another valid member of the network.
-is property prevents attackers from manipulating mes-
sages or sending messages on the bus system from additional
devices or replaced components without the intended re-
cipient noticing.

Immediacy: Contrary to many other IT-systems, it is
important for an automotive system to receive and process
messages within a certain time frame. Once this time frame
has passed, messages might be authentic, but can still cause
fatal results, e.g. if breaking signals sent by the anti-lock
braking system are processed too late. Immediacy expresses
the fact that a message sent at time t1 is accepted until t2 if
and only if t2 − t1 does not exceed a specified limit.

Non-repeatability: -e last important property for an
automotive network is non-repeatability: If a message is
accepted at time t1, the same message is not accepted at any
later point in time. -us, an attacker cannot eavesdrop on a
message and successfully replay it at a later point in time.

Many articles do not distinguish between the two above
properties and use the more abstract concept of “message
freshness” with “message replay” seeking to violate fresh-
ness. We adapt to this notation and distinguish the specific
characteristics when necessary.

2.4. State of the Art CAN Bus Security. -e security of bus
communication in current vehicle networks has already
been discussed in literature and standardization. Early work
onMAC truncation for secure CAN bus communication can
be traced back to [3]. In this section, we give an overview of
state of the art with a focus on replay protection in CAN bus
systems and compare the techniques.

A lot of CAN bus security approaches introduce message
authentication mechanisms, but not all introduce replay
protection. -e latest example of an approach without
freshness values is TOUCAN: A proTocol tO secUre Con-
troller Area Network presented by Bella et al. [9], which
introduces a 24 bit truncated Chaskey MAC and a SPECK64
encryption for each CAN message.

A more exotic approach for replay protection is used in
LCAP by Hazem et al. [10]. LCAP appends a truncated
element of a hash chain to the CAN message and encrypts
the resulting message. An HMAC secures the transmission
of the last element of the hash chain to initialize the
communication. Woo et al. [11] periodically change HMAC
keys to prevent replay attacks.

Nürnberger and Rossow [12] developed VatiCAN, an
HMAC based authentication procedure that sends aMAC in
a separate message following the original CANmessage. -e

MAC is then validated with a delay of about 4 ms. Replay
protection is implemented with a monotonically incre-
mented counter, its starting value being a random nonce
generated by a central component for every message ID. -e
authors recommend this procedure only for a few CAN
messages since it increases the bus load. Van Bulck et al.
improved this approach in [13] by introducing software
isolation and attestation as well as key update mechanisms.

Hartkopp et al. presented a further approach to intro-
duce freshness to CAN messages. MaCAN [14] formally
verified in [15] introduces a central trusted time server which
distributes time information over the network. -is infor-
mation is used as freshness value for message authentication.

AUTOSAR specifies the protection of communication in
vehicle networks based on a MAC and a freshness value. -e
specification of the Secure Onboard Communication
(SecOC) [4] module suggests to add a truncated timestamp
or message counter and a truncated authenticator to every
message. -e specific counter mechanism is based on
splitting the counter (with a maximal length of 96 bits) into
three different parts: the so-called “trip counter” that only
changes essentially with every new trip, a “reset counter” that
is reset periodically, and the actual “message counter”. Only
the trip counter is stored in non-volatile memory, thus
mitigating loss of counter values in case of sudden ECU
shutdown. -e truncated freshness value has a length be-
tween 0 and 8 bit.-e truncated authenticator consists of the
first 24 to 28 bits of the MAC covering the full freshness
value and the message.

Similar to SecOC many approaches in literature use
counters and an application-level protocol to ensure replay
protection. Kurachi et al. [16] suggest attaching a truncated
MAC (8 bit) and a truncated monotonic counter (4 bit) to a
message. A monitoring node verifies messages during
transmission and overwrites invalid messages with an error
frame. ECUs do not verify messages. Groll et al. [17] suggest
an initialization phase to form groups of ECUs.-ese groups
generate a shared symmetric key using an asymmetric key
exchange. Within these groups, ECUs use the shared secret
for authentic and confidential encryption. A counter should
be part of the message to protect against replay attacks. Lin
et al. presented an approach in [18] with symmetric keys for
message authentication. A sender calculates aMAC for every
receiver. Every ECU also holds two counters for replay
protection per message ID, the last counter it has sent and
the last one it has received. Every receiver can verify the
MAC and process its corresponding message. -e LeiA
protocol by Radu et al. [19] is another solution that transfers
MAC and counter value in a separate message. Every ECU
has a session key for each relevant message ID derived from a
long-term symmetric key and renewed after a certain period.

SOF ID Control Payload CRC ACK EOF

1 bit 11 bit 6 bit 0 - 8 byte 16 bit 2 bit 7 bit

Figure 1: A single CAN frame.
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VeCure [20] is a CAN authentication framework similar to
VatiCAN. -e authentication value is also transmitted via a
separate message, but contrary to VatiCAN the second
message includes aNode-ID besides aMessage Counter and a
four byte HMAC value.

Alternatively, several approaches suggest the use of
CAN+ [21], a protocol extension for CAN allowing to
transport 120 bit additional data. -e first approach is
CANAuth presented by Van Herrewege et al. [22]. Another
one is LiBrA-CAN [23]. LiBrA-CAN introduces (Linearly)
Mixed MAC, which mixes multiple MACs of one message
generated with different keys allowing receivers to verify a
MAC even though they do not know all keys. -e approach
allows making sure receivers cannot impersonate a sender in
a properly organized group. Both approaches send counter
values in their messages to protect against replay attacks.

Some works are also considering the implementation of
a secure CAN bus controller.-eir approaches introduce the
calculation of MACs, denial of service countermeasures, or
intrusion prevention mechanisms. [24] implemented a CAN
controller including a physical unclonable function imple-
mentation, key generation and storage, and encryption and
decryption allowing authenticated communication over
CAN. However, the approach does not consider replay
protection. Ueda et al. presented a CAN controller with
integrated HMAC in [25]. To ensure replay protection a
truncated monotonic value of 4 bits is part of every message.
Messages which are not authentic are destroyed while
correct messages update the counter.

A new approach by Groza et al. [26] suggests replacing
CAN IDs with a specificMAC-based algorithm that preserves
the order of CAN IDs. In predefined time intervals the
counter included in the MAC is incremented thus the IDs
change.-is approach increases the resistance against reverse
engineering and denial of service attacks related to a specific
ID. It does not provide data integrity and authenticity which
needs an additional security protocol as mentioned in the
paper.Moreover freshness is not guaranteed since the counter
used in the MAC of the CAN ID does not change with every
message. In case of constantly changing counter values (IDs)
and if a significant limitation of ID range is acceptable this can
be a viable alternative to transfer of fresh counter values.

We observed that most of the presented approaches (cf.
Table 1) have similar ways to ensure replay protection and
authentication of messages. All approaches add a MAC to a
CAN message. While a MAC provides authenticity of a
message, only in combination with a freshness value replay
and delay attacks can be mitigated. Most approaches in-
troduce a counter value to provide freshness since the usage
of time or nonce values has disadvantages, discussed e.g. in
[27].-e transmission of MAC and freshness values is either
realized in an additional message or achieved by including
truncated values in the same message. -e verification of a
complete message is performed by the receiver or an ad-
ditional node. In the following section, we present a detailed
generic model covering the characteristics of the current
counter-based approaches for freshness. -is model is then
compared to our approach based on formal verifications of
the security goals.

2.5. 0e Generic Counter Concept. Considering the recent
research, we simplified the approaches in order to generate
an abstract model to evaluate the security of software-based
freshness techniques compared to our approach. Since a
large majority of approaches favor counters for freshness
values, we focus on this technique.

Figure 2 illustrates the abstract protocol we assume. To
transmit a CAN message m which contains the I D and
payload data msg an ECU first calculates a MAC covering m

and a local counter ca derived by incrementing the previ-
ously used one (steps 1 and 2). For our analysis, the choice of
the MAC algorithm is not important. In the next steps, m, ca

and the authentication tag are concatenated (step 3) and the
values are transmitted (step 4). Note that this transmission is
not necessarily processed with one CAN message only,
different techniques could apply here. Finally, a receiver gets
the message, verifies the MAC and tests if its local counter cb

is smaller than the counter in s. -e check is not necessarily
performed by the same entity which later processes m. If
both checks are successful, the local counter is set to the
counter in s and the message can be processed. Otherwise,
the message is discarded.

Only some approaches consider an explicit synchroni-
zation of counter values which is necessary in case an ECU
loses its counter value, e.g. due to a software error, a power
loss (engine stop or malfunction) or an ECU without per-
sistent memory. Most approaches that use synchronization
introduce a central system sending an authenticated message
containing the current counter value. In case a sender has an
incorrect counter, the value needs to be provided by a
dedicated entity or some client. In both cases the counter
value is transmitted in the payload CAN message with a
reserved ID. -is message is secured identically to regular
messages.

Even though the generic counter protocol is fairly simple
it represents the characteristic properties of all above
mentioned protocols that increment counters after suc-
cessful validation of the message. -e fact that the local
counters of message recipients only change when a message
is accepted is a very important characteristic property.
Consequently, these protocols cannot prohibit so-called
delay attacks, as will be formally shown in Section 5.2. For
such an attack, the adversary with the abilities described in
Section 2.2 stores and then invalidates a message and all
subsequent ones related to the same counter. -e reinserted
message will then be accepted by the intended recipients at
any later point in time if no further countermeasures are
taken.

3. BusCount: A Hardware Based Bus
Counter Solution

In this section we describe BusCount, our approach for a
hardware based secure CAN bus communication, which
eliminates the possibilities of attackers with the abilities
presented in Section 2.2. We first introduce our approach to
ensure immediacy, non-repeatability, and authenticity of
messages on the bus and then elaborate on the synchro-
nization mechanism for freshness values.

4 Security and Communication Networks



In a bus system, each participant can see and thus count
every message written to the bus. Hence, the number of
messages sent on a particular bus is an inherent part of the

system that can serve as a bus specific counter [5] known by
all devices connected to it. Consequently, there is no need to
send counters. Each bus of a vehicle system is equipped with

Transmit
can message
m := ID|msg

1: ca := ca + 1

2: t :=
mac (m|ca, k)

3: s := m|ca|t

4: Send s 5: Receive s

6: ca >
cb ^ t =

mac(m|ca, k)

7: cb: = ca

8: Process m

9: Discard m

y

n

(Wait for next message)

Figure 2: Process of Generic Counter Communication.

Table 1: Comparison of different authentication approaches for CAN-Bus (HW: Hardware, SW: Software, C : Counter, T : Timestamp, N :
Nonce, ∗: not described)

HW change SW change Central component Freshness
technique MAC Encryption

Transfer
techniques for

MAC

Syncronisation of
freshness value

AUTOSAR
[2] - ✓ - C / T ✓ - 28 bit data

field ✓

CaCAN [24] ✓ ✓ ✓ C ✓ - 8 bit data field -
CANAuth
[35] ✓ ✓ - C ✓ - CAN+ (✓)

Groll et al.
[14] - ✓ ✓ C ✓ ✓ ∗ -

LeiA [31] - ✓ - C ✓ - sep. message ✓
LibrA-CAN
[16] - ✓ ✓ C ✓ - CAN+ -

Lin et al. [25] - ✓ - C ✓ - ∗ (✓)
Ueda et al.
[34] ✓ ✓ ✓ C ✓ - 8 bit data field -

VeCure [37] - ✓ - C ✓ - separate
message -

MaCAN [20] - ✓ ✓ T ✓ - 32 bit data
field ✓

VatiCAN
[28] - ✓ ✓ C + N ✓ - separate

message ✓

vulCAN [7] ✓ ✓ ✓ C + N ✓ - separate
message (✓)

Woo et al.
[38] - (✓) (✓) key refresh ✓ ✓ CAN-FD -

LCAP [21] - ✓ - hash chain - ✓ 16 bit
extended ID ✓

TouCAN [3] - ✓ - - ✓ ✓ 24 bit data
field -

Siddiqui et al.
[33] ✓ ✓ ✓ - ✓ ✓ data field -

CAN-TORO
[15] ✓ ✓ ✓ Authenticated

ID - - - (✓)
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its own counter. Its value changes automatically with each
new message: An ECU sending/receiving a message reduces
its local counter value by 1 and authenticates/verifies the
message including the counter with a MAC.-is idea can be
also applied to any other bus network.

-e procedure of BusCount is described in more detail as
follows (see Figure 3 for a schematic representation):

First, a sender ECU starts transmitting a message m

which is composed of a message ID and the payload msg. As
soon as the transmission starts, the local counter ca of the
sender is temporarily decremented (step 1.1). -e counter is
decremented instead of the usual incrementation because 0
is the dominant bit on the CAN bus thus a lower counter can
overwrite a larger counter. -is property is used for the
synchronization of the counter explained in the next section.
A receiver ECU, when receiving the start of the message,
decrements its local counter cb and uses the result as its new
counter value (step 2.1). Since sending and receiving of
messages is processed simultaneously and thus the sender
also receives its own message, it decrements its counter
analogously. After the counters are decremented the sender
starts sending mgs and both receiver and sender start cal-
culating the MAC over the message m and their respective
local counter using a shared key k. Finally, the tag ta of the
sender’s MAC is transmitted (step 1.3) and received (step
2.3). All ECUs now evaluate the tag.

If the evaluation is positive m can be processed. Oth-
erwise, the receivers whose verification failed immediately
transmit an error frame which has the effect that m is
discarded by every ECU. Note that this effects also ECUs that
do not implement the protocol: -ey will discard messages
overwritten with an error frame. In case multiple errors
occur, a synchronization is necessary.

3.1. Synchronization. Multiple transmission failures may
indicate that an ECU is not synchronized. -is situation can
occur e.g. if the ECU is switched off without having been able
to store the current correct counter value in persistent
storage. Consequently, a synchronization between all enti-
ties of a bus is necessary. Our synchronization concept
utilizes the mechanism used for collision resolving which is
based on the fact that sending a 0 always overwrites a 1 on
the CAN bus. Hence, in BusCount counters are decremented
instead of the usual incrementation.

-e mechanism is illustrated in Figure 4. One ECU
initializes the synchronization by sending a predefined
synchronization ID (Step 1.1). At the same time, each
receiving ECU including the initiator of the synchroni-
zation, receiving the start of message bit, decrements its
local counter. Now all ECUs, having identified the message
as synchronization message, simultaneously start to send
their respective newly decremented local counter in the
data frame (Step 2.1 and 2.2). -e lowest counter will
overwrite larger counters and ECUs with larger counters
stop sending (Step 3). An ECU with the lowest counter
value (the actual sender of the synchronization message)
sends a MAC over the ID and the counter value (Step 4.1 or
4.2). Each ECU as a recipient of this message verifies the

correctness of the MAC and compares the counter to its
local one. In case one check by any of the receivers fails, the
rest of the message is overwritten with an error frame and is
discarded by all controllers. Otherwise, every receiver re-
places its local counter with the counter of the synchro-
nization message.

In case multiple ECUs have the lowest counter in the
network, each sends the samemessage without noticing each
other. -is concept has been used for example in [28] to
implement a key exchange on a CAN bus.

In contrast to other approaches that use a counter for
every message ID, our approach allows to synchronize all
participants of a bus communication with just one message.
Further, no central entity is needed for the process, any ECU
connected to the bus can initialize it. -e only condition for
it to work is that at least one ECU owns and processes the
correct counter value.

In Section 7.2 we will discuss design decisions and in-
troduce our proof of concept implementation. In the next
section we will briefly introduce the Security Modeling
Framework SeMF that is then used in Sections 5 and 6,
respectively, to formally model and verify both the generic
counter approach and our bus counter approach with re-
spect to the desired security properties. -e achieved results
will then be discussed in Section 7.1.

4. The Security Modeling Framework SeMF

We use our Security Modeling Framework SeMF (see [29]
for a detailed description) to formally model and verify the
two counter systems discussed in this paper. SeMF is a
powerful modeling framework that we have already suc-
cessfully applied to a variety of different domains and ab-
straction levels. For example, we used it to verify that specific
security properties of service based systems are preserved
under composition [30]. We also applied it to model and
verify the integration of device authentication based on TPM
attestation with secure channel establishment via SSL [31].
Another example is [32] where we proved preservation of

Transmit
CAN message
m := ID|msg

1.1: Send ID and
set ctmp := ca − 1

1.2: Send msg
and set ta :=

MAC (m|ctmp, k)

1.3: Send ta

2.1: Receive
ID and set
cb := cb − 1

2.2: Receive pay-
load and set tb :=

MAC (m|cb, k)

2.3: Receive ta 3: ta = tb

4: Process m

5: Error frame

y

n

(Wait for next message)

Figure 3: Process of CAN message transmission of BusCount.
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specific security properties for the composition of abstract
security patterns.

-e basic idea of SeMF is to describe the system behavior
by sequences of actions that capture essential changes in the
system. As underlying formal semantics SeMF uses prefix
closed formal languages (see e.g. [33]) whose alphabet is
composed of the actions in the system. More specifically, it
uses a set of agentsP (where the term “agent” can denote any
entity acting in the system such as a human being, an ECU,
etc.), and a set of actions Σ (e.g. specifying sending and
receiving messages on a bus) performed by the agents. -e
system’s behavior is then formally described by a prefix
closed formal language B⊆Σ∗ (Σ∗ denoting the set of all
words composed of elements in Σ with ε ∈ Σ∗ denoting the
empty word), i.e. by the set of its possible sequences of
actions. A system model further comprises the agents’ local
views (denoted by λP for agent P). -e local view of different
agents usually differs since it describes which parts of the
system behavior the agents can actually see (an ECU for
example may see its own internal actions, but not those of
other ECUs). A system model finally includes the so-called
agents’ “initial knowledge” WP ⊆Σ∗ which is defined to be
prefix closed and to contain B. -is concept is used in order
to specify system constraints and assumptions.

Security properties are defined in terms of the system
specification. -e underlying formal semantics then allows
formal validation, i.e. allows proving that a specific formal
model satisfies specific security properties.

-e following notations are used: For Υ⊆Σ∗ and ω ∈ Υ,
ω− 1(Υ) denotes the set of all continuations of ω in Υ. For
Γ ⊆Σ and ω ∈ Σ∗, card(Γ,ω) denotes the number of oc-
currences of any action of Γ in ω, alph(ω) denotes its al-
phabet (i.e. the set of its actions), pre(ω) is its set of prefixes,
pre1(ω) denotes its first and suf1(ω) its last action. For ω �

x1 . . . xk ∈ Σ∗ and i ∈ 1, . . . , k{ }, prevact(xi, P,ω) denotes
the last action before xi in ω performed by agent P (in case xi

is P ’s first action, prevact(xi, P,ω) � ε). For ω ∈ Σ∗, the
function actCnt: Σ × Σ∗ ⟶ Ns enumerates strictly
monotonically increasing the actions of ω in their order of
occurrence: actCnt(a, ε) ≔ 0 for all a ∈ Σ, act Cnt(a,ω) ≔ 1
for ω � a, and for card(Σ,ω) � k> 1 we define act Cnt(suf1
(ω),ω) ≔ act Cnt(suf1(prek− 1(ω)), prek− 1(ω)) + 1.

We extend SeMF by a formal specification of actions and
a homomorphism to extract any parameter of an action:

Definition 1 (Set of actions). Let P � par1, . . . , parn􏼈 􏼉 a set of
parameters (n ∈ N) and for j ∈ 1, . . . , n{ } let Vj the set of
possible values of parj with V1 ≔ A a set of action names and
V2 ≔ P a set of agents. 0en the set Σ of actions of a system S

can be defined as follows:

Σ⊆ ∪
pari1∈A,pari2∈P, i3 ,...,ik{ }⊆ 3,...,n{ }

pari1
, . . . , parik

􏼐 􏼑. (1)

-e sending of a message on a CAN bus can for example
be formalized by (send,ECU, bus,msg). See Sections 5.1 and
6.1 for the concrete sets of actions of the two models

Synchronize
counter

1.1: ECUa send
sync ID and set

ca := ca − 1

1.2: ECUb
receive sync
ID and set
cb := cb − 1

2.1: ECUa
send ca and set

ta := MAC (ca, k)

2.2: ECUb
send cb and set

tb := MAC (cb, k)

3: ca > cb

4.1: ECUa
send ta

4.2: ECUb
send tb

5.1: tb =
MAC (cb, k)

^ ca ≤ cb

5.2: ta =
MAC (ca, k)

^ ca ≥ cb

6.2: ECUa
set ca := cb

7: Error frame

6.1: ECUb
set cb := ca

yn

y y

n n

Figure 4: Synchronization of BusCount.
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introduced in this paper. In order to express relations be-
tween parameters of different actions, we need to extract
them from the actions:

Definition 2 (Parameter extraction). Let Σ be defined as in
Definition 1. We define a homomorphism 􏽢κparι: Σ⟶ P∪Σ
by

􏽢κparι par1, . . . , park( 􏼁( 􏼁 ≔
pari, if pari � parι,

par1, . . . , park( 􏼁, else.
􏼨

(2)

-e security property provided by a MAC mechanism
can be formally specified by the concept of authenticity
introduced in [34] : A set of actions Γ is authentic for agent P
after a sequence ω of actions has happened if in all sequences
that P considers possible after ω, some time in the past an
action in Γ must have happened. Formally:

Definition 3 (Authenticity). A set of actions Γ ⊆Σ is authentic
for P ∈ P after a sequence of actions ω ∈ S with respect to WP

if alph(x)∩ Γ≠∅ for all x ∈ λ− 1
P (λP(ω))∩WP.

-e following weaker property describes that in all se-
quences of a language L that contain a specific action b, this
action is preceded by one of the actions contained in Γ ⊆Σ:

Definition 4 (Precedence). For L⊆Σ∗, Γ ⊆Σ, b ∈ Σ the
property precL(Γ, b) holds if for all ω ∈ pre(L) with
b ∈ alph(ω) follows Γ ∩ alph(ω)≠∅. We simply write
prec(Γ, b) if from the context the language referred to is clear.

Additionally to authenticity, we require the counter
systems to provide immediacy and non-repeatability. In
order to define a respective security property within SeMF
we introduce the concept of a phase class that allows
modeling that a particular action occurred within a
particular period of the system. We base our definition on
the concept of a phase introduced in [35]. Here a subset of
Σ∗ is a phase for B if it is a prefix closed language con-
sisting only of words which, as long as they are not
maximal, show the same continuation behavior within the
phase as within B. Our definition transforms this to ar-
bitrary subsets of Σ∗, not requiring them to be prefix
closed:

Definition 5 (Phase class). Let Υ⊆Σ∗. A languageΦ(Υ)⊆Σ∗
is a phase class for Υ if the following holds:

1. Φ(Υ)∩Σ≠∅
2. ∀ω, u ∈ Υ with ω � uv and v ∈ Φ(Υ)\(max(Φ(Υ)) ∪

ε{ } ) holds: ω− 1(Υ)∩Σ⊆ v− 1(Φ(Υ))∩Σ

-us, a phase class is characterized by being closed with
respect to concatenation. Maximal words in a phase class,
denoted by max(Φ(Υ)), are those v ∈ Φ(Υ) for which holds
va ∉ Φ(Υ) for all a ∈ Σ (i.e. no matter whether or not exists
ω � uva ∈ Υ).

A phase class can be a very complex construct. However,
in many cases phase classes are of interest that can be defined
by the actions that start and terminate, respectively, the

words. -e following definition takes into account that an
action can occur more than once in a word. Each starting
action occurring in a word ω ∈ Υ starts a word of Φ. -e
word ends with the first ji occurrences of an action in Ti:

Definition 6 ((S,T)-phase class). Let Υ⊆Σ∗, S⊆Σ, T � T1 ∪
. . . ∪Tk ⊆Σ (k ∈ N) with Ti ∩Tj � ∅ for all i≠ j. 0en ,
Φ ≔ Φ(Υ, S, (T1, j1) . . . , (Tk, jk)􏼈 􏼉)⊆Σ∗ is a phase class for
Υ starting with S and terminating with respect to
(T1, j1), . . . ,􏼈 (Tk, jk)} if

1 Φ is a phase class for Υ,
2 Φ(Υ)∩Σ � S

3 for all v maximal in Φ the following holds: For ω, u ∈
Υ, z ∈ Σ∗ with ω � uvz it follows z � ε or there exists
i ∈ 1, . . . , k{ } such that suf1(v) ∈ Ti, card(Ti, v) � ji,
and card(Tl, v)< jl for all l ∈ 1, . . . ,{ i − 1, i + 1, . . . , k}.

We call such a phase class an (S, (T1, j1), . . . , (Tk, jk)􏼈 􏼉)

-phase class for Υ. If all words in the phase class terminate
with the first occurrence of any t ∈ T, we simply call it an
(S, T) -phase-class for Υ, denoted by Φ(Υ, S, T).

It can easily be shown that an (S, T) -phase class for a
prefix closed language is itself prefix closed. (S, T) -phase
classes are a very useful concept for the concrete specifi-
cation of freshness properties. We can further combine these
two concepts with authenticity:

Definition 7 (Authenticity within a phase class). Let B⊆Σ∗
be the behavior of a system, ω ∈ B, b ∈ alph(ω), and
Φ(WP)⊆Σ∗ a phase class for agent P’s initial knowledge WP.
A set of actions Γ ⊆Σ is authentic for P after ω within Φ(WP)

andwith respect to λP and b if (i) it is authentic forP after ω and
if (ii) for all x ∈ λ− 1

P (λP(ω))∩WP for which exists u, z ∈ Σ∗
and v ∈ Φ(WP) such that x � uvz and b ∈ alph(v) it follows
alph(v)∩ Γ≠∅. If the property holds for all ω ∈ B, we denote
this property shortly by authWiPhase(Γ, b, P, Φ(WP)).

5. FormalizationandVerificationof theGeneric
Counter Approach

In this section, we introduce our SeMF model of the generic
counter system described in Section 2.5 (denoted by GenCnt
henceforth) and formally prove to which extend it satisfies
the protection goals data origin authenticity, immediacy and
non-repeatability of messages.

5.1. 0e Formal Generic Counter Model. Our SeMF model
shall be as simple as possible. It needs to include ECUs
connected to a bus whose messages shall be proven to be
protected. It also needs to reflect our attack model intro-
duced in Section 2.2, hence must include devices (e.g. ECUs)
that an attacker can use to monitor, record, resent and
manipulate messages sent on the bus. It is obvious that
messages sent on one bus may be accepted by ECUs con-
nected to another bus if the key used for protecting these
messages is the same for both buses. Hence we disregard this
aspect and restrict our model to one group of honest devices,
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all owning the same MAC key for message protection, and a
further device Eve representing dishonest behavior. All
devices are connected to the same bus. Our model can easily
be extended, for example by adding more groups, keys and
buses, in case other aspects than those addressed in this
paper shall be investigated. A special honest device is the
Fresh Value Master (FvM) that is responsible for the syn-
chronization of ECUs regarding their counter. We assume
all honest devices to act according to a given specification
(see Section 5.1.3). FvM only sends synchronization mes-
sages, i.e. messages withmsgid � sync. Other honest devices
receive synchronization messages and send and receive
functional messages with msgid � fmsg. We do not dis-
tinguish between different types of functional messages and
use just one with its corresponding message counter. Eve can
send and receive all types of messages but does not own the
MAC key and can thus not generate MACs.

We use four different types of actions: sending and
receiving (i.e. accepting) of messages, reading a message
without processing it, and an action that models an ECU
losing the correct message counter (denoted by genCnt
henceforth).-is action comprises any situation in which an
ECU is not synchronized anymore, i.e. owns a counter
smaller than the current correct counter value.

While in many systems (e.g. in [4]) messages only
contain a truncated message counter andMAC, respectively,
in our model the counter’s complete value is included. -is
way we model the assumption that the recipients always
succeed in determining the counter values used by the
senders (after all, this aspect is not in the focus of our
investigations).

5.1.1. Agents, Parameters and Actions. For the formal
specification of actions according to Definition 1, we use the
following sets:

(1) Set of agents:
PgCnt ≔ ECUgC ∪ Eve{ } with ECUgC ≔ ECUgC

1 ,􏽮

ECUgC
2 , FvM} whose members are connected to the

only bus of the system. FvM denotes the synchro-
nization master and Eve denotes a further device
being connected to the bus but not being member of
ECUgC.

(2) set of action names: AgCnt � sendgC, readgC,􏽮 recvgC,

loseCntgC}

(3) set of parameters:
PgCnt ≔ aname,{ ecu, ecukey, ecucnt, prevcnt,
bus,mackey, msgid,msg, cnt} with aname ∈
AgCnt, ecu ∈ PgCnt, ecukey, mackey ∈ key􏼈 􏼉∪N, key
being the key all honest ECUs use for MAC gen-
eration and verification, while ecukey ∈ N for
ecu � Eve. Further, ecucnt, prevcnt, cnt ∈ N∪
nocnt{ }, bus ∈ bus{ },msgid ∈ sync, fmsg􏼈 􏼉, and
msg ∈M (M being an arbitrary set of messages).

(4) -e set of actions ΣgCnt is then defined as follows:

(1) (sendgC, ecu, ecukey, ecucnt, prevcnt, bus,
mackey, msgid, msg, cnt): ecu ∈ PgCnt sends a

message on bus � bus. -e message’s MAC (not
explicitly modelled by a parameter of this action)
is generated with mackey and covers msgid,msg
and cnt. ecu ∈ ECUgC if none of the entire
message bits as illustrated in Figure 1 has been
written to the bus by Eve. ecu may or may not
have generated the MAC. For ecu ∈ ECUgC, the
parameter ecukey denotes ecu ’s MAC genera-
tion and verification key key, ecucnt denotes its
local counter value after having performed the
sendgC action, and prevcnt denotes the counter
value resulting from ecu’s previous action (see
Section 5.1.3 for the specific operations regarding
an ECU’s counter). -e message can be a
functional message, indicated by msgid � fmsg,
in which case the counter contained in the
message’s payload is explicitly modelled by cnt,
or a synchronization message with
msgid � sync. In this case the message’s payload
msg only contains the counter determined by the
sender and the parameter cnt contains the
constant nocnt. Note that there is the possibility
that themessage is altered (by a technical error or
by Eve) after having been sent and may thus only
cause a readgC action (see below).

(2) (readgC, ecu, ecukey, ecucnt, prevcnt, bus,
mackey, msgid,msg, cnt) denotesecu ∈ PbCnt

reading a message without processing it (i.e.
without accepting it).-e action does not change
the local message counter ecucnt if ecu ∈ ECUgC

(see Prop.A10 below).
(3) (recvgC, ecu, ecukey, ecucnt, prevcnt,

bus,mackey,msgid,msg, cnt) denotes the suc-
cessful reception and processing of a message by
ecu ∈ PgCnt.

(4) With the action (loseCntgC, ecu, ecucnt,
prevcnt,msgid) we model the fact that ecu ∈
ECUgC has lost the correct counter value for
some reason. -is action comprises any situ-
ation in which an ECU is not synchronized
anymore. As a consequence, its counter is set
to a value smaller than the correct counter
value.

-e idea of a generic counter-based system is that
counter values should be strictly monotonically increasing.
However, in real systems message transmission may fail
due to transmission errors of the bus (e.g. by flipping a bit).
Such a message is not accepted in which case the sender
simply repeats it, using the same counter as before. We
abstract from this since incidents of this type are not se-
curity relevant and assume all messages sent by an honest
ECU not to suffer from physical failures of the system. -is
leads to the following definition of the correct counter for a
specific action.

Definition 8. Let ω � x1 . . . xr ∈ Σ∗gCnt and k ∈ 1, . . . , r{ }.
0en the correct counter for action xk in ω is defined as
follows:
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cor CntgC xk,ω( 􏼁 ≔

1, if k � 1,

card xi ∈ alph(ω) | i ∈ 1, . . . , k{ }∧􏼈(

􏽢κa name xi( 􏼁 � sendgC

∧􏽢κcnt x1( 􏼁< · · · < 􏽢κcnt xk( 􏼁􏼉,ω􏼁, if k> 1.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)

-is definition assumes that the very first message of any
action sequence of the system is sent by an honest ECU.

5.1.2. Introducing a Phase Class into the Model. In the
GenCnt system, only messages with correct counters shall be
received and accepted, i.e. their values shall be strictly
monotonically increasing. Each counter therefore identifies
a phase of the system that starts with sending the message
containing it. Hence we use send actions to identify phase
classes: Each send actions starts a new phase class, and the
phase class ends with the next send action that in turn starts
a new phase class. -e formal definition of this particular
(S, T)-phase class is based on Definition 6:

Definition 9. For Υ⊆Σ∗gCnt and a ∈ ΣgCnt with
􏽢κaname(a) � sendgC we define

Φ(a,Υ) ≔ Φ Υ, a{ }, a′. ∈ 􏽘
gCnt

|􏽢κaname a′( 􏼁 � sendgC

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
⎛⎜⎝ ⎞⎟⎠.

(4)

From a recipient’s point of view, when having performed
a receive action b containing a specific counter, the phase
class “activating” this counter starts with the send action that
writes this particular message onto the bus. Considering the
characteristics of a CAN bus as described in Section 2.1,
there cannot be any other send action between these two
actions on the bus. Recall that a message manipulated by Eve
is considered to have been sent by her. Consequently we do
not have two consecutive sendgC actions. Hence for each
receive action b occuring in a sequence of actions, the
corresponding send action, denoted by σ(b), is unique.
Consequently, each b determines a unique phase class
Φ(a,Υ) with a � σ(b). -us for a specific receive action
b ∈ ω we can rename the phase class it determines and
denote it by Φ(σ(b),Υ). For the sake of completeness, for a
send action s we define σ(s) ≔ s.

For the rest of the paper we will use the particular phase
class Φ(σ(b), WgCnt) determined by a recvgC action b with
WgCnt denoting all ECUs’ initial knowledge that we assume
to be identical. In Section 5.2 we will explain how this phase
class can be used to model immediacy and non-repeatability.

5.1.3. Agents’ Local View and Initial Knowledge. -e defi-
nition of the ECUs’ local view must take into account that
they can see the messages sent on the bus they are connected
to but cannot see who sent them nor the local parameters of
the sender. Further, except for these send actions, ECUs can
only see their own actions. Hence for all P ∈ PgCnt and for all
a ∈ ΣgCnt we define λP as follows:

(1) 􏽢κecu(a) � λP(a) ≔ a

(2) 􏽢κecu (a)≠P∧􏽢κaname(a) ∈ readgC,􏽮 recvgC, loseCntgC}

⇒ λP(a) ≔ ε
(3) 􏽢κecu(a)≠P∧􏽢κaname(a) � sendgC⇒λP(a)≔ (sendgC,

bus, 􏽢κmackey(a),􏽢κmsgid (a),􏽢κmsg(a),􏽢κcnt(a))

Agents’ Initial Knowledge-e agents’ initial knowledge
captures the constraints and assumptions that we know to
hold for our system. If not specified otherwise, the properties
refer to ω ∈WgCnt.

Prop. A1. A receive action on bus is always preceded by the
corresponding send action that writes the message onto the
bus. Obviously, the parameter values of mackey, msgid, msg
and cnt in b and σ(b) are identical (we forgo the formal
specification of this statement). -e only actions that can
happen in between are readgC, recvgC and loseCntgC actions
by ECUs other than sender and receiver. Formally:

For all b ∈ ΣgCnt with 􏽢κaname � recvgC holds

(1) precWgCnt
(σ(b), b)

(2) ∀v ∈Φ(WbCnt, σ(b){ }, b{ })∀a ∈ alph(v): 􏽢κecu(a) �

􏽢κecu(σ(b))∨ 􏽢κaname(a) � sendgC⇒a � pre1(v) � σ(b)

and􏽢κecu (a) � 􏽢κecu(b)⇒a � suf1(v) � b

Prop. A2. Only members of ECUgC own and can use key.
Since Eve does not own this key and honest ECUs use only key
to generate and verify aMAC, theMAC key contained in a send
or receive action being equal to the ECU’s key and this being
equal to key is equivalent to the ECUbeingmember ofECUgC.
∀a ∈ alph(ω) : 􏽢κaname(a) ∈ sendgC, recvgC􏽮 􏽯⇒ (􏽢κmackey

(a) � 􏽢κecukey(a) � key⇔ 􏽢κecu(a) ∈ ECUgC).

Prop. A3. A recvgC action performed by an honest ECU (i.e.
a member of ECUgC ) must be preceded by the respective
send action of an agent having generated the MAC, i.e.
owning the key used for MAC generation:

∀ecu∈ECUgC: precWgCnt
( (sendgC,ecu′,ecukey′,􏽮 ecucnt′,

prevcnt′,bus,mackey,msgid,msg, cnt)|ecukey′�mackey �

key},(recvgC,ecu,ecukey,ecucnt,prevcnt, bus,mackey, msgid,

msg,cnt))
Again, obviously, the parameter values of mackey,

msgid,msg and cnt in b and the send action are identical.

Prop. A4. -e parameter prevcnt of an action performed by
an honest ECU denotes the local message counter the ECU
has used in its previous action. For the very first action of an
ECU it is defined as the minimal value (which we assume
without loss of generality to be equal to 1) of bCnt.
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∀a∈alph(ω):􏽢κecu ∈ECUgC⇒􏽢κprevcnt(a)�􏽢κecucnt(prevact
(a, 􏽢κecu (a), ω)). If for all ai∈ω with actCnt(ai,ω)<actCnt
(a,ω) holds 􏽢κecu(ai)≠ 􏽢κecu(a), it follows 􏽢κprevcnt(a)�1.

Prop. A5. FvM is the only ECU that sends synchronization
messages. It does not perform any other action.
∀a ∈ alph(ω): 􏽢κecu (a) � FvM⇔ 􏽢κaname(a) � sendgC∧

􏽢κmsgid(a) � sync∧􏽢κecucnt(a) � 􏽢κmsg(a).

Prop. A6. It is obvious that synchronization messages in-
cluding a wrong (i.e. too small) counter value open possi-
bilities for all kinds of attacks. Hence we assume that a
synchronization message sent by FvM always contains the
correct counter value according to Definition 8.
∀x ∈ pre (ω): 􏽢κecu (suf1(x)) � FvM⇒ 􏽢κmsg(suf1(x)) �

corCntgC(suf1(x), x).

Prop. A7. When an honest agent different to FvM receives
(i.e. accepts) a synchronization message, it verifies that the
message’s payload (which contains the counter) is greater
than the local counter used in its previous action and then
sets its local counter to the value of the message counter:
∀a ∈ alph(ω): 􏽢κaname(a) � recvgC ∧ 􏽢κecu(a) ∈ ΕCUgC\

FvM{ }⇒ 􏽢κmsg(a) � 􏽢κecucnt(a)≥ 􏽢κprevcnt(a) + 1.

Prop. A8. An honest agent other than FvM only sends
functional messages. When doing so, it increments the counter
used in its previous action by 1, uses this value as its new local
counter value and as the value of cnt for MAC generation.
∀a∈alph(ω):􏽢κaname(a)�sendgC∧􏽢κecu(a)∈ΕCUgC\ FvM{ }

⇔ 􏽢κmsgid(a)�fmsg∧􏽢κecucnt(a)�􏽢κcnt(a)�􏽢κprevcnt(a)+1.

Prop. A9. When an honest agent different to FvM receives
(i.e. accepts) a functional message, it verifies that the mes-
sage’s counter is greater than the local counter used in its
previous action and then sets its local counter to the value of
the message counter:
∀a ∈ alph (ω): 􏽢κaname (a) � recvgC∧􏽢κecu(a) ∈ ΕCUgC\

FvM{ }⇒ 􏽢κcnt(a) � 􏽢κecucnt(a)≥ 􏽢κprevcnt(a) + 1.

Prop. A10. An important property of the generic counter
system GenCnt is that an ECU increases its counter value only
in case it has received and accepted a message with a bigger
counter value. Hence an action readgC by an honest ECU does
not change ecu’s local counter value: ∀a ∈ alph (ω): 􏽢κaname
(a) � readgC∧􏽢κecu(a) ∈ ΕCUgC⇒ 􏽢κecucnt(a) � 􏽢κprevcnt(a)

Prop. A11. An action loseCntgC performed by an honest
ECU resets the ECU’s counter value to a value smaller than
the correct one:
∀x ∈ pre(ω): 􏽢κaname (suf1(x)) � loseCntgC∧􏽢κecu(suf1

(x)) ∈ ΕCUgC ⇒ 􏽢κecucnt(suf1(x))< corCntgC(suf1(x), x)

Prop. A12. When an honest ECU performs two recvgC

actions with its local genCnt value of the first one being
bigger than or equal to the local genCnt value of the second
one, it must have performed a loseCntgC action in between.

For ω � x1 . . . xk, 1≤ i< l< j≤ k, if 􏽢κaname(xi) � 􏽢κaname
(xj) � recvgC and 􏽢κecu(xi) � 􏽢κecu(xj) ∈ ΕCUgC and 􏽢κecucnt
(xi)≥ 􏽢κecucnt(xj) then there exists xl ∈ alph(ω) with 􏽢κaname
(xl) � loseCntgC and 􏽢κecu(xl) � 􏽢κecu(xi) � 􏽢κecu(xj).

-is concludes our systemmodel specification. In the next
section, we will show that the model allows certain states
which violate a property that can be used for the specification
of authenticity, immediacy and non-repeatability.

5.2. Formal Verification of the Generic Counter Concept.
As stated in Section 2.5, the security requirements the generic
counter system (denoted by BgCnt) shall satisfy are data origin
authenticity, immediacy and non-repeatability. More pre-
cisely, an honest ECU shall accept onlymessages authentically
generated and sent by another honest ECU, thus providing
data origin authenticity. Further, the message must contain
the correct counter which ensures that no counter is accepted
twice (since the correct counter is strictly monotonically
increasing), thus providing non-repeatability. In order to
express this, we use the phase classΦ(σ(b), WgCnt) as defined
in Definition 9 with b being a recvgC action. Each time an
honest ecu receives a message, the message must authentically
for ecu have been sent by a member of the same group, and
this send action must be the one to trigger ecu’s recvgC action
b, i.e. must be the start action σ(b) of the phase class de-
termined by b. Since the time period between sending and
receivingmessages on a CAN bus is very short, we can assume
that it never exceeds the specified limit which implies im-
mediacy. -is can be formalized as follows:

Theorem 1. Let ω ∈ BgCnt and b ≔ ( recvgC, ecu, ecukey,

ecucnt, prevcnt, bus,mackey,msgid,msg, cnt) ∈ alph (ω)

with ecu ∈ E CUgC. 0en the following property holds:

authWiPhase􏼒 sendgC, ecu′, ecukey′, ecucnt′,􏼐􏽮

prevcnt′, bus,mackey,msgid,msg, cnt􏼁|ecu′ ∈ ECUgC􏽯,

b, ecu,Φ(σ(b), WgCnt) 􏼓

(5)

Proof 1. Assume one of the honest ECUs different to FvM that
is member of the group receives (i.e. accepts) a message.
Without loss of generality assume it is ECUgC

1 ∈ ECUgC and
b ≔ (recvgC,ECUgC

1 , ecukey, ecucnt, prevcnt, bus,mackey,

msgid,msg, cnt) ∈ alph(ω) for some ω ∈ BgCnt. By definition,
λECUgC

1
keeps this action, thus b is also contained in each x ∈

λ− 1
ECUgC

1
(λECUgC

1
(ω)). Further, b is contained in ω ∈ BgCnt

⊆WgCnt. So let x ∈ λ− 1
ECUgC

1
(λECUgC

1
(ω))∩WgCnt arbitrarily

chosen. Since ECUgC
1 ∈ ECUgC, Prop.A2 implies that

ecukey � mackey � key. Further, by Prop.A3, there is an ac-
tion a1 ≔ (sendgC, ecu1, ecukey1, ecucnt1, prevcnt1 , bus,
mackey, msgid,msg, cnt) ∈ alph(x) before ECUgC

1 ’s receive
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action containing the same message, message ID and counter
value and with ecukey1 � mackey � key. Applying again
Prop.A2 it follows ecu1 ∈ ΕCUgC. Hence the message received
in b has authentically for ECUgC

1 been sent by a member of
ΕCUgC, i.e. data origin authenticity is satisfied.

-erefore ecu1 � FvM and msgid � sync (Prop.A5) or
ecu1 � ECUgC

2 and msgid � fmsg (Prop.A8) (we disregard the
fact that in principle ECUgC

1 could itself be the originator of this
message and assume this issue to be addressed by e.g. unique
message IDs). By Prop.A1 b is preceded by σ(b) � (sendgC,

ecu′, ecukey′, ecucnt′, bus,mackey,msgid,msg, cnt) that
starts the phase class identified by b. By definition, the local
view of ECUgC

1 does not reveal the sender, hence assume
ecu′ ≠ ecu1 and σ(b)≠ a1, i.e. assume that the authentic action
a1 is not performed in the required phase class. Assume further
that after having performed their respective last actions before
a1 (denoted by a2 and a3, respectively), ecu1 and ECUgC

1 are
synchronized, i.e. own the same counter which is the correct
one for these actions. Let us assume ECUgC

1 performs a3, ecu1
performs a2 and 􏽢κecucnt(a2) � 􏽢κecucnt(a3) � k � corCntgC

(a2, x) � corCntgC(a3, x).
Assume ecu1 � ECUgC

2 and 􏽢κmsgid(a1) � fmsg. -en
Prop.A8 implies 􏽢κecucnt(a1) � 􏽢κprevcnt(a1) + 1 � 􏽢κcnt(a1).
Since a2 is the last action of ecu1 before a1, Prop.A4 implies
that 􏽢κprevcnt(a1) � 􏽢κecucnt(a2). Prop.A3 implies cnt � 􏽢κcnt(b)

� 􏽢κcnt(a1) and it follows 􏽢κcnt(a1) � 􏽢κecucnt(a1) � 􏽢κecucnt
(a2) + 1 � k + 1. -is situation, depicted in Table 2 , is the
basis for the subsequent case-by-case analysis (note that it is
irrelevant whether a3 precedes a2 or vice versa). □

5.2.1. Losing the counter. Assume that ECUgC
1 receives the

message sent by ecu1 in a1 by performing an action a4 (i.e.
σ(a4) � a1). -en 􏽢κcnt(a4) � 􏽢κcnt(a1) � k + 1 (Prop.A1) and
Prop.A9 implies 􏽢κecucnt(a4) � 􏽢κcnt(a4) � k + 1. Prop.A9 also
requires 􏽢κecucnt(a4)≥ 􏽢κprevcnt(a4) + 1. -is is the case, as by
Prop.A4 we can conclude 􏽢κprevcnt(a4) � 􏽢κecucnt(a3) and thus
k + 1 � 􏽢κecucnt(a4)≥ 􏽢κecucnt(a3) + 1 which by the assumption
of ECUgC

1 and ecu1 being synchronized before a1 is equal to
􏽢κecucnt(a2) + 1 � k + 1, hence 􏽢κecucnt(a4) � k + 1≥ k + 1 is
satisfied. Since with action b, ECU1 receives and accepts
cnt � k + 1, Prop.A12 implies that ECUgC

1 performs an action
a5 ≔ (loseCntgC,ECUgC

1 , ecucnt5, prevcnt5, bus) between a4
and b, and Prop.A11 implies that ecucnt5 is smaller than the
correct counter value for this action which in turn is equal to or
bigger than 􏽢κcnt(a5) � k + 1. Assume that between a4 and a5
there have been k′ send actions by members of ECUgC other
than ECUgC

1 with correct counters, increasing its value to k +

1 + k′ without changing ECUgC
1 ’s counter value (e.g. because it

does not perform any action other than a5 between a4 and b). It
follows ecucnt5 < corCntgC(a5, x) � k + 1 + k′. On the other
hand, in bECUgC

1 receives and accepts themessage sent in σ(b)

with the counter cnt � k + 1. So assuming ECUgC
1 ’s loseCntgC

action a5 to be its last action before b, Prop.A4 and Prop.A9
imply k + 1 � 􏽢κcnt(b) � 􏽢κecucnt(b)≥ 􏽢κprevcnt(b)+ 1 � ecucnt5.
Both inequalities are satisfied for ecucnt5 ≤ k + 1 − 1 � k.-us
ECUgC

1 may very well receive and accept the message sent in
σ(b) by ecu′ ∉ ECUgC.

-e resulting sequence of actions is depicted in Table 3.
While it satisfies data origin authenticity, it violates im-
mediacy, assuming that only the time period between
writing a message onto the bus and reading it does not
exceed the specified limit. It also violates non-repeatability as
the message sent in a1 is accepted twice.

It is not surprising that counter loss without timely
synchronization opens up attack possibilities. -e same
result can be shown in case ecu1 � FvM sends a synchro-
nization message in a1. We then need to consider the fact
that between a2 and a1, ECU

gC
2 may have sent n messages

that increase the correct counter of a1 accordingly. Further,
instead of applying Prop.A8 we need to take into account
that the counter is sent as themessage’s payload, i.e. modeled
by the parameter msg, and apply Prop.A5.

We will now investigate whether sending of synchroni-
zation messages prohibits the above described attack. Assume
therefore that with the loseCntgC action ECUgC

1 sets its local
genCnt value to k′′ < k + 1 + k′ and that between the
loseCntgC action and b, ECUgC

1 receives one or more syn-
chronization messages with a6 being the last one before b.
Since cnt � k + 1 is the counter accepted by ECUgC

1 in b and
since the counter sent in a synchronization message is
contained in its payload, 􏽢κmsg(a6) � msg6 ∈ [k″ + 1, k]. As-
sume further these are the only messages sent on the bus.
-en again by Prop.A4 and Prop.A7, cnt� k +1� 􏽢κcnt(b) �

􏽢κecucnt(b)≥􏽢κprevcnt(b) +1� 􏽢κecucnt(a6) +1� 􏽢κmsg(a6) +1�

msg6 +1≥k″ +2 which implies k″≤msg6 − 1≤k +1 − 2
� k − 1. According to Prop.A1, a6 is preceded by an action
σ(a6) in which the synchronization message received by
ECUgC

1 is written to the bus.-e property further implies that
between σ(a6) and a6, ECU

gC
1 does not perform any further

action, hence σ(a6) happens after ECU
gC
1 ’s loseCntgC action

and in particular after a1. Recall now that we have assumed k

to be the correct counter value of both a2 and a3 and that
􏽢κcnt(a1) � k +1. If 􏽢κecu(σ(a6)) was FvM, Prop.A6 would
imply 􏽢κmsg(σ(a6))≥k +1+1� k +2. Yet what ECUgC

1 accepts
in a6 is msg6≤k +1 − 1� k. -us 􏽢κecu(σ(a6))≠FvM and since
by Prop.A8 an honest agent other than FvM only sends
functional messages, it follows 􏽢κecu(σ(a6)) �Eve.

While by Prop.A3, a6 is preceded by an action a7 ≔
(sendgC, FvM, . . . , sync, . . .msg6, . . .), this does not neces-
sarily interfere with the attack we are constructing here,
assuming that ECUgC

1 does not receive (i.e. accept) this
message but only performs a readgC action which does not
change its local counter. -is attack is illustrated in Table 4.

-is attack uses an important characteristic of the ge-
neric counter system GenCnt, captured in Prop.A10: It
causes ECUgC

1 to keep the too small and thus incorrect
counter since it does not correctly receive and accept the
synchronization messages sent by FvM between a5 and b.
-e attack again violates immediacy and non-repeatability.

5.2.2. Not losing the counter. Let us now consider the case in
which ECUgC

1 only performs readgC actions between a3 and b

and in particular does not perform an action a4, i.e. does not
receive and accept the message sent by ecu1 in a1. As above, by
Prop.A1 and Prop.A3 we know 􏽢κcnt(a1) � 􏽢κcnt (b) � 􏽢κcnt
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(σ(b)). Since by Prop.A10 a readgC action does not change
ECUgC

1 ’s counter, consecutive application of Prop.A4 to the
sequence of these readgC actions implies 􏽢κprevcnt(b) � 􏽢κecucnt
(a3) and by Prop.A9 it follows k + 1 � cnt � 􏽢κcnt(b) � 􏽢κ
ecucnt(b)≥ 􏽢κprevcnt(b) + 1 � 􏽢κecucnt (a3) + 1 � k + 1. -is
equation is always satisfied which means that there is no
contradiction to 􏽢κecu(σ(b)) � ecu′ ≠ ecu1. -erefore this se-
quence (illustrated in Table 5) is another example for violation
of immediacy based on invalidation and replay of messages.

Note that it does not violate non-repeatability as themessage is
only received and accepted once.

-e only case in which the desired properties hold is if by
performing a4, ECU

gC
1 receives and accepts the message sent

in a1 and does not lose the correct counter value, i.e. does not
perform a loseCntgC action between a4 and b. In this case
ECUgC

1 sets its local counter 􏽢κecucnt(a4) to k + 1 (Prop.A9)
and without losing the correct counter will not accept the
same counter in action b anymore, as 􏽢κprevcnt(b) � 􏽢κecucnt

Table 2: Developing possible sequences

a3 last action by ECUgC
1 before a1 􏽢κecucnt(a2) � k (k is correct counter)

a2 last action by ecu1 before a1 􏽢κecucnt(a3) � k

⋮
no actions by ECUgC

1 and ecu1
⋮
a1 (sendgC, ecu1, ecukey, ecucnt1, prevcnt1, bus,mackey,msgid,msg, cnt) ecucnt1 � prevcnt1 + 1 � 􏽢κecucnt(a2) + 1 � k + 1 � cnt
⋮
σ(b) (sendgC, ecu′, ecukey′, ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt) cnt � k + 1 by Prop.A1
b (recvgC,ECUgC

1 , ecukey, ecucnt, prevcnt, bus,mackey,msgid,msg, cnt) ecucnt � cnt � k + 1

Table 3: A first attack sequence.

a3 action by ECUgC
1 􏽢κecucnt(a2) � k

a2 action by ecu1 􏽢κecucnt(a3) � k

⋮
no actions by ECUgC

1 and ecu1
⋮

a1 (sendgC, ecu1, ecukey, ecucnt1, prevcnt1, bus,mackey,msgid,msg, cnt) ecucnt4 � cnt � k + 1
􏽢κecucnt(a2) + 1 � k + 1 � cnt

a4 (recvgC,ECUgC
1 , ecukey, ecucnt4, prevcnt4, bus,mackey,msgid,msg, cnt) ecucnt4 � cnt � k + 1

⋮
a5 (loseCntgC,ECUgC

1 , ecucnt5, prevcnt5, bus) ecucnt5 < k + 1 + k′
⋮

no action by ECUgC
1

⋮
σ(b) (sendgC, ecu′, ecukey′, ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt) cnt � k + 1
b (recvgC,ECUgC

1 , ecukey, ecucnt, prevcnt, bus,mackey,msgid,msg, cnt) ecucnt � cnt � k + 1

Table 4: -e second possible attack sequence.

a3 action by ECUgC
1 􏽢κecucnt(a2) � k

a2 action by ecu1 􏽢κecucnt(a3) � k

⋮
no actions by ECUgC

1 and ecu1
⋮
a1 (sendgC, ecu1, ecukey, ecucnt1, prevcnt1, bus,mackey,msgid,msg, cnt) ecucnt1 � prevent1 + 1 �

􏽢κecucnt(a2) + 1 � k + 1 � cnt
a4 (recvgC,ECUgC

1 , ecukey, ecucnt4, prevcnt4, bus,mackey,msgid,msg, cnt) ecucnt4 � cnt � k + 1
⋮
a5 (loseCntgC,ECUgC

1 , ecucnt5, prevcnt5, bus) ecucnt5 < k + 1 + k′
⋮
a7 (sendgC, FvM, . . . , sync, . . . ,msg6, . . . , )

a8 (readgC,ECUgC
1 , . . . , ecucnt8, prevcnt8, sync, . . . ,msg6, . . .) ecucnt8� prevcnt8� ecucnt5

⋮

σ(a6) (sendgC,Eve, . . . , sync, . . . ,msg6, . . . , ) msg6 ∈ [k″ + 1, k + 1 − 1]

a6 (recvgC,ECUgC
1 , ecukey, ecucnt6, prevcnt6, . . . , sync, . . . ,msg6, . . . , )

ecucnt6� msg6 ≤ k + 1 − 1
prevent6 � ecucnt8 � k″
∧msg6 ≥ k″ + 1

σ(b) (sendgC, ecu′, ecukey′, ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt) cnt � k + 1
b (recvgC,ECUgC

1 , ecukey, ecucnt, prevcnt, bus,mackey,msgid,msg, cnt) ecucnt � cnt � k + 1
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(a4) � k + 1 and thus 􏽢κcnt(b) � k + 1≯􏽢κprevcnt(b) � k + 1 as
is required by Prop.A9.

Our proof indicating possible attacks is based on the fact
that certain messages are not received but only read by
ECUgC

1 . -is can easily be accomplished by an attacker with
the abilities described in Section 2.2. All she has to do is to
monitor the respective message and then invalidate it and all
following ones related to the relevant counter by changing a
CRC bit or overwriting the message with an error frame.
-is will cause all ECUs connected to the bus to reject the
messages. Since readgC actions do not change the ECUs’
local counter, any message containing a bigger counter will
still be considered correct.

In Section 7.1 we will discuss the results achieved by the
proof and compare them to the formal proofs of the bus
counter-based system to be introduced in the next section.

6. Formalization and Verification of BusCount

In this section, we introduce the formal model and verifi-
cation of our hardware-based counter approach.

6.1. 0e Formal Bus Counter Model. We model the bus
counter-based system (denoted by BusCnt henceforth) as
similar as possible to the generic counter model. One im-
portant difference is that it does not need a central freshness
value master since all ECUs send synchronization messages
simultaneously. Hence the set of agents is defined as PbCnt �

ECUbC ∪ Eve{ } with ECUbC ≔ ECUbC
1 ,ECUbC

2 ,ECUbC
3􏽮 􏽯.

As in GenCnt, the BusCnt system has only one bus bus �

bus all agents are being connected to. Further, members of
ECUbC are honest and own the key key, while Eve, not being
member of this group, does not own this key. We use the
same set of action parameters, but a different specification of
agents’ behavior (after all, we model a different system). -e
set of actions ΣbCnt is defined as follows:

(i) (sendbC, ecu, ecukey, ecucnt, prevcnt, bus,mackey,

msgid,msg, cnt) denotes a send action as described
in Section 5.1.1, except that the counter value cnt is
covered by the MAC but not transmitted. As in the
GenCnt model, the message may be altered (by a
technical error or by Eve) after having been sent and
may thus only cause a readbC action (see below).

(ii) (readbC, ecu, ecukey, ecucnt, prevcnt, bust, mackey,

msgid,msg, cnt) denotes agent ecu ∈ PbCnt reading
a message without processing it afterwards. In
contrast to the respective readgC action of the
GenCnt model, the readbC action of the BusCnt
model changes the state of an ecu being member of
ECUbC by decrementing its local bCnt value (stored
with the last action and thus modeled by the pa-
rameter prevcnt) (see Prop.B13 in Section 6.1.1
below). -is captures the fact that ecu reacts to the
“start of message” bit on bus but discards the re-
spective message (e.g. because the CRC verification
fails) in which case it does not perform the receive
action. Note that the sender of a message always
reads its own action bey performing a readbC action.

(iii) (recvbC, ecu, ecukey, ecucnt, prevcnt, bus, mackey,

msgid,msg, cnt) denotes the successful reception
and processing of a message by ecu ∈ PbCnt.

(iv) As in the GenCnt system, with (loseCntbC, ecu,

ecucnt, prevcnt, bus) we model the fact that ecu ∈
PbCnt has lost the correct counter value for some
reason and thus is no longer synchronized. Since in
the BusCnt system counter values decrease, its
counter is set to a value bigger than the correct
counter value (see Section 6.1.1 for more details).

6.1.1. Agents’ Local View and Initial Knowledge. Again, the
agents’ local view is defined analogously to the generic counter
model: All agents see their own actions completely and see the
messages sent on the CAN bus they are connected to but
cannot see who sent them nor the values of parameters stored
locally by the sender. Further, agents cannot see actions
readbC, recvbC and loseCntbC performed by other agents.

As already pointed out in Section 5.1.3, with specifying
the agents’ initial knowledge we capture the characteristics
of our system. In the following, we list all properties we
assume to be satisfied by the agents’ initial knowledge WbCnt

with reference to the respective property in Section 5.1.3 (if
any) in which case we omit the formalization. Analogously
to Section 5.1.3, if not specified otherwise, the properties
refer to ω ∈WbCnt. We denote the correct counter for a
specific action a in ω by corCntbC(a,ω). In Lemma 2 (see
Section 6.2) we will show how its value is determined.

Table 5: -e third possible attack sequence.

a3 action by ECUgC
1 􏽢κecucnt(a2) � k

a2 action by ecu1 􏽢κecucnt(a3) � k

⋮
only readgC actions by ECUgC

1
⋮
a1 (sendgC, ecu1, ecukey, ecucnt1, prevcnt1, bus,mackey,msgid,msg, cnt) ecucnt1 � prevcnt1 + 1 �

􏽢κecucnt(a2) + 1 � k + 1 � cnt⋮
only readgC actions by ECUgC

1
⋮
σ(b) (sendgC, ecu′, ecukey′, ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt) cnt � k + 1

b (recvgC,ECUgC
1 , ecukey, ecucnt, prevcnt, bus,mackey,msgid,msg, cnt) ecucnt � cnt � prevcnt + 1 �

􏽢κecucnt(a2) � k + 1
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Prop. B1 (analogous to first statement of Prop.A1). A readbC

and recvbC action, respectively, on bus is always preceded by
the corresponding send action that writes the message onto
the bus. Obviously, the parameter values of mackey,msgid,

msg and cnt in b and σ(b) are identical (we forgo the
formalization of the latter statement).

For all b ∈ ΣbCnt with 􏽢κaname ∈ readbC, recvbC􏼈 􏼉 holds
precWbCnt

(σ(b), b).

Prop. B2 (Prop.A2). Only members of ECUbC own and can
use key � key. Since Eve does not own this key and honest
ECUs use only key to generate and verify a MAC, the MAC
key contained in a send or receive action being equal to key �

key is equivalent to the ECU being member of ECUbC.

Prop. B3 (Prop.A3).A recvbC action performed by an honest
ECU (i.e. a member of ECUbC ) must be preceded by the
respective send action of an agent having generated the
MAC, i.e. owning the key used for MAC generation. Again,
obviously, the parameter values of mackey,msgid,msg and
cnt in b and σ(b) are identical.

Prop. B4 (Prop.A4). -e parameter prevcnt of an action
performed by an honest ECU denotes the local bCnt value as
result of the ECU’s previous action. For the very first action
of an ECU it is defined as the maximal value of bCnt,
denoted by bCntmax. Formally:
∀a ∈ alph(ω): 􏽢κprevcnt(a) � 􏽢κecucnt (prevact(a, 􏽢κecu(a),

ω)) . If for all ai ∈ ω with actCnt(ai,ω)< actCnt(a,ω) holds
􏽢κecu(ai)≠ 􏽢κecu(a), it follows 􏽢κprevcnt(a) � bCntmax.

Prop. B5. In Section 7.2.2 we will discuss which starting
value of bCnt to choose in order to avoid counter overflow.
Further, as explained in Section 2.2, we assume that memory
failures and attacks cannot cause counter overflow. Hence
we can assume that such a failure never results into a local
counter value stored by an ECU being smaller than the
correct one (see Prop.B17 below). For our formal model we
assume that the local counter value of ECUs is always
sufficiently large such that counter decrementation can
result into the value 0 only in the last phase class of an action
sequence. Formally:
∀a ∈ alph(ω): 􏽢κprevcnt(a)> 0

Prop. B6 (analog to Prop.A8).When an honest ECU sends a
synchronization message, it includes as its message payload
the local bCnt value of its previous action decremented by 1
but does not change the local bCnt value.
∀a ∈ alph(ω): 􏽢κaname (a) � sendbC∧􏽢κecu(a) ∈ ECUbC∧

􏽢κmsgid(a)� sync⇒ 􏽢κmsg(a) � 􏽢κprevcnt(a) − 1∧􏽢κecucnt(a) �

􏽢κprevcnt (a).

Prop. B7. We assume that there always exists an ECU
owning the correct counter value. Since our synchronization
concept utilizes the mechanism used for collision resolving
(a 0 written to the CAN bus always overwrites a 1), the
correct counter always overwrites any incorrect one.
-erefore a sendbC action containing a synchronization

message that is actually performed by an honest ECU always
contains the correct counter. Formally:

a ∈ alph(ω)∧􏽢κaname (a) � sendbC∧􏽢κecu(a) ∈ ECUbC

∧􏽢κmsgid(a) � sync⇒ 􏽢κmsg(a) � corCntbC(a,ω).

Prop. B8. When monitoring a synchronization message
being written to the bus, an honest ECU decrements its
previously used counter value by 1 and verifies that the result
is less or equal to the counter sent as the message’s payload.
-e error frame parameter being equal to no indicates that
this check has been successful (and that the MAC check that
we do not formalize explicitly has been successful as well). It
then uses this value as its new local counter.
∀a ∈ alph(ω): 􏽢κaname(a) ∈ readbC,recvbC􏼈 􏼉 ∧􏽢κecu(a) ∈

ECUbC∧􏽢κmsgid(a) � sync∧􏽢κerrorFrame(a) � no⇒􏽢κecucnt(a) �

􏽢κmsg (a)≤􏽢κprevcnt(a) − 1.
While a is actually a recvbC action, our proofs do not

depend on distinguishing between readbC and recvbC actions
of synchronization messages.

Prop. B9 (analog to Prop.A8).When an honest ECU sends a
functional message, it includes as its counter value the local
bCnt value of its previous action decremented by 1 but does
not change the local bCnt value. (It changes the value of
ecucnt with the action of reading its own message that the
ECU performs simultaneously to sending, see Prop.B10 and
Prop.B13.)
∀a ∈ alph(ω): 􏽢κaname(a) � sendbC∧􏽢κecu(a) ∈ ECUbC∧

􏽢κmsgid(a) � fmsg ⇒ 􏽢κcnt (a) � 􏽢κprevcnt(a) − 1∧􏽢κecucnt(a) �

􏽢κprevcnt(a).

Prop. B10 (analog to Prop.A9). When an honest ECU re-
ceives and accepts a functional message, it decrements its
previously used counter value by 1 and verifies that the
message’s cnt value is equal to the result. It then sets its local
bCnt value ecucnt to the message’s counter.
∀a ∈ alph(ω): 􏽢κaname(a) � recvbC ∧ 􏽢κecu(a) ∈ ECUbC∧

􏽢κmsgid(a) � fmsg⇒ 􏽢κecucnt(a) � 􏽢κcnt(a) � 􏽢κprevcnt(a) − 1.

Prop. B11. All honest ECUs, when reading a message, check
the message’s MAC, independently of whether or not they
accept it. In case of a functional message, this involves the
ECU’s local counter, more concretely the counter value used
by the ECU in its previous action decremented by 1. If such a
check succeeds which is a necessary condition for the error
frame being set to no, this value is the one that was used to
generate the message’s MAC. Note that this assumes that an
attacker that owns the correct counter and a MAC cannot
guess the corresponding message.

Let s ∈ alph(ω) with 􏽢κaname(s) � sendbC and v ∈ Φ(s,

WbCnt). -en the following holds:
∀b ∈ a{ ∈ alph(v)|􏽢κaname(a) ∈ readbC,recvbC􏼈 􏼉∧􏽢κecu (a)

∈ECUbC∧􏽢κmsgid(a) � fmsg}: 􏽢κerrorFrame(b) � no⇒􏽢κcnt(b) �

􏽢κecucnt(b) � 􏽢κprevcnt(a) − 1.
Note that in our very simple model with only one type of

functional message, a successful check indicated by
errorFrame � no actually results into a recvbC action.
However, considering also readbC actions with errorFrame �

no allows to extend the model with respect to more types of
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functional messages without having to change the
assumptions.

Prop. B12. As explained in Section 3, if an ECU’s checks
concerning for example a message’s MAC fails and it
therefore writes an error-frame, all other ECUs join in and
write an error-frame as well, no matter whether or not their
checks failed. Hence all readbC and recvbC actions induced by
a specific sendbC action have the same value for the pa-
rameter errorFrame. Since a message is only received and
accepted if all checks have been successful, the error frame of
a recvbC action is always set to no. Formally:

Let s ∈ alph(ω) with 􏽢κaname(s) � sendbC and v ∈ Φ(s,

WbCnt). Let further R(v) ≔ b ∈ alph(v)|􏽢κaname(b) ∈􏼈

readbC, recvbC􏼈 􏼉} denote the readbC and recvbC actions in v.
-en for all bi, bj ∈ R(v) the following holds:

􏽢κerrorFrame(bi) � 􏽢κerrorFrame(bj) and 􏽢κaname(bi) � recvbC

⇒ 􏽢κerrorFrame(bi) � no.

Prop. B13 (in contrast to Prop.A10). When an honest ECU
reads a message, it always decrements its previously used
bCnt value by 1 and uses the result as its new local bCnt
value. -is behavior is independent of whether or not its
checks fail, i.e. independent of the errorFrame value.
Formally:
∀a ∈ alph(ω): 􏽢κaname(a) � readbC∧ 􏽢κecu(a) ∈ ECUbC

⇒ 􏽢κecucnt(a) � 􏽢κprevcnt(a) − 1.

Prop. B14. In a phase class Φ(s, WbCnt) with 􏽢κaname(s) �

sendbC (i.e. a phase class that starts with a specific sendbC

action and ends with the next sendbC action, see Definition
9), all honest ECUs including the sender either read or
receive the message or perform a loseCnt action.-ey do not
perform any other action.

Let s ∈ ΣbCnt with 􏽢κaname(s) � sendbC and v maximal in
Φ(s, WbCnt). -en for all ecu ∈ ECUbC exists exactly one
c ∈ alph(v) such that 􏽢κecu(c) � ecu and 􏽢κaname(c) ∈ readbC,􏼈

recvbC, loseCntbC}.

Prop. B15 (analog to Prop.A6). In every phase class
Φ(s, WbCnt) with 􏽢κaname(s) � sendbC there is an honest ECU
owning the correct counter and performing a read or recvbC

action in this phase class, but no loseCnt action. Here,
owning the correct counter means that the ECU has used
and stored the correct counter value in its previous action
and can thus use it in the next action.

Let s ∈ alph(ω) with 􏽢κaname(s) � sendbC. -en for all v

maximal in Φ(s, WbCnt) exists an action b ∈ alph(v) with
􏽢κaname(b) ∈ read, recv{ },ECU∗(s) ≔ 􏽢κecu(b) ∈ ECUbC and
􏽢κprevcnt(b) � corCntbC(b,ω) + 1.

Prop. B16 (analog to Prop.A12). If an ECU is not syn-
chronized at a specific action, i.e. does not use the correct
counter relevant for this action, it must have performed an
action loseCntbC before. Note that using a counter value
refers to the parameter prevcnt.

∀a ∈ alph(ω): 􏽢κprevcnt(a) − 1≠corCntbC (a,ω)⇒ ∃a′ ∈
alph(ω): 􏽢κaname(a′) � loseCntbC∧􏽢κecu(a′) � 􏽢κecu(a)∧actCnt
(a′,ω)<actCnt(a,ω)

Prop. B17 (analog to Prop.A11). As explained in Prop.B5,
memory failures never result into decrease of the counter
value stored by an ECU. -is implies that an action
loseCntbC performed by an honest ECU resets the ECU’s
counter to a value bigger than the correct one. For formal
reasons we assign a counter value higher than the maximal
value the system starts with to a loseCnt action if it is the first
action of an action sequence.
∀a ∈ alph(ω):

(1) a≠ pre1(ω)∧􏽢κaname(a)

� loseCnt∧􏽢κecu(a) ∈ ECUbC⇒
􏽢κecucnt(a)> corCntbC(a,ω).

(2) a � pre1(ω)∧􏽢κaname(a) � loseCnt∧􏽢κecu(a) ∈ ECUbC

⇒ 􏽢κecucnt(a) � bCntmax + 1

Analogously to Section 5.1.2 we model immediacy and
non-repeatability by the phase class Φ(σ(b), WbCnt) as de-
fined in Definition 9 determined by a fixed but arbitrary
recvbC action b. In the following section we will show that
BusCnt satisfies both properties.

6.2. Formal Proof of bCnt System. -e idea of the BusCnt
system is that counter values included in the MACs of sent
messages are strictly monotonically decreasing (instead of
strictly monotonically increasing as in the GenCnt system).
However, in contrast to the GenCnt system, in BusCnt each
send action inevitably induces a readbC or recvbC action and
thus a decrement of the counter, no matter whether or not a
check failed. In case a system does not suffer any anomalies (i.e.
all actors act correctly and counter value change is never caused
by physical irregularities), the counter used by the ECUs is
always the correct one. Lemma 2 will show how it is deter-
mined. For its proof we need the following technical Lemma:

Lemma 1. Let ω ∈Wcor
bCnt ≔ ω ∈WbCnt|􏼈 􏽢κecu(a) ∈ ECUbC∧

􏽢κaname(a)≠ loseCnt for all a ∈ alph(ω)}. Let further S(ω)

≔ a ∈ alph(ω)|􏽢κaname(a) � sendbC}􏼈 with actCnt(si,ω)<
actCnt(s(i+k),ω) for all si, si+k ∈ S(ω)(i, k ∈ N). 0en for all
b ∈ alph(ω) with 􏽢κaname(b) ∈ readbC, recvbC􏼈 􏼉 the following
holds:

1. 􏽢κmsgid(b) � fmsg⇒ 􏽢κecucnt(b) � 􏽢κcnt(b)

2. 􏽢κmsgid(b) � sync⇒ 􏽢κecucnt(b) � 􏽢κmsg(b)

Proof 2. If 􏽢κaname(b) � recvbC, the assertions follow directly
by Prop.B10 and Prop.B12 together with Prop.B8, respec-
tively. Let now 􏽢κaname(b) � readbC. We show the assertions
of this case by induction over the number of consecutive
phase classes Φ(si, Wcor

bCnt).

Induction basis: i � 1. Consider v ∈ Φ(s1, Wcor
bCnt) and

b ∈ alph(v). Let 􏽢κmsgid(b) � fmsg and assume
􏽢κecu(s1) � 􏽢κecu(b). -en Prop.B13 and Prop.B4 imply
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􏽢κecucnt(b) � 􏽢κprevcnt(b) − 1 � 􏽢κecucnt(s1) − 1. Further, by
Prop.B1, 􏽢κcnt(b) � 􏽢κcnt(s1). Now by Prop.B9,
􏽢κcnt(s1) � 􏽢κprevcnt(s1) − 1 � 􏽢κecucnt(s1) − 1. Together
this leads to 􏽢κcnt(b) � 􏽢κecucnt(s1) − 1 � 􏽢κecucnt(b).

Assume now 􏽢κecu(b)≠ 􏽢κecu(s1). Since Prop.B1 requires a
send action before any readbC or recvbC action and since s1 is
the first send action inω, there is no other action inω before s1.
Prop.B14 implies that b is the first 􏽢κecu(b) ∈ Ω􏽢κprevcnt(b) �

bCntmax and thus Prop.B13 implies 􏽢κecucnt(b) � 􏽢κprevcnt(b)−

1 � bCntmax − 1. s1 being the first action in ω, it is the first
action of 􏽢κecu(s1) as well and Prop.B4 implies 􏽢κprevcnt(s1) �

bCntmax. By Prop.B9 it follows 􏽢κcnt(s1) � 􏽢κprevcnt(s1) − 1 �

bCntmax − 1. Further, by Prop.B1, 􏽢κcnt(b) � 􏽢κcnt(s1). Together
we can conclude 􏽢κcnt (s1) � 􏽢κcnt(s1) � bCntmax − 1� 􏽢κecucnt(b).

In case 􏽢κmsgid(b) � sync, we can argue analogously by
replacing every occurrence of 􏽢κcnt by 􏽢κmsg and applying
Prop.B6 instead of Prop.B9.

Induction hypothesis: For v ∈ Φ(si, Wcor
bCnt) and b ∈

alph(v), let assertions 1 and 2 hold.
Induction step: Consider v ∈ Φ(si+1, Wcor

bCnt), b ∈ alph(v)

with 􏽢κaname(b) ∈ readbC, recvbC􏼈 􏼉 and 􏽢κmsgid(b) � fmsg. First
we again assume 􏽢κecu(b) � 􏽢κecu(si+1). b being a readbC action,
Prop.B13 implies 􏽢κecucnt(b) � 􏽢κprevcnt(b) − 1 which by
Prop.B4 and Prop.B14 is equal to 􏽢κecucnt(si+1) − 1. Further,
by Prop.B9, 􏽢κcnt(si+1) � 􏽢κprevcnt(si+1) − 1 and 􏽢κecucnt(si+1) �

􏽢κprevcnt(si+1). Since Prop.B1 implies 􏽢κcnt(si+1) � 􏽢κcnt(si+1), it
follows 􏽢κcnt(b) � 􏽢κprevcnt(si+1) − 1 � 􏽢κecucnt(si+1) − 1
� 􏽢κecucnt(b).

Assume now 􏽢κecu(b)≠ 􏽢κecu(si+1). As above, Prop.B13
implies 􏽢κecucnt(b) � 􏽢κprevcnt(b) − 1. Since by Prop.B14 all
ECUs perform a readbC or recvbC action in the previous
phase class Φ(si, Wcor

bCnt) (loseCntbC actions are excluded by
definition), this holds in particular for 􏽢κecu(b) and 􏽢κecu(si+1).
Hence for all maximal v′ inΦ(si, Wcor

bCnt) there exist readbC or
recvbC actions b′ ∈ alph(v′) performed by 􏽢κecu(b) and
a ∈ alph(v′) performed by 􏽢κecu(si+1), being the previous
actions of 􏽢κecu(b) and 􏽢κecu(si+1), respectively. Prop.B4 im-
plies 􏽢κecucnt(b) � 􏽢κprevcnt(b) − 1 � 􏽢κecucnt(b′) − 1 which by
induction hypothesis is equal to 􏽢κcnt(b′) − 1. -is in turn is
equal to 􏽢κcnt(si) − 1 � 􏽢κcnt(a) − 1 by Prop.B1. Again by
induction hypothesis, the latter expression is equal to
􏽢κecucnt(a) − 1. Prop.B4 implies equality to 􏽢κprevcnt(si+1) − 1
which by Prop.B9 is equal to 􏽢κcnt(si+1). Prop.B1 finally
implies equality to 􏽢κcnt(b), hence 􏽢κcnt(b) � 􏽢κecucnt(b).

Again, in case 􏽢κmsgid(b) � sync, the analogous proof is
achieved by replacing every occurrence of 􏽢κcnt by 􏽢κmsg and
applying Prop.B6 instead of Prop.B9. □

Lemma 2. Let Wcor
bCnt and S(ω) as defined in Lemma 1. Let

further ω ∈Wcor
bCnt and a ∈ alph(ω). 0en the following holds:

1. 􏽢κmsgid(a) � fmsg⇒􏽢κcnt(a) � bCntmax − card( s ∈{ S(ω)|

actCnt(s,ω)≤actCnt(a,ω)})≥0
2. 􏽢κmsgid(a) � sync⇒􏽢κmsg(a) � bCntmax − card( s ∈ S{ (ω)

|actCnt(s,ω)≤actCnt(a,ω)})≥0

Further, for all si− 1, si ∈ S(ω) (i.e. with actCnt(si− 1,

ω)< actCnt(si,ω) and i ∈ N, i≥ 2) holds

(i) 􏽢κmsgid(si− 1)�􏽢κmsgid(si)�fmsg⇒􏽢κcnt(si)�􏽢κcnt(si− 1)− 1
(ii) 􏽢κmsgid(si− 1)�􏽢κmsgid(si)�sync⇒􏽢κmsg(si)�􏽢κmsg(si− 1)

− 1
(iii) 􏽢κmsgid(si− 1) � fmsg∧􏽢κmsgid(si) � sync ⇒ 􏽢κmsg(si) �

􏽢κcnt (si− 1) − 1
(iv) 􏽢κmsgid(si− 1) � sync∧􏽢κmsgid(si) � fmsg ⇒ 􏽢κcnt(si) �

􏽢κmsg(si− 1) − 1

Note that item 1 implies that the parameter cnt of actions
concerning a functional message never reaches the value 0
unless there occur no more sendbC actions after the action a.
-e analogous statement holds for the parameter msg of
actions concerning synchronization messages.

Proof 3. We prove assertions 1 and 2 by induction over the
length l ∈ N of a word ω ∈Wcor

bCnt.

Induction basis: l � 1, i.e. ω � a1. Since Prop.B1
requires a sendbC action before any readbC or recvbC

action, a1 cannot be a readbC or recvbC action. Since
further by definition ω does not contain any loseCnt
action, 􏽢κaname(a1) � sendbC. Prop.B4 implies
􏽢κprevcnt(a1) � bCntmax. If 􏽢κmsgid(a1) � fmsg, by
Prop.B9 it follows 􏽢κcnt(a1) � 􏽢κprevcnt(a1) − 1 �

bCntmax − 1 � bCntmax − card( s ∈ S(a1)􏼈 |actCnt(s,

a1)≤ actCnt(a1, a1)}). Further, by Prop.B5
􏽢κprevcnt(a1) � bCntmax > 0 which implies 􏽢κprevcnt(a1)

− 1 � bCntmax − 1≥ 0. -us item 1 holds for ω � a1
containing a functional message. If on the other hand
􏽢κmsgid(a1) � sync, by Prop.B6 it follows
􏽢κmsg(a1) � 􏽢κprevcnt(a1) − 1 which as above implies
the assertion, thus item 2 holds for ω � a1.
Induction hypothesis: Let ωi � a1 . . . ai(i≥ 2, i ∈ N).
-en for all a ∈ alph(ωi) holds:

(1) 􏽢κmsgid(a) � fmsg⇒􏽢κcnt(a) � bCntmax − card( s ∈{

S(ωi) |actCnt(s,ωi)≤actCnt(a,ωi)})≥0
(2) 􏽢κmsgid(a) � sync⇒􏽢κmsg(a) � bCntmax − card( s∈ S{

(ωi) |actCnt(s,ωi)≤actCnt(a,ωi)})≥0
Induction step: Consider ωi+1 ≔ a1 . . . aiai+1.
(1) Assume 􏽢κaname(ai+1) � sendbC. By Prop.B14 and
the fact that ωi+1 does not contain any loseCntbC ac-
tions, it follows that ai is a recvbC or readbC action.-is
in turn is preceded by a sendbC action σ(ai) (see
Prop.B1). So we have ωi+1 � a1 . . . σ(ai) . . . aiai+1
(σ(ai) may ormay not be equal to a1). Let vi amaximal
word in Φ(σ(ai), Wcor

bCnt), i.e. vi starts with σ(ai) and
ends with ai+1, and all other actions in between are
readbC and recvbC actions, the last one being ai. By
Prop.B1, for all these readbC and recvbC actions
b ∈ alph(vi) holds 􏽢κcnt(b) � 􏽢κcnt(σ(ai)) � 􏽢κcnt(ai).
Since all ECUs perform exactly one readbC or recvbC

action in vi, there is exactly one recvbC or readbC action
b∗ ∈ alph(vi) performed by ecu∗ ≔ 􏽢κecu(ai+1), being
the last action performed by ecu∗ before ai+1.

(a) Assume 􏽢κmsgid(ai+1) � fmsg. If 􏽢κmsgid(b∗) � fmsg
as well, Lemma 1 implies 􏽢κecucnt(b∗) � 􏽢κcnt(b∗).
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Since ai+1 contains a functional message, Prop.B9
implies 􏽢κcnt(ai+1) � 􏽢κprevcnta(i+1) − 1 � 􏽢κecucnt
(b∗) − 1 � 􏽢κcnt(b∗) − 1. By Prop.B1 this is equal
to 􏽢κcnt(σ(ai)) − 1 � 􏽢κcnt(ai) − 1. Prop.B1 also
implies 􏽢κmsgid(ai) � 􏽢κmsgid(b∗) � fmsg, hence by
induction hypothesis it follows 􏽢κcnt(ai+1) � 􏽢κcnt
(ai) − 1 � bCntmax − card( s ∈ S(ωi+1)|􏼈 actCnt
(s,ωi+1) ≤ actCnt(ai,ωi+1)}) − 1. Finally, since
ai+1 is the sendbC action directly following ai,
􏽢κcnt(ai+1) � bCntmax − card s ∈ S(ωi+1)|actCnt􏼈

(s,ωi+1)≤ actCnt(ai+1,ωi+1)}. Further, since 􏽢κcnt
(ai+1) � 􏽢κprevcnt(ai+1) − 1 and by Prop.B5
􏽢κprevcnt(ai+1)> 0, it follows 􏽢κcnt(ai+1)≥ 0.
If on the other hand 􏽢κmsgid(b∗) � sync, Lemma 1
implies 􏽢κecucnt(b∗) � 􏽢κmsg(b∗). Using Prop.B9,
we can then deduce 􏽢κcnt(ai+1) � 􏽢κecucnt(b∗) − 1 �

􏽢κmsg(b∗) − 1 which by Prop.B1 is equal to
􏽢κmsg(ai) − 1. As above, the assertion follows.

(b) Assume 􏽢κmsgid(ai+1) � sync. In this case we can use
Prop.B6 to deduce 􏽢κmsg(ai+1) � 􏽢κprevcnt(ai+1) − 1. If
􏽢κmsgid(b∗) � fmsg, the rest of the proof is identical to
the case where this is combined with a functional
message of ai+1, if 􏽢κmsgid(b∗) � sync, the arguments
regarding ai+1 being a synchronization message apply.
-is ends the proof for the case 􏽢κaname(ai+1) � sendbC.

(2) Assume 􏽢κaname(ai+1) ∈ readbC, recvbC􏼈 􏼉. -en
Prop.B1 implies that there is an action σ(ai+1) which
is either equal to ai or occurs before ai.
(a) Let σ(ai+1) � ai. By Prop.B1 it follows
􏽢κcnt(ai+1) � 􏽢κcnt(ai), 􏽢κmsg(ai+1) � 􏽢κmsg(ai) and
􏽢κmsgid(ai+1) � 􏽢κmsgid(ai). Since ai is the last send
action before the recvbC/readbC action ai+1, the
number of send actions before these two actions
including ai is identical, i.e.
card( s ∈ S(ωi+1)|actCnt(s,ωi+1)􏼈 ≤actCnt(ai,ωi+1)})

� card( s ∈ S(ωi+1)|actCnt􏼈 (s,ωi+1)≤actCnt (ai+1,

ωi+1)}). If 􏽢κmsgid(ai) � fmsg, the induction hypothesis
implies 0≤􏽢κcnt(ai) � bCntmax − card( s ∈ S{ (ωi+1)|

actCnt(s,ωi+1)≤actCnt(ai,ωi+1)}) � bCntmax − card
( s ∈ S(ωi+1)|actCnt(s,ωi+1)≤􏼈 actCnt(ai+1,ωi+1)})

� 􏽢κcnt(ai+1). If 􏽢κmsgid(ai) � sync, the induction hy-
pothesis implies 0≤􏽢κmsg(ai) � bCntmax − card( s{

∈ S(ωi+1)|actCnt(s,ωi+1)≤actCnt(ai, ωi+1)}) �

bCntmax − card( s ∈ S(ωi+1)|actCnt􏼈 (s,ωi+1)≤actCnt
(ai+1,ωi+1)}) � 􏽢κmsg (ai+1).
(b) Let σ(ai+1) � : a′ with actCnt (a′,ωi+1)> actCnt
(ai,ωi+1). -en Prop.B14 and the fact that ωi+1 does
not contain any loseCntbC actions implies that ai is a
readbC or recvbC action. Again, by Prop.B1 it follows
􏽢κcnt(ai) � 􏽢κcnt(σ(ai)) � 􏽢κcnt(σ(ai+1)) � 􏽢κcnt(ai+1)

and the equivalent equations for the parameters msg
and msgid. Now we can again conclude that the
number of send actions before ai is identical to those
before ai+1 and as above, by induction hypothesis for
the cases 􏽢κmsgid(ai) � fmsgid and 􏽢κmsgid(ai) � sync,
respectively, it follows the assertion. -is concludes
the proof of assertions 1 and 2.

We now prove assertions (i)–(iv) of the Lemma. So as-
sume the first statement holds regarding functional messages.
-en it holds in particular for two consecutive sendbC actions
si− 1 and si in a word ω ∈Wcor

bCnt, each sending a functional
message. -en 􏽢κcnt(si) � bCntmax − card( s ∈ S{

(ω)|actCnt(s,ω)≤ actCnt(si,ω)}) � bCntmax − (card ( s ∈{

S(ω)|actCnt(s,ω)≤ actCnt(si− 1,ω)}) +1) � bCntmax − card
( s∈ S(ω)|actCnt(s,ω)≤{ actCnt(si− 1,ω)})− 1 � 􏽢κcnt (si− 1)−

1. -e only difference between a sendbC action s containing a
synchronization message and one containing a functional
message is that the value bCntmax minus the cardinality of
sendbC actions happening before s and including s is assigned
to the counter of s in the first case and to the message of s in
the second case. Hence, the respective statements for all other
combinations of synchronization and functional sendbC ac-
tions can be shown analogously. □

-e above Lemma uses properties that describe the
behavior of honest agents when sending, receiving or
reading a message and shows the resulting counter value.
-is behavior does not depend on whether or not any in-
volved send action is performed by an honest ECU. Hence
the counter value included in actions of sequences in Wcor

bCnt

can be considered the correct one for actions in WbCnt.

Definition 10. For ω ∈WbCnt and a ∈ alph(ω) we define

corCntbC(a,ω) ≔ bCntmax − card( s ∈ S(ω)|actCnt(s,ω){

≤ actCnt(a,ω)}).

(9)

We now consider WbCnt again and first show a Lemma
whose important statement is that a synchronization mes-
sage received by an ECU never contains a counter smaller
than the correct one for this action. In general the Lemma
states that an honest ECU owning the correct counter before
processing a readbC or recvbC action (denoted by the pa-
rameter prevcnt of the action), also owns the correct counter
afterwards (denoted by the parameter ecucnt).

Lemma 3. Let ω ∈WbCnt and a ∈ alph(ω). 0en the fol-
lowing holds:

􏽢κaname(a) ∈ readbC, recvbC􏼈 􏼉∧􏽢κprevcnt(a)

� corCntbC(a,ω) + 1⇒ 􏽢κecucnt(a) � corCntbC(a,ω).

(10)

Proof 4. Assume 􏽢κaname(a)�readbC.-en by Prop.B13 􏽢κecucnt
(a)�􏽢κprevcnt(a)− 1�corCntbC(a,ω)+ 1− 1�corCntbC (a,ω).
-e same follows by Prop.B10 for a being a recvbC action of a
functional message. So let 􏽢κaname(a)�recvbC and
􏽢κmsgid(a)�sync. Prop.B12 implies 􏽢κerrorFrame(a)�no and thus
by Prop.B8 it follows 􏽢κecucnt(a)≤􏽢κprevcnt(a)− 1� corCntbC

(a,ω)+1− 1. In case of 􏽢κecucnt(a)�􏽢κprevcnt(a)− 1 the assertion
holds. So let 􏽢κecucnt(a)<􏽢κprevcnt(a)− 1, i.e. 􏽢κecucnt(a)<
corCntbC(a,ω). Prop.B16 implies that before a, 􏽢κecu(a)

performs a loseCnt action a′ and by Prop.B17, if a′≠pre1(ω),
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it follows 􏽢κecucnt(a′)>corCntbC(a′,ω). For simplicity we
assume that a′ is the last action of 􏽢κecu(a) in ω before a. By
Prop.B14, every ECU performs only one action per phase
class, hence a′ happens in the phase class Φ(s′,WbCnt) that
ends with σ(a), i.e. in the phase class directly occuring before
the one including a. Lemma 2 implies that
corCntbC(a′,ω)�corCntbC(a,ω)+1. So we have
corCntbC(a,ω)+1�􏽢κprevcnt(a)�􏽢κecucnt(a′)>corCntbC (a′,ω)�

corCntbC(a,ω)+1. -is constitutes a contradiction, hence
􏽢κecucnt(a)�corCntbC(a,ω) holds. In case a′ is not the previous
action of 􏽢κecu(a), we can argue analogously.

Let a′ � pre1(ω). Since a′ is the first action and not a
sendbC action, Lemma 2 implies corCntbC(a′,ω) � bCntmax.
As above, we have corCntbC(a,ω) + 1 � 􏽢κprevcnt(a) � 􏽢κecucnt
(a′) which by Prop.B17 is equal to bCntmax + 1 �

corCntbC(a′,ω) + 1. -is implies corCntbC(a,ω) �

corCntbC(a′,ω). However, since σ(a) happens before the
recvbC action a (and after the loseCntbC action a′), by
Lemma 2 corCntbC(a) � bCntmax − 1≠ bCntmax � corCntbC

(a′,ω). So again this constitutes a contradiction, hence
􏽢κecucnt(a) � corCntbC(a,ω) always holds. □

We can now prove our main-eorem. As in Section 5.2,
the property we want to prove is that whenever an honest
ECU receives and accepts a message (action b), the sendbC

action σ(b) having triggered b and starting the phase class
determined by b must have authentically for the ECU been
performed by an agent beingmember of the same group, and
the message must contain the correct counter. In contrast to
the proof regarding the GenCnt system, for the BusCnt
system (formally denoted by BbCnt) we can show that this
property is always satisfied, i.e. that both immediacy and
non-repeatability hold.

Theorem 2. Let ω ∈ BbCnt and b ≔ (recvbC, ecu, ecukey,

ecucnt, prevcnt, bus, mackey,msgid,msg, cnt) ∈ alph(ω) with
ecu ∈ ECUbC. 0en the following property holds:

authWiPhase send, ecu′, ecukey′, ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt( 􏼁|ecu′ ∈ ECUbC􏼈 􏼉, b, ecu,Φ σ(b), WbCnt.( 􏼁

(11)

Proof 5. Analogously to Section 5.2, without loss of gen-
erality we assume ECUbC

1 ∈ ECUbC to perform a receive
action b ≔ (recvbC,ECUbC

1 , ecukey, ecucnt, prevcnt, bus,
mackey,msgid,msg, cnt) ∈ alph(ω) and consider an arbi-
trary x ∈ λ− 1

ECUbC
1

(λECUbC
1

(ω))∩WbCnt (which by definition of
λECUbC

1
and BbCnt ⊆WbCnt contains b). Since

ECUbC
1 ∈ ECUbC, by Prop.B2 it follows

mackey � key � ecukey. Further, by Prop.B3 there is an
action a1 ≔ (sendbC, ecu1, ecukey1 , ecucnt 1, prevcnt1
, bus,mackey,msgid,msg, cnt) ∈ alph(x) before the receive
action b by ECUbC

1 containing the samemessage ID, message
and counter value and with ecukey1 � mackey. Again by
Prop.B2 it follows ecu1 ∈ ECUbC which proves that the
message received in b has authentically for ECUbC

1 been
generated and sent by a member of ECUbC.

Further, by Prop.B1 the receive action b by ECUbC
1 is

preceded by a send action σ(b) � (sendbC, ecu′, ecukey′,
ecucnt′, prevcnt′, bus,mackey,msgid,msg, cnt) triggering b.

Let v maximal inΦ(σ(b), WbCnt) with b ∈ alph(v). Since
􏽢κaname(b) � recvbC, Prop.B12 implies 􏽢κerrorFrame(b) � no and
thus 􏽢κerrorFrame(c) � no for all c ∈ alph(v) with 􏽢κaname(c)

∈ readbC, recvbC􏼈 􏼉. By Prop.B15 one of the actions readbC,

recvbC in v is performed by an ECU owning the correct
counter, i.e. there exists c∗ ∈ alph(v) with 􏽢κaname(c∗)

∈ readbC, recvbC􏼈 􏼉,ECU∗(σ(b)) ≔ 􏽢κecu(c∗) ∈ ECUbC,

􏽢κerrorFrame(c∗) � no and 􏽢κprevcnt(c∗) � corCntbC(c∗, x) + 1.
Lemma 3 implies 􏽢κecucnt(c∗) � corCntbC(c∗, x). Recall that
Prop.B1 and Prop.B3 imply that the values of the parameters
msg,msgid and cnt in a1, σ(b), b and c∗ are identical.

(1) Assume 􏽢κmsgid(c∗) � fmsg and assume further that
when sending the message, ecu1 is synchronized, i.e.

includes the correct counter as the message’s counter
value. By Prop.B9 it follows 􏽢κcnt(a1) � 􏽢κprevcnt(a1)

− 1 � corCntbC(a1, x). Since all readbC and recvbC

actions in v have errorFrame � no, Prop.B11 implies
􏽢κcnt(c∗) � 􏽢κecucnt(c∗), hence 􏽢κcnt(c∗) � corCntbC(c∗,

x). It follows 􏽢κcnt(σ(b)) � 􏽢κcnt(a1) � 􏽢κcnt(c∗) �

corCntbC(c∗, x). Now if a1 ≠ σ(b), the number of
sendbC actions until a1 is smaller than the number of
sendbC actions until σ(b). Since by Lemma 2 the
correct counter minus any number of sendbC actions
is always bigger or equal to 0, it follows that the
correct counter for σ(b) is different to the one for a1.
More specifically, it is smaller, i.e.
corCntbC(σ(b), x)≤ corCntbC(a1, x) − 1. Further,
again by Lemma 2, the number of send actions
having occurred until σ(b) is equal to those having
occurred until a readbC or recvbC action induced by
σ(b), i.e. corCntbC(σ(b), x) � corCntbC(c∗, x). -is
implies 􏽢κcnt(a1) � 􏽢κcnt(σ(b))

� 􏽢κcnt(c∗) � corCntbC(c∗, x) � corCntbC(σ(b), x)≤
corCntbC(a1, x) − 1. -is constitutes a contradiction
to our assumption that ecu1 is synchronized in a1
and sends 􏽢κcnt(a1) � corCntbC(a1, x). -us
a1 � σ(b).

(2) Assume 􏽢κmsgid(c∗) � sync and ecu1 is synchronized
which by Prop.B7 implies that it sends the correct
counter as the message’s payload, i.e. 􏽢κmsg(a1) �

corCntbC(a1, x). Further, c∗ being a readbC or recvbC

action with 􏽢κerrorFrame(c∗) � no, Prop.B8 implies
􏽢κecucnt(c∗) � 􏽢κmsg(c∗)≤ 􏽢κprevcnt(c∗) − 1. Hence it
follows corCntbC(c∗, x) � 􏽢κecucnt(c∗) � 􏽢κmsg(c∗)≤
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􏽢κprevcnt(c∗) − 1 � corCntbC(c∗, x) and thus 􏽢κmsg(c∗)

� corCntbC(c∗, x). Assume a1 ≠ σ(b). As above,
Lemma 2 implies corCntbC(σ(b), x)≤ corCntbC

(a1, x) − 1 and corCntbC(σ(b), x) � corCntbC

(c∗, x). Since by Prop.B1 􏽢κmsg(a1) � 􏽢κmsg(σ(b)) �

􏽢κmsg(c∗), it follows corCntbC(a1, x) � 􏽢κmsg(a1) �

􏽢κmsg(c∗) � corCntbC(c∗, x) � corCntbC(σ(b), x)≤
corCntbC(a1, x) − 1. -is again constitutes a con-
tradiction, thus it follows a1 � σ(b).

(3) Assume ecu1 is not synchronized in a1. By Prop.B16 it
has performed an action loseCntbC before a1, denoted
by a2. If a2 ≠ pre1(x), by Prop.B17, 􏽢κecucnt(a2) is set to
a value bigger than the action’s correct counter value:
􏽢κecucnt(a2)> corCntbC(a2, x). If a2 � pre1(x),
Prop.B17 implies 􏽢κecucnt(a2) � bCntmax + 1>
corCntbC(a2, x) as well. Assume for simplicity that
ecu1 ’s next action after a2 is a1. -en 􏽢κprevcnt(a1)

� 􏽢κecucnt(a2)> corCntbC(a2, x). Let 􏽢κmsgid(a1) �

fmsg. -en by Prop.B9, 􏽢κcnt(a1) � 􏽢κprevcnt(a1) − 1 �

􏽢κecucnt(a2) − 1> corCntbC(a2, x) − 1. Now a1 is the
first sendbC action after a2 since a sendbC action in
between would imply another action by ecu1
(Prop.B14). Lemma 2 implies corCntbC(a2, x)−

1 � corCntbC(a1, x). Hence ecu1 not being syn-
chronized results into 􏽢κcnt(a1)> corCntbC(a1, x). If
a2 is not ecu1 ’s last action before a1 we can argue
analogously only with a longer sequence of actions
and counters in between a2 and a1 to consider, being
decreased step by step. By Prop.B1 􏽢κcnt(a1) � 􏽢κcnt
(σ(b)) � 􏽢κcnt(c∗) always holds. Hence corCntbC

(a1, x)< 􏽢κcnt(c∗) � 􏽢κcnt(a1). By Lemma 2 and the
definition of corCntbC, corCntbC(σ(b), x) � corCntbC

(c∗, x), and since ECU∗ owns the correct counter in
c∗, by Prop.B15 it follows 􏽢κprevcnt(c∗) � corCntbC

(c∗, x) + 1 and Lemma 3 implies 􏽢κecucnt(c∗) �

corCntbC(c∗, x). Together these statements imply
corCntbC(σ(b), x) � 􏽢κecucnt(c∗). Further, Lemma 2
implies corCntbC(a1, x)≥ corCntbC(σ(b), x), no
matter whether or not a1 and σ(b) are identical.
Hence 􏽢κecucnt(c∗) � corCntbC(σ(b), x)≤ corCntbC

(a1, x) and therefore 􏽢κecucnt(c∗)≤ corCntbC(a1,

x)< 􏽢κcnt(c∗). Prop.B11 implies 􏽢κerrorFrame(c∗) � yes,
and by Prop.B12 it follows 􏽢κerrorFrame(b) � yes and
therefore 􏽢κaname(b)≠ recvbC, a contradiction to the
assumption we started the proof with. Hence
corCntbC(a1, x) � 􏽢κcnt(a1) in the case of 􏽢κmsgid(a1)

� fmsg.
If 􏽢κmsgid(a1) � sync, we can decude
􏽢κerrorFrame(b) � yes and thus the same contradiction
by exchanging the parameter cnt by msg and ap-
plying Prop.B6 instead of Prop.B9 to deduce
􏽢κmsg(a1)> corCntbC(a1, x). Further, Lemma 2 im-
plies 􏽢κmsg(a1) � 􏽢κmsg(σ(b)) � 􏽢κmsg(c∗) and it follows
􏽢κmsg(c∗)> corCntbC(a1, x). With the same argu-
ments as above, this implies 􏽢κmsg(c∗)> 􏽢κecucnt(c∗).
Prop.B8 implies 􏽢κerrorFrame(c∗) � yes and again by by
Prop.B12 it follows 􏽢κerrorFrame(b) � yes and therefore

􏽢κaname(b)≠ recvbC. So again the assumption of ecu1
not being synchronized leads to a contradiction.-is
concludes our proof.

-e above, proof shows that our approach indeed sat-
isfies data origin authenticity as well as immediacy and non-
repeatability. In contrast, the generic counter system violates
the latter ones. In the next section, we will discuss the se-
curity related differences in more detail. We will then in-
troduce our proof of concept implementation showing its
practicability and design decisions that substantiate our
formal proof. □

7. Evaluation

In this section, we will evaluate both the security and the
practicability of our bus counter approach. More specifically,
in the next section we will discuss the formal proof results
concerning the satisfaction of the security requirements
immediacy and non-repeatability by the generic and the
BusCnt system, respectively, and highlight the differences. In
Section 7.2 we will then demonstrate the feasibility of our
BusCnt approach based on a practical implementation and
discuss design decisions.

7.1. Security Aspects. One fundamental difference between
our approach and the generic counter-based approach is that
in the BusCnt system the pulse generator is an integral
component of the system itself:-e very writing onto the bus
causes a change of the local bus counter values of all ECUs
connected to it as they inevitably read (part of) the message
(even if not accepting it) and decrement their counters. By
this read action, the message’s counter and thus its MAC is
invalidated. Hence, any subsequent message written onto
the bus must use a smaller counter in order to be accepted.
-is prohibits message delay and replication.

Another important aspect is the assignment of com-
putations to the controller that in traditional CAN com-
munication systems is processed by the application layer.
-is concerns in particularMAC calculation and verification
and checks regarding the size of the message’s counter.
Performing these checks on controller level enables to use
the error frame mechanism of CAN in case of a failed check
which in return results in invalidation of the respective
message and prevention of its acceptance by any of the ECUs
connected to the same bus.

-ese two aspects together allowed to formally prove
that the BusCnt system satisfies both immediacy and non-
repeatability, provided at least one of the ECUs owns the
correct counter. -e inevitable decrease of the counter value
with every new message prohibits message delay, and the
checks performed by the controllers allow immediate in-
validation of any manipulated message.

One of the core assumptions of our proof is the cor-
rectness of at least one counter value in the bus network. It
is based on two observations: First, ECUs are designed to be
safe and thus hardware or software failures occur signifi-
cantly less often compared to regular PC hardware. Second,
an incorrect counter value may be the result of the
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shutdown process, as an ECU may not be able to store the
counter value in time to persistent storage. However, the
likelihood for this failure to occur is reduced in our ap-
proach since only a single value per bus needs to be stored.
In contrast, traditional counter-based approaches use
various counters for different types of messages. Moreover,
a bus has a large number of ECUs connected to it and only
one needs to store the correct counter value at the end of a
ride. -erefore, the probability that our assumption does
not hold is insignificant.

On the other hand, an ECU not being synchronized, i.e.
not owning the correct counter, may in principle cause a
safety problem: If it sends a functional message, MAC
verification by ECUs owning the correct counter will fail and
result into an error frame. If the ECU itself receives a
functional message containing the correct counter, its own
MAC verification will fail and cause an error frame as well.
Too many error frame events will cause the ECU to change
into an inactive state. -is safety problem can be minimized
by adequate synchronization approaches as discussed in
Section 7.2.2 below.

In contrast to the BusCnt system, our proof of the ge-
neric counter-based approach indicates that it exhibits
several weaknesses. First, it cannot ensure immediacy and
non-repeatability (neither of synchronization nor of func-
tional messages) in case an ECU loses its counter. Once
being active again the ECU will accept any replayed message
whose counter is still in the required range (i.e. bigger than
its own counter). -is violates immediacy, assuming that
only the period between writing a message onto the bus and
reading it does not exceed a specified limit. It also violates
non-repeatability since the attack is possible even if the
replayed message has already been accepted before.

-e counter synchronization mechanism of GenCnt
does not prohibit this attack as synchronization messages
themselves are susceptible to delay attacks, i.e. recorded and
then invalidated by an attacker by destroying their CRC or
by interrupting the message with an error frame. -ese
messages will then not be accepted by the ECUs with the
consequence that an unsynchronized ECU cannot be syn-
chronized. It will therefore accept delayed synchronization
and functional messages at any later point in time the at-
tacker chooses for a replay, thus violating immediacy.
Hence, the synchronization mechanism of the generic
counter-based system is no guarantee for ensuring imme-
diacy and non-repeatability.

Even if no counter loss occurs, violation of immediacy by
a delay of messages cannot be prohibited. -is is due to the
fact that the counter value stored by the intended recipients
of a message does not change as long as all messages relevant
for the respective counter are invalidated by the attacker and
thus not accepted. Consequently, the intended recipients will
accept any relayed message since it still contains a counter
being valid from their point of view.

One question that comes to mind is whether it would be
sufficient to equip the Fresh Value Manager FvM of the
GenCnt systemwith the ability to perform all security checks
by the controller in order to avoid the above-described
attacks. However, it turns out that this measure alone is not

enough. First, the FvM behavior would need to be changed
as it must increment its own local counter value with every
sent message, independently of whether or not the message
is accepted. In other words, the determination of what is the
correct counter for a message would need to be adapted to
the one used for the BusCnt system. Otherwise, the FvM
would not be able to detect the repetition of a message as it
would still consider the old counter to be correct. Since the
sender of a message that has caused an error frame normally
simply resets its counter and resends the message, the FvM
would additionally need to adjust the sender’s counter.
Secondly, the system would need to be changed to using one
single counter per bus since otherwise the FvM is not able to
assign an error frame to the counter used in a message that
has been interrupted before writing the message ID to the
bus. All these changes result in a system that is in some of its
main aspects equivalent to the BusCnt system.

-ere are some assumptions in our proof regarding the
satisfaction of immediacy and non-repeatability by the
BusCnt system that need to be substantiated by specific
design decisions. -is concerns for example the size of the
counter that must prohibit overflow. In the BusCnt system,
an attacker can accelerate the pulse generator by inserting
messages onto the bus. Independently of being accepted,
they will cause the connected ECUs to decrement their
counters faster than they normally would. However, in
Section 7.2.2 below, we discuss the counter length necessary
to avoid counter overflow even in the presence of such an
attack and show how this length can be implemented in
praxis. Other assumptions concern storage errors that we
assume never to result in a counter being smaller than the
correct one as this could lead to counter overflow as well.
-is is an issue for all counter-based approaches, adequate
measures for detection of such incidents is out of the scope
of this paper.

A final security aspect concerns the truncation of MACs
which in principle enables an attacker to construct its own
message and to determine the corresponding truncated MAC
by brute force. -is holds in particular for synchronization
messages. So if an attacker was able to construct and insert a
synchronization message containing e.g. the counter 0. . .0
with a correct MAC, it could take over the whole bus com-
munication. -is is an issue for all approaches using MAC
truncation (e.g. for AUTOSARs SecOC). As a counter-mea-
sure, we have chosen a specific number of failed synchroni-
zation messages as indicator of a brute force attack which we
deem small enough to recognize such attacks and on the other
hand big enough to not cause unnecessary dysfunction of the
bus. See Section 7.2.2 for more details on this aspect.

7.2. PracticalAspects. To evaluate the practical aspects of our
work we implemented a proof of concept of BusCount to
demonstrate the general feasibility of the mechanisms.
Moreover, we want to show the suggested approach can be
implemented at a low cost. We first introduce our devel-
opment setup and describe the design decisions before
presenting the evaluation we performed bsaed on this
implementation.
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7.2.1. Setup. For the implementation of our security en-
hanced CAN controller, we chose a low-cost FPGA
(ICE40HX8K-B-EVN) with only 7680 logic cells and a
maximum frequency of 12 MHz. -e FPGA is connected
with a CAN transceiver (MCP2561) that converts logical
CAN messages into physical signals for a CAN bus.

We used an open-source implementation1 as a basis for
our CAN controller. We extended the controller with an
SLCAN2 protocol to communicate with a connected ECU.
-e ECU is simulated by a Raspberry Pi 2B running a default
Linux SocketCAN3. -e software does not need to be
modified besides the fact that the payload is reduced by the
length of the MAC. A second FPGA with the same setup was
introduced to perform MAC verifications and synchroni-
zation tests. -e correctness of the CAN implementation
and the compatibility with regular CAN bus devices was
evaluated with a remaining bus simulation using a Vector
VN5610 in combination with CANoe v9. -e hardware
setup of our proof of concept (see Figure 5) contains:

7.2.2. Design Decisions. We decided to use a truncatedMAC
value with a size of 24 bit to be compatible with AUTOSAR
SecOC. Since CAN has a very limited message size per
package we decided to use the counter implicitly. -is re-
quires more explicit synchronizations yet does not disrupt
the system’s functionality due to the fast synchronization
mechanism of our protocol. Corresponding to the 24 bit
MAC the remaining payload of a CAN message is 40 bits.
-e counter transferred with the described synchronization
mechanism would then also be restricted to these 40 bits. A
CAN bus can transmit up to 17,543 messages per second
[36], thus a 40 bit counter suffices for about 725.4 days
(240/17, 543 · 60 · 60 · 24) of non-stop communication be-
fore an overflow occurs. An attacker may even reduce the
duration by starting CAN messages and stopping them
immediately with an error frame. -is increases the number
of messages sent by an attacker (15 bits per message)
compared to a regular sender (minimum 44 bits per mes-
sage) to about 51,459 messages per second (17, 543 · 44/15).
We consider a counter value that could overflow after only
247.3 days (240/51, 459 · 60 · 60 · 24) not sufficient in an
attack scenario, thus we increased the counter by additional
18 bits which can be transmitted using the extended message
ID of the CAN specification for synchronization messages.
-e 58 bit counter is sufficient for about 82,884.75 years
(258/51, 459 · 60 · 60 · 24 · 365). In order to counter brute
force attacks and to increase the security of the truncated
MAC we suggest renewing the key regularly by deriving it
from the current counter value.

Furthermore, we needed to make sure the synchroni-
zation cannot be attacked by a brute force attack. An attacker
may try to forge a synchronization message setting the
counter to 0 which would lead to an overflow or would
establish the number 0 as the counter value of all subsequent
messages. Since we suggest to transfer only a 24 bit MAC,
attacks cannot be prevented by the key size. For this reason
we count the number of failed synchronizations. If more

than 16 failed synchronizations during a car ride or 128
failed synchronizations in total have been detected, the
ECUs need to consider the bus no longer trustworthy and
must enable the driver to safely stop the car. -e 128
synchronizations give an attacker a 0.000977%

128
1􏼠 􏼡

224

127
􏼠 􏼡 / 224

128
􏼠 􏼡􏼠 􏼡 chance to forge a synchro-

nization message successfully. A recovery process for a car
network is out of the scope of this paper. Compared to the
generic counter-based approach, our synchronization so-
lution has the advantage that it is independent of functional
disruptions regarding a central entity (fresh value master):
Any ECU can initialize synchronization, and all ECUs join
in, sending their respective synchronization messages si-
multaneously. -is mechanism allows the synchronization
of all ECUs connected to one bus during the transmission
time of only one message.

-e bus counter-based security protocol does not change
the CAN frame and thus it can work with default CAN
controllers in one network. -e adaptation to CAN FD and
CAN XL is also possible. Further, it is compatible with
SecOC with respect to the message structure.

-e introduction of error frames in conjunction with
security checks potentially changes the safety consider-
ations of ISO26262 regarding CAN bus communication. A
CAN controller sending a message which results in an error
frame increments its error counter by 8 while receiving
controllers increment their error counter by 1. Successful
message transfer reduces the counter by 1. If an error
counter exceeds the value 128, the respective controller
changes into bus-off mode and is not able to send or
receive data anymore and a hardware reset is necessary.
However, there are only two cases that our security
mechanisms could cause a bus-off state. In the first case,
the attacker is the sender of unauthorized messages by
delay, replay, or forging of messages. In this scenario, the
attacker performs a denial of service attack which she could
also perform in every other secure or non-secure CAN BUS
by inserting error frames.-e second scenario is the startup
of a vehicle where every CAN controller is out of syn-
chronization. In the worst case, ECUs might join the
network one by one, each of them sending an error frame
caused by a failed check based on its wrong counter value,
and then initiate a synchronization. To prevent this we
suggest that after waking up and before starting to send
error frames, a CAN controller first initiates a synchro-
nization in case of an invalid message. -us, the ECU is in
sync as soon as it joins the network.

7.2.3. Performance Evaluation. -e CAN controller
implementation we adapted to work on the ICE40HX8K
consumed 4,483 of the 7,680 logic cells. -e remaining logic
cells need to be sufficient for processing a MAC algorithm,
the synchronization, and the counter mechanism.Moreover,
the MAC algorithm needs to be fast enough to calculate the
MAC during the transmission of the truncated MAC value
(24 · 4 � c). -e time consumed by the sending process is
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longer since much more bits are transmitted prior to the
truncated MAC value. Finally, the MAC algorithm needs to
calculate theMAC over at most 131 bits (58 bit counter value
+ 29 ID + 4 bit data length + 40 bit data) for classic CAN.

-e remaining 3,197 cells are not sufficient to implement
a regular cipher, like AES or HMAC with SHA2, with low
latency together with the counter and synchronization
mechanism. For this reason, we evaluated several lightweight
ciphers regarding their number of rounds, state size, and
table size. Based on these results we implemented our CAN
controller in combination with the two CBC-MAC algo-
rithms Present80 [37] and Prince [38] and the HMAC al-
gorithm SipHash [39]. All three have a block size of 64 bit, so
two blocks need to be processed at most. We evaluated the
number of cycles each algorithm needs for this task. Table 6
shows the results of our evaluation. -e number of cycles as
well as the number of logical cells needed for the CAN
controller including the different ciphers.

-e smallest (in terms of cells needed) but also the
slowest algorithm was Present80. Our implementation of
the controller with Present80 needed 5,599 logic cells and
68 cycles for two blocks. Prince only needed 30 cycles
while increasing the number of logic cells needed to 5,947.
SipHash was only slightly larger with 6,024 logic cells, but
needs only 13 cycles to compute a MAC over two blocks.
Since the security of Present80 is lower and the number of
blocks increases drastically regarding CAN FD (10 blocks
for 579 bits of authentic data) and CAN XL (258 blocks for
at most 16,466 bits of authentic data), we recommend
SipHash for a fast and size efficient MAC algorithm in our
approach. Additionally, cryptanalysises [40,41] of
SipHash did not reveal problems with this cryptographic
primitive.

8. Conclusions and Future Work

In this paper, we have presented a detailed discussion and
formal evaluation of our hardware-based approach Bus-
Count for the security protection of automotive CAN
networks. We further opposed this to the characteristics of
counter-based approaches currently being used.

-e fundamental difference between currently consid-
ered approaches and ours is that in ours the pulse generator
is an integral component of the system itself: -e very
writing onto a bus causes a change of the counter values of all
ECUs connected to it as they inevitably read the message
(even if not accepting it) and decrement their counters. Since
the number of messages sent on the bus cannot be ma-
nipulated, the correct counter value cannot be manipulated
as well. By this read action, the message’s counter and thus
its MAC is invalidated. Another important aspect is the
assignment of MAC calculation and verification and checks
regarding the size of the message’s counter to the controller.
-is enables to use the error frame mechanism of CAN
communication in case of a failed check which results in
invalidation of all messages whose MAC is not based on the
correct counter value. -ese messages will then not be ac-
cepted by any of the ECUs. Software-based approaches do
not have this possibility since they verify the MAC on

CAN controller ICE40HX8K-B-EVN
CAN transceiver MCP2561
ECU Raspberry Pi 2B
Remaining bus simulation Vector VN5610

ECUa ECUb

ICE40HX8K ICE40HX8K

MCP2561 MCP2561 VN5610

SLCAN SLCAN

RX RXTX TX

CAN high

CAN low

Figure 5: Evaluation setup for BusCount.

Table 6: Evaluation of ciphers for secure CAN controller.

Algorithm Cycles Logic cells (total)
Plain CAN controller - 4,483
SipHash [39] 13 6,024
Prince [38] 30 5,947
Present80 [37] 68 5,599
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application-level after the controller completely received the
message.

We formally proved that our bus counter approach
satisfies data origin authenticity as well as immediacy and
non-repeatability (also denoted by message freshness), both
during regular operation and in case an ECU loses its
counter. Our proof is based on the assumption that si-
multaneous loss of counter values does not occur, i.e. that
there is always at least one ECU per bus owning the correct
value. -is assumption seems appropriate, given the low
possibility of it being violated. It enables our synchroniza-
tion mechanism to take advantage of the physical charac-
teristics of a CAN bus and ensures that always the correct
counter value is sent.

On the other hand, current counter-based systems
cannot assure message freshness if an ECU loses its counter.
Immediacy is even violated in case an ECU does not lose its
counter: An attacker can invalidate all messages relevant for
a specific counter and insert them again at a later point in
time without the ECU being able to notice this manipula-
tion.-is is due to the fact that the ECU’s local counter value
only changes if it actually accepts a message.

Compared to other approaches, our bus counter
mechanism offers several practical advantages: It avoids the
necessity to include (parts of) the counter in the messages
which saves bandwidth, and it requires only one counter per
bus to be stored instead of one counter per message ID
favored by currently discussed approaches. -is reduces
both storage capacities and the risk of ECUs being
unsynchronized.

-e synchronization solution of BusCount has the ad-
vantage that it is independent of functional disruptions
regarding a central fresh value master that is being used by
other counter-based approaches: Any ECU can initialize
synchronization, and all ECUs join in, sending their re-
spective synchronization messages simultaneously. -is
mechanism allows the synchronization of all ECUs con-
nected to the same bus during the transmission time of only
one message.

It must be noted that our approach cannot be realized
with currently available ECUs. On the other hand, it does
not change the CAN frame and can thus work with default
CAN controllers in one network. It can also be adapted to
CAN FD and CAN XL and is compatible with SecOC with
respect to the message structure. Moreover, our proof of
concept implementation described in Section 7.2 shows that
our approach is not only theoretically interesting, but is
functionally working in a CAN network. However, an
implementation needs to respect a couple of considerations.
One of them is that our approach allows pulse acceleration,
hence the counter must be sufficiently long in order to
prohibit counter overflow during the lifetime of a car. We
consider 58 bits as suggested in Section 7.2.2 adequate.
Further, a concrete synchronization mechanism must for
example prohibit brute force attacks on truncated MACs of
synchronization messages and must ensure a synchronized
network as soon as possible after the startup process.

In the future, we plan to extend our attack model and
address an adversary that can manipulate devices connected

to the bus. One possible countermeasure that at least reduces
the severity of this attack is to assign specific roles to different
ECUs and to enable ECUs to authentically identify the
sender of messages. Hence, we plan to investigate how our
approach can be extended by sender authentication
mechanisms. Further, we will explore whether and how
techniques to protect the devices’ integrity can be integrated
in order to prohibit manipulation of genuine ECUs.
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With the rapid development of vehicular crowdsensing, it becomes easier and more efficient for mobile devices to sense,
compute, and measure various data. However, how to address the fair quality evaluation between the platform and
participants while preserving the privacy of solutions is still a challenge. In the work, we present a fairness-aware and
privacy-preserving scheme for worker quality evaluation by leveraging the blockchain, trusted execution environment
(TEE), and machine learning technologies. Specifically, we build our framework atop the decentralized blockchain which
can resist a single point of failure/compromise. *e smart contracts paradigm in blockchain enforces correct and automatic
program execution for task processing. In addition, machine learning and TEE are utilized to evaluate the quality of data
collected by the sensors in a privacy-preserving and fair way, eliminating human subject judgement of the sensing so-
lutions. Finally, a prototype of the proposed scheme is implemented to verify the feasibility and efficiency with a
benchmark dataset.

1. Introduction

Recently, mobile crowdsensing paradigm has significantly
attracted attention from both the academic and industrial area
[1, 2]. It is an essentially distributed problem-solving
mechanism that leverages various sensing devices to collect
valuable data in order to obtain a solution. *ere exist nu-
merous famous crowdsensing platforms that cover from the
global positioning system (GPS) to the weather report [3].
Particularly, due to the efficient sensing capability under the
5G network, mobile crowdsensing has been adopted in the
vehicular network to assist autonomous driving [4]. It can be
seen that, with the rapid development of mobile crowdsensing
technology, the mobile sharing data in crowdsensing will play
a critical role in digital society in the near future.

Generally, the architecture of mobile crowdsensing is
mainly composed of three entities: the requester, worker,
and a crowdsensing service provider (CSP). Specifically, a
requester refers to the entity who has the requirement to
obtain large scale data (or solutions) from the workers.
He posts a task with certain incentives to the CSP. A
worker refers to an entity who is equipped with a mobile
sensor and willing to get a reward from the requester by
providing valuable sensing data. *e CSP mainly acts as
an intermediary to receive sensing tasks from requesters
and allocate them to the suitable workers. Despite the
success of crowdsensing for accomplishing complex data
collection tasks with the assistance of CSP, the requesters
and workers are actually exposed to the potential threats
on privacy and fairness issues [1, 4, 5].
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A privacy issue: as for a requester, the sensing data
collected from the workers are sensitive and valuable
assets that he does not want to expose them to others,
even for the CSP. *is is because he has to pay for a
solution, and such data may leak personal private in-
formation, e.g., his current location [6]. In practice, the
sensing data is collected and stored by the CSP who is
responsible for their security. Furthermore, if there
exists any dispute between the requester and workers,
the CSP will serve as an arbiter to judge the quality by
accessing the data. As a matter of fact, CSP can be
regarded as a trusted third party (TTP). *at is, it will
not preserve the privacy of the solutions and only give
them to the requester who has paid for the workers.
Unfortunately, numerous causes have shown that a
fully TTP does not exist in reality. For instance, the
leading IT company Facebook was reported to violate
the privacy protection protocols again that it exposed
533 million personal data to the public website. Apart
from the policy of the law, e.g., the General Data
Protection Regulation (GPDR), additional technical
measures should be designed to prevent the CSP from
leaking the valuable data of the participants.
An unfairness issue: as for the quality evaluation of
sensing data, there exists two intrinsic attacks that have
an adverse effect on the fairness between the requester
and worker, i.e., false-reporting and free-riding [7]. False-
reporting is caused by amalicious requester who pays for
workers after he has received the solutions. He may
attempt to decrease the payment for workers by
reporting that their collected data is low quality, no
matter the real quality. On the flip side, free-riding refers
to the attack that the requester pays for workers before
he receives the data. In this payment model, a malicious
worker may provide useless data after he receives the
payment. In considering these two attacks, it is nontrivial
to realize the fairness property in mobile crowdsensing.

To achieve privacy-preserving and fair quality evaluation
in vehicular crowdsensing, there are some realistic chal-
lenges: (i) Firstly, neither the requester nor the CSP knows
how to evaluate the collected data using a general purpose
approach. Some simple crowdsensing tasks may know the
types of the answer; e.g., a task has only a Boolean answer,
while most of the tasks do not have exact answers or a range
to be selected. In addition, (ii) the quality of workers’ sensors
may be different such that they may collect invalid or ob-
viously wrong data. Several research efforts, such [7–10],
have been made to tackle the quality evaluation while
preserving privacy and fairness. Some of them utilize a truth
discovery method which leverages a cloud to compute the
result by performing secure computation [11]. Besides, the
homomorphic encryption and zero-knowledge proof are
used to protect the privacy of the data while obtaining the
final computation result. Nonetheless, they either rely on a
central TTP, or require high efficient cryptographic prim-
itives. If a crowdsensing task is complex during the com-
putation of the solutions, then these methods will introduce
high computation cost. Other researchers attempt to handle

this by introducing the reputation mechanism [7]; however,
it requires the workers and requester to keep online for a
long time. Dishonest workers or requesters may receive a
task for once or register another account. *us, we argue
with the following: can we design a privacy-preserving and
fairness-aware quality evaluation method for complicated
tasks in mobile crowdsensing?

To tackle the abovementioned challenges, we proposed
a decentralized quality evaluation scheme, named QuaEva,
based on the blockchain technology, machine learning
(ML), and trusted execution environment (TEE). In
particular, QuaEva is designed atop our previous work [12]
which utilizes the blockchain and smart contracts to ac-
complish a task for crowdsensing. More precisely, facing
the challenges in terms of worker quality evaluation for
complicated tasks, we leverage the off-the-shelf machine
learning methods to evaluate a task solution without re-
lying on human subjective judgement. *e advantage lies
in that if there are a large number of crowdsensing tasks to
be mediated, then it can reduce the burden of human
involvement. In the meanwhile, this design can provide an
efficient way to improve the accuracy of the models.
Current machine learning models can distinguish many
objects with high accuracy, and the accuracy will grow
gradually with the evolution of machine learning tech-
nology. Recently, a business model called machine
learning model market arose [13, 14], which provides paid
prediction service by leveraging the trained models.
Moreover, to enforce fairness among requesters and
workers without relying on a trusted third party (e.g.,
against a single point of failure), we resort to the block-
chain and smart contracts. *erefore, QuaEva can be
constructed as a decentralized architecture with immu-
tability and decentralization. Furthermore, to preserve the
privacy of the solutions, we introduce the TEE into the
evaluation of sensing data quality. By doing so, a sensing
data or solution can be evaluated within a TEE-secured
environment. In a nutshell, our specific contributions can
be depicted as follows:

(1) Privacy-preserving and decentralized quality evalu-
ation framework: we propose a privacy-preserving
and decentralized quality evaluation scheme named
QuaEva, in which the privacy of sensing data can be
preserved and the quality evaluation can be con-
ducted in a decentralized way based on the block-
chain and smart contracts.

(2) Fair quality evaluation without subjective grounds:
by leveraging machine learning and TEE to mobile
crowdsensing quality evaluation, we can detect
useless sensing data in an efficient and fair way,
instead of resorting to a TTP who might have
subjective grounds to give the final results.

(3) Implementation on real world dataset: we implement
a prototype of the proposed scheme on the real world
dataset and conduct several experiments, demon-
strating that QuaEva can achieve secure and fair
quality evaluation in mobile crowdsensing.
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*e remainder of the paper is organized as follows. In
Section 2, we present the background of blockchain and
smart contract, machine learning, and TEE. In Section 3, we
present the system model, security assumptions, and threat
model. *en, in Section 4, the description of our proposed
framework is given. In Section 5, we give the related work
with quality evaluation in crowdsensing. *e experimental
results are presented in Section 6. Finally, we conclude in
Section 7.

2. Background

In this section, we present the basic background of the
building blocks used in this paper.

2.1. Blockchain and Smart Contract. Blockchain was first
introduced by Nakamoto who aims to solve the issue of
double-spending in Bitcoin, and it has been utilized in many
applications [15–17]. It is essentially considered as a dis-
tributed ledger (DL) which consists of consecutive blocks.
Each block mainly contains a block header and several
transactions which happened recently. Compared with the
classic distributed database, transactions in blockchain cannot
be modified or deleted once they are recorded. In particular, a
secure blockchain system satisfies the basic three security
properties: chain growth, chain quality, and common prefix
[18]. Based on such fundamental properties, the maintainers
(also called blockchain nodes) of a blockchain system have a
consistent overview of the blockchain. *e initial blockchain
system, i.e., Bitcoin, does not support Turing-complete smart
contracts and thus has significant limitations when being
applied in other applications, e.g., supply chain and decen-
tralized finance (DiFi). *erefore, several efforts have been
made to enable it to be adopted in different scenarios.

In fact, the key reason that blockchain has a huge in-
fluence in various areas is the capability of supporting smart
contracts. Smart contract was first proposed by Nick Szabo
in the 1990s. It refers to executing a program or an
agreement automatically without illegal interference. In
QuaEva, by leveraging smart contracts and the decentralized
blockchain, we can enforce the process of crowdsourcing to
complete quality evaluation without relying on a trusted
party. Further, the collected sensing data can be guaranteed
with integrity in the blockchain. *e main challenge of
blockchain-based crowdsourcing schemes lies in the quality
evaluation of sensing data with fairness. Smart contracts can
be utilized to prevent a crowdsensing system to give a
subjective arbitration in case of dispute.

CrowdBC, proposed by Li et.al. [12] in 2018, is a block-
chain-enabled decentralized framework for crowdsourcing.
Compared with previous crowdsourcing platforms, CrowdBC
allows requesters and workers to achieve fair crowdsensing
tasks without relying on a central party by leveraging the
underlying blockchain and smart contract technologies. More
precisely, a requester posts a task by the Requester-Worker
Relationship Contract (RWRC) which specifies the require-
ments of the task. Workers can accept this task by making a
deposit in the RWRC. Besides, the cryptographic primitives are

utilized to protect the privacy of the solutions. CrowdBC
provides a future direction for crowdsensing by combining
with the trustworthy blockchain technology. However, it leaves
an open problem: how to design a solution validation function
that is able to evaluate the task solution correctly while pre-
serving the fairness in the crowdsourcing.

2.2.Machine Learning. With the advent of the digitalization
era, machine learning (ML) has been recognized as a
promising paradigm for data analysis and knowledge dis-
covery. It is a branch of artificial intelligence (AI) [19]. A
large amount of data has been generated and collected
nowadays, providing us plenteous resources to train the
accurate ML models. In addition, a collection of machine
learning algorithms, such as deep learning, reinforcement
learning, and federate learning [15], have been proposed that
we can use them to make a prediction more easily. As a
matter of fact, a well-trained ML model can be regarded as a
Judger who can give more accurate judgement than the
crowdsensing system in various applications, e.g., vehicle
identification. Correspondingly, a large amount of data is
collected that we can use to train a more accurate MLmodel,
which has favorable results for both crowdsensing and ML
[20, 21]. In particular, ImageNet is an image database that
has collected hundreds and thousands of labelled images.
*e labelling task is completed in AMT, a public crowd-
sourcing platform. Many companies train some ML models
and provide ML services for the public, such as Microsoft
Azure and Google.

2.3. Trusted Executed Environment. Trusted Execution En-
vironment (TEE) is an isolated secure environment which is
designed to protect the confidentiality and integrity of
loaded code and data. It can be used to prove the correct
execution of a specific program. *ere are several types of
TEE presently, such as Intel SGX and ARM TrustZone. Take
the Intel SGX as an illustration; it creates a trusted sandbox
environment called enclave in which a program can run
securely. Specifically, a typical TEE protocol contains three
phases: initialization, install, and resume. In the initialization
phase, a key pair (the public key and private key) is generated
by the hardware manufacturer, who embeds a private key
into the enclave that no one can obtain. *e install phase
mainly loads a program pram to the TEE and outputs a
(randomness) session id for identifying the pram. *e last
phase is responsible for executing pram with valid inputs.
After the execution, the TEE outputs an attestation to au-
thenticate the correct execution. Recently, there have been
some attacks on TEE, e.g., side channel attack and rollback
attack, while we argue that existing solutions are orthogonal
with our work [22, 23].

Specifically, we list the operations of an enclave that will
be used in our scheme. Scheduling operations: an instance of
a SGX is scheduled by a host:

(1) i dx ←TEE.install(pram): the host creates an en-
clave and starts an enclave instance by providing a
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software code pram. *e enclave returns a unique
identifier idx after being created successfully.

(2) TEE.resume(i dx , inps): this operation is used to
resume the normal execution of an enclave with an
input inps.

3. System and Security Model

In this section, we illustrate the system model and security
model of QuaEva and specify the design goals. At the be-
ginning, we list the notations used in this paper (cf. Table 1).

3.1. SystemArchitecture. As shown in Figure 1, there are five
types of roles in QuaEva: requester, worker, blockchain
node, computation node, and storage node:

(1) Requesters, identified by R � R1, . . . , Rn􏼈 􏼉, refer to
the entities who post a crowdsensing task with the
description of the tasks and an amount of rewards. R

specifies the requirements of the data collection task
in the description and converts the requirements as
executable programs that will be loaded into the
computation node (i.e., the TEE-powered host).

(2) Workers, identified by W � W1, . . . , Wm􏼈 􏼉, refer to
the entities who have certain type of mobile sensing
device (e.g., a vehicle) as he intends to receive a
sensing task for pursuit of task rewards. *e capa-
bility of W is evaluated based on the historical data
when W completes tasks.

(3) Blockchain node, identified by Bi, refers to a main-
tainer of the underlying blockchain. In QuaEva, a
permissionless blockchain (e.g., Ethereum) or per-
missioned blockchain (e.g., Hyperledger Fabric) can
be used to construct the underlying blockchain. Also,
R and W can take part in the maintenance of
blockchain as a blockchain node.

(4) Computation node, identified by C, refers to an entity
who is empowered with a TEE that can provide the
environment for secure computation. In a permis-
sionless setting, the centralized cryptocurrency ex-
change can be recognized as such node. *ey mainly
use their secure environment to provide secure
computation services by attesting the computation
results to the blockchain for a reward.

(5) Storage node, identified by S , refers to an entity that
is responsible for storing the encrypted data. We do
not specify a concrete data storage; any existing
distributed storage system can be used in our
scheme, e.g., the InterPlanetary File System (IPFS)
[24].

As depicted in Figure 1, the basic architecture of our
proposed vehicular crowdsensing system mainly consists of
two components: (i) task management and (ii) solution
management. *e task management component is re-
sponsible for task posting, task receiving, and solution
submission. *e solution management is in charge of so-
lution evaluation and reward payment. Specially, requesters

interact with workers based on the decentralized blockchain
system.*ey achieve their goals with fairness based on smart
contracts.

Generally, the requesters and workers are required to
register in QuaEva to get their credentials (i.e., a public key
and private key) before participating in the data collection of
mobile crowdsensing. By doing so, every participant can be
evaluated by his/her historical behaviors. Specifically, when a
requester posts a task, a ML model for evaluating its col-
lected data is deployed in a TEE primarily. *e requesters
and workers are assumed to place dependence on this model
to evaluate the data before a task begins. *e hash value of a
program and function are recorded in the blockchain, which
can be used for workers to check the correctness of the ML
results. In QuaEva, solutions (e.g., collected data) are verified
by a TEE-powered server with a ML model rather than a
third party, which is to decrease the security threats from
false-reporting and free-riding attacks.

Security threats: in terms of security threats, we assume
both requesters and workers might behave dishonestly.
More concretely, a dishonest requester may attempt to
reduce his cost by denying the contributions of workers
after receiving the solutions, which is known as a false-
reporting attack. On the other hand, a malicious worker
may try to obtain the task rewards without contributing
enough time and resources, which is known as a free-
riding attack. *ese two attacks have an impact on the
fairness of crowdsensing. In addition, we assume that a
computation node might behave dishonestly or be
compromised. In more detail, a malicious computation
node C∗ can feed old version data to the TEE, enforcing
the ML model to give a low quality solution (data)
evaluation, which is known as rollback (replay) attack
[22]. Meanwhile, a compromised computing node can
collude with a requester or a worker to gain profits.
Security assumption: here, we make the security as-
sumptions as follows: the underlying blockchain system
satisfies the majority of honest assumption; that is,
given a majority of blockchain nodes are honest, the
blockchain system can run with persistence and liveness
[18]. *ese two basic security properties guarantee that
a transaction posted by an honest user will be con-
firmed and become permanent after a period of time,
e.g., 6 blocks in Bitcoin. In addition, the TEE executed
in the computing node is secure in our scheme.We also
observe that the side channel attack is a realistic attack
that could leak the private key of the enclave. However,
we argue that the protection mechanisms against side
channel attack have been proposed recently and are
orthogonal with our work. Besides, we assume that a
ML model can return accurate evaluation results.

3.2. Design Goals. We summarize the security goals of
QuaEva as follows:

(1) Privacy preservation: the privacy of workers’ data,
i.e., their collected data or completed task solution,
can be preserved without relying on any central party
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(2) Fairness: our protocol can guarantee fairness by
resisting the false-reporting and free-riding attacks
[7]

(3) Reliable quality evaluation: the quality of the col-
lected data during the mobile crowdsensing can be
evaluated with a well-trained ML model which will
give a reliable evaluation result to the workers

4. The Proposed Protocol QuaEva

4.1. 
e Design of QuaEva. Firstly, we present the overview
design of the QuaEva protocol. To enable privacy-preserving
and fairness solution evaluation, we leverage a TEE to
construct an off-chain environment which can preserve the
confidentiality and integrity of loaded programs. In practice,
we adopt Intel’s Software Guard Extensions (SGX) which
has been widely used in both academic and industrial areas.
*e component of the computing node C contains two parts:
a host process and an enclave, where the host process is
mainly responsible for interacting with the blockchain and
the distributed storage IPFS node, and the enclave refers to
the secure environment for running the ML model.

As described in Figure 1, the proposed QuaEva protocol
proceeds with four main phases: the tasking allocation

phase, the task solving phase, the solution (data) evaluation
phase, and the reward phase. During the first phase (steps
1–3), a requester posts a sensing task with some rewards to
the RWRC contract. Meanwhile, he leverages the func-
tionality of Intel SGX attestation to load a solution evalu-
ation program prog to the enclave of C. Next, a set of
qualified workers W1, . . . , Wm􏼈 􏼉 who have registered in
QuaEva (with deposits in RWRC contract) can receive this
task. Specifically, these workers are required to satisfy the
predefined conditions which are set in the RWRC contract;
for instance, the value of reputation should be larger than a
certain value. After completing the task, the workers can
submit their solutions (or collected data) to the storage node
S. Particularly, these data are encrypted under the public key
of the enclave that can only be decrypted in the secure
environment. In the meanwhile, a digest value of the so-
lution is committed on the blockchain. Upon receiving the
encrypted solutions, the enclave starts to verify them with
the program prog . *e evaluation result will be sent to the
blockchain with a remote attestation by the computing node.
*e encrypted data is reencrypted in the TEE using the
public key of the requester. According to the evaluation
result, the reward assignment is executed automatically in
the RWRC contact.

Table 1: *e notations of explanation.

Notation Explanation
λ *e system security parameter
R � R1, . . . , Rn􏼈 􏼉 A set of requesters
W � W1, . . . , Wm􏼈 􏼉 A set of workers
[n], [m] *e tuple of (1, . . . , n), (1, . . . , m)

pkR1
, skR1

􏽮 􏽯 *e public and private key of a requester R1
pkW1

, skW1
􏽮 􏽯 *e public and private key of a worker W1
mpk, msk􏼈 􏼉 *e public and private key of an Intel SGX enclave

M1
����M2 *e concatenation of messages M1 and M2

H0(·) Noncryptographic hash functions
􏽐 .KGen(1λ) *e key generation algorithm in the digital signature scheme
􏽐 .Sign(M, sk) *e signing algorithm on message M using the secret key in the digital signature scheme
􏽐 .Verify(pk, σ, M) *e verification of the signature σ using the public key and M in the digital signature scheme
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Figure 1: *e system architecture of QuaEva.
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4.1.1. Smart Contracts Design. To avoid relying on a central
party to conduct the quality evaluation of the solutions,
QuaEva resorts to the smart contracts for ensuring the
fairness and correctness of the process of crowdsensing. More
concretely, the Turing-complete smart contracts enable us to
depict any complex logic into contract code. Take Ethereum
as an instance of the underlying blockchain system, a smart
contract is converted into executable code in the EVM such
that the miners can verify the correctness of the logic exe-
cution. One may think to use the smart contract to evaluate
the solutions; however, due to the high on-chain transaction
costs, it is unwise to put the evaluation work on-chain. In-
stead, we only write the core logic with smart contracts and
store them in the blockchain layer, while other complex
computations are put in the application layer. By doing so, we
can significantly decrease the costs of on-chain transaction
fees. In fact, at present, the smart contracts cannot support
many complicated cryptography algorithms (e.g., Java and
JavaScript); thus the off-chain solutions based on existing
tools are a favorable choice in the blockchain. Different
crowdsensing tasks have specific requirements; it is not easy to
design on-chain quality evaluation functions for satisfying
various requirements. To mitigate this challenge, we improve
the smart contracts in CrowdBC. QuaEva also implements
three types of smart contract: the User Register Contract
(URC), User Summary Contract (USC), and Requester-
Worker Relationship Contract (RWRC). Each smart contract
is initialized and deployed in the blockchain for one time.

Specifically, to simplify the task posting, we devise a set of
standard templates which are published by QuaEva for the
tasks that have the similar logic. Each user registers with his/
her addresses, profile, and pseudonym in the URC contract,
where the address is corresponding to the public key of the
user. In particular, in the RWRC contract, there exists a
solutionEvaluate(·) function which is to evaluate the quality
of a solution. *is function can only accept inputs from the
computing node C, which is achieved by verifying the sig-
nature of the transactions. Considering that C might behave
dishonestly, the input is signed with the public key of the
enclave. *at is, the quality evaluation of a solution is realized
privately in the enclave, and the result is sent to the RWRC
contract with an authenticated attestation. In addition, there
exists an algorithm checkWorkerQualification(·) that verifies
the qualification of workers, e.g., checking if a worker satisfies
the limited reputation value.

4.1.2. TEE-Powered Blockchain Oracle. Blockchain oracle
serves as a data feed for a blockchain system. In QuaEva, the
computing node C can be regarded as the blockchain oracle.
More precisely, when a worker requests a reward payment after
submitting the solution, he can send the request transaction to
the blockchain, and the node C is notified by the “Event”
mechanism in Ethereum. *en, C requests the encrypted data
from the IPFS and sends it to the enclave for verification. *e
output of the enclave is sent back to the RWRC contract with
remote attestation. Specifically, to defend against failure, we can
build a distributed oracle network as in Chinklink [25], where a
set of TEE-powered servers act as the blockchain oracle for
feeding data.

4.2. Formal Protocol Specification. Compared with the
conventional crowdsensing platform that utilizes money as a
reward, QuaEva uses a cryptocurrency of the blockchain as
the reward. Cryptocurrency can be obtained by mining or
transacting with others. Following the assumption of [26],
cryptocurrencies are fungible while they cannot be duplicated
or forged. *e owner who owns a private key can possess and
transfer a cryptocurrency. Each party (a requester or a
worker) has his own secure wallet to operate his coins.
coins(v) is used to denote an item that the amount is v and
coin(v)t0

denotes the cryptocurrency v to be locked in a smart
contract for t0 times. For simplicity, we utilize a supervised
learning [20] to estimate the users’ data qualities without
knowing a ground truth (our approach can be extended to
support other machine learning algorithms), where the
quality level is labelled as Q � q1, . . . , qk􏼈 􏼉 in each task
ι ∈ 1, . . . , k{ } and qι represents the best quality. In particular,
inspired by CrowdBC [12], we introduce the on-chain rep-
utation management mechanism to evaluate the behaviors of
workers, where a reputation value rep is updated periodically
according to the historical tasks in smart contracts. As il-
lustrated in Figure 2, the whole process of crowdsensing
consists of five phases: initialization, task posting, task re-
ceiving, solution submission, and solution evaluation. In the
following, we present the protocol specification.

4.2.1. Initialization. As a first step, each party who intends to
participate in a crowdsensing task is required to register in
the URC contract. By doing so, each participant can be
evaluated with a historical profile, e.g., the skills, experiences,
and task completion degree of workers. *e public keys of
registered parties are published in blockchain so that anyone
can check the validation of an identity. Notice that QuaEva
does not require a party to register an account using a true
identity, but a pseudoanonymous account, which is essen-
tially a similar design as in Bitcoin. In particular, someone
might want to register with detailed personal information to
increase the possibility of task receiving; QuaEva supports
this type of information to be stored in the IPFS without
introducing too much on-chain cost. Besides the user reg-
istration, the computing node C also obtains a key pair
(mpkTEE, mskTEE) (which is usually embedded in the TEE by
the manufacturer) and publishes the public key in this phase.

4.2.2. Sensing Task Posting. In this phase, a requester Ri can
post a task to call for data from qualified workers. *e task
defines several parameters, including des, coin(πR + n∗ vR)td

,􏽮

mpkTEE, tc, R
p
i , n, rep} and solutionEvaluate(·), where des re-

fers to a short description of a sensing task, pkR refers to the
public key of a requester, n is the amount of required workers,
solutionEvaluate(·) denotes a solution evaluation function
which accepts inputs from the computing node C. Specifically,
each evaluation function should be loaded into the TEE using
TEE.install(solutionEvaluate(·)) by the requester previously. A
proof of the remote attestation is required to check the cor-
rectness of the evaluation function. It is committed on the
RWRC contract that each worker can verify. Note that the
evaluation function can only accept inputs from an attested
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secure processor TEE with a valid signature (using mpkTEE to
verify).

Specifically, the requester Ri needs to deposit a certain
amount of cryptocurrency which is larger than the payment
reward to achieve fairness. *e remainder of the deposit will
be sent back to the address of Ri if he behaves honestly. td

refers to the time when workers are required to submit the
data. tc refers to the time when Ri is required to confirm the
final evaluation results from the TEE. To prevent a low
qualified worker from participating in this task, the requester
can set a limited reputation rep in the RWRC contract.

4.2.3. Task Receiving. *en, a worker Wj can receive the task
if he satisfies the condition of the task, e.g., a worker who
drives a car and is present in the place where the requester
intends to collect the data. Similar to the requester, the
worker is also required to make a deposit in the RWRC
contract. *e deposit can be redeemed after the worker has
submitted valid data in due time.

4.2.4. Solution Submission. After collecting the sensing data
before td, the workers can submit their data to the storage
node (i.e., the IPFS). In the meanwhile, a transaction with a
data submission event is sent to the blockchain, and a hash
value of the data is also committed in the RWRC contract.
Note that an event of the RWRC contract is triggered to be
sent to the C simultaneously (Ethereum solidity contract
supports the Event mechanism.), which is to notify C that a
sensing data has been submitted by a worker. Considering
the privacy of the data, the worker encrypts the sensing data
with the public key of the TEE (i.e.,mpkTEE) and signs it with
his private key. *e address of the data addr is sent to the
RWRC contract so that the requester can download it.

4.2.5. Evaluation. In this phase, all submitted data are sent
to the computing node C for quality evaluation. Specifically,
due to the limited storage of TEE, we do not require C to
evaluate these data simultaneously. More precisely, they can
be split intomultiple parts and evaluated separately. Inspired
by proof of misbehavior in [27], as for the quality evaluation

of data, it does not require all of the sensing data to be high
quality, while if a part of it is evaluated as low quality, it
represents that this worker provides a low quality data to this
task and should not get reward from the RWRC smart
contract. As mentioned before, the sensing data can be
evaluated with a ML model, e.g., a capturing picture. *e
TEE decrypts the received data and determines the possi-
bility of the accuracy in this task. C triggers the TEE to
output an evaluation result that serves as an oracle for the
blockchain. In particular, the TEE utilizes the public key of
the requester to reencrypt the data after the evaluation,
allowing the requester to decrypt the data by using his/her
private key.

Afterwards, when the RWRC contract receives evalua-
tion results from C, it checks if the results are signed with the
TEE’s public key, and it verifies the final results in
solutionEvaluate(·) automatically. If there is no dispute
between requester and worker on the solution result, the
reward will be assigned to workers according to the output of
the TEE. Otherwise, one of them who does not satisfy the
result could post a transaction to the contract for arbitration
by a third verifier. Such verifiers can only participate in the
sensing task when there exists a dispute, and they can choose
an authoritative party to act this third party previously.

4.3. Security Analysis

4.3.1. Fairness. In our scheme, we assume that there exists a
predefined evaluation function that can automatically
evaluate sensing data in the TEE. More precisely, assume
that the solution is X, and then the miners can verify if
solutionEvaluate(·) is equal to H or L according to the TEE.
No one can modify the program which has been attested in
the enclave. To reduce the size of on-chain data, the data can
also be split into multiple parts, i.e., X � X1, X2􏼈 􏼉. When the
TEE outputs L result, it can upload a part of the data (e.g.,
Xc) with the evaluation results to the RWRC contract. *us,
miners can verify such a part according to the output of the
TEE. Notice that, during the process of task execution and
result evaluation, there does not exist a trusted party to give
subjective decisions. In addition, dishonest requesters or
workers would be automatically punished by the RWRC
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Figure 2: *e process model of QuaEva.
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contract which pays the deposit to the other party. Based on
the honest-majority assumption, the underlying blockchain
system is secure, and the probability that malicious parties
create a fork blockchain which is in their favor is negligible.
*erefore, QuaEva is able to achieve fairness by using the
trusted hardware and the blockchain technology.

4.3.2. Privacy Preservation. It is straightforward that the
privacy of data can be protected once a trusted hardware is
adopted. More concretely, to protect the privacy of data, our
protocol requires that a worker submits an encrypted task
solution with the public key of the TEE. *e data is reen-
crypted with the public key of the requester in the TEE. All of
the public keys are published and attested in the task. With
the security assumption of TEE, the private key cannot be
retrieved by anyone, even for the manufacturer. *erefore,
the data in the TEE is protected from malicious users. In
addition, the encrypted data is stored in the distributed
storage and can be downloaded by a unique pointer which is
committed on the blockchain.

4.3.3. Nonrepudiation. It is also straightforward that non-
repudiation can be achieved with the tamper-resistant
blockchain technology. Specifically, the nonrepudiation
represents that R and W should be authorized to post or
receive tasks in the URC contract, and they cannot refute the
participation in the latter. In addition, if a worker Wm

submits a low quality solution with a poor contribution, Wm

cannot deny the low quality submission, because it has been
committed in the RWRC contract.

5. Implementation and Evaluation

In this section, we give the evaluation of QuaEva. As for the
SGX environment, to avoid the complex development of
Intel SGX based on SGX SDK (Intel SGX SDK for Windows
v2.13.100.2), we initialize it with SGX SDK of version 2.5.We
build a TEE environment on a server (Ubuntu18.04.4LTS,
Intel(R) Core(TM) i5-7500 CPU @ 3.40GHZ). Specifically,
we develop the secure computation program by using python
programming language.

To show the practicability of the proposed scheme, we
implement a local Ethereum test network in our server. We
evaluate the performance of our scheme by considering the
whole crowdsensing process. *e transaction fee is defined
as the same for different transactions. Specifically, there are 1
requester and 10 workers in our experiments. We conduct
100 times for the same picture capturing task and use the
Multilayer Perceptron (keras) to recognize each collected
picture in the TEE. *e model used in the TEE is illustrated
as in Table 2, where 4-layer MP networks are specified to
conduct the image recognition.

As shown in Figure 3, we analyze the performance of on-
chain transactions in the test network. Specifically, we record
the time consumption for each transaction involved in the
execution of quality evaluation. *ere are 6 types of trans-
actions involved in the proposed scheme, i.e., deposit pay-
ment, task posting, data submission, evaluation requesting,

evaluation submission, and proof of evaluation by TEE. *e
difficulty of the local Ethereum is relatively low as that each
block is generated by taking about 4.756 seconds. Each block
can only store about 376 transactions.We record the time cost
that starts from a transaction being sent to the network and
ends at it being written on the blockchain. Note that the
average confirmation time for a specific transaction is about
9.428 seconds. Namely, each transaction takes about 2 blocks
of time to be finally confirmed in the local Ethereum network.
*e average transaction throughput can be up to 70.08 TPS
(transactions per second).

Specifically, during the process of quality evaluation, we
load the image recognition model (i.e., the keras model) to
the TEE [20]. Each sensing data of a task is encrypted from
under the public key of the TEE and can be decrypted in the
enclave in a privacy-preserving way. *e evaluation output
of the result is sent to the contract with an authenticated
attestation. Specifically, we evaluate the performance of
remote attestation, enabling an output from the TEE to be
authenticated by the Intel Attestation Service (IAS). Each
remote attestation takes 2.73 s on average, which is a little
long compared with the execution of evaluation. However,
we can combine a number of outputs as a whole result and
then attest it from the IAS, which can significantly decrease
the time cost.

In the TEE, we test 10,000 pictures which are collected
from Minst https://storage.googleapis.com/tensorflow/tf-
keras-datasets/mnist.npz. *e total time of the recognition
takes 12,421ms, which takes 1.24ms on average for rec-
ognizing a single picture in the TEE. *e accuracy of the
recognition can be up to 97.67%. According to our exper-
iments, we show that, by using smart contract, TEE, and
machine learning technologies, it is able to achieve fair and
privacy-preserving quality evaluation for the crowdsensing
task.

6. Related Work

6.1. Crowdsensing. *e concept of crowdsourcing was ini-
tialized by Howe in 2005 [28]. It contains several models such
as crowdsensing, crowdfunding, and microcrowdsourcing. It
represents a specific model in which individuals or organi-
zations in all over the world are connected together, in which
individuals are able to contribute their skills to obtain reward
from a requester. As one of promising technologies,
crowdsensing has attracted much attention over the past few
years.*e human intelligence-based crowdsensing consists of
three groups of roles: requesters, workers, and a centralized
crowdsensing system. It is mainly composed of three phases:
data collection, data storage, and data upload. Currently, there
exist lots of crowdsensing systems and their applications grow
rapidly worldwide, such as WAZE, Google Maps, and
Snapchat. *ese applications can collect valuable information
such as weather and location.

6.2. Quality Evaluation. Despite the rapid development of
crowdsensing, the issue of quality evaluation of the col-
lected data has not been settled carefully and has drawn
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much attention recently [2]. Many research works have
been proposed that integrated an incentive, data aggre-
gation, reputation management with data perturbation
mechanism to achieve truthfulness and accurate aggregated
results. Privacy preservation is a major research topic in
crowdsensing, which is to protect the privacy of partici-
pants, e.g., location, name, and collected data. *ere exist
three quality evaluation schemes in the crowdsensing
[29, 30]. (i) *e majority decision (MD): *is scheme
performs by aggregating all of the workers’ data and the
data that keep the same with the majority of participants
will be the final output. (ii) *e control group: *is scheme
generates a new validation crowdsourcing task for the
collected data and selects several workers to perform the
quality evaluation task. (iii) *e gold standard: it proceeds
by requiring workers to give a standard answer. Seldom
ones of these schemes have considered the problem of
worker quality evaluation and privacy preservation in a
decentralized way. *ey mainly focus on the traditional
crowdsensing architecture.

In addition, several schemes have been performed for
quality control in crowdsensing, including incentive
mechanism, worker selection, prior knowledge, and cheater
detection. However, limitations have existed in prior
schemes. Firstly, most of these methods focus on the simple
tasks that can be evaluated by using the aggregation tech-
nique (AT) [31] or MD [30]. While it can address the
scenario that the answers of sensing tasks have finite answers
in the crowdsensing, as for the complicated skill-based tasks
that do not have identical answers among the submitted
result sets such as program development and diagram de-
sign, these methods cannot be applied. Secondly, requesters
will generally afford some rewards for workers to get high
quality data (solutions) generally. However, a main dilemma

exists in the monetary incentive mechanism between the
workers and the requesters. If the payment is paid before the
task starts, workers may solve the task without effort, which
is known as “free-riding” [7]. If the payment is paid after
answers are submitted, the requester has the motivation to
decrease the payment by giving an unreasonable evaluation,
which is known as “false-reporting” [7]. Most current
schemes are solving the dilemma based on the reputation
system, but it is based on the hypothesis that workers and
requesters may stay in the system for a long time, while this
is not true that some dishonest users may use the crowd-
sensing system for one time. Lastly and importantly, the
quality control approaches are executed in the crowdsensing
systemwhere workers and requesters believe that this central
system will neither conduct dishonest activities nor be hit by
the attackers. Unfortunately, it does not always be the case.
*erefore, to accomplish the quality evaluation in a fair and
privacy-preserving way, it is necessary to consider all of the
security threats together.

6.3. Crowdsensing with Machine Learning. Machine learn-
ing has renovated many applications that attract con-
siderable attention from both industrial and academic
area [19, 20, 32–35]. *ere exist some works combining
crowdsensing with machine learning. Guo et al. [34]
proposed Bayesian-based predictive models that aim to
accomplish the crowdsensing process within the crowd-
sensing architecture. Xiong et al. [35] proposed a
crowdsensing method to collect large scale data to train
the samples in machine learning. However, most existing
methods have considered using machine learning to ad-
dress the challenge of quality evaluation in the
crowdsensing.

Table 2: *e description of Multilayer Perceptron used in the experiments.

Layer (type) Output shape Param
Flatten (flatten) (None, 784) 0
Dense (dense) (None, 128) 100480
Dropout (dropout) (None, 128) 0
Dense_1 (dense) (None, 10) 1290
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Figure 3: *e time performance of a transaction to be recorded in the local Ethereum network.
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7. Conclusion

In this paper, we presented a fair-aware and privacy-pre-
serving scheme for quality evaluation in crowdsensing. We
analyze that the traditional quality evaluation functions are
subjected to the weakness of human subjective intervention,
single point of failure, and the complicated skill-based tasks
cannot be evaluated by using conventional methods accu-
rately. Hence, we solve the evaluation dilemma between the
requester and workers with the trusted execution environ-
ment and machine learning based on our previous work [12].
Particularly, QuaEva does not rely on any third party to give
judgement, and the data (i.e., the solutions) can be evaluated
automatically with a committed evaluation function in the
TEE. We believe that this design can provide a direction for
the quality evaluation with ML and blockchain technologies.
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+e intelligent traffic signal (I-SIG) system aims to perform automatic and optimal signal control based on traffic situation awareness by
leveraging connected vehicle (CV) technology. However, the current signal control algorithm is highly vulnerable to CV data spoofing
attacks. +ese vulnerabilities can be exploited to create congestion in an intersection and even trigger a cascade failure in the traffic
network. To avoid this issue, timely and accurate congestion attack detection and identification are essential. +is work proposes a
congestion attack detection approach by combining empirical prediction and analytical verification. First, we collect a range of traffic
images that correspond to specific traffic snapshots which are vulnerable to potential data spoofing attacks. Based on these traffic images,
an improved generative adversarial network is trained to predict whether a forthcoming attack will cause congestion with a high
probability. Meanwhile, we define a group of traffic flow features. After exploring features and conducting a thorough analysis, a TGRU
(tree-regularized gated recurrent unit)-based approach is proposed to verify whether congestion occurs. When we find a possible attack
that can cause congestion with high probability and subsequent traffic flows also prove congestion, we can say there is a congestion
attack. +us, we can realize timely and accurate congestion attack detection by integrating empirical prediction and analytical veri-
fication. Extensive experiments demonstrate that our approach performs well in congestion attack detection accuracy and timeliness.

1. Introduction

Connected vehicle (CV) technology [1, 2] empowers vehicles to
communicate with the surrounding environment (roadside
units and traffic signal control infrastructure) and is now
transforming today’s transportation systems. As one key
component, the intelligent traffic signal (I-SIG) system [3] is
responsible for performing dynamic and optimal signal control.
It is based on automatic traffic situation awareness by leveraging
the emerging communication infrastructure of the space-air-
ground integrated network (SAGIN) [4, 5] with the advantages
of coverage, flexibility, and so on. For instance, since September
2016, a series of I-SIG systems have been deployed in California,
Florida, and New York by the U.S. Department of Trans-
portation (USDOT) as a CV Pilot Program [1]. +ese systems
are currently under testing and not yet widespread.

Unfortunately, such dramatically increased connectivity
also opens a new door for cyberattacks. Recently, such I-SIG
has exposed a vulnerability of the controlled optimization of
phases (COP) algorithm [6, 7]. Attackers can compromise
the on-board units on their vehicles and send malicious
messages (such as those containing speed and location) to
influence the traffic control decisions at specific times, thus
causing unexpected heavy traffic congestion. Some data
show that a single attack vehicle can cause a total delay 11
times greater than the total delay before the attack [8],
posing a significant barrier to the development and de-
ployment of I-SIG systems on a wide scale in the future.

Previous research [8] reveals such congestion attacks on
the COP algorithm, analyzes how congestion attacks affect
the COP algorithm decisions, and explains how to launch an
attack using data spoofing in SAGIN. However, developers
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may still lack a deep understanding of such I-SIG attacks and
defenses, raising some pressing concerns: (1) What is the
effect of different phases where the attack vehicle is located?
+e different phases of the attack vehicle can cause different
congestion effects. (2) What is the quantified correlation
between the attack and congestion degree? +e quantified
correlation refers to the potential relationship between the
attack and congestion degree; once identified, we can infer
whether the attack occurred according to the congestion
degree. (3) Are there any potential features to be utilized for
revealing the above correlation? It is necessary to analyze the
congestion attack mechanism firstly to solve these issues.
+e challenges of solving these issues include how to au-
tomatically explore multiple and multidimensional features
to quantify the traffic flow characteristics under no attack
and congestion attack and analyze the correlation between
attack features and attack effects. +us, demystifying the
congestion attack based on the COP mechanism through
quantified features and exploring new analysis methods will
benefit all stakeholders for I-SIG, including transportation,
SAGIN, and security specialists.

We demystify the attack and corresponding congestion
from a machine learning perspective by exploring and
utilizing quantified features. We deeply analyze data
spoofing in SAGIN and the COP algorithm vulnerability
under two different attack strategies. To explore the effect of
different phases of the attack vehicle, we consider utilizing
high-level image features and design a novel analysis model
based on the cycle generative adversarial network
(CycleGAN) [9] to reflect the relation between the attack
and the congestion caused by the attack. +us, we can
predict whether a forthcoming attack will cause congestion
and the congestion effect according to the traffic image at a
specific moment. To explore the quantified correlation
between the attack and congestion degree, we utilize traffic
flow features and the TGRU classification model [10] (an
explainable gated recurrent unit-based model [11] with tree
regularization) to verify whether a congestion attack occurs
based on all vehicles’ trajectory data in an intersection.
Following analysis, we also give some promising sugges-
tions for defending I-SIG systems against a congestion
attack.

We implement the I-SIG and experiment through vi-
sualized simulation in VISSIM [12]. +e experiment shows
the effectiveness of our approach. We find that feature-based
machine learning can reflect the correlation between the
attack and congestion degree well. +rough the deep
learning-based training, the CycleGAN-based approach
output visualized results with satisfied prediction compared
with real values: the MAE and RMSE of the congestion
degree are near 0.02 and 0.03, respectively, and theMAE and
RMSE of the congestion degree are near 0.94 and 1.14,
respectively. TGRU has a 0.84 precision and 0.79 recall on
predicting the spoofing attack based on 30 features. Gen-
erally, for defenses, we suggest improving the estimation of
vehicle location and speed (EVLS) [7] algorithm of I-SIG if
we would like to keep a limited cost, which requires fewer
authentication mechanisms and SAGIN reinforcement
efforts.

We summarize our contributions as follows:

(1) We perform the study to demystify the attack to
I-SIG and the corresponding congestion from a
machine learning perspective by exploring different
kinds of features through supervised learning and
unsupervised learning.

(2) For predicting the spoofing congestion attack, we
automatically explore the image feature to quantify
the traffic flow characteristics under no attack and
congestion attack. And we propose a CycleGAN-
based approach to analyze the potential relationship
between the congestion attack and corresponding
results two stages later based on the image feature.

(3) For verifying the spoofing congestion attack, we
propose a TGRU-based approach to explore the
underlying relationship between the congestion at-
tack and traffic flow feature at the current moment
based on the traffic flow features, which are firstly
defined in this work.

(4) We evaluate our approach empirically from the real
COP algorithm through VISSIM. We collect 4476
high-quality image samples and 3600 traffic flow data
for the experiment, which enables us to demonstrate
the effectiveness of our approach compared with
ground truth.

2. Preliminaries

2.1. SAGIN Infrastructure of I-SIG. Figure 1 presents the
basic architecture for the space-air-ground integrated net-
work of I-SIG, in which two main segments are included: a
space segment and a ground segment. +e I-SIG of the CV
environment is located in the network-based ground seg-
ment. +ere are three main components within the ground
segment: on-board units (OBUs), roadside units (RSUs), and
signal planning units. +ese refer to the devices installed in
vehicles, roadside servers, and traffic lights, respectively.
Both vehicle-to-vehicle (V2V) [13] communication and
vehicle-to-infrastructure (V2I, e.g., roadside servers) [14]
communication adopt the dedicated short-range commu-
nications (DSRC) [15] transmission protocol as 802.11p-
based wireless communication; this provides a channel and
enables high-speed direct communication. Every vehicle
broadcasts anonymously, and surrounding vehicles receive
messages. Messages containing critical information are
called basic safety messages (BSMs). +ese contain core data
elements, including vehicle size, position, speed, heading,
acceleration, and brake system status. Compared with
DSRC, the communication from the RSU to the signal
planning unit adopts the US National Transportation
Communications for Intelligent Transportation System
Protocol (NTCIP) [16]. By providing two-way communi-
cation between vehicles and traffic signals, NTCIP is spe-
cially designed to achieve interpretability and
interchangeability between computers and electronic traffic
control equipment from different manufacturers, thus in-
creasing use in smart city initiatives.
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2.2. I-SIG Data Flow. +e data flow of the I-SIG system is
revealed in Figure 2. Each OBU of a vehicle sends BSMs to
the RSU for real-time trajectory collection.+en, the data are
preprocessed to form an arrival table (Table 1) to be used as
input for signal planning, which contains COP and EVLS
algorithms. If the penetration rate (PR) of OBU for a vehicle
is less than 95%, the arrival table will be sent to EVLS for an
update. Otherwise, it will be directly sent to the COP al-
gorithm for planning. According to the results of the COP
algorithm, a downward signaling command will be trans-
ferred to the phase signal controller. After each stage of
signal control, the status of the signal will be returned as
feedback for continuous COP planning.

+ere are 8 traffic signals in I-SIG, as shown in Figure 3,
called phases; odd numbers are for left-turn lanes; even
numbers are for through lanes. Table 1 is the arrival table
which is sent to the signal planning model. In Table 1, Ti �

i (0≤ i≤M) denotes the time to arrive at the stop bar from
the current location. I-SIG sets M � 130 seconds, covering a
BSM statistic of over two minutes. Nij(i ∈ [0, M], j ∈ [1, 8])

means that in phase j, there will beNij vehicles that are going
to reach the stop bar within Ti seconds. Here, the stop bar is
set in front of the traffic light as it is marked in real road
intersections.

+e EVLS is based onWiedemann’s car-following model
and is used to fill the blank monitoring area of the moni-
toring segment and insert vehicle data between OBU-
equipped vehicles.

+e key is to estimate the number of queued vehicles.
Because it is assumed that a queue always begins at the stop
bar, the last vehicle in the queue needs to be found to de-
termine the queue length.

First, the historical distances to the stop bar and stop
time of the last stopped connected vehicle and the second-
to-the-last stopped connected vehicle in the queue are
calculated; these are denoted as Lq1, Tq1, Lq2, and Tq2, re-
spectively. +e current time is Tc, and the estimated queue
length is Les. Assuming that the queue propagation speed vq

is constant, we have

vq �
Lq1 − Lq2

Tq1 − Tq2
�

Les − Lq1

TC − Tq1
. (1)

+en,

Les � Lq1 + vq TC − Tq1􏼐 􏼑. (2)

If the average vehicle length is C, the number N0i of
vehicles in queue is then calculated as follows:

N0i �
Les

C
, i ∈ [1, 8]. (3)

Although such estimation provides effective support for
a low PR, it also introduces a new threat of data spoofing
attack to the COP algorithm.

3. Demystifying Attack on COP

3.1.Data Spoofing0reat. +ere are two data spoofing attack
strategies proposed in I-SIG (Figure 4). +e first one is a
direct attack on the arrival table without considering PR; the
second one is an indirect attack on EVLS when the PR is less
than 95%.

+e first strategy is for arrival time and phase spoofing,
for both the full deployment period (PR ≥ 95%) and
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Legend:
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BSM
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GPS
satellites 

Figure 1: +e architecture for space-air-ground integrated network of I-SIG.
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transition period (PR < 95%). +e attacker changes the
location and speed information in vehicle BSMs to alter the
vehicle’s arrival time and requested phase; thus, the corre-
sponding arrival table elements in Table 1 are changed. +is
attack strategy can directly attack input data flow no matter
what the PR is. As shown in Figure 4(a), the attacker adds a
spoofed vehicle into the original vehicle queue at any lo-
cation. +e insertion of a spoofed vehicle makes the queue
longer. Moreover, there is an increase in the duration of the
green light allocated by the COP algorithm for the current
phase, which delays the next start time of the green light of
all phases, thus increasing the delay for vehicles to pass
through the intersection.

+e second strategy is for queue-length spoofing, for
the transition period only. +is strategy aims to extend the

queue length estimated by the EVLS algorithm by
changing the location and speed values in BSMs.
Figure 4(b) shows that the attacker adds a stopped vehicle
with the farthest distance to the stop bar. Owing to the
EVLS algorithm estimating the queue length based on the
location of the last stopped connected vehicle, this attack
causes the estimated queue length Les calculated by
equation (2) to increase. +erefore, the number of vehicles
in the queue N0i calculated by equation (3) increases as
well.

3.2. Planning-Level CongestionAnalysis. +eCOP algorithm
is responsible for traffic signal planning; thus, it is essential
for planning-level congestion analysis of I-SIG.

Trajectory 
collection

Signal planning

COP EVLS
Phase signal

controller

Signalling

Signal status

Arrival table

BSM
PreprocessingOBU ę

Trajectory
data

Figure 2: Data flow of the I-SIG system.

Table 1: Arrival table. Numbers 1 to 8 are phases, and T0 to TM are the remaining arrival time of vehicles.

Phase 1 2 · · · 8
T0 N01 N02 · · · N08
T1 N11 N12 · · · N18
T2 N21 N22 · · · N28
· · · · · · · · · · · · · · ·

TM NM1 NM2 · · · NM8

1 6

2 5

7

4

8
3I-SIG

Figure 3: I-SIG signal control scenario, including 8 phases.
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+rough reading the published COP-related papers
[6, 7] and analyzing the implementation code, we reveal a
more complete and detailed COP algorithm for the first time
(Algorithms 1 and 2). +e authors in [6] first proposed a
COP algorithm that allows optimization of various per-
formance indices, including delay, stops, and queue lengths,
for the optimal control of a single intersection. However, it
did not support flexible or dual ring and phase sequences,
and it is difficult to understand for most readers due to the
lack of the algorithm flow. Based on the COP algorithm, the
authors in [7] presented a real-time adaptive traffic control
algorithm by utilizing data from connected vehicles to
optimize the phase sequence. However, they did not provide
the details of the algorithm. Compared with [6, 7], Algo-
rithm 1 is the first algorithm that provides a complete and
detailed flow of signal planning.

In Table 2, we list the meanings of the mathematical
symbols that appear in the two algorithms.

+e design of the COP algorithm uses the collaboration
of two-stage planning and operation. +e COP algorithm
plans signals for the next-stage based on the vehicle’s esti-
mation, and such planned signal duration will be operated at
the next-stage signal control time. +us, this is a continuous
alternate process in a fixed phase sequence, which means
that the I-SIG system cannot change the order and duration
of phases in the current stage since this is set in the previous
stage. When bringing foresight of planning, such a design
also opens the door to attack signal planning in order to
affect next-stage operation continuously.

+e spoofing of the arrival table affects the variables At,k

and planPr,p and the later calculation of Delayr in line 19 of
Algorithms 1. +e change in Delayr causes the variables

optVr in line 21, optGr,0 in line 22, and optGr,1 in line 23 of
Algorithms 1 to change as well. Finally, the outputs planPr,p,
optGr,p, x∗j , and vj are changed.

3.3. High-Level Image Feature-Based Congestion Attack
Prediction. In this subsection, we employ an image feature-
based CycleGAN to explain the relationship between the
phase where the spoofed vehicle is located and the con-
gestion image features two stages later.

As mentioned in the Data Spoofing+reat section, there
are two data spoofing attack strategies, but either attack will
cause congestion in a period. Different phases of spoofed
vehicles lead to different congestion effects. +erefore, the
image features of intersection congestion are also different.
+e CycleGAN model can mine the potential relationship
between two different types (X and Y) of images. +rough
training, CycleGAN can generate the corresponding images
Y according to X and generate the related images X
according to Y. +erefore, we utilize the CycleGANmodel to
predict the congestion effects according to the phases of
spoofed vehicles, which were considered the attack feature,
in order to reveal the relationship between the phase of the
spoofed vehicle and the caused congestion image feature.

+e CycleGAN architecture is illustrated in Figure 5.
One training sample is a pair of image xi and image yi to
form (xi, yi), xi ∈ X, and yi ∈ Y. xi refers to the processed
traffic image at the spoofing time, and yi is the processed
traffic congestion image two stages later. +e image pro-
cessing consists of three steps: (1) filter out environment
background; (2) extract four images, in which each has 2
phases at one intersection; and (3) join these four images
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any location as a late 
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The equipped vehicles

The unequipped vehicles

(a)

�e equipped vehicles
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2 5
7
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8
3
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increased queue length

Queuing
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Increased 
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(b)

Figure 4: Two strategies of congestion data spoofing attack. PR is short for penetration rate. (a) Direct attack on arrival table without
considering PR. (b) Indirect attack on EVLS when PR is less than 95%.
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//+e plan of the optimal green duration and phase sequence
Require: At,k, G

r,p

min, Gr,p
max, R, T

(1) Set j � 0, vj � 0
(2) Xmin

j � max G0,0
min + R + G0,1

min + R, G1,0
min + R + G1,1

min + R􏽮 􏽯

(3) Xmax
j � min G0,0

max + R + G0,1
max + R, G1,0

max + R + G1,1
max + R􏼈 􏼉

(4) T′ � T − sj− 1 − · · · − s1
(5) for r � 0, 1 do
(6) plan Pr,0 � 1 + j∗ 2 + r∗ 4
(7) plan Pr,1 � 2 + j∗ 2 + r∗ 4
(8) end for
(9) for sj � 1, . . . , T do
(10) if sj ≥Xmin

j and sj ≤min Xmax
j , T′􏽮 􏽯 then

(11) xj � sj

(12) effect G0 � effect G1 � sj − 2R

(13) optV0 � optV1 � 99999.0
(14) for r � 0, 1 do
(15) for i � Gr,0

min, . . . , Gr,0
max do

(16) tGr,0 � i

(17) tGr,1 � effectGr − tGr,0
(18) if tGr,1 ≥Gr,1

min and tGr,1 ≤Gr,1
max then

(19) Delayr � f(r, planPr,0, planPr,1, tGr,0, tGr,1, xj, At,k)

//Calculated by Algorithm 2
(20) if Delayr < optVr then
(21) optVr � Delayr

(22) optGr,0 � tGr,0
(23) optGr,1 � tGr,1
(24) end if
(25) end if
(26) end for
(27) : end for
(28) else
(29) vj � 99999
(30) xj � 0
(31) end if
(32) end for
(33) x∗j � optGr,0 + R + optGr,1 + R

(34) fj(x∗j ) � optV0 + optV1
(35) vj � fj(x∗j ) + vj− 1

Ensure: planPr,p, optGr,p, x∗j , vj

(36) if j< 2 then
(37) j � j + 1, go to step 2.
(38) end if

ALGORITHM 1: +e COP algorithm

//+e delay calculation of ring r at stage j
// f(r, planPr,0, planPr,1, tGr,0, tGr,1, xj, At,k)

Require: r, p1, p2, g1, g2, xj, At,k

(1) l0,p1 � A0,p1, l0,p2 � A0,p2
(2) for i � 1, . . . , xj do
(3) li,p1 � li− 1,p1 − Di,p1 + Ai,p1
(4) li,p2 � li− 1,p2 − Di,p2 + Ai,p2
(5) di � li,p1 + li,p2
(6) end for
(7) s.t.

Di,p1 �
1, if i≤g1 and (i + 1)%2 � 0,

0, if g1< i≤xj,
􏼨

Di,p2 �
1, if (g1 + R)< i≤ (g1 + R + g2) and (i + 1)%2 � 0,

0, i (g1 + R + g2)< i≤xj and i≤ (g1 + R),
􏼨

(8) Delayr � 􏽐
xj

i�1 di

Ensure: Delayr

ALGORITHM 2: +e delay calculation algorithm.
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from top to bottom to form one sample image according to
the phase order of phase (4,7), phase (8,3), phase (2,5), and
phase (6,1). Here, the number of phases is consistent with
that shown in Figure 3, which is joined by the four parts of an
intersection from top to down to form one sample image.

+ere are four neural networks in the CycleGAN ar-
chitecture: two generative networks (G and F) and two
discriminant networks (DX and DY). +e generator G
generates a fake image 􏽥y , which is similar to y given real
image x, i.e., G: X⟶ Y. Meanwhile, F generates a fake
image 􏽥x, which is similar to x given real image y, i.e.,
F: Y⟶ X. +e adversarial discriminator DX aims to
distinguish whether the input image is x and outputs
probability P(x). Similarly,DY aims to discriminate whether
the input image is y and outputs probability P(y).

For x ∈ X, x⟶ G(x)⟶ F(G(x)) ≈ x is a cycle,
called forward cycle consistency. Similarly, for y ∈ Y,

y⟶ F(y)⟶ G(F(y)) ≈ y is a cycle called backward
cycle consistency. +ere are two kinds of losses: adversarial
loss and cycle consistency loss. Adversarial loss can only
guarantee that the samples generated by the generator are
distributed with the real samples, but we want the images
between the corresponding domains to correspond one by
one. +at is, X-Y-X can also be migrated back. So, forward
cycle consistency and backward cycle consistency are used to
make the samples generated by two generators not con-
tradict each other.

Adversarial Loss. +is refers to the difference in dataset
distribution between generated images and corresponding
real images. For discriminators DX and DY, the closer the
output value is to 1, the smaller the loss is.

+e losses of G and F can be calculated as LG and LF,
respectively, as follows:

LG G, DY, X, Y( 􏼁 � Ey∼Pdata(y) logDY(y)􏼂 􏼃 + Ex∼Pdata(x) log 1 − DY(G(x))( 􏼁􏼂 􏼃, (4)

LF F, DX, Y, X( 􏼁 � Ex∼Pdata(x) logDX(x)􏼂 􏼃 + Ey∼Pdata(y) log 1 − DY(G(y))( 􏼁􏼂 􏼃. (5)

Cycle Consistency Loss. +is prevents the learned mappings
G and F from contradicting each other, making F(G(x)) ≈ x

and (F(y)) ≈ y. +e loss of Lcyc(G, F) is calculated by the
following equation:

Lcyc(G, F) � Ex∼Pdata(x) F(G(x)) − x1􏼂 􏼃

+ Ey∼Pdata(y) G(F(y)) − y1􏼂 􏼃.
(6)

+e total loss for CycleGAN is

Table 2: Mathematical symbols used in the COP algorithm.

t Index of arrival time k Global phase index

At,k

Element of arrival table denoting the number of vehicle arrivals for
phase k at time t p Local phase index

r Ring index in each stage G
r,p

min Minimum green time of phase p in ring r
Gr,p
max Maximum green time of phase p in ring r R Duration of yellow light and red light

T Total number of discrete time steps in the planning horizon, in seconds j Index of stage

vj

Value function given state j which represents the accumulated
performance measure for the current and all previous stages Xmin

j Minimum possible length of stage j

Xmax
j Maximum possible length of stage j sj

State variable denoting the total number of
time steps allocated to stage j

Plan
Pr,p

Planned phase of phase p in ring r EffectGr

Effective total green light time of ring r in
stage j

Opt Vr Optimal delay of ring r in stage j Opt Gr,p Optimal green duration of phase p in ring r
xj Length of stage j under the optimal solution x∗j Length of stage j under the optimal solution

fj(xj) Performance measure at stage j li,k
Number of vehicle departing for phase k at

time t
Di,k Number of vehicle departing for phase k at time t Delayr Delay of ring r at stage j

Table 3: Feature composition schema through selecting equal features from traffic flow head and tail.

Flow head (10 s) Flow tail (10 s)
Macrofeatures CR, αCR, βCR, ICD, αICD, βIC D CR, αCR, βCR, ICD, αICD, βICD

Microfeatures
PCD1, PCD2, . . ., PCD8, PCD1, PCD2, . . ., PCD8,
αPCD1

, αPCD2
, . . ., αPCD8

, αPCD1
, αPCD2

, . . ., αPCD8
,

βPCD1
, βPCD2

, . . ., βPCD8
βPCD1

, βPCD2
, . . ., βPCD8
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L G, F, DX, DY( 􏼁 � LG G, DY, X, Y( 􏼁 + LF F, DX, Y, X( 􏼁

+ λLcyc(G, F),
(7)

in which λ is an important parameter. +en, the objective
function of the CycleGAN is defined as follows:

G
∗
, F
∗

� arg min
G,F

max
DX,DY

L G, F, DX, DY( 􏼁. (8)

+e detailed implementation of neural networks in
CycleGAN will be described in the following experiment
setup.

3.4. Traffic Flow Feature-Based Congestion Attack
Verification. In this subsection, we use a deep learning-
based decision tree model, TGRU, to explain the relationship
between the traffic flow features and the congestion attack.
+is relationship can then be used to verify if congestion is
occurring. +e TGRU model is an interpretable depth time-
series model, which is very suitable for intersection traffic
flow features with time characteristics. At the same time,
interpretability helps to analyze better the relationship be-
tween traffic flow features and the congestion attack.

+e input of the congestion prediction is the traffic image
feature of the intersection, and the prediction model outputs
the congestion affects two stages later according to the image
feature, which indicates that whether the congestion will
occur. However, after the congestion prediction, the veri-
fication model is used to verify whether the congestion
attack is occurring. +e verification input is the defined
traffic flow feature that is calculated according to vehicles’
information. When we find a possible attack that can cause
congestion with high probability and subsequent traffic
flows also verify congestion, then we can predict there exists
a congestion attack. +us, we can realize timely and accurate

congestion attack detection by integrating empirical pre-
diction and analytical verification.

Feature Definition Based on Traffic Flow. To measure the
congestion effects caused by spoofed vehicles, we propose
capacity ratio and congestion degree, as well as an attack
acceleration and attack amplification ratio based on capacity
ratio and congestion degree. We define features as follows:

(1) Vehicle Capacity Ratio (CR). Cmax
k is the maximum

vehicle capacity of each phase, and the vehicle ca-
pacity of all 8 phases is computed as
Cmax
total � 􏽐

8
k�1 Cmax

k . +en, the vehicle CR can be
denoted by CR � 􏽐

8
k�1 Nk/Cmax

total, where Nk is the
vehicle number of the kth phase.

(2) Congestion Degree (CD). +e number of vehicles
queuing in the kth phase is denoted as Qk. Qnormal is
the number of vehicles during normal queuing and is
a constant. +en, the CD of the kth phase can be
computed by PCDk � Qk/Qnormal, and the global CD
for an intersection is ICD � 􏽐

8
k�1 PCDk.

(3) Attack Acceleration. Let t0 be the start time of the
data spoofing attack. +en, the accelerations of CR,
PCDk, and ICD at time t are, respectively, calculated
by αCR(t) � (CR(t) − CR(t0))/(t − t0), αPCD(t, k) �

(PCD(t, k) − PCD(t0, k))/(t − t0), and αICD(t) �

(ICD(t) − ICD(t0))/(t − t0).

(4) Attack Amplification Ratio. Let t0 be the start time of
the data spoofing attack. +en, the amplification
ratio of CR, PCDk, and ICD at time t is, respectively,
calculated by βCR(t) � CR(t)/CR(t0), βPCD(t, k) �

PCD(t, k)/PCD(t0, k), and βICD(t) � ICD

(t)/ICD(t0).

Forward cycle consistency
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Figure 5: CycleGAN architecture.
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Features are divided into macrofeatures and micro-
features for the sake of discussing interpretability, depending
on whether they are a feature of the whole intersection or a
specific phase (Table 3). Macrofeatures measure the con-
gestion characteristics of the whole intersection, and
microfeatures measure the phase of a single signal phase.
Unlike the traditional traffic flow characteristics, such as
traffic flow, traffic density, and speed, the traffic flow features
we defined are related to attacks and are divided into the
features for all single signal phases and the features of the
whole intersection. For a traffic flow of 1800 seconds, we
only sample the first 10 seconds of flow head and the last 10
seconds of flow tail. For flow head, we choose features of
macro, micro, or both, and then we choose the same features
from the flow tail. +erefore, the number of features is from
20 to 600. We use the Z-score as a standardization to adjust
feature values. For values (x1, x2, . . . , xn) of one feature in all
samples, the new value is computed by x′ � xi − x/s, in
which s is the standard deviation and x is the mean value of
(x1, x2, . . . , xn).

TGRU Model. We try data spoofing exhaustedly using the
last vehicle and collect time-sequence samples. For such

data, we use TGRU, a time-series model with decision tree
regularization, for interpretability. Figure 6 shows the TGRU
architecture for end-to-end calculation.

+ere are four main calculators: sigm, tanh, plus, and
Hadamard product. Sigm refers to the sigmoid function, and
tanh refers to the hyperbolic tangent function. +e objective
function is as follows:

min
W

λψ(W) + 􏽘
N

n�1
􏽘

T

t�1
loss ynt, 􏽥ynt xn, W( 􏼁( 􏼁⎛⎝ ⎞⎠, (9)

where λ (λ> 0) is the regularization strength,W is the whole
parameter space, N is the sample number, and T denotes a
sampling frequency in one series.+e logistic loss function is
binary cross entropy.

Next, a single binary decision tree that accurately re-
produces the network’s thresholded binary predictions 􏽥yn

given input xn is found.+en, the complexity of this decision
tree as the output of Ω(W) is measured. +e complexity is
measured by the average decision path length, i.e., the av-
erage number of decision nodes that must be touched to
make a prediction for an input example xn. A regularization
function 􏽥Ω(W) is used to map W to an estimate of the

ht-1

rt

yt

ht

zt

xt

1-zt

h′t

sigm

sigm

tanh

λ

Plus
Hadamard product

Figure 6: TGRU architecture.

Table 4: Experimental environment configuration.

Platform Experimental environment Environmental configuration

COP and VISSIM

Operating system Windows 10
CPU AMD Ryzen5 3550H with Radeon Vega Mobile Gfx 2.10GHz
RAM 16G

Software PTV VISSIM 4.30, Visual Studio 2019

TGRU and CycleGAN

Operating system Ubuntu 16.04.6 LTS
CPU Intel(R) Core(TM) i7-9700F CPU @ 3.00GHz
RAM 32G
GPU MSI GeForce RTX 2070 VENTUS

Graphic memory 151MiB
Framework TensorFlow-gpu-1.14.0
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average path length and is implemented by a multilayer
perception (MLP) approximator.

+en, tree regularization is conducted, and its objective
function is defined as follows:

min
ξ

􏽘

J

i�1
Ω Wj􏼐 􏼑 − 􏽥Ω Wj, ξ􏼐 􏼑􏼐 􏼑

2⎛⎝ ⎞⎠ + λξ22, (10)

where J is the size of the candidate dataset of W and vector ξ
denotes the parameters of this chosen MLP approximator.

4. Experiment

4.1. Setup. +e platform and experimental environment
configuration are shown in Table 4. We use a PC to run the
COP algorithm and VISSIM for real-time traffic flow signal
control and corresponding traffic simulation. We use an-
other GPU server for both TGRU and CycleGAN training.

VISSIM, the traffic simulation platform, can capture and
display the changes of traffic signal and traffic flow planned
by the COP algorithm in real-time, as shown in Figure 7.
Table 5 shows the sample datasets for TGRU and CycleGAN.
In TGRU, we train a 3-layer MLP with 100 first-layer nodes,
100 second-layer nodes, and 10 third-layer nodes. In the
CycleGAN, the generator contains encoding, transforma-
tion, and decoding. Encoding includes one 7× 7 Convolu-
tion-InstanceNorm-ReLU layer with stride 1 and two 3× 3
Convolution-InstanceNorm-ReLU layers with stride 2.
Transformation includes 9 residual blocks for 256× 256
images and two 3× 3 convolutional layers with the same
number of filters on both layers. Finally, decoding includes
two 3 × 3 fractional strided Convolution-InstanceNorm-
ReLU layers with stride 2 and one 7× 7 Convolution-
InstanceNorm-ReLU layer with stride 1. In the discrimi-
nator networks, we use 70× 70 PatchGANs [17], and the

discriminator architecture includes four 4× 4 Convolution-
InstanceNorm-Leaky-ReLU layers with stride 2. +e last
layer contains a convolution to produce a 1-dimensional
output.

4.2. Congestion Attack Prediction and Visualized Analysis.
We evaluate the performance of the CycleGANmodel based
on image features.

EvaluationMetric. ForN samples testing, we further evaluate
the CR, PCD, and ICD based on the mean absolute error
(MAE) and root mean squared error (RMSE).We haveMAE
and RMSE of CR expressed as follows:

MAECR �
1
N

􏽘

N

i�1
CR

i
−

􏽦
CR

i
􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌,

RMSECR �

����������������

1
N

􏽘

N

i�1
CR

i
− 􏽦CRi􏼐 􏼑

2

􏽶
􏽴

,

(11)

where CRi is the real value and 􏽦CRi is the estimated value.
Similarly, we have MAEPCDk

, RMSEPCDk
, MAEICD, and

RMSEICD.

Visualized Results and Quantitative Qnalysis. In Figure 8, the
first column is the original image x, the second one is the
output imageG(x) by CycleGAN, and the third column gives
the real image y with congestion. Our approach has a sat-
isfied generator and can predict a future result of congestion
attacks to provide a visualization for better human
understanding.

Table 6–8 show MAE and RMSE values under different
evaluation metrics and test sets. Tables 6 and 7 show the CR

Figure 7: VISSIM simulation environment.+e planned results of the COP algorithm and the real-time traffic flow are displayed in VISSIM.

Table 5: Sample datasets for TGRU and CycleGAN.

TGRU Feature number 32
Sample number 610

CycleGAN Image (256× 256 pixels) number of X 2238
Image (256× 256 pixels) number of Y 2238
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and CD measurements of one intersection and display a
satisfying prediction compared with the ground truth. As
shown in Table 6, in 10-fold cross validation, our CycleGAN
has a pretty good performance in CR prediction. It has very
small MAE and RMSE values, 0.0205 and 0.0225, respec-
tively, which is better than that obtained with 4-fold cross
validation.

For ICD (Table 7), the 4-fold cross validation results of
MAE and RMSE are better than those of 10-fold cross
validation, reaching 0.8100 and 0.9987, respectively. We
present the detailed values of each phase forMAE and RMSE
of congestion degree in Table 8. We can see that through
comparing values based on the training set and cross vali-
dation, our CycleGAN-based model does not overfit by

training. +e best results are at k� 3, and we have the lowest
values of MAEPCDk

and RMSEPCDk
(0.2250, 0.2050, 0.2050,

0.2617, 0.2519, and 0.2360) compared with the values of
other phases. However, the errors at k� 5 increase a lot,
which is why MAEICD and RMSEICD approach 1. +is is
because the fewer the vehicles, the better the prediction effect
of the model. However, the attack vehicle is at phase 3, which
has the least number of queues, while the congestion occurs
at phase 5, which has the largest number of queues.
+erefore, the prediction effect of phase 3 is the best of the 8
phases, so the lowest MAE and RMSE values are k� 3, while
the prediction errors at phase 5 increased a lot.

We present bar charts for MAE and RMSE of 8-phase
congestion degree in Figures 9 and 10, respectively. In

Input x Output G (x) Real y

Figure 8: Visualized CycleGAN output compared with real traffic image two stages later based on three different original image inputs at the
beginning of spoofing attack. +e blue dots represent OBU-equipped vehicles whereas the while dots represent unequipped vehicles.

Table 6: MAECRand RMSECR obtained on training set and with 4-fold cross validation or 10-fold cross validation.

Training set 4-fold cross validation 10-fold cross validation
MAECR 0.0257 0.0213 0.0205
RMSECR 0.0310 0.0256 0.0225
+e bold values denote the minimum values of MAE or RMSE on different training sets.
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Figure 9, the best average value of MAE is based on 10-fold
cross validation (with a value of 0.3844), and the worst
average value is based on 4-fold cross validation (with a
value of 0.4481). In Figure 10, we have similar results for
RMSE; the best and the worst are 0.4471 and 0.5491, re-
spectively. Both average values mean that the CycleGAN is
robust and that we have good feature capture in our
approach.

In addition, we compare the performance of the
CycleGAN model with that of pix2pix [17], another GAN-
based model, by quantitatively analyzing experimental re-
sults from the whole intersection and the specific phases
perspective, respectively. Here, we use the experimental
results under 4-fold cross validation. For the measurements
of the whole intersection, as shown in Table 9, we have
MAECR � 0.0213, RMSECR � 0.0256, MAEICD � 0.8100, and
RMSEICD � 0.9987 for CycleGAN and MAECR � 0.1167,
RMSECR � 0.1297, MAEICD � 3.7917, and RMSEIC D

� 3.8500 for pix2pix. We can see that CycleGAN has lower
MAE and RMSE values than pix2pix. +erefore, the
CycleGAN model has a better performance than the pix2pix
model on the measurements of the whole intersection.

We further compare the model performance for the
specific phases. Table 10 shows the detailed MAE and RMSE
values of each phase for CycleGAN and pix2pix. +ere are
the lowest MAE and RMSE values at k� 3 for both models:
0.2050 and 0.2538 for CycleGAN and 0.2519 and 0.9830 for
pix2pix. For all phases, the MAE and RMSE values of
CycleGAN are lower than those of pix2pix. +erefore, the
CycleGAN model also has a better performance than the
pix2pix model on the measurements of all phases.

To sum up, in the CycleGAN-based prediction model,
we extract four-direction road images of the intersection and
perform phase-based composition for generating a new
sample image to quantify the traffic flow characteristics.
Based on the image feature, the CycleGAN-based approach
analyzes the potential relationship between the congestion
attack and the corresponding congestion effect two stages
later. Also, the model is used to analyze the congestion
effects that different phases of the attack vehicle caused.
Meanwhile, we can obtain the visualized results based on the
image feature. +e experimental results on the CycleGAN-
based model and compared experiments with the pix2pix
model demonstrated the superiority of the CycleGAN-based
model.

4.3. Congestion Attack Verification. Here, we evaluate the
performance of the TGRU model based on traffic flow
features. We use the confusion matrix, accuracy, AUC value,
precision, recall, and F1-score.

+e TGRU model is trained to distinguish whether the
intersection is under a spoofing attack based on traffic flow
features. We collect time-series traffic flow data for
3600 seconds under both the normal state and attack state.
We consider 1-second intervals as time steps. Each data
vector xnt has 30 features, as defined in Section 3.4. Each
outcome ynt is a binary label marking whether the

intersection is under a spoofing attack. +e sequence length
is set to 20 seconds, considering that the maximum green
time of each signal is 20 seconds. Hence, 360 samples are
obtained in total: 180 samples of which contain 3600 traffic
flow data and are used for training and the other 180 samples
are used for testing.

We apply the model to the test set and calculate its AUC
value, accuracy, precision, recall, and F1-score; these values
are reported in Table 11. We see that for different parameter
settings, the TGRU model with our defined traffic features
can achieve a great prediction quality.+eAUC values are all
approximately 0.8, and the accuracy values are 0.79, 0.79,
and 0.75 when using different parameter settings. Fur-
thermore, the average values of precision, recall, and F1-
score are satisfying, almost near 0.8.

Figure 11 shows the three ROC [18] curves of TGRU.
Corresponding AUC values are shown as well. We can see
that these curves are similar, and their AUC values (0.82,
0.85, and 0.78) are all around 0.8. Moreover, the TGRU
model has similar performance with different parameter
settings; this indicates that our defined classification features
are efficient, and the different parameter settings have little
effect on TGRU model’s performance.

+e decision tree generated by Graphviz [19] is shown in
Figure 12. For 3600 traffic flows, this tree has 9 levels. From
top to down, according to each feature value, the flow data
can be grouped into different classes step by step. For ex-
ample, when X [13]≤ 0.068, there are 32 traffic flows of 57
flows correctly predicted as the class of spoofing attack 1; this
indicates the importance of the 13th dimension feature, i.e.,
the congestion degree of the 8th phase PCD8, in predicting
the class of spoofing attack 1.

Also, we compare the TGRU model with a time-series
prediction method, seasonal autoregressive integrated
moving average (SARIMA). Here, it is detected whether the
congestion occurs or not based on traffic flow features. We
carry out experiments for different approaches under dif-
ferent traffic flow feature sets. We choose the primary traffic
flow data for the first feature set as the traffic flow feature FS1.
+e second feature set FS2 is shown in Table 3. According to
the two approaches, we construct two feature sets based on
the traffic flow data we collect. As shown in Table 12, the
accuracy values of SARIMA and TGRU on the feature set
FS1 are 0.744 and 0.772, respectively, and on the feature set
FS2 are 0.784 and 0.790, respectively, which demonstrates
that the TGUR model based on our defined traffic flow
features is superior to others.

In conclusion, in the TGRU-based verificationmodel, we
propose some timing characteristics, including capacity
ratio, congestion degree, attack acceleration, and attack
amplification ratio, to measure the congestion effects based
on traffic flow. Based on the defined traffic flow features, the
TGRU-based model is used to analyze the underlying re-
lationship between the congestion attack and traffic flow
features at the current moment. Meanwhile, the decision tree
helps better interpret the relationship between traffic flow
features and the congestion attack. +e experimental results
on the TGRU-based model and compared experiments with
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the SARIMA model demonstrated the superiority of the
TGRU-based approach.

5. Defense Suggestions

To proactively address the congestion attack of the I-SIG
system, this section discusses how to defend against the
attacks assessed above.

EVLS Improvement for COP Reinforcement. As estimated by
the USDOT [20], I-SIG may take 25–30 years to reach a 95%
PR for intelligent transportation systems. +us, for I-SIG
under a real low PR, I-SIG needs to adopt an EVLS algorithm
to estimate non-OBU-equipped vehicles’ location and speed.
In the current I-SIG system design, the congestion attack on

the COP algorithm utilizes a nonrobust estimation of EVLS.
However, it is possible to improve EVLS and thus reinforce
the COP algorithm. For single global positioning system
(GPS) spoofing, we can introduce more collaboration
mechanisms from the transportation field, such as the
car-following model. A natural way to accomplish this is to
significantly improve queue-length prediction. In the
existing EVLS, this could be realized by adding a new
software module that interacts with the COP algorithm.
Such implementation has a low cost and brings little change
to the original COP algorithm.

Another problem is the high impact of PR on security,
which we have to change. In the current design, when the PR
is smaller, the impact of the attack on the system is more
significant because the system cannot accurately obtain the

Table 7: MAEICD and RMSEICD on training set and with 4-fold cross validation or 10-fold cross validation.

Training set 4-fold cross validation 10-fold cross validation
MAEICD 0.8350 0.8100 1.1800
RMSEICD 1.0500 0.9987 1.3609
+e bold values denote the minimum values of MAE or RMSE on different training sets.

Table 8: MAEPCD and RMSEPCD on training set and with 4-fold cross validation or 10-fold cross validation (k denotes the kth phase).

MAEPCDk
RMSEPCDk

Training set 4-fold cross validation 10-fold cross validation Training set 4-fold cross validation 10-fold cross validation

k� 1 0.5650 0.4450 0.6575 0.6749 0.5497 0.7884
k� 2 0.3850 0.5050 0.3625 0.5074 0.6268 0.4242
k� 3 0.2250 0.2050 0.2050 0.2617 0.2519 0.2360
k� 4 0.3450 0.3200 0.2250 0.4319 0.3733 0.2639
k� 5 0.8300 0.9200 0.5925 0.9859 1.1070 0.5720
k� 6 0.3850 0.5350 0.4125 0.5035 0.6535 0.5188
k� 7 0.3900 0.3750 0.3600 0.4701 0.4759 0.4602
k� 8 0.4300 0.2800 0.2600 0.4990 0.3550 0.3131
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Figure 9: Bar chart of MAEPCDk
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queue length with fewer data. We do not suggest providing
two alternative versions of EVLS (i.e., one for high and one
for low PR, respectively). Although we analyzed a car-fol-
lowing model in work [21], we believe that a more useful
model with a collaboration mechanism should be studied;
this will make the estimation of EVLS more accurate as well
as COP security more robust.

Authentication and Anomaly Detection. In the current design,
authentication is realized through communication between
OBUandRSU.However, the attack vehiclemight not be a newly
joining vehicle or an unauthenticated vehicle; in fact, it can be a
normal vehicle with legal authentication. +us, although au-
thentication reinforcement is not the solution, it can be used to

aid in anomaly detection.+e idea is that a vehicle cannot appear
somewhere suddenly; from the beginning authentication, we
should perform analysis on time-series trajectory data to dis-
cover any anomaly behavior; this requires a powerful RSU with
more computing ability and storing capacity. In addition to an
anomaly detection algorithm, implementation needs the support
of a collaboration mechanism of multiple I-SIGs; this is a
complex global design of intelligent transportation and has not
been realized yet. We believe this is critical work that must be
accomplished before wide I-SIG deployment.

Prevent Cold-Start Attack. Essentially, the congestion at-
tack is a type of insider attack. +us, it is challenging to
perform anomaly detection for such an attack in a pretty
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Figure 10: Bar chart of RMSEPCDk
.

Table 9: MAECR, RMSECR, MAEICD, and RMSEICD of CycleGAN and pix2pix with 4-fold cross validation.

CycleGAN pix2pix
MAECR 0.0213 0.1167
RMSECR 0.0256 0.1297
MAEICD 0.8100 3.7917
RMSEICD 0.9987 3.8500

Table 10: MAEPCD and RMSEPCD of CycleGAN and pix2pix with 4-fold cross validation (k denotes the kth phase).

MAEPCDk
RMSEPCDk

CycleGAN pix2pix CycleGAN pix2pix

k� 1 0.4450 2.9500 0.5497 3.2383
k� 2 0.5050 0.9850 0.6268 1.1697
k� 3 0.2050 0.2538 0.2519 0.9830
k� 4 0.3200 1.7550 0.3733 2.7336
k� 5 0.9200 3.3283 1.1070 3.4750
k� 6 0.5350 1.1250 0.6535 1.1307
k� 7 0.3750 1.9500 0.4759 2.3499
k� 8 0.2800 0.3342 0.3550 0.5393
+e bold values denote the minimum values of MAE or RMSE when k varies from 1 to 8.
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short time only based on nearby vehicle speed and lo-
cation information. +is means that we cannot avoid the
first spoofing data entering the arrival table of the COP

algorithm. We suggest that emerging blockchain tech-
nology, especially light blockchain, should be considered
to rebuild I-SIG or even the whole intelligent

Table 11: TGRU performance in terms of AUC value, accuracy, precision, recall, and F1-score.

Iteration times AUC Accuracy
Classification report

Precision Recall F1-score
Iters_retrain� 25

0.82 0.79
0: normal 0.71 0.98 0.82

Num_iters� 300 1: attack 0.97 0.59 0.74
Average 0.84 0.79 0.78

Iters_retrain� 50
0.85 0.79

0: normal 0.72 0.95 0.82

Num_iters� 1000 1: attack 0.93 0.64 0.76
Average 0.83 0.79 0.79

Iters_retrain� 100
0.78 0.75

0: normal 0.69 0.90 0.78

Num_iters� 3000 1: attack 0.86 0.60 0.71
Average 0.78 0.75 0.75

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

Tr
ue

 P
os

iti
ve

 R
at

e

False Positive Rate

25,300 (AUC = 0.82)
50,1000 (AUC = 0.85)
100,3000 (AUC = 0.78)

Figure 11: ROC curve of TGRU with AUC values.

Figure 12: Whole decision tree of 9-level depth.

Table 12: Comparison of different prediction approaches.

Feature set FS1 FS2
SARIMA 0.744 0.784
TGRU 0.772 0.790
+e bold values are the maximum of accuracy when the prediction approach is different.
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transportation system. After that, any data of one node
have to be verified by all other nodes. +is would result in
nearly no chance for spoofed data to be accepted. How-
ever, the cost of rebuilding the system is obviously
enormous, and more attention should be paid to the light
blockchain to test the trade-off between efficiency and
security. Regardless, we still believe that this is a prom-
ising future for I-SIG security defense.

6. Related Work

Data Spoofing Attacks in SAGIN. +e SAGIN has a het-
erogeneous structure, including vehicle nodes, roadside
infrastructure, mobile terminal users, drones, airships, and
other stratospheric nodes, as well as high altitude satellite
nodes; this brings security challenges [22], such as the
various attacks of authenticity, identity, confidentiality, data
integrity, and privacy [23]. As a SAGIN-based intelligent
transportation system deployed in California, Florida, and
New York by the USDOT, I-SIG is exposed to data spoofing
attacks [8], which can cause heavy congestion. Such an
attack is a position-faking attack of GPS spoofing but is
different from a tunnel attack. In a tunnel attack, each ve-
hicle of a Vehicular Ad hoc NETwork (VANET) [24, 25] is
equipped with a positioning system (receiver). +e attack
can be achieved using a transmitter generating localization
signals stronger than those generated by the real satellites
[26, 27]. +e victim could be waiting for a GPS signal after
leaving a physical tunnel or a jammed-up area. In com-
parison, the position spoofing attack to I-SIG refers to an
authenticated vehicle only sending the wrong position to
affect the COP algorithm, which has lower attack cost and
easier implementation. In such an attack, the data spoofing is
just one factor, while themechanism of the COP algorithm is
the key factor. Furthermore, for the GPS spoofing attack, our
work focuses on algorithm-level security analysis under a
spoofing attack.

Congestion Attack Analysis. +e previous work [8] reveals
the existence of such congestion attacks on the COP algo-
rithm. It analyzes how congestion attacks affect COP de-
cisions and explains how to execute an attack using data
spoofing in SAGIN. However, it lacks consideration about
the potential features and the quantified correlation between
the attack and congestion degree. In comparison, we de-
mystify the attack on I-SIG and corresponding congestion
from a machine learning perspective by exploring different
kinds of features based on both supervised learning and
unsupervised learning. In addition, as the first utilization of
both traffic flow features and image features, our work can
inspire all stakeholders of I-SIG, including experts of
transportation, SAGIN, and security.

7. Conclusions

Toward the spoofing to connected vehicle technology and
the SAGIN, a congestion attack has been revealed on the
COP algorithm of I-SIG, which performs dynamic and
optimal signal control based on automatic traffic situation

awareness. Owing to the lack of quantified feature-level
analysis, we demystify the attack on I-SIG and the corre-
sponding congestion from both supervised learning and
unsupervised learning. We propose a CycleGAN-based
approach to analyze the potential relations between the
congestion attack and the corresponding results two stages
later. We also present a TGRU-based approach to explore
the relations between the congestion attack and traffic flow
features at a certain moment. In our experiment, we collect
high-quality 4476 image samples and 3600 attack-oriented
traffic flow data. We then evaluate our approach empirically
using the COP algorithm and VISSIM, and our results show
the effectiveness of our approach compared with ground
truth.

+is work is expected to inspire a series of follow-up
studies on the security of CV-based I-SIG, but not limited to
(1) more machine learning-based approaches, (2) more
concrete defense implementation on SAGIN-based I-SIG,
and (3) more feature fusion for attack and defense analysis.
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In vehicular networks, the increasing value of transportation data and scale of connectivity also brings many security and privacy
concerns. Peer authentication and message integrity are two vital security requirements to ensure safe transportation system.
Because of the constrained resources of the units performing the cryptographic components, the proposed security-enhancing
schemes should be lightweight and scalable. In this paper, we present a multisignature scheme derived from the SM2 signature
which enables a group of parties to collaboratively sign a message and generate a compact joint signature at the end. Our scheme
requires no preprocessing or interactions among the parties before signing, and its performance matches or surpasses known ones
in terms of signing time, verification time, and signature size. 'erefore, our scheme is also suitable for vehicular networks, with
the goal to enhance security with small computation and storage cost.

1. Introduction

With the development of advanced information and com-
munication-based technologies, intelligent transportation
system (ITS) can provide a seamless transportation infra-
structure and more functionalities for vehicles than a decade
ago. Specifically, the Vehicle-to-Everything (V2X) com-
munication technology in vehicular networks nowadays is
able to support information sharing between vehicles and
any other element involved in ITS [1, 2], including nearby
vehicles (V2V), the infrastructure (V2I), mobile devices
carried by pedestrians (V2P), and remote application servers
or cloud platforms (V2N). 'e increasing scale of ITS
ecosystem and the growing trend to integrate vehicular
network deployment with other networks also bring con-
cerns about cybersecurity for ITS since any message inter-
ception or modification by malicious units could result in
fatal consequences [3, 4].

Digital signature is commonly used in vehicular net-
works to ensure integrity of messages exchanged among
devices. However, the effectiveness of information

propagation and routing, which are associated to delays and
hence also have impacts on road safety, naturally depends on
the computational overhead imposed by the applied security
mechanisms [5]. Beyond traditional signature schemes,
multisignature (MS) and aggregate signature (AS) are ex-
tended primitives considering multiuser setting to support
cosigning and to reduce verification cost. 'e two primitives
in common allow a group of signers to combine their in-
dividual signatures into a single short one. Specifically, an
MS scheme [6, 7] enables a group of signers, each having a
public key and a corresponding private key, to collabora-
tively produce a joint signature on a commonmessage which
can be publicly verified given the set of public keys of all
signers. As a more general primitive, an AS scheme [8, 9]
allows each of the signers to sign a different message, and all
these individual signatures can still be aggregated into a
single short one. As in the traditional signature scheme, the
short combined signature should convince the verifier that
all signers signed their designated messages.

Both MS and AS schemes have many potential uses in
vehicular networks, such as in the distributed certificate
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authority (CA) or in V2I/V2V communications. Unfortu-
nately, the commonly used technologies including dedicated
short-range communications (DSRC) and cellular-V2X (C-
V2X) mainly exploit elliptic curve-based signature schemes,
e.g., ECDSA and SM2, which to the best of our knowledge
has very few MS or AS extensions due to their nonlinear
construction.

In this paper, we propose a candidate multisignature
scheme MS − SM2 based on the SM2 signature algorithm
and specify the applications of MS − SM2 for vehicular
networks. SM2 is a signature algorithm standard based on
the elliptic curve published by the Chinese government and
has been extensively used in cryptographic devices in finance
and industry. Our proposed MS − SM2 scheme allows
dynamic joining of signers (with certified public keys) and
has no burdensome assumptions on the public-key infra-
structure (PKI), which makes it plausible in vehicular
networks.

1.1. Our Contributions. 'e original contribution of this
work is mainly twofold:

(i) We first present a multisignature scheme MS − SM2
based on the SM2 signature by designing a cosigning
protocol and prove its security in plain public-key
and semihonest model. No preprocessing or any
proof-of-knowledge step on the signer side is re-
quired in our scheme. 'e experimental results also
show that our protocol is relatively practical for
many applications.

(ii) We then illustrate some possible applications of
MS − SM2 in vehicular networks, especially the
usage in the multiple CAs architecture to reduce the
certification storage for vehicles and RSUs and in
V2I communication to reduce the computational
overhead for RSUs.

1.2. Related Work. A trivial way to build a multisignature
from standard signatures is to concatenate all stand-alone
signatures signed individually. However, the resulted
multisignature is of large size and particularly of size
proportional to the number of signers, which does not scale
well in practice [6, 7, 10]. 'erefore, a multisignature
should be short, meaning its length should be (ideally)
independent from the number of signers and about the
same as that of an ordinary stand-alone signature. Infor-
mally, the possibility of extending standard signature
schemes to multisignatures comes from the homomor-
phism of the involved arithmetic operations of the un-
derlying assumptions. However, the homomorphism also
brings a serious vulnerability and allows adversaries to
mount rogue key attacks, in which the attackers without
valid key pairs can set its public key as a function of those
from other honest signers and finally forge multisignatures.
Micali et al. [6] described the formal model for the attack
and showed a way to prevent such attacks known as
knowledge of secret key (KOSK) assumption, in which users

are required to prove knowledge of their secret keys during
public key registration. Bellare and Neven [7] proposed a
new practical multisignature scheme based on the Schnorr
signature without KOSK assumption and proved that it
can avoid rogue attack in the so-called plain public key
model. 'ere are several following-up work on con-
structing 2-round Schnorr-based multisignatures, i.e., all
singers only need 2 rounds of communications to produce
a multisignature [11–15]. Recently, public key aggregation
is introduced to a multisignature scheme by which the
verifier can check the validity of a multisignature only
using a short aggregate key rather than a public key list
[16, 17].

2. Preliminaries

For prime number p, Zp denotes the additive group of
integer modulo p. We consider elliptic curve E: y2 � x3 +

ax + b(modp) in Zp, where a, b ∈ Zp and
4a3 + 27b2 ≠ 0(modp). 'e set of points on E along with the
infinity point O constitutes an additive elliptic-curve group
E(Zp) under points addition, denoted by ⊕, withO being the
identity. Let G(xG, yG) ∈ E(Zp)(G≠O) be the base point in
E(Zp) with order n. For k ∈ Z, Q(xQ, yQ) � [k]G denotes
the scalar multiplication in E(Zp).

Range [x, y] denotes the set of integers i, x≤ i≤y. Given
a nonempty set S, s$⟵ denotes the operation of sampling
an element of S uniformly at random and assigning it to s.
For a randomized algorithm A, y⟵A((x1, . . . , xn); ρ)

denotes the operation of running A on inputs (x1, . . . , xn)

and random coins ρ then assigning its output to y.

2.1. Multisignature Scheme

2.1.1. Syntax. We follow the description of Bellare and
Neven [7] and define a multisignature scheme as a tuple
MS � (Setup,KeyGen,MSign,Vrfy). Note that the scheme
is defined in the plain public key model, where the key
generation is as same as that in any public-key cryptography
and no more preprocessing protocol or key verification is
required.

Setup(1κ)⟶ pp: the setup algorithm takes as input the
security parameter κ and generates system parameters pp.

KeyGen(pp)⟶ (sk, pk): the key generation algorithm
is a randomized algorithm executed by every signer on input
pp to generate a key pair (sk, pk).

MSign(pp, L, ski, m)⟶ σ: the MSign algorithm rep-
resents the signing protocol run by a group of signers who
intend to collaboratively sign the same message m. Each
signer i executes the protocol on input pp, a set of public keys
of signers L � pk1, . . . , pkN􏼈 􏼉, private key ski and message
m. 'e protocol outputs a multisignature σ.

Vrfy(pp, L, m, σ)⟶ 0/1: the verification algorithm
checks the validity of a multisignature σ on message m on
behalf of the group of signers whose public keys are in set L

and output 1 or 0 indicating the multisignature is valid or
not.
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2.1.2. Completeness. Amultisignature scheme should satisfy
the following completeness property, meaning that for any
number n and message m, if (pki, ski)←Key Gen(pp) for
i ∈ 1, . . . , N{ } and all signers run MSign(pp, L, m, ski), then
every signer will output the same signature σ such that
Vrfy(pp, L, m, σ) � 1.

2.1.3. Security. 'e security of multisignature requires that it
is infeasible to forge a signature involving at least one honest
signer. We assume an adversary (forger)F that corrupts all
other signers except the honest one and can choose their
public keys in arbitrary ways as it likes, e.g., the rogue key
attack. 'e unforgeability of multisignature in plain public
key model is defined by the following three-phase game
ExpUF− CMA

MS (F) between the forger F and a challenger.

Setup. 'e challenger generates system parameter
pp←Setup(1κ) and a challenge key pair
(pk∗, sk∗)←KeyGen(pp) for the target honest signer. It
returns (pp, pk∗) to F.

Query. 'e forgerF is allowed to make signature queries on
any message m for any set L of signers with pk∗ ∈ L. 'is
signing oracle O(pp, ·, sk∗, ·) simulates the honest signer
with key sk∗ interacting in a signing protocol with other
signers in list L. F can make any number of such queries
concurrently.

Forge.F outputs a set L∗ of public keys, a message m∗, and a
multisignature σ∗. 'e forger is said to win the game if
Vrfy(pp, L∗, m∗, σ∗) � 1 with pk∗ ∈ L∗ and the message m∗

never appeared in Query phase.
'e advantage of forger F in breaking the multi-

signature scheme is defined as the probability that F wins
the above game (over the random coins of the challenger),
denoted as AdvUF− CMA

MS (F).

Definition 1 (UF-CMA security). A multisignature scheme
is (t, qs, N, ε)-unforgeable if it holds that AdvUF− CMA

MS (F)≤ ε
for every forgerF that runs in time at most t, makes at most
qs signing queries, produces forgeries on behalf of N parties,
and wins the ExpUF− CMA

MS (F) game with negligible proba-
bility ε. In random oracle model, we define it as
(t, qs, qh, N, ε)-unforgeable where qh denotes the maximum
number of hash queries.

2.2. SM2 Signature Algorithm. 'e SM2 signature algorithm
is initialized by taking as input a security parameter κ and
outputs pp(E(Zp),O, G, n, H(·)) as public parameters, in
which H: 0, 1{ }∗ ⟶ Zn is a cryptography hash function.
'e SM2 signature scheme is briefly reviewed in Table 1.

2.3.General ForkingLemma. Wewill use the general forking
lemma [7] to prove the security of our scheme, which is a
useful tool by extending the forking lemma of Pointcheval
and Stern [18] without mentioning concrete signatures or
random oracles.

Lemma 1 (general forking lemma). Let H be a set of size
h(≥ 2), and (h1, . . . , hq)←$ . Let A be a randomized algo-
rithm that on input x, (h1, . . . , hq)􏽮 􏽯 returns a pair (i, σ),
where i ∈ 0, . . . , q􏼈 􏼉 and σ is a side output. For some ran-
domized input generator IG, the accepting probability of
algorithm A, denoted by acc, is defined as Pr[i≥ 1||x←$ .
Consider randomized algorithm ForkA associated with A,
taking as input x, proceeds as described in Algorithm 1. Let frk
be the probability that Pr[b � 1|x←$ . :en,

frk ≥ acc
acc
q

−
1
h

􏼠 􏼡. (1)

2.4. Secure Multiparty Computation. Secure multiparty
computation (MPC) enables a group to jointly perform a
computation without disclosing any participant’s private
inputs. 'e participants agree on a function to compute and
then can use an MPC protocol to jointly compute the output
of that function on their secret inputs without revealing
them [19]. 'ere are several well-studied MPC protocols
such as the GMW protocol [20] and the BGW protocol [21].
Both of the two schemes are based on the secret-sharing
technique and can support both Boolean circuit and
arithmetic circuit.

Here, we only present the general idea of a simple ad-
dition function to show how the protocols work. 'e basic
idea is to allow each party holding the secret shares of the
inputs; therefore, each party can locally sum up their shares
and get a valid sharing of the final result. We describe it in a
bit more detail in Figure 1.

3. SM2-Based Multisignature Scheme:
MS− SM2

In this section, we present a multisignature scheme based on
the SM2 signature in the plain public key model. Intuitively,
the original signing algorithm of SM2 involves a nonlinear
combination of secret key and randomness; therefore, it is
nontrivial to extend it directly to a multisignature. To cope
with the problem, in the protocol, we first exploit the linear
part in SM2 to produce a semiaggregated signature and then
employ a simple MPC protocol for addition to finally
achieve the goal. Note that we slightly modify the output of
original SM2 signing algorithm in protocol where we take
the inverse of s instead to be the part of signature by each
party. 'erefore, the multisignature in our scheme is almost
of the same structure as the original SM2 signature and
remains practical. 'e unforgeability of the multisignature
under chosen message attack can be proved in the random
oracle model using general forking lemma [7, 16].

3.1. Construction. 'e initialization Setup algorithm and
KeyGen algorithm of the multisignature are almost the same
as that in the SM2 scheme, except that there are two hash
functions used in multisignature scheme, denoted as
H0: E(Zp)⟶ Zn, H1: 0, 1{ }∗ ⟶ Zn. We now proceed to
describe the signing protocol and verification algorithm of
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the MS − SM2 scheme. Note that we take L to be size of N

for simplicity, where N is the maximum number of co-
signers and N≪ n.

MSign(pp, L, m, ski): each signer i with secret key ski �

di and public key pki � Pi in set L runs an interactive
protocol to collaboratively sign a message m. 'e com-
munication proceeds in a number of rounds, where in each
round, every signer sends and receives messages to and from
other signers and also performs some local computation.

(1) Choose ki←
$
, compute Ki(xi,1, yi,1) � [ki]G and

ti � H0(xi,1, yi,1), and broadcast ti.

(2) Upon receiving tj from all other signers, broadcast
Ki(xi,1, yi,1).

(3) Upon receiving (xj,1, yj,1) from all other signers,
check the hash values and abort the protocol if for
any j that tj ≠H0(xj,1, yj,1). Otherwise, set
ei � H1(Zi

����L‖iNi�1Ki

����m), ri � ei + xi,1(mod n), and
􏽥si � (ki − ri · di) (mod n) . 'en, broadcast 􏽥si.

(4) Upon receiving 􏽥sj from all other signers, compute
􏽥s � 􏽐

N
i�1 􏽥s(modn) and run the protocol forFadd with

input si � (1 + di) · 􏽥s− 1(mod n) to get the addition
s � 􏽐

N
i�1 si(modn).

Table 1: SM2 signature algorithm.

KeyGeneration Signing Verification
For user j, it generates To sign message M, j computes To verify (M′, σ′) with Pj,
sk: dj←

$
1. e � H(ZjM) 1. If r′, s′ ∉ [1, n − 1],

pk: Pj � [dj]G 2. k←$ Return REJECT
Zj: public hash bits of user 3. (x1, y1) � [k]G 2. e′ � H(ZjM′)

j’s information including pk

4. r � (e + x1) (modn) ; 3. t � r′ + s′(modn)

If r � 0 or r + k � n, go to Step 2 If t � 0, return REJECT
5. s � (1 + dj)

− 1(k − r · dj)(modn); 4. (x1′, y1′) � [s1′]G + [t]Pj

If s � 0, go to Step 2 5. If r1′ � (e1′ + x1′)(modn),
6. Return signature σ � (r, s) Return REJECT

Else
Return ACCEPT

(1) Select random coins ρ for A
(2) (h1, . . . , hq)←$

(3) (i, σ)←A(x, (h1, . . . , hq); ρ);

(4) if i � 0 then
(5) return (0, ε, ε);
(6) end
(7) (hi′

, . . . , hq′
)←$

(8) (i′, σ′)←A(x, h1, . . . , hi− 1, hi
′, . . . , hq

′; ρ);

(9) if (i � i′ and hi ≠ hi
′) then

(10) return (1, σ, σ′)
(11) else
(12) return (0, ε, ε′)
(13) end

ALGORITHM 1: 'e forking algorithm ForkA.

PARAMETERS:
N : the number of parties;
xi : the input of party Pi;
F : the function to compute (it is addition function here);

PROTOCOL:
Each party Pi creates N shares of input xi using a (N, N)-secret sharing scheme, denote each
share by pi (j).

2. Pi sends each share pi (j) (j ∈ [1, N], j ≠ i) toPj.
3. Pi computes vi = ∑N

j=1 pj (i). �at is each party adds up all shares they received.
4. Pi broadcasts vi to all other parties.
5. Each party computes v = ∑N

j=1 vj to get the desired output.

1.

Figure 1: 'e MPC protocol for addition Fadd.
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At the end the interactive protocol, the algorithm out-
puts a multisignature σ � (K, s), where K is the set of all
points Ki(xi,1, yi,1).

Vrfy(pp, L, m, σ): given a multiset of public keys L,
message m, and multisignature σ, the verifier computes ei �

H1(Zi

����L‖iNi�1Ki

����m) and ri � ei + xi,1(modn), accepts the
signature if [s]⊕Ni�1Ki − [s]⊕Ni�1([ri]Pi) � [N]G + ⊕Ni�1Pi, and
outputs 1. Otherwise, it outputs 0.

Correctness: if σ � (K, s) is a valid output of protocol,
Vrfy algorithm always accepts and outputs 1. 'e equation
only holds when all signers follow the protocol and use valid
key pairs. Note that the integer computations are all modulo
n, and we omit the notation for simplicity.
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3.2. Security Proof. In general, we can treat the multi-
signature scheme as a multiparty computation protocol and
prove its security in simulation-based framework for a
clearer security guarantee. Unfortunately, the security of
multisignature is traditionally defined in game-based
framework, and on the other hand, simulation-based proof
is complex in the random oracle model. Here, we follow the
game-based definition of Bellare and Neven [7] and only
show a proof sketch for the scheme.

'e basic idea of game-based proof is to obtain from F

two different forgeries σ and σ′ with the same randomness
by employing the general forking lemma. As a result, we can
extract the secret key from the target public key pk∗, which is
usually a solution of the discrete-logarithm problem in the
elliptic-curve group E(Zp). For simplification, we take an
equivalent verification equation into consideration, and if
σ � (K, s) and σ′ � (K, s′) satisfy
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then the secret key d∗ corresponding to pk∗ can be com-
puted from the equation

􏽘

N

i�1
ri
′ − ri( 􏼁di􏼂 􏼃 � s

− 1
− s′− 1

􏼐 􏼑 N − 􏽘
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However, in the process of MSign, each signer can check
the value 􏽥s before continuing to execute the protocol, which
allows signers to quit cosigning immediately if there is any

rogue key attack. Specifically, they can compute [x1′, y1′] �

[􏽥s]G + 􏽐
N
i�1([ri]Pi) and check if x1′ is equal to the corre-

sponding part in the result.
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(5)

'erefore, we can let the simulator halt if the forger
successfully forged 􏽥s.

Lemma 2. If there exists a (t, qs, qh, N, ε)-forgerF′ that can
output a forgery 􏽥s, then there exists a PPTalgorithmA which
(t′, ε′)-solves the DL problem in E(Zp).

Proof. Note that 􏽥s � 􏽐
N
i�1

􏽥si (modn) and each 􏽥si has similar
structure with Schnorr signature. 'erefore, the proof of
Lemma 2 is similar to that of the MS − BN scheme. Gen-
erally, given a (t, qs, qh, N, ε)-forgerF′, we first wrap it into
an algorithm B that can be used in the general forking
lemma. We then describe an algorithm A that on input
pk∗ � P∗ and runs ForkB(pk∗) to output the corresponding
discrete logarithm. □

Let q � qh + qs, T0[·], T1[·] be the programmed hash
tables for oracles H0 andH1, respectively, and
h1 h1,1, . . . , h1,q􏽮 􏽯 be the answers of queries to H1. Two
counters ctr1 and ctr2 are initialized to zero. An additional
array T2[·] records a unique index 1≤ i≤ qh + Nqs to each
public key Pi occurring either as a cosigner’s public key in
signature queries or H1 queries, where T2[P∗] � 0. On input
pp, h1, P∗ ∈ E(Zp), B plays the ExpUF− CMA

MS (F) game with
F′ with the target public key pk∗ � P∗. B answers queries
from F′ by programming the oracles as follows:

(i) H0(Ki): if H0(Ki) is undefined, then B randomly
assigns T0[Ki]←

$ and then returns ti � T0[Ki].
(ii) H1(Zi

����L‖iNi�1Ki

����m): if T2[Pi] is undefined, then B

increments ctr2 and sets T2[Pi] � ctr2. Let
k � T2[Pi]; if T1[k, L‖iNi�1Ki

����m] has not yet been
defined, then B assigns random values to all
T1[j, L‖iNi�1Ki

����m] for 1≤ j≤ qh + Nqs, increases
ctr1, and assigns T1[0, L‖⊕Ni�1Ki

����m] � h1,ctr1.
(iii) Osign(L, m): if P∗ ∉ L, then B returns ⊥ to the

forger. Otherwise, it parses L as P∗, P2, . . . , PN􏼈 􏼉.B
first checks whether T2[Pi](2≤ i≤N) has already
been defined, if not it increases ctr2 and sets
T2[Pi] � ctr2. 'en, it increases counter ctr1 and
sets e1 � h1,ctr1

. It chooses 􏽥s1←
$

and computes a
elliptic curve point K1 such that
K1(x1,1, y1,1) � [ 􏽥s1]G + [r1]P

∗, where r1 � h1,ctr1
+

x1,1. It finally sends t1 � H0(K1) to all cosigners.
After receiving all tj from F′ (all other cosigners),
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B looks up the corresponding Kj in table T0 such
that tj � T0[Kj]. If not all such values can be found,
B randomly chooses K1′←

$
and broadcasts K1′. If

there exists Kj′
≠Kj such that T0[Kj′ ] � T0[Kj],

thenB sets bad1 � true and aborts the execution of
F′ by outputting (0,⊥). Otherwise, B computes
K∗ � iNi�1Ki and checks whether T1[0, L‖K∗‖m] has
already been defined. If the entry was taken, B sets
bad2 � true and aborts the execution by outputting
(0,⊥). If not, B sets T1[0, L‖K∗‖m] � e1 and
broadcasts K1. Upon receiving all Kj, B stops the
process if for any 2≤ j≤N such that H0(Kj)≠ tj.B
then broadcasts 􏽥s1.

Finally, if F′ outputs a valid forgery (K,􏽥s) on message m

under the signer list L, thenB checks T1[0, L‖iNi�1Ki‖m]. Let J

be the index that h1,J � T1[0, L‖iNi�1Ki‖m]. B returns
(J, (K, h1,J,􏽥s, L)). 'e accepting probability ofB is as follows:

accB � Pr F′succeeds∧bad1∧bad2􏽨 􏽩

≥Pr F′succeeds􏼂 􏼃 − Pr bad1􏽨 􏽩 − Pr bad2􏽨 􏽩

≥ ε −
qh + Nqs + 1( 􏼁

2

2n
−
2qs qh + Nqs( 􏼁

n
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. (6)

We then construct the algorithmA that on inputpk∗ � P∗

and runs ForkB(pk∗). According to the general forking
lemma, it returns (1, (K, h1,J,􏽥s, L), (K, h1,J′ ,

􏽥s′, L)) with
probability frkA. Note that the discrete logarithm with regard
to P∗ can be computed through (K, h1,J,􏽥s, L), (K, h1,J′ ,

􏽥s′, L).
'erefore, the probability ε′ is as follows:

ε′ ≥ frkA

≥ accB
accB

qh + qs

−
1
n

􏼠 􏼡

≥
ε2

qh + qs

−
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. (7)

3.3. Experimental Results. We now present the concrete
experimental results based on our implementation. We
implemented the MS − SM2 scheme in Java and ran it on an
EC2 instance of type CPU 2.50GHz with 1GB RAM.We use
the standard SM2 curve and the SM3 hash algorithm. We
ran experiments from 2 to 20 parties and compare our
results in two-party setting with a related protocol from
Zhang et al. [22] in Table 2. Note that [22] is an SM2-based
two-party distributed signing protocol, which is slightly
different from multisignature in the way that parties should
also cooperate in key generation. Moreover, they omit the
zero-knowledge proof component in their implementation,
and our demo (https://github.com/lhoou/ms-sm2) as a
simulation only includes local computation and omits the

communication cost in real world. As for multiuser setting,
the performances of our scheme are presented in Table 3.

4. Applications to Vehicular Networks

In this section, we describe two potential applications of
MS − SM2 to vehicular networks. We first show that it can
be employed in the architecture of multiple certificate au-
thorities to reduce the number of certificates that are re-
quired for devices in the system including on-board units
(OBU) and road-side units (RSU). In addition, we also
specify its possible usage in the process of V2I communi-
cations. 'e goal is to reduce computation and storage
overhead for the units while maintaining security properties.

4.1. Multi-CA Architecture. In vehicular networks, taking
C-V2X, for example, certificate authorities usually include
organizations for registration, communication authoriza-
tion, and pseudonym authorization. Specifically, any device
that is involved in the network should first require for
registration certificate from registration CA and then require
for other certificates from different CAs that are needed to
send and receive messages in the network.

For instance, a vehicle is required to get a certificate from
the registration CA using its unique identity before joining
the network. It can then require a pseudonym certificate for
the anonymous V2V communication and a secure V2I
communication certificate from secure communication CA
using its registration certificate. 'e vehicle can also apply
multiple registration certificates from different registration
CAs. To simplify the authentication process, the distributed
CAs can employ MS − SM2 in order to jointly generate only
one certificate or one registration certificate for the vehicle at
the same time, instead of generating certificates one by one.

4.2. Cooperative V2I Communication. Cooperative com-
munication in vehicular networks has been leveraged to offer
various improvements on spectral efficiency, transmission
reliability, and reduced transmission delay. Vehicles can
cooperate with each other either directly or through an RSU,
and the vehicular node which helps the source node to
transmit its data is called a helper node or relay node [23].

(i) Cooperative traffic reports: vehicles in the same traffic
area, such as in an accident or in a neighborhood, can
cooperatively issue a traffic report including awareness
messages (CAMs), safety importance, and vehicle
heading and transmit a packet to the RSU attached
with a MS − SM2 signature.'eMS − SM2 signature
can help the RSU to check validity of the packet and
also reduce the computation cost of RSU.

(ii) RSU-assisted communication: when a source RSU
fails to successfully transmit a packet to the targeted
destination, it forwards the packet to the next RSU
along the path using the backhaul wired connection.
'e new RSU relays the received packet to the
targeted destination. In this scenario, both the source
RSU and relayed RSU can jointly sign the packet
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using MS − SM2 to convince the target vehicle of the
message transmitted, which can also prevent any
malicious RSU from sending out frauds without
collusion.

5. Conclusions

In this paper, we present a candidate multisignature scheme
from the SM2 signature algorithm in the plain public-key
model. Compared to a list of individual signatures, the
storage volume of MS − SM2 signature reduces nearly 50%
and the computation cost is relatively low. In addition, we
specify in detail some potential applications of the MS −

SM2 scheme to vehicular networks, especially in the sce-
nario of cooperatively secure communication, with the goal
of maximizing performance and compatibility. Because of
the high-speed mobility, designing more efficient protocols
with fewer communication rounds for vehicular networks is
still a challenging research problem.
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In unmanned aerial vehicle networks (UAVNs), unmanned aerial vehicles with restricted computing and communication
capabilities can perform tasks in collaborative manner. However, communications in UAVN confront many security issues, for
example, malicious entities may launch impersonate attacks. In UAVN, the command center (CMC) needs to perform mutual
authentication with unmanned aerial vehicles in clusters. (e aggregator (AGT) can verify the authenticity of authentication
request from CMC; then, the attested authentication request is broadcasted to the reconnaissance unmanned aerial vehicle (UAV)
in the same cluster.(e authentication responses fromUAVs can be verified and aggregated by AGT before being sent to CMC for
validation. Also, existing solutions cannot resist malicious key generation center (KGC). To address these issues, this paper
proposes a pairing-free authentication scheme (CLAS) for UAVNs based on the certificateless signature technology, which
supports batch verification at both AGT and CMC sides so that the verification efficiency can be improved greatly. Security
analysis shows that our CLAS scheme can guarantee the unforgeability for (attested) authentication request and (aggregate)
responses in all phases. Performance analysis indicates that our CLAS scheme enjoys practical efficiency.

1. Introduction

Unmanned aerial vehicles in UAVN have been widely used
in many civilian and military fields, for example, data col-
lection, communication relay, and military electronic re-
connaissance [1]. Unmanned aerial vehicles can be classified
into three categories according to the working mode,
namely, unmanned aerial vehicles under the control of a
remote operator, under the supervision of a remote su-
pervisor, and without an operator and supervisor. UAVNs
can be deployed in mesh topology or multistar topology [2].
With the mesh topology, all unmanned aerial vehicles are
connected to CMC directly, where all communication be-
tween unmanned aerial vehicles and CMC may cause

network congestion. Although with the mesh topology, each
unmanned aerial vehicle can communicate with each other,
it is hard to be expanded and controlled [3]. With the
multistar topology, each unmanned aerial vehicle is con-
nected to CMC; thus, any illegal requests or responses in
UAVNs can be easily detected.

However, when deployed in an open communication
environment, the UAVN system confronts many security
issues [4, 5]. Due to multiple connections among unmanned
aerial vehicles, a malicious entity may control some un-
manned aerial vehicle or launch impersonate attacks. (us,
it is important to enforce a secure and efficient authenti-
cationmechanism in UAVNs [6, 7]. Recently,Wang et al. [8]
proposed an identity-based authentication scheme, which
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did not consider the verification mechanisms at the AGT
side for validating the real sources of the authentication
request from CMC and responses from UAVs. Li et al. [9]
designed an identity-based aggregate authentication
framework in bilinear groups, where the private keys of
UAVs are generated by KGC. (us, malicious KGC may
launch attacks by sending illegal authentication request to
AGTs and UAVs.

1.1. Our Contributions. To address the abovementioned
issues, this paper proposes a certificateless pairing-free ag-
gregate authentication scheme (CLAS) for UAVNs. In
CLAS, KGC is responsible for generating partial private keys
for all entities including CMC, AGTs, and UAVs. Each AGT
acts as the cluster head of some cluster and plays the role of
an intermediate between CMC and UAVs in the respective
cluster. Each authentication request from CMC can be
validated by AGT, which is then attested and broadcasted to
UAVs in its administrative domain. A verification process
can be run by each UAV so that the true source of the
(forwarded) authentication request can be validated. AGT
can aggregate all responses of UAVs in its administrative
cluster before performing verification procedure in batch.
(en, the response of AGT is further combined with the
aggregated responses of UAVs, which can be validated by
CMC in batch to complete the authentication process.

(is paper describes a concrete CLAS construction based
on the certificateless signature technology. Security analysis
shows that our CLAS construction can protect malicious
entity from forging the authentication request and responses
of others and can resist against the malicious KGC. Per-
formance comparison shows that our CLAS construction
enjoys better computational efficiency compared with Wang
et al.’s scheme [8] and Li et al.’s scheme [9].

1.2. Related Works. Taking advantages of recent advance-
ment and development in information and communication
technology, unmanned aerial vehicles have been employed
to perform some special tasks in real-world applications [10].
In [11], Islam and Shin proposed a blockchain-based so-
lution for safe healthcare, which uses the unmanned aerial
vehicle (UAV) to collect health data (HD) from users. Liu
et al. [1] presented a detailed survey on the opportunities and
challenges of IoE supported by unmanned aerial vehicles.
Jiang et al. [12] proposed a trust-based energy efficient data
collection with the unmanned aerial vehicle (TEEDC-UAV)
scheme, which can prolong lifetime in a trusted way. In the
TEEDC-UAV scheme, an ant colony-based unmanned ae-
rial vehicle (UAV) trajectory optimization algorithm was
proposed, which constituted the most data anchor points in
the working field with the shortest trajectory possible. In
view of the untrusted broadcast features and wireless
transmission of UAV networks, a novel privacy-preserving
secure spectrum trading and sharing scheme based on
blockchain technology is proposed in [13].

For the Internet of Drones (IoD) infrastructure, Cho
et al. [14] proposed a framework called SENTINEL (Secure
and Efficient autheNTIcation for uNmanned aErial

vehicLes). Khanh et al. [15] presented a safe and effective
authentication mechanism suitable for the dynamic envi-
ronment of the unmanned aerial vehicle. In order to solve
the information security problem of unmanned aerial ve-
hicle ad-hoc network communication, Sun et al. [2] intro-
duced an efficient and energy-saving distributed network
architecture based on clustering stratification. Owing to the
unreliable wireless channel and high-dynamic topology of
Unmanned Aerial Vehicles Ad-Hoc Network (UAANET),
the loss of some certain group key broadcast messages by
nodes occurs frequently. (erefore, Li et al. [16] proposed a
mutual-healing group key distribution scheme based on the
blockchain. Yang et al. [17] investigated degradation-of-QoS
attacks in vehicular ad hoc networks, where the attacker is
able to relay the authentication exchanges but cannot relay
the service afterwards. In [18], Gope et al. proposed a novel
anonymous authentication scheme for RFID-enabled UAV
applications using Physically Unclonable Functions (PUF).

Al-Riyami et al. [19] first introduced and made concrete
the concept of certificateless public key cryptography (CL-
PKC), a model for the use of public key cryptography which
avoids the inherent escrow of identity-based cryptography.
Baek et al. [20] considered a relaxation of the original model
of CLPKE and proposed a new CLPKE scheme that does not
depend on the bilinear pairings. In order to ensure security
for interactions between these smart things, Yeh et al. [21]
presented a certificateless signature scheme for smart objects
in IoT-based pervasive computing environments. Jia et al.
[22] made an improvement on the scheme of Yeh et al.’s
certificateless signature scheme; they presented an improved
scheme and demonstrated its unforgeability against super-
adversaries in the random oracle model. Zhao et al. [23]
presented an advanced efficient CLAS scheme with elliptic
curve cryptography for the IoV environment. Furthermore,
their scheme used pseudonyms in communications to
prevent vehicles from revealing their identity. Shu et al. [24]
presented a certificateless aggregate signature scheme for
blockchain-based MCPS, which can realize the authenti-
cation of related medical staffs, medical equipment, and
medical apps, ensure the integrity of medical records, and
support the secure storage and sharing of medical
information.

1.3. Paper Organization. (e structure of this paper is or-
ganized as follows. In Section 2, we introduce the system
architecture and system requirements for CLAS. A concrete
CLAS construction is presented in Section 3, followed by its
security and efficiency analysis in Section 4. Finally, Section
5 concludes the paper.

2. System Architecture and Requirements

(is section formalizes the architecture of CLAS and
summarizes its system requirements.

2.1. SystemArchitecture. As shown in Figure 1, there are four
types of entities in a CLAS system, namely, key generation
center (KGC), command center (CMC), reconnaissance
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unmanned aerial vehicles (UAVs), and aggregators (AGTs).
KGC is assumed to be fully trusted by all the entities, which
is responsible for initializing the CLAS system by generating
system public parameters and producing partial private keys
for all entities in UAVNs. After system initialization, CMC
performs the mutual authentication process with unmanned
aerial vehicles before assigning tasks. CMC initializes the
authentication process so that AGT can validate, attest, and
broadcast authentication request to its administrated UAVs.

As the intermediary between CMC and UAV, AGT has
the computing and communication capabilities to manage
its UAV cluster. UAV only has limited short-distance
communication capability; thus, its communication with
CMC is performed via the AGT in the cluster. Before
responding to the authentication request of CMC, each UAV
can verify its true source and the attested request. (e re-
sponses of UAVs in the same cluster can be validated by
AGT in batch. (en, the response of AGT can be further
combined with that of UAVs so that the aggregated response
is sent to CMC for validation.

2.2. System Requirements. Similar to [25], we define two
types of adversaries for the CLAS system, namely, Type-I
adversary and Type-II adversary. A Type-I adversary acts as
an outsider who can replace the public keys of CMC, AGT,
and UAV but cannot access the master secret key, whereas a
Type-II adversary acts as the KGC that can access the master
secret key but cannot replace the public keys of CMC, AGT,
and UAV. A CLAS system must satisfy the following system
requirements.

Unforgeability of authentication request: in the au-
thentication process, for the authentication request
generated by CMC, it should be guaranteed that it is
existentially unforgeable against Type-I adversary. (at
is, any entity cannot launch attacks by impersonating
CMC to forge an authentication request.
Unforgeability of attested request: for the attested
authentication request of AGT, it should be guaranteed
that it is existentially unforgeable against Type-I

adversary. (at is, any entity cannot launch attacks by
impersonating AGT to forge an attested authentication
request.
Unforgeability of response: for the responses from
UAVs in its administrative cluster of AGT, it should be
guaranteed that it is existentially unforgeable against
Type-I adversary. (at is, any entity cannot launch
attacks by impersonating some UAV to forge a
response.
Unforgeability of aggregate response: for the attested
authentication request of some AGT, it should be
guaranteed that it is existentially unforgeable against
Type-I adversary. (at is, any entity cannot launch
attacks by impersonating AGT to forge an aggregate
response.
Resistance against malicious KGC: for the whole au-
thentication procedure, it should be guaranteed that it
is existentially unforgeable against Type-II adversary.
(at is, malicious KGC cannot forge a valid signature of
CMC, AGT, or UAV.

A correct CLAS construction should satisfy the following
conditions:

(1) For the partial private key sent by KGC, it can be
successfully verified by respective entity including
CMC, AGTs, and UAVs

(2) For the authentication request generated by CMC, it
can be successfully validated by AGTs

(3) For the attested authentication request forwarded by
AGT, it can be successfully validated by UAVs in the
same cluster

(4) For the responses of UAVs, they can be validated by
AGT in the same cluster

(5) For the aggregate response from AGT, it can be
successfully validated by CMC

3. CLAS Construction

(is section describes our concrete CLAS construction. (e
authentication process in UAVNs is shown in Figure 2.

(e Discrete Logarithm Assumption in Elliptic Curve
(ECDLP): let G be an elliptic curve group with prime order q.
Given P andQ ∈ G, any probabilistic polynomial time al-
gorithm ξ would have negligible probability in computing
x ∈ Z∗q such that Q � xP.

3.1. System Setup. On inputting a security parameter l ∈ Z+,
KGC chooses an additive group G with prime order q on
some elliptic curve, where P is a generator of G. (en, KGC
chooses b ∈ Z∗q randomly and computes

B � bP. (1)

KGC continues to choose four collision-resistant hash
functions Hi: 0, 1{ }∗ ⟶ Z∗q for i � 1, 2, 3, and 4. Finally,
KGC publishes the system parameters

KGC

Partial Private Key

Partial Private Key

Partial Private Key

CMC

Aggregate
response

AGT

Authentication
request

AGT
cluster

cluster

Response

UAV

UAV

n clusters

Attested
request

Figure 1: CLAS model for UAVNs.
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params � (q, G, P, H1, H2, H3, H4, B) and keeps the master
secret key msk � b secret.

3.2. Key Generation for CMC. KGC sets the partial private
key for the control center as follows. KGC chooses a random
number e ∈ Z∗q and computes

A � eP, (2)

a � e + bH1(CMC‖A‖B)modq. (3)

(en, KGC sends the partial private key (a, A) to CMC
through a secure channel. CMC can validate the partial
private key as follows:

aP�
?

A + H1(CMC‖A‖B)B. (4)

CMC sets a secret value and generates its public key PKc

and private key SKc as follows. CMC chooses a random
number s ∈ Z∗q and computes

F � sP, (5)

M � A + H2(CMC‖F)F. (6)

(en, CMC sets PKc � (A, M) and SKc � (a, s).

3.3.KeyGeneration forUnmannedAerialVehicles. Let Wi be
an unmanned aerial vehicle. For the ease of representation,
let Wn be an AGT and W1, . . . , Wn−1 be UAVs in the ad-
ministration domain of Wn. KGC sets a partial private key
for unmanned aerial vehicles as follows.

KGC chooses a random number di ∈ Z∗q and computes

Yi � diP, (7)

yi � di + bh1,imodq, (8)

where

h1,i � H1 Wi Yi

����
����B􏼐 􏼑. (9)

(en, KGC sends the partial private key (yi, Yi) to Wi

through a secure channel. (e unmanned aerial vehicle Wi

can validate the partial private key as follows:

yiP�
?

Yi + h1,iB. (10)

(e unmanned aerial vehicle Wi sets a secret value and
generates its public key PKi and private key SKi as follows.
Wi chooses a random number ci ∈ Z∗q and computes

Ci � ciP, (11)

Qi � Yi + h2,iCi, (12)

where

h2,i � H2 Wi‖Ci( 􏼁. (13)

(en, the unmanned aerial vehicle Wi sets
PKi � (Yi, Qi) and SKi � (yi, ci).

3.4. Authentication Request. Let T ∈ 0, 1{ }∗ denote the re-
quest information chosen by CMC, which contains the
timestamp. CMC randomly picks k ∈ Z∗q and computes

δ � kP, (14)

θ � k + H3 T‖δ‖CMC‖PKc( 􏼁 a + H2(CMC‖F)s( 􏼁mod q.

(15)

AGT WnCMC UAVs Wi
Choose request in formation T
Choose k ∈ Zq∗ randomly
Compute δ and θ

Authentication request (T, δ, θ)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Verify (T, δ, θ) as in Eq. (16)
If true, then do:

Choose rn ∈ Zq∗ randomly
Compute Rn and Sn

Attested request (T, δ, Rn, Sn)
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Verify (T, δ, Tn, Sn) as in Eq. (21)
If true, then do:

Compute Vi and Li
Response {Vi, Li}

n−1
i=1

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
Compute Xn−1=
Compute Zn−1=
Verify {Vi, Li}
If true, then compute Ln and Zn

Aggregate response (Xn, Zn)
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Verify (Xn, Zn) as in Eq. (37)
If true, then authentication succeeds

n−1
i=1

n−1
i=1

as in Eq. (30)
Li

n−1
i=1Vi

Figure 2: A procedure of authentication in our CLAS construction.
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(en, CMC sends the authentication request (T, δ, θ) to
AGTs.

3.5.Request Forwarding. After receiving the request (T, δ, θ)

from CMC, each AGT Wn validates its authenticity by
checking the following equality:

θP�
? δ + H3 T‖δ‖CMC‖PKc( 􏼁 M + H1(CMC‖A‖B)B( 􏼁.

(16)

If it holds, then AGT Wn accepts the authentication
request from CMC, otherwise terminates. AGT Wn ran-
domly chooses rn ∈ Z∗q and computes

Rn � rnP, (17)

Sn � θ + rn + h4,n yn + h2,ncn􏼐 􏼑mod q, (18)

where

h4,n � H4 T‖δ‖Wn‖PKn‖Rn( 􏼁, (19)

h2,n � H2 Wn‖Cn( 􏼁. (20)

At last, AGT Wn broadcasts the tuple of attested au-
thentication request (T, δ, Rn, Sn) to all UAVs
Wi(i � 1, 2, . . . , n − 1) in its administrative domain.

3.6. UAV Response. Once received (T, δ, Rn, Sn) from AGT
Wn, each UAV Wi(i � 1, 2, . . . , n − 1) verifies its authen-
ticity by checking the following equality:

SnP�
? δ + Rn + h4,n Qn + h1,nB􏼐 􏼑 + H3 T‖δ‖CMC‖PKc( 􏼁

· M + H1(CMC‖A‖)B( 􏼁,

(21)

where

h1, n � H1 Wn Yn

����
����B􏼐 􏼑, (22)

h4,n � H4 T‖δ‖Wn PKn

����
����Rn􏼐 􏼑. (23)

If it holds, then UAV Wi accepts the authentication
request from CMC, otherwise terminates. Wi randomly
picks fi ∈ Z∗q and computes

Vi � fiP, (24)

Li � fi + 􏽢h4,i yi + h2,ici􏼐 􏼑mod q, (25)

where
􏽢h4,i � H4 T‖δ‖Wi PKi

����
����Vi􏼐 􏼑, (26)

h2,i � H2 Wi‖Ci( 􏼁. (27)

(en, UAV Wi sends the response tuple σi � (Vi, Li) to
AGT Wn.

3.7. AGT Aggregation. Upon receiving the response tuples
Vi, Li􏼈 􏼉

n−1
i�1 from the controlled UAVs Wi(i � 1, 2, . . . , n − 1),

AGT Wn computes

Xn−1 � 􏽘
n−1

i�1
Vi, (28)

Zn−1 � 􏽘
n−1

i�1
Limod q. (29)

(en, AGT Wn verifies the authenticity of the received
response tuples in a batch as follows:

Zn−1P�
?

Xn−1 + 􏽘
n−1

i�1

􏽢h4,ih1,i
⎛⎝ ⎞⎠B + 􏽘

n−1

i�1

􏽢h4,iQi, (30)

where
􏽢h4,i � H4 T‖δ‖Wi PKi

����
����Vi􏼐 􏼑, (31)

h1,i � H1 Wi Yi

����
����B􏼐 􏼑. (32)

If it holds, then all response tuples of Wi(i � 1, 2, . . . , n −

1) are valid; otherwise, Wn validates each response tuple in
individual to find the invalid one. AGT Wn continues to pick
a random element fn ∈ Z∗q and compute

Xn � Xn−1 + fnP, (33)

Zn � Zn−1 + Lnmod q, (34)

where

Ln � fn + 􏽢h4,n yn + h2,ncn􏼐 􏼑mod q,

􏽢h4,n � H4 T‖δ‖Wn PKn

����
����fnP􏼐 􏼑,

(35)

h2,n � H2 Wn‖Cn( 􏼁. (36)

(en, AGT Wn sends the aggregate response (Xn, Zn) to
CMC.

3.8.CMCVerification. Once received the aggregate response
(Xn, Zn) from AGT Wn, CMC validates its authenticity by
checking the following equality:

ZnP�
?

Xn + 􏽘
n

i�1

􏽢h4,ih1,i
⎛⎝ ⎞⎠B + 􏽘

n

i�1

􏽢h4,iQi, (37)

where
􏽢h4,i � H4 T‖δ‖Wi‖PKi‖Vi( 􏼁, (38)

h1,i � H1 Wi Yi

����
����B􏼐 􏼑. (39)

If it holds, then AGTWn andUAVsWi(i � 1, 2, . . . , n − 1)

are all accepted as legitimate.
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Theorem 1. <e proposed CLAS construction is correct.

Proof 1. To prove the correctness of the proposed CLAS
construction, it only needs to show that equalities (16), (21),
(30), and (37) are satisfied.

(1) For the authentication request (T, δ, θ) generated by
CMC, equality (16) satisfies as follows:

θP � kP + H3 T‖δ‖CMC‖Kc( 􏼁 a + H2(CMC‖F)s( 􏼁P

� δ + H3 T‖δ‖CMC‖PKc( 􏼁 A + H2(CMC‖F)F(

+ H1(CMC‖A‖B)B􏼁

� δ + H3 T‖δ‖CMC‖PKc( 􏼁 M + H1(CMC‖A‖B)B( 􏼁.

(40)

(2) For the attested authentication request (T, δ, Rn, Sn)

from AGT Wn, equality (21) satisfies as follows:

SnP � θP + rnP + h4,n yi + h2,ncn􏼐 􏼑P

� δ + Rn + h4,n Qn + h1,nB􏼐 􏼑 + H3 T‖δ‖CMC‖PKc( 􏼁 M + H1(CMC‖A‖B)B( 􏼁.
(41)

(3) For the response tuples Vi, Li􏼈 􏼉
n−1
i�1 from the con-

trolled UAVs Wi(i � 1, 2, . . . , n − 1), equality (30)
holds as follows:

Zn−1P � 􏽘
n−1

i�1
LiP

� 􏽘
n−1

i�1
fiP + 􏽢h4,i yi + h2,ici􏼐 􏼑P􏼐 􏼑

� Xn−1 + 􏽘

n−1

i�1

􏽢h4,i Yi + h1,iB + h2,iCi􏼐 􏼑􏼐 􏼑

� Xn−1 + 􏽘
n−1

i�1

􏽢h4,ih1,i
⎛⎝ ⎞⎠B + 􏽘

n−1

i�1

􏽢h4,iQi.

(42)

(4) For the aggregate response tuple (Vn, Ln) from AGT
Wn, equality (37) holds as follows:

ZnP � 􏽘
n

i�1
LiP

� 􏽘
n

i�1
fiP + 􏽢h4,i yi + h2,ici􏼐 􏼑P􏼐 􏼑

� Xn + 􏽘
n

i�1

􏽢h4,i Yi + h1,iB + h2,iCi􏼐 􏼑􏼐 􏼑

� Xn + 􏽘
n

i�1

􏽢h4,ih1,i
⎛⎝ ⎞⎠B + 􏽘

n

i�1

􏽢h4,iQi.

(43)

(us, the proposed CLAS construction is correct.

4. System Analysis

(is section analyzes the security and performance of the
proposed CLAS construction.

4.1. Security Analysis

Theorem 2. Assume that the ECDLP assumption holds in
cyclic group G. <e proposed CLAS construction can guar-
antee the unforgeability of the authentication request from
CMC.

Proof 2. In the authentication request (T, δ, θ) generated by
CMC, the element θ is considered to be a certificateless
signature of T‖δ‖CMC‖PKc. It can be seen that θ can serve
as the common signature vi in(umbur et al.’s scheme [26].
As proved in(eorem 1 in [26], their scheme is existentially
unforgeable against Type-I adversary, which assumes that
the ECDLP assumption holds in additive group G of elliptic
curve points. (erefore, any attacker cannot forge a valid
authentication request of CMC without knowing public key
PKc, which implies the unforgeability of the authentication
request from CMC can be guaranteed.

Theorem 3. Assume that the ECDLP assumption holds in
cyclic group G. <e proposed CLAS construction can guar-
antee the unforgeability of the attested authentication request
from AGT.

Proof 3. In the attested request (T, δ, Rn, Sn) generated by
AGT, the element Sn is considered to be a certificateless
signature on θ. It can be seen that Sn can serve as the
common signature vi in (umbur et al.’s scheme [26]. As
proved in (eorem 1 in [26], their scheme is existentially
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unforgeable against Type-I adversary, which assumes that
the ECDLP assumption holds in additive group G of elliptic
curve points. (erefore, any attacker cannot forge a valid
attested request or response of AGTwithout knowing public
key PKn, which implies the unforgeability of the attested
authentication request from AGT can be guaranteed.

Theorem 4. Assume that the ECDLP assumption holds in
cyclic group G. <e proposed CLAS construction can guar-
antee the unforgeability of the responses from UAVs.

Proof 4. For the response tuple (Vi, Li) generated by UAV
Wi, it is considered to be a certificateless signature on T‖δ. It
can be seen that (Vi, Li) can serve as the common signature
vi in (umbur et al.’s scheme [26]. As proved in (eorem 1
in [26], their scheme is existentially unforgeable against
Type-I adversary, which assumes that the ECDLP as-
sumption holds in additive group G of elliptic curve points.
(erefore, any attacker cannot forge a valid authentication
response of UAV without knowing public key PKi, which
implies the unforgeability of the responses from UAVs can
be guaranteed.

Theorem 5. Assume that the ECDLP assumption holds in
cyclic group G. <e proposed CLAS construction can guar-
antee the unforgeability of the aggregate response from AGT.

Proof 5. For the aggregate response tuple (Xn, Zn) gener-
ated by CMC, it is considered as the aggregate signature on n

individual responses. It can be seen that (Xn, Zn) can serve
as the common signature vi in (umbur et al.’s scheme [26].
As proved in (eorem 1 in [26], their scheme is existentially
unforgeable against Type-I adversary, which assumes the
ECDLP assumption holds in additive group G of elliptic
curve points. (erefore, any attacker cannot forge a valid
aggregate response of AGTwithout knowing public key PKi,
which implies the unforgeability of the aggregate response
from AGT can be guaranteed.

Theorem 6. Assume that the ECDLP assumption holds in
cyclic group G. <e proposed CLAS construction can be re-
sistant to malicious KGC.

Proof 6. For the partial private key (yi, Yi) generated by
KGC, it is considered as a Schnorr signature [27] on Wi. It
can be seen that (yi, Yi) can serve as the common signature
Di in [26]. As proved in (eorem 2 in [26], their scheme is
existentially unforgeable against Type-II adversary, which
assumes that the ECDLP assumption holds in additive group
G of elliptic curve points. (erefore, any malicious KGC
cannot forge valid partial private key of UAVs without
knowing master secret key b; thus, the authenticity of KGC
can be guaranteed in producing a partial private key.

4.2. Functional Comparison. Wang et al. [8] proposed an
identity-based aggregate authentication scheme for UAVNs
in bilinear groups. In [8], all UAVs are able to communicate
with the CMC through their respective AGTs in the cluster,

to perform valid authentication. (ere is no mechanism for
AGT to validate the authenticity of CMC before forwarding
authentication request to UAVs in its administrative do-
main. Furthermore, when individual responses are aggre-
gated from UAVs in the respective cluster, the AGTdoes not
verify the authenticity of those responses.

Li et al. [9] proposed an aggregate authentication
scheme, where the above two mechanisms are introduced to
enhance the security of authentication in UAVNs. Note that
CMC may be malicious in generating keys for UAVs, which
means their scheme cannot resistant against malicious KGC.
While in our CLAS construction, the partial private key for
UAVs are generated by KGC. (e detailed comparison on
the functionalities among Wang et al.’s proposal [8], Li
et al.’s proposal [9], and our CLAS construction is sum-
marized in Table 1.

4.3. <eoretical Comparison. Let TSM be the time of one
scalar point multiplication and TBP be one bilinear pairing
operation. For the key generation procedure, Wang et al.’s
scheme [8] and Li et al.’s scheme [9] require n and 2n scalar
point multiplications for n entities, respectively. In the re-
quest verification procedure, 2 bilinear pairing operations
are both required in Wang et al.’s scheme [8] and Li et al.’s
scheme [9]. For the aggregate verification by AGT proce-
dure, Li et al.’s scheme [9] requires (n − 1) scalar point
multiplications and 3 bilinear pairing operations. In the
aggregate verification by CMC procedure, compared with Li
et al.’s scheme [9], our scheme requires only (n + 2) scalar
point multiplications. More details for comparsion on
computation costs are summarized in Table 2.

4.4. ExperimentalPerformance. To evaluate the computation
cost of our CLAS construction, we conduct experiments
using the Java Pairing-Based Cryptography Library (JPBC,
http://gas.dia.unisa.it/projects/jpbc/), on a platform with
MicrosoftWindows 10 operating system, Intel(R) Core(TM)
i5-6500 CPU @ 3.20GHz, and 12GB RAM. (e elliptic
curve is of Type A (y2 � x3 + x) such that q is a 160 bit
prime, and the element size in group G is 512 bits.

(e performance of the procedures of our CLAS con-
struction is depicted in Figure 3, which are system setup
(Setup), key generation (SUMkgen), authentication request
generation (REQgen) and attestation (REQfwd), and RAV
response (UAVresp). (e SUMkgen stage consists of three
algorithms, partial key generation for UAV (KGCkgen), key
verification for UAV (UAVerify), and key generation for
UAV (UAVkgen). (e setup algorithm is used to initialize
the CLAS system. We can see that the majority of the
computation depends on B, which takes roughly 144msec.
(e SUMkgen algorithm is used to generate public and
private keys for UAVs, which efficiency depends on the
UAVerify and the UAVkgen algorithms. Since the partial
private key is generated by KGC, the time for UAVs to
generate public and private keys is reduced, which is ap-
proximately 24msec in experiments.

(e REQgen algorithm can be run to generate au-
thentication request. Its performance mainly depends on
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the computation of δ, requiring one scalar point multi-
plication, whereas Wang et al.’s scheme [8] and Li et al.’s
scheme [9] both cost two scalar point multiplications. As
depicted in Figure 3, an authentication request is able to
be transmitted in less than 24msec. In the stage of
REQfwd, before producing attested request, AGT verifies
the authenticity of the authentication request from CMC
by checking equality (16), which takes two scalar point
multiplications. It requires AGT to forward the request in
roughly 0.07 seconds. Before generating a response, each
UAV validates the authenticity of the attested request
received from its administrative AGT, requiring 5 scalar
point multiplications. As a result, it takes about 0.15
seconds for each UAV to run the response procedure,
while Li et al.’s scheme [9] requires more computational
costs, i.e., 4 bilinear pairing operations.

In the response aggregation procedure, AGT needs to
aggregate the elements Vi, Li􏼈 􏼉 in the received response
tuples. It can be seen that prior to the batch verification of
these responses, only (n + 1) scalar point multiplications are
required in equality (30), as compared to Li et al.’scheme [9].

In the simulation, a variety of scenarios for the number of
unmanned aerial vehicles are considered, that is,
n � 10, 20, . . . , 100, and the amount of UAVs consists of one
AGTand (n − 1) UAVs. AGTaggregates and verifies (n − 1)

response tuples of UAVs and further aggregates all the
response tuples including its response. (e experimental
results are shown in Figure 4, which indicates a linear
correlation between the computation time of this process
and the number of unmanned aerial vehicles in a single
cluster.

For the process of aggregating verification by CMC,
Figure 5 shows the computation time that the CMC
verifies the aggregate response from AGT for a single
cluster. We also consider multiple cases where the number
of unmanned aerial vehicles in a single cluster are
n � 10, 20, . . . , 100, respectively. As shown in equality
(37), CMC is required to compute (n + 2) scalar point
multiplications. It can be seen from Figure 5 that there is
also a linear correlation between the computation time of
this process and the number of unmanned aerial vehicles
in a single cluster.

Table 1: Functional comparison.

Request verification Request attestation
Aggregate verification

Resistant to malicious KGC
By AGT By CMC

Our scheme √ √ √ √ √
Li et al. [9] √ √ √ √ ×

Wang et al. [8] √ × × √ ×

Table 2: (eoretical comparison.

Key generation Request verification Request attestation
Aggregate verification

By AGT By CMC
Our scheme 3nTSM 3TSM 1TSM (n + 1)TSM (n + 2)TSM
Li et al. [9] 2nTSM 2TBP 2TSM (n − 1)TSM + 3TBP nTSM + 3TBP
Wang et al. [8] nTSM 2TBP — — nTSM + 3TBP
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Figure 3: Performance evaluation of the setup, key generation, request generation, forwarding, and UAV response procedures.
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5. Conclusion

To address the security problems in UAVNs, this paper
proposed a CLAS construction without bilinear groups to
realize efficient mutual authentication between control
center and unmanned aerial vehicles. After the system is
initialized, KGC produces the partial private key for each
entity. CMC sends the authentication request to AGT; then,
AGT forwards the attested request to UAVs in its admin-
strative cluster. All response tuples of UAVs are validated by
the cluster head AGT and then forwarded to CMC for
further verificaton. Security analysis showed that our CLAS
construction can not only provide unforgeability for
(attested) authentication request and (aggregate) responses
but also can resist malicious KGC. Experimental analysis
demonstrated that the proposed CLAS construction enjoys
practical performance.
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In the cloud-based vehicular ad-hoc network (VANET), massive vehicle information is stored on the cloud, and a large amount of
data query, calculation, monitoring, and management are carried out at all times. (e secure spatial query methods in VANET
allow authorized users to convert the original spatial query to encrypted spatial query, which is called query token and will be
processed in ciphertextmode by the service provider.(us, the service provider learns which encrypted records are returned as the
result of a query, which is defined as the access pattern. Since only the correct query results that match the query tokens are
returned, the service provider can observe which encrypted data are accessed and returned to the client when a query is launched
clearly, and it leads to the leakage of data access pattern. In this paper, a reconstruction attack scheme is proposed, which utilizes
the access patterns in the secure query processes, and then it reconstructs the index of outsourced spatial data that are collected
from the vehicles. (e proposed scheme proves the security threats in the VANET. Extensive experiments on real-world datasets
demonstrate that our attack scheme can achieve quite a high reconstruction rate.

1. Introduction

At present, the vehicular ad-hoc network (VANET) has
gained a lot of attention in the field of intelligent trans-
portation. (e VANET can be used to intelligently control
the traffic process, such as real-time traffic information
systems to ensure traffic efficiency, and vehicle safety sys-
tems, such as rear-end collision warning systems, to improve
vehicle safety. However, the powerful function of the
VANET is supported by information sharing between ve-
hicle users, which will introduce serious data security threats
[1, 2]. For example, exploiting the weakness of lacking
physical proximity authentication, malicious attackers may
infer the location of the vehicle during a specific period of
time [2]. Due to the openness and mobility of VANET, the
content delivery of VANETposes serious security threats, for
which some countermeasures have been proposed, such as
confidentiality, integrity, and authentication [3, 4].

As the data generated by users of VANET continue to
grow and beyond the processing capacity of the data owners,

the data need to be outsourced and stored in the cloud server
to reduce data management overhead. To ensure the security
of user data on the untrustworthy server, cryptographic
techniques are employed, while still allowing efficient query
processing on the cloud server. However, the privacy pro-
vided by the existing secure outsourced dataset systems is
poorly considered. In the searchable encryption mechanism,
the search process for encrypted files is as follows: First, the
authorized user will submit the query token to the service
provider, who will process the query through a series of
calculations and return the query result to the user in the
form of ciphertext. (en, the user decrypts the query result
locally. It seems very safe because the entire query process is
carried out in the ciphertext state, including query sub-
mission, query process calculations, and query results
feedback.

Nonetheless, this process leaks access patterns. In other
words, the service provider can observe which encrypted
files in the dataset are accessed and returned to the au-
thorized users. (erefore, the honest but curious service

Hindawi
Security and Communication Networks
Volume 2021, Article ID 5317062, 12 pages
https://doi.org/10.1155/2021/5317062

mailto:tianfeng@snnu.edu.cn
https://orcid.org/0000-0002-5055-2511
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5317062


provider clearly knows the matching relationship between
encrypted files and queries.

Existing studies [5–8] have shown that attackers can use
leaked access patterns to recover user privacy information.
Li et al. [5] demonstrated the hidden security threats caused
by leaked access patterns with an encrypted patient medical
dataset stored in a third-party server. Series of examples are
given sequentially to illustrate how the patient’s sensitive
information is gradually inferred with the leakage of access
patterns. With leaked access patterns, Quan et al. [6]
implemented a range injection attack on the one-dimen-
sional and discrete dataset. Exploiting the collusion of the
service provider and the secondary user, a set of selected
range queries are injected into the dataset, and through the
access patterns of these queries, the dataset index is com-
pletely reconstructed. (e attack method proposed by Islam
et al. [7] does not require collusion, which is designed for
text data. Considering the collected keyword co-occurrence
matrix as prior knowledge, the service provider realizes an
assignment of keywords to each query. Kallaris et al. [8]
reconstructed the discrete one-dimensional data and com-
pletely restored the data index stored on the server, in which
neither collusion nor prior knowledge is required.

Researchers have explored various types of attack
methods for different types of datasets to prove the security
threats caused by the leakage of access patterns, but there is
no research to prove the potential security threats caused by
the leakage of spatial data access patterns.

In this paper, we propose a reconstruction attack scheme
on outsourced spatial dataset using access pattern leakage in
VANET systems. (e threat model considered is as follows.
We take the honest but curious service provider as the at-
tacker, who will process the query correctly and honestly, but
will be curious about the dataset stored on the server. Our
attack aims to completely reconstruct the dataset stored on
the server without any deciphering, that is, to determine the
spatial index of each record on the server.

Assuming that the service provider only has a little prior
knowledge of the spatial dataset and the users will issue
enough one-dimensional and uniform queries to the server,
our reconstruction attack will be processed as the following
four steps. Firstly, the data space will be discretized in ac-
cordance with the granularity that the attacker aims to
achieve. Secondly, to improve the efficiency of attack, the
collected access patterns will be simplified. (irdly, we will
determine the relative order for each row/column of records.
Finally, the spatial index of each record will be recovered.

(e contributions of this paper are summarized as
follows:

(i) A reconstruction attack against secure outsourced
spatial dataset in VANET systems is proposed,
proving that the security threats caused by access
pattern leakage are universal.

(ii) With spatial discretization, our scheme can support
the attack for optional spatial granularity. Mean-
while, utilizing the statistic of the record co-oc-
currence, access patterns are simplified, which
guarantees the attack efficiency.

(iii) Extensive experiments on real-world datasets
demonstrate that our attack scheme can achieve
quite a high reconstruction rate.

2. Related Work

2.1. Location Privacy Protection of VANET. (e existing
location privacy protection technologies of VANET mainly
include three categories. (e first category is a rule-based
privacy protection method [9, 10], which restricts service
providers from a legal perspective and prohibits the data and
user information abused through privacy protection rules,
standards, and detailed specifications acting on the server
side. For example, IETF’s GeoPriv [9] and W3C’s P3P [10]
stipulate that the authorization, integrity, and privacy re-
quirements must be met when data are used. However, the
security of such methods depends on legal supervision and
public opinion, and the reliability of privacy protection
depends on the implementation degree of the service
provider.

(e second category is based on generalization and
obfuscation [11–17]. Spatial concealment technology
[11, 12] forms a hidden area containing k real users for each
user, making it difficult for service providers to determine
the real identity and accurate spatial of the user from the
hidden area. But in this type of method, it is difficult to
achieve a balance between privacy protection and service
quality in data-sparse areas. Spatial offset and obfuscation
technology [13–16] protect user’s privacy by moving the real
spatial in a small area or replacing the real spatial with a
certain area. For example, Andrés et al. [16] achieved the
geo-indistinguishability by adding controlled random noise
to user’s spatial, which corresponds to differential privacy.
Nevertheless, this kind of method reduces the spatial ac-
curacy [17], so the returned service data may be
untrustworthy.

(e third type of privacy protection method is based on
cryptography [18–22], through the processing of crypto-
graphic technology to achieve the requirements of privacy
protection. (e general process is as follows: Authorized
client encrypts the spatial information and sends it to the
service provider, who processes the corresponding query in
the ciphertext and returns matching encrypted result. Fi-
nally, authorized client decrypts locally to obtain the
plaintext information. After encryption processing, the data
sent by the client can meet stricter privacy protection re-
quirements, but encryption and decryption bring huge
computational overhead. In addition, although the data are
encrypted before outsourcing, search process is also per-
formed in ciphertext on the server; this method still has the
problem of access pattern leakage (except for the ORAM
scheme [23–25]); that is, the attacker can observe the cor-
respondence between the encrypted query and the accessed
encrypted documents. Furthermore, the ORAM solution
protects the access pattern by shuffling and re-encrypting
after each access of data, but its huge communication
overhead makes using ORAM to protect the access pattern
too expensive.
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(erefore, in location privacy protection technology, the
privacy security threats caused by leaked access patterns
need to be further studied.

2.2. Attack with Access Patterns. In recent years, researchers
have made arguments for the privacy security threats caused
by the leakage of access patterns from the perspective of
attacks, which are mainly divided into two categories.

One is active attacks [6, 26], including injection, tam-
pering, and forgery, by which the attacker attacks server
information actively. By injecting files that added selected
keywords into the dataset on the server and observing the
access patterns of the injected files, Zhang et al. [26] inferred
the user’s query information successfully. With the collusion
of the service provider and secondary users, Quan et al. [6]
injected a set of selected range queries and observed access
patterns to infer the user’s precise information. However,
because the active attacks destroy the authenticity and in-
tegrity of the information, it is easy to be detected.

(e other is passive attack [5, 7, 8, 27]. (e attacker can
infer the user’s sensitive information through the monitored
access pattern without affecting normal data communica-
tion, thereby undermining the confidentiality of data
transmission. Islam et al. [7] proposed that by utilizing the
statistical keyword co-occurrence matrix as prior knowledge
and collecting access patterns, the attacker realizes an as-
signment of keywords to each query that achieves maximum
matching from background knowledge. Assuming that the
attacker has more prior knowledge (including the number of
files corresponding to each keyword), Cash et al. [27]
proposed an improved passive attack method based on IKK,
and utilized the access pattern leakage to recover the query
keywords. Without any prior knowledge, utilizing the
continuity of range query, Kellaris et al. [8] assigned index to
each file on the server and completely reconstructed the
dataset.(is type of attack is not easy to detect, because there
is no direct impact on data transmission.

In summary, existing researches have proved the security
threats caused by the access pattern leakage from different
angles. However, the problem of spatial data access pattern
leakage has not been studied in detail. And, most of the
existing attack methods are active attacks, including injec-
tion or passive attacks, requiring much prior knowledge, so
the attack conditions are subject to certain restrictions.

3. System Model

3.1. Spatial Data Outsourcing System. (e system model of
the outsourcing dataset system is shown in Figure 1, in-
cluding three entities, namely, the data owner, the server,
and the authorized user.

As the data generated by users of VANET continue to
grow and beyond the processing capacity of the data owners
(DO), the data need to be outsourced to the cloud server. For
security concerns, encryption is usually performed before
outsourcing. In order to facilitate user query, the encrypted
index is also generated and uploaded to the cloud server at
the same time.

Authorized users (AU) have secret keys, KI and KD.
Encrypted query tokens will be generated by KI and
uploaded to the cloud server. Ciphertext query results ob-
tained from the server will be decrypted by the secret key
KD.

(e server stores the data and their corresponding query
index for the data owner, and has powerful computing
capabilities as well as searchable encryption algorithm so
that it supports queries under ciphertext.

As shown in Figure 1, when an authorized user generates
a query Q and encrypts and sends it to the cloud server, the
service provider will perform the query operation and return
the matching set of records R to the authorized user.

3.2. Access Pattern Leakage. In the data outsourcing system,
authorized users usually generate spatial query tokens,
which are processed in ciphertext mode on the server, and
finally only the matching results are accessed and returned.
So, the service provider learns which encrypted records
match a query, which is defined as access pattern. Since only
the correct query results that match the query tokens are
accessed and returned, the service provider can observe the
access pattern clearly when a query is launched. So, the
process leads to the leakage of data access pattern. Such
leakage is typical for current VANET systems based on
symmetric searchable encryption. (e queries on the server
are continuous, so the service provider can sniff out a large
number of access patterns quietly, which provides tre-
mendous amount of data to the attacker.

In this paper, we define the access pattern leakage Laccess
as: the correspondence between the ciphertext query q and
the matching ciphertext query result R.

Laccess � q1,R1( 􏼁, . . . , qn,Rn( 􏼁􏼈 􏼉, (1)

Rn � rj|qn Ij􏼐 􏼑 � 1, Ij ∈ I􏽮 􏽯. (2)

As shown in equation (1), the leaked access pattern
contains multiple queries and their matching query records
sets, where qn represents a query token, and Rn represents
the matching records set of query qn. As shown in equation
(2), the index corresponding to each record on the dataset is
calculated with query token qn, and the matching records are
returned as set Rn.

3.3. Attack Model. In this section, we describe the attack
model of reconstruction attack with access pattern leakage.
Here, the attacker has access to the communication channel,
and thus observes a set of access patterns
Laccess � (q1,R1), . . . , (qn,Rn)􏼈 􏼉. Let us define a week at-
tacker as follows:

(1) (e attacker is passive. (e attacker follows the
predefined storage and query rules and provides
users with correct query results. (e attacker will not
perform illegal access, injection, or tampering to the
dataset, but will process information stealing and
collecting. Since the attack process does not involve
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data destruction, the legitimate users will not realize
the attacker’s activities at all.

(2) (e attacker cannot decipher the query submitted by
the authorized user through the secret key.

(3) (e attacker has a very high probability of suc-
ceeding if it has a small amount of background
knowledge. We assume that the attacker knows the
underlying indexes for k of records in the dataset.
(at is, the attacker has access to the map
Mknow � (Ij, rj)|Ij ∈ I& rj ∈ R􏽮 􏽯, where R includes
all records stored on the server and I includes all
Index corresponding to R. Taking that k � |Mknow|

and l � |R|, then k≪ l.

What we need to be clear is that the attacker can observe
the distribution of all records stored in the cloud. Although
these records are usually encrypted before being uploaded to
the server and the attacker cannot obtain the plaintext in-
formation of any record, the records can be distinguished
easily.

Now, we assume that the attacker knows the encrypted
dataset R, the access patterns Laccess, and the prior knowledge
Mknow, and that the user will issue enough one-dimensional
and uniform queries to the server. (en, the goal of the
attack is to reconstruct the index of all records such that the
statistical results as seen by access patterns fit the uniform
query rule. In the following sections, we will describe how
the attacker uses access pattern leakage to carry out re-
construction attacks on the two-dimensional spatial out-
sourcing dataset system.

4. Reconstruction Attack with Access Patterns

We propose a reconstruction attack on outsourced spatial
dataset that exploits access pattern leakage, that is, the
correspondence between encrypted queries and matching
query results, which is very common in searchable sym-
metric encryption.

Assume that the dataset contains n records r1, r2, . . . , rn,
which are, respectively, pointed to by spatial indexes
I1, I2, . . . , In. On the spatial dataset, the index is actually the
spatial coordinate of each record, that is, Ii � xi, yi􏼈 􏼉, which,
respectively, represent the horizontal and vertical coordi-
nates of the record. (e ultimate goal of the reconstruction
attack is to restore the corresponding position coordinates
for each record r1 in the dataset. Ideally, a complete plaintext
index can be established. Assuming that the service provider
only has little prior knowledge of the spatial dataset and the
user will issue enough one-dimensional and uniform queries
to the server, the service provider can utilize the observed
access patterns to determine the index of each record.

In this section, we will describe the reconstruction attack
process in detail, including spatial discretization, access
pattern simplification, and determination of row and col-
umn indexes.

4.1. SpatialDiscretization. In this section, we will discuss the
problem of attack granularity. (e ultimate goal of the re-
construction attack is to recover the index of each record on
the two-dimensional spatial dataset. But for different ap-
plication scenarios, the attacker hopes that the granularity of
the spatial obtained by the attack is different.

As shown in Figure 2, we discretize the data space into
Δ22,Δ

2
4,Δ

2
8, which means that both dimensions of space is

divided into 2, 4, or 8 index spaces, respectively. Under
different attack granularities, the attacker recovers the index
of records in Figure 2, and the obtained index coordinates
are (0,1), (1,2), (2,5), respectively. Combined with the size of
the dataset known to the attacker, under different attack
granularities, the index spatial of the record has different
degrees of privacy leakage. It is undeniable that regardless of
the granularity, reconstruction attacks will expose data
privacy to a certain extent.

(erefore, we first need to determine the granularity of
the data index that the attacker wants to achieve before
formally attacking, which determines the granularity of the
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Figure 1: Spatial data outsourcing system.
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space division. Discretize the data space according to the
granularity to obtain a two-dimensional discrete data space.
We assume that the data space is divided into Tx scales
horizontally and Ty scales vertically, and the size of the data
space is TxTy.

For each record in the dataset, it is pointed to by a certain
position index Ii � xi, yi􏼈 􏼉, where xi ∈ [0, Tx] and
yi ∈ [0, Ty]. (e ultimate goal of our reconstruction attack is
to recover the corresponding position coordinate
Ii
′ � xi
′, yi
′􏼈 􏼉 for each record r1 in the dataset.

4.2. Access Pattern Simplification. In section 4.1, we have
introduced the process of spatial discretization. Assuming
that the space has been discretized into n pieces of index
space, the goal of reconstruction attack is to assign one piece
of index space to each record stored on the server.

After a period of sniffing, the attacker (honest but cu-
rious service provider) collects enough access patterns to
perform the attack. In order to improve the efficiency of our
attack, we want to simplify these access patterns in this step.
We will classify the records where the records belonging to
the same piece of space are classified into one category and a
representative record will be selected. By observing the
access patterns and counting the co-occurrence of encrypted
records, the records with co-occurrence rate of 100% are
classified into the same category, and for each category, one
record is taken as the representative.(en, the access pattern
is simplified by replacing all records with the representative
record of corresponding category in the collection of access
patterns.

For example, with the attack granularity of 10×10, space
is divided into 100 regions, and each region will be pointed
to by the same index coordinate. (erefore, for the records
that belong to the same region, we only take one record as
the representive. If each region has records, we will get 100
representative records at most. (en, we simplify the ob-
served access patterns. Because records belonging to the
same category are pointed to by the same spatial index, we
can simplify the collection of access patterns by keeping only
representative records.

4.3. Determination of Row and Column Indexes. In this
section, the row and column indexes will be determined,

respectively, and we will introduce the process with 3
algorithms.

(e Algorithm 1 is the main method, reconstructing the
index of the dataset from the x-dimension and the y-di-
mension, respectively. Each dimension includes 2 steps.
Firstly, the attacker utilizes the continuity of the range query
to determine the relative position of records on a single
dimension (Algorithm 2). Secondly, leveraging the unifor-
mity of query and the rate of document co-occurrence in the
access patterns, the attacker determines the specific index of
each record (Algorithm 3). -

For the discretized two-dimensional space, we determine
the x coordinate of each record line by line. Firstly, the
attacker classifies the records according to the results of a
single-row query. Encrypted records belonging to the same
row query are grouped together. For this row of records, the
attacker uses the collected access patterns set Laccess1 (these
access patterns are generated by uniform query) to deter-
mine the relative order of these records in the row through
Algorithm 2 (line 5). Next, the attacker uses Algorithm 3 to
get the index of these records in the x-direction (line 6).
After the line-by-line process is over, the x-coordinates of
each record are saved through the Map collection, the ID of
the encrypted record is used as the key, and the X-coordinate
as the value (line 7–9). (en, the attacker uses the same
method to determine the Y coordinate of each record in the
dataset (line 13–14), and saves it through theMap collection,
with the ID of the encrypted record as the key, and the Y
coordinate as the value (line 15–17).

4.3.1. Determination of Relative Order. In this section, we
will introduce the procession of the relative order deter-
mination for a row/column of records. As a weak attacker
defined in Section 3.3, the service provider can only con-
tinuously observe the user’s query process and calculate
access patterns. Assume that the attacker counts a lot of
uniform one-dimensional spatial queries, which is enough to
perform our reconstruction attack. (e two-dimensional
spatial dataset reconstruction attack can be converted into
multiple one-dimensional attacks and the latter can adopt
Generic Attack introduced in [8].

Given that the attacker collects only one-dimensional
queries, it is easy to categorize each record stored in a two-
dimensional space by row or column. For each row of
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Figure 2: (e record index obtained by the attack at different granularities.
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records, we first utilize the continuity of spatial query to
determine the relative order of the records, through a
process known as GetOrder, the details of which are as
follows:

(1) Find the maximum set U of the row query in the
access patterns

(2) Find the largest true subset S1 of U, then the dif-
ference set between U and S1 is the first record r1

(3) Find the minimum superset S1 of the set Ri−1, where
Ri−1is formed by the confirmed records
Ri−1 � rj |j ∈[1, i − 1]􏽮 􏽯. And, the difference set be-
tween Si and Ri−1 is the next record.

Input:attack granularity Tx, Ty, dataset, access patterns
Output: x index and y index of all records in the dataset

(1) Map map IndexX

(2) Map map IndexY

(3) FOR each row
(4) get Laccess1
(5) ordered Record X←Get ordered(Laccess1)

(6) Guess Index X←Get Index(Laccess1,Ordered Record X)

(7) For each record in ordered Record
(8) map index(recordI D, X Index)

(9) END FOR
(10) END FOR
(11) FOR each column
(12) get Laccess2
(13) ordered Record Y←Get ordered(Laccess2)

(14) Guess Index Y←Get Index(Laccess2,Ordered Record Y)

(15) For each record in ordered Record
(16) map index(recordI D, Y Index)

(17) END FOR
(18) END FOR
(19) RETURN map IndexX,map IndexY

ALGORITHM 1: Reconstruction of the spatial dataset index.

Input: the collection of access patterns for a row/column Laccess1
Laccess1 � (q1,R1), . . . , (qn,Rn)􏼈 􏼉

Output: the ordered set of records in the row/columnOrderedRecord
OrderedRecord � (r1, r2, . . . rm)

(1) m � 0, R � { }

(2) FOR each Li in Laccess1 DO
(3) IF |R|>m THEN
(4) m � |Ri|, R � Ri

(5) END IF
(6) END FOR
(7) FOR each Li in Laccess1 DO
(8) IF |R| � m − 1 THEN
(9) orderedRecord add(R/Ri)

(10) BREAK
(11) END IF
(12) END FOR
(13) FOR j � 2 to m DO
(14) FOR each Li in Laccess1

������
a2 + b2

√
DO

(15) IF |Ri| � |orderedRecord| + 1 and RiContainsAll(orderedRecord) THEN
(16) orderedRecord add(Ri/orderedRecord)

(17) BREAK
(18) END IF
(19) END FOR
(20) END FOR
(21) RETURN orderedRecord

ALGORITHM 2: GetOrder: Determination of the relative order for row/column records.

6 Security and Communication Networks



To explain the process of GetOrder, let us consider that
the user makes a one-dimensional range query for the single-
row record distribution, as shown in Figure 3.

(en, the maximum set of query results is {r7, r12, r17,
r20}. (e largest true subsets are {r17, r7, r12} and {r7, r12, r20}.
Without the distribution figure, only according to the set
relation, we can easily know that the first record of this row is
either r17 or r20, which is consistent with actual distribution.
Assuming that the first record is r17, the minimum
superset of {r17} in the access pattern set is {r17,r7}. (us,
the second record is determined as r7. (e superset of the
confirmed records is deduced accordingly and the third
and fourth records are r12 and r20, respectively. If we
assume that the first entry is r20, what we will get is the
reverse order of the records. According to the prior
knowledge, we can determine whether to reverse this
sequence. Finally, as shown in Figure 4, we know that this
row stores 4 records, and the relative order of storage is
{r17, r7, r12, r20}, and the next step is to match each record
with the correct index.

(e process of GetOrder has been summarized in Al-
gorithm 2.(e input of the algorithm is the access pattern set
Laccess1 � (q1,R1), . . . , (qn,Rn)􏼈 􏼉 of a certain line of query
observed by the attacker. First traverse all access patterns to
find the most number of record sets. Assuming that the
attacker samples enough queries, Laccess1 contains the access
pattern accessing all the records in the row. From this, we get
the row record set R and the record number m of this row
(line: 1–6). After that, we determine the first item of the row’s
records (line: 7–12). Utilizing the continuity of range query,

we find the largest proper subset R1 of the complete set R of
the row’s records in the access pattern set, and then the
difference between R1 and R is the first/last item of the row of
records. We assume that it is the first item, and then judge
the row record after the row order is fully determined. If it is
proved to be the last item, the row record only needs to be
reversed. Finally, we sort the other encrypted records in this
row one by one (lines: 13–20). Utilizing the continuity of
range query, we find the minimum superset of the deter-
mined record in the access pattern set, and the difference
between the minimum superset and the record set in the

Input: (e set of access patterns of uniform query for a row/columnLaccess2
Laccess2 � (q1, R1), . . . , (qn, Rn)􏼈 􏼉

(e row/column ordered record collection OrderedRecord
OrderedRecord � (r1, r2, . . . rm)

Output: the index of the row record/the column record I

(1) sumFirst � 0
(2) FOR eachLi in Laccess2 DO
(3) IF orderedRecord[1] � inRiTHEN
(4) sumFirst + +

(5) END IF
(6) END FOR
(7) I[1] � argminX(SumFirst/Laccess2length2x(T − x + I)/T(T + 1))

(8) Sum � 0, 0{ }

(9) Sum[1] � SumFirst
(10) FOR each Li in Laccess2 DO
(11) FOR j � 2 to m DO
(12) R′ � orderedRecord[m]{ }|0<m< j + 1
(13) IF R′ in Ri THEN
(14) Sum[j] + +

(15) END IF
(16) END FOR
(17) END FOR
(18) FOR j � 2 to m DO
(19) I[j] � argminx(Sumj/Laccess2length − 2I[I](T − x + 1)/T(T + I))

(20) END FOR
(21) RETURM I

ALGORITHM 3: GetIndex: Determination of indexes for row/column records.

r17 r7 r20r12

1 2 3 4 5 6 7 8

Figure 3: Records distribution of one row.
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Figure 4: Relative order for the row of records.
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determined order is the next record. Determine the relative
order of these m records one by one and store them in the
queue orderedRecord, which is the order/reverse order of
the row of records and the algorithm finally returns.

4.3.2. Determination of Indexes. (en, we utilize the uni-
formity of the query to determine the one-dimensional
index value of each record, denoted as GetIndex. Assume
that the index space of the row is N and the index coordinate
of the i-th record is Zi. By observing the access patterns of Q
uniform queries and counting the number of access patterns
containing record r1 as q1, we present the calculation of the
first record index as an optimization problem by equation
(3), and the calculation of the i-th record Index as an op-
timization problem by equation (4), where Qi represents the
number of access patterns including the previous i records.

(e result of this equation satisfying the optimization
problem is an assignment of index Zi to the record that
achieves a minimum distance from the uniformity of query.

argmin 􏽘
Z1

Q1

Q
−

2Z1 N − Z1 + 1( 􏼁

N(N + 1)
􏼠 􏼡􏼠 􏼡

2

, (3)

argmin 􏽘
Z1

Qi

Q
−

2Z1 N − Zi + 1( 􏼁

N(N + 1)
􏼠 􏼡􏼠 􏼡

2

. (4)

To explain the model described in equation (3), let us
consider the following example. Assume that the index space
of a row is [1, N], the record ri is the i-th record of the row,
and the x coordinate of ri is Zi. (e row is uniformly queried,
according to the permutation and combination, and the
number of unique queries that can be generated is
N(N + 1)/2, the number of unique queries containing the
first records is Z1(N − Z1 + 1), and the number of unique
queries containing the previous i records is Z1(N − Z1 + 1).
Now, for the first record r1, an attacker can calculate the
probability of the r1 appearing in the uniform query by
α1 � 2Z1(N − Z1 + 1)/N(N + 1).

For any given record ri, i> 1, the attacker can calculate
the probability of the previous i records rj|j ∈[1, i]􏽮 􏽯

appearing together in the uniform query by
α1 � 2Z1(N − Z1 + 1)/N(N + 1). (erefore, by observing
access patterns, the attacker can calculate the probability of
the previous i records rj|j ∈[1, i]􏽮 􏽯 appearing together in
the uniform query by β � Qi/Q , whereQ represents the total
number of access patterns of uniform query and Qi repre-
sents the number of access patterns including the previous i
records. Naturally, the attacker will assign coordinate Zi to
the record ri, if the calculated probability α is close to the
observed probability β from the access pattern. (is close-
ness can be measured by the arithmetic distance function
(α − β)2, where a lower value of this function is preferred
over a higher value. So, the goal of the attacker will be to
assign an index to records such that this distance function is
minimized.

A specific example is shown as follows to explain the
process of GetIndex in detail. Assuming that the attack has

determined the record order as shown in Figure 4, and the
access pattern collected by the service provider is the
smallest set that satisfies the attack conditions as shown in
Figure 5, the attacker obtains the relative order {r17, r7, r12,
r20} and Q access patterns, where Q� 36.

Since the query is uniform, assuming that the x coor-
dinate of r17 is Z1 ∈ [1, N], theoretically, the proportion of
uniform queries including the first record r17 is
α1 � 2Z1(N − Z1 + 1)/N(N + 1). Observing sampled access
patterns, according to the statistics, the proportion of access
patterns including the first record r17 is q1/Q (i.e.14/36).
(en, the difference between the actual value and the the-
oretical value is q1/Q − 2Z1(N − Z1 + 1)/N(N + 1). We
could find Z1 that minimizes the absolute value of the
difference and infer the value of Z1 should be 2, so the x-
coordinate of r17 is 2.

Determine the number of q2 queries with S2 � r17, r7􏼈 􏼉

included in the access patterns of the uniform query, where
S2 is the union of the records including records’ determined
position and the record of the position to be determined in
this step.(en, in this example, q2 is 10 and the proportion is
q2/Q. Since the query is uniform, assuming that the x co-
ordinate of the second record r7 is Z2 ∈ [1,N] , theoretically,
the proportion of uniform queries including S2 � r17, r7􏼈 􏼉 is
2Z1(N − Z2 + 1)/N(N + 1), then the difference between the
actual value and the theoretical value is
q1/Q − 2Z1(N − Z1 + 1)/N(N + 1), find Z2 minimizes the
absolute value of the difference and get Z2 is 4, so the x
coordinate of r7 is 4. And, we can adopt the same measures
for other records for their index values, and get the x co-
ordinate of r12 and r20 as 7 and 8, respectively.

At this point, the attacker knows that there are four
records r17, r7, r12, r20 in this row of the data space, and their
x-coordinates are 2, 4, 7, and 8, respectively (Figure 6).

(e process of GetIndex has been summarized in Algo-
rithm 3. (e input of the algorithm is the access pattern set
Laccess2 � (q1, R1), . . . , (qn, Rn)􏼈 􏼉 of a uniform single-row
query observed by the attacker, and the relative order queue of
the row orderedRecord determined by algorithm GetOrder.

First, we count the number of access patterns including
the first record and store in sumFirst (line: 1–6). Second, we
determine the index number of the first record (line: 7).
Utilizing the continuity of range query, assuming that a
uniform query set is generated for the row of records, and
the index number in the x-direction of the first record is x,
theoretically, the probability that the query result contains
the first record is 2x(T − x + 1)/T(T + 1), where T is the
data space size of the row. (en, traverse the access pattern
set Laccess2, and according to statistics, the ratio of the access
pattern including the first record is sumFirst/Laccess2.length.
Find the x value that minimizes the difference between the
theoretical value and the actual statistical value, which is the
index number of the first item.

Finally, we determine the index of other records one by
one (lines: 8–20). Utilizing the continuity of range query,
assuming that a uniform query set is generated for the row of
records, and the index number in the x-direction of the
record orderedRecord [j] is x, theoretically, the probability
that the query result contains the first j records is
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2x(T − x + 1)/T(T + 1), where i1 is the index number of the
first item and T is the data space size of the row. (en, we
determine the statistical value of the probability. Traverse the
access pattern set Laccess2, and count the number of the
access patterns including the first j records (orderedRecord
[1], ... ,orderedRecord [j]) as sum[j] (lines: 8–17).(erefore,
the ratio of each record is sum [j]/Laccess2.length. Find the x
value that minimizes the difference between the theoretical
value and the actual statistical value, which is the index
number of the orderedRecord [j] (lines: 18–20). At last, the
index set I corresponding to the records in orderedRecord
will be returned by the algorithm.

5. Experimental Results

(e experiments are conducted on a laptop with limited
resources (Intel Core i5 2.5GHz CPU and 8GB RAM).

We simulate three entities in this experiment, namely,
DO, AU, and server. As shown in Figure 7, the AU stores a
dataset to the server through the DO, and selects the spatial
attribute as the data index. DO encrypts each record before
storing it on the server. (en, the AU asks for a series of
range queries on the spatial index, and DO retrieves the
required encrypted records from the server, decrypts, and
sends them to the user. In addition, we simulated a sniffer in
Java on the server to observe data packets between the server
and the DO for access pattern statistics. Finally, utilizing the
observed access patterns, we performed the reconstruction
attacks on the server side.

To evaluate the performance of our attack, we leverage a
real-world spatial dataset, the distribution of North America
Post Office including 175811 tuples [28]. We preprocess the
raw dataset and normalize it to [0, 1]2 before applying it to
our experiment. (e detailed distribution of this test dataset
is shown in Figure 8. We encrypted and uploaded these
tuples to the server and took spatial coordinates as their
index.

According to the granularity that the attacker wants to
achieve, we first discretize the dataset with different gran-
ularities. As shown in Table 1, column Attack Granularity
describes the granularity of space discretization, and space is
discretized into 10 × 10 · · · · · · 100 × 100, while Index
Number depicts the number of indexes in the different
discretization conditions. And, Records Per Index represents
the average number of records per position Index. Under
different granularities, we will recover the index of each
record through our attack.

11.
12.
13.
14.
15.
16.
17.
18.
19.
20.

21.
22.
23.
24.
25.
26.
27.
28.
29.
30.

21.
22.
23.
24.
25.
26.

1. { }

{ }
{ }

{ }

{ }

2.
3.
4.
5.
6.
7.
8.
9.
10.

{r17}

{r17}
{r17}

{r7}

{r7} {r12}

{r12}

{r20}

{r7}
{r7}

{r12}
{r7}
{r7}

{r17}

{r17,r7}

{r17,r7}
{r17,r7}
{r17,r7}

{r7,r12}

{r17,r7}
{r17,r7}
{r17,r7,r12}

{r17,r7,r12}

{r7,r12,r20}

{r7,r12,r20}
{r7,r12}

{r12,r20}

{r12,r20}

{r12,r20}

{r17,r7,r12,r20}

{r17,r7,r12,r20}
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After that, we gathered enough access patterns in order
to run our attacks. (e AU generates uniform range queries
and issues to the DO. For each query, the DO retrieves
encrypted matching records, decrypts them, and sends them
back to the AU.

Due to the size of the query range, the network speed, and
the number of users, the time of access patterns collection for
our dataset will be very long. (erefore, in this experiment, we
used a single user to simulate the process of query retrieval, and
generate the minimum number of queries required for exper-
imental conditions (Number of corresponding access patterns
shown in Table 2). However, in the actual application scenario,
when different users issue queries, the sniffer will sniff the access
patterns from different users at the same time, and the collection
speed will multiply.

(en, we preprocess the observed access patterns. By
counting the co-occurrence of encrypted records in the
access patterns, the records with co-occurrence rate of 100%
are classified into categories, and for each category, one
record is taken as the representative. (e column Represent
Number collects the number of representative records in the
dataset under different attack granularities. For example,
with the attack granularity of 10×10, the space is divided
into 100 regions, each of which is pointed to by an index
coordinate. By observing the access patterns, we classified
175,811 records, resulting in 68 representative records of 68
classes. (erefore, there are 32 regions with no record
distribution under this attack granularity.

Finally, we preprocess the observed access patterns.
Because records belonging to the same category are pointed
to by the same position index, we can simplify the collection
of access patterns by keeping only representative records.

Our reconstruction attack was performed on the pre-
processed set of access patterns; Figure 9 summarizes our attack
results. As shown in Figure 9, with the increase of attack
granularity, our attack reconstruction rate showed a slight trend
of decline, but it does not change much and the overall effect of
the attack is good. Assuming that the data space is divided into
Tx × Ty, the higher granularity indicates that we divide the
space more finely and that Tx × Ty is larger. As the granularity
increases, the size of the index set increases, and it becomesmore
difficult for the attacker to assign indexes to records, so the
reconstruction rate tends to decline.

(e result curve looks a little wobbly because there are
two main reasons that may affect the reconstruction rate of
attack.

One is when some rows/columns do not conform to the
prior knowledge, which will result in the reconstructed order
being reversed during the process of GetOrder (Algo-
rithm 2). In our reconstruction attack, we first determine the
relative order of each row of records utilizing statistics on
leaked access patterns. However, due to the symmetry of row
query, we cannot determine whether the order we recover is
in the positive or reverse order. If this is uncertain, the
reconstruction rate of our attack will be very low. (erefore,
we utilize prior knowledge Mknow to help us choose the
correct option between the positive and reverse orders. If
Mknow has no prior knowledge about any record of this row,
the reconstruction rate of this row will be affected.

(e other is when the first record in a row is in the
second half of this row (I1>T/2), which will cause a recovery
error during the process of GetIndex (Algorithm 3), and
further lead to the error of other records in the same row. In
the process of GetIndex, we determine the indexes for the
records of each row/column. Similarly, due to the uniformity
of row queries, when calculating the index of the first term of
each row with equation (3), the optimal solution will be two
indexes A and B, which are symmetric in the row. Assuming
that A<B, then A is in the first half of the index, and B is in
the second half. For dense datasets, the first record is nat-
urally placed in the first half, so A is usually taken as the
index of the first record.(erefore, when the first record in a
row is in the second half of this row (I1>T/2), the recon-
struction rate of this row will be affected.

Our attack includes four steps and Table 3 summarizes
the running time of each step in our attack using access
patterns.

(1) getRepresent: Count the co-occurrence probability
of the encrypted records by the access patterns.
Classify all records through co-occurrence proba-
bility and get a representative record for each
category;

(2) Simplify access patterns: Simplify the access patterns,
and keep only representative records;

(3) getRowIndex: Process simplified column access
patterns and reconstruct the row index of records
through the algorithm of GetOrder and GetIndex;

(4) getColIndex: Process simplified row access patterns
and reconstruct the column index of records through
the algorithm of GetOrder and GetIndex.

Table 1: Space discretization.

Attack granularity Index number Records per index
10×10 100 1758.11
20× 20 400 439.53
30× 30 900 195.35
40× 40 1600 109.88
50× 50 2500 70.32
60× 60 3600 48.84
70× 70 4900 35.88
80× 80 6400 27.47
90× 90 8100 21.70
100×100 10000 17.58
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As shown in Table 3, GetRepresent represents the av-
erage time of finding representative records among 175811
records, while Simplification represents the average time of
simplification for access patterns. GetRowIndex represents
the average time to reconstruct the row index using these
access patterns, while GetColIndex represents the average
time to reconstruct the column index.

Table 3 shows that the time consumed for each step is up
to only 11 seconds. Taking the most fine-grained granularity
in this experiment as an example, when the space is dis-
cretized into 100×100 regions, we achieve that on average
only 18 records are pointed to by the same position index,
and the reconstruction rate of the record index reaches
91.45%. Under such fine-grained granularity and recon-
struction rate, our attack time only needs a second level.

6. Conclusion

In this paper, a reconstruction attack on secure outsourced
spatial dataset is proposed, proving that access pattern leakage

will lead to security threats in VANET. With spatial dis-
cretization, our scheme can support the attack for optional
spatial granularity. Meanwhile, utilizing the statistic of the
record co-occurrence, access patterns are simplified, which
improves the attack efficiency. Using the continuity and uni-
formity of the range query, the attacker determines the index
for each record in the dataset. Extensive experiments on a real-
world dataset demonstrate that our attack scheme can achieve a
reconstruction rate of more than 90 percent even at a relatively
fine-grained granularity. In future work, we will investigate the
defense mechanism to address these security threats.

Data Availability

(e parameters and datasets used to support the findings of
this study are included within the paper.

Conflicts of Interest

(e authors declare that they have no conflicts of interest.

Table 2: (e number of access patterns and represent records.

Attack granularity Access pattern number Represent record number
10×10 550× 2 68
20× 20 4200× 2 224
30× 30 13950× 2 454
40× 40 32800× 2 756
50× 50 63750× 2 1105
60× 60 109800× 2 1488
70× 70 173950× 2 1931
80× 80 259200× 2 2433
90× 90 368550× 2 2927
100×100 505000× 2 3474

10 20 30 40 50 60 70 80 90 100
Attack Granularity

50

60

70

80

90

100

Re
co

ns
tr

uc
tio

n 
Ra

te
 (%

)

Figure 9: Attack reconstruction rate under different attack granularities.

Table 3: Attack time per step.

Attack granularity GetRepresent (ms) Simplification (ms) GetRowIndex (ms) GetColIndex (ms)
10×10 5 4 3 3
20× 20 20 21 18 28
30× 30 69 63 79 99
40× 40 128 131 172 217
50× 50 321 342 424 484
60× 60 788 740 842 996
70× 70 1708 1653 1379 1613
80× 80 3358 3300 2535 2839
90× 90 6086 6210 4336 4685
100×100 11229 10445 6987 7317
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In recent years, Vehicular Ad Hoc Network (VANET) has developed significantly. Coordination between vehicles can enhance
driving safety and improve traffic efficiency. Due to the high dynamic characteristic of VANET, security has become one of the
challenging problems. Trust of the message is a key element of security in VANET. 'is paper proposes a Manhattan Distance
Based Trust Management model (MDBTM) in VANET environment which solves the problem in existing trust management
research that considers the distance between the sending vehicle and event location. In this model, theManhattan distance and the
number of building obstacles are calculated by considering the movement relationship between the sending vehicle and event
location. 'e Dijkstra algorithm is used to predict the path with the maximum probability, when the vehicle is driving toward the
event location. 'e message scores are then calculated based on the Manhattan distance and the number of building obstacles.
Finally, the scores are fused to determine whether to trust the message. 'e experimental results show that the proposed method
has better performance than similar methods in terms of correct decision probability under different proportions of malicious
vehicles, different numbers of vehicles, and different reference ranges.

1. Introduction

With the development of wireless communication tech-
nology and the automotive industry, the Vehicular Ad Hoc
Network (VANET) has made significant development,
which enhances driving safety and traffic efficiency. Intel-
ligent traffic management has been realized through the
communication collaboration of Vehicle to Vehicle (V2V),
Vehicle to Infrastructure (V2I), Vehicle to Pedestrians
(V2P), Vehicle to Cloud (V2C), and so on. 'e application
scenarios in VANET mainly include safety application
scenario and nonsafety application scenario [1]. 'ese ap-
plications are based on the exchange of messages between
entities. However, security is one of the main issues in
VANET, and how to ensure the security of these messages
has become an important issue in this filed. While mech-
anisms based on certificates [2, 3], signatures [4], and Public
Key Infrastructure (PKI) [5] already exist to address the issue

of message security, they can only solve the problem of
transmitted message not being tampered maliciously and
ensure that the message comes from an authorized vehicle;
they cannot resolve the authenticity of the messages
themselves (i.e., the trust of the message). For example,
malicious vehicle can broadcast information that claims that
the road is not congested, but that traffic accident or con-
gestion has actually occurred. Suchmalicious behaviour may
seriously jeopardize traffic safety or efficiency. 'e trust of
message is therefore a key element of security [6]. How to
effectively evaluate the trust of the messages sent by vehicles
has become an important issue. In other words, trust
management of the messages sent by vehicle is very
important.

At present, many researches focus on trust management in
the VANET environment, mainly including three types: en-
tity-centric trust management [7–9], data-centric trust man-
agement [10–15], and combined trust management [16, 17].
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Many researches [7, 10, 11, 13, 14] consider the distance
between the sending vehicle and event location, suggesting
that such distance can indirectly reflect trust of message. 'e
farther away from the event, the lower trust value of message.
However, in these researches, the calculation of the distance is
not discussed in detail. As a matter of fact, the traditional
Euclidean distance cannot reflect the actual distance when
vehicles are on city roads. In addition, on city roads, there may
be building obstacles from the sending vehicle to event lo-
cation.'e line of sight between the sending vehicle and event
location is affected by the existence of building obstacles.
Whether building obstacles exist or not, this can result in
entirely different trust. However, the existing trust manage-
ment model does not take into account the existence of
building obstacles.

Manhattan distance is the city block distance, that is,
from one point to another on the actual road. Manhattan
distance can reflect the actual distance between the sending
vehicle and event location. At the same time, on the path of
the actual distance, the number of building obstacles can also
be determined. 'erefore, this paper proposes a Manhattan
Distance Based Trust Management model (MDBTM) in
VANET. In this model, the receiving vehicle first calculates
the Manhattan distance and the number of building ob-
stacles on Manhattan distance path, then calculates score
based on the Manhattan distance and the number of
building obstacles for each message about a certain event,
and finally fuses all the scores to calculate its trust value to
determine whether it trusts the received message.

'e contributions of this paper mainly include the
following:

(1) Considering that the vehicle is on the road and the
Euclidean distance cannot reflect the actual driving
distance of vehicle, a method of calculating the
distance between the sending vehicle and event lo-
cation using Manhattan distance is proposed.

(2) 'is paper proposes a trust management model that
takes into account both the Manhattan distance and
the number of building obstacles.

(3) 'e experimental results show that the proposed
method has better performance than similar
methods in terms of correct decision probability
under different proportions of malicious vehicles,
different numbers of vehicles, and different reference
ranges.

'e rest of the paper is organized as follows: Section 2
introduces current research on trust management in VANET
and analyzes the existing problems. Section 3 introduces the
system model and the problem formation. Section 4 intro-
duces the MDBTM scheme. Section 5 verifies the effectiveness
of the proposed scheme by experimental simulation. Section 6
summarizes full paper and proposes future work.

2. Related Works

At present, many researches focus on trust management in
the VANET environment, mainly including three types:
entity-centric trust management, data-centric trust man-
agement, and combined trust management.

In entity-centric trust management research, trust level
of the entity mainly is studied and the trust value of message
is judged indirectly. Minhas et al. [7] proposed a trust model
that took into account the trustworthiness of the agents of
other vehicles. 'is model considers location closeness, time
closeness, experience-based trust, and role-based trust when
aggregating messages. Marmol et al. [8] proposed an in-
frastructure-based trust and reputation model. 'is model
considers recommendation value given by other vehicles and
RSUs and trust value of vehicle at the last moment in cal-
culating the trust value of message. Haddadou et al. [9]
proposed a distributed trust management method which
used the job market signaling model to motivate more
cooperation among selfish nodes.

In data-centric trust management research, the focus is
on the consistent judgment of received messages. Raya et al.
[10] proposed a data-centric trust framework. 'e frame-
work first calculates the trust levels of a report on the same
event by default trustworthiness, event- or task-specific
trustworthiness, dynamic trustworthiness factors, location,
and time and then combines those trust levels to decide
whether the reported event has occurred. Wu et al. [11]
proposed an RSU-Aided scheme for data-centric trust es-
tablishment in VANETs. In this scheme, RSU calculates the
observation factor of the received reports according to
confidence (one of the factors that affect confidence is the
distance from the sending vehicle to event location) and
weight and then integrates the observation factor and
feedback factor through the ant colony optimization algo-
rithm to recalculate the trust level of each evidence. Gurung
et al. [12] proposed an information-oriented trust model
which considered three factors: content similarity, route
similarity, and content conflict. Shaikh et al. [13] proposed a
distributed intrusion-aware trust model for vehicular ad hoc
networks that worked in three phases. 'e first phase cal-
culates the confidence value of each message based on lo-
cation closeness, time closeness, location verification, and
time verification, and the second phase calculates trust value
based on confidence of each message. A decision is taken in
the third phase. Yang et al. [14] proposed a distributed trust
management scheme based on the blockchain. First, the
credibility of the message is calculated by the distance be-
tween the sending vehicle and event location, and the
credibility of all messages is fused through Bayesian infer-
ence to generate a message rating. 'e message rating is
aggregated to calculate trust value offset, and finally offset
value is stored in the blockchain. Chen et al. [15] proposed a
topology-based secure message transmission method, which
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modeled the actual transmission path of a message in
network to determine the probability of the correct message
decision.

In combined trust management research, the focus is on
the trust level of the entity and the consistent judgment of
received messages at the same time. Chen et al. [16] pro-
posed a beacon-based trust management system which
considered entity trust and data trust at the same time. 'is
system constructs entity trust from beacon messages and
calculates data trust by cross-checking the plausibility of
event messages and beacon messages. Li et al. [17] proposed
an attack-resistant trust management scheme that could
detect and cope with malicious attacks and evaluate the trust
of data and mobile nodes in VANET.

In short, current researches of trust management mainly
focus on trust level of the entity and the consistency of the
message content. At present, in the researches of distance
considerations shown in Table 1, there is the problem of no
detailed discussion on the method of calculating distance. In
this paper, a method of calculating distance is proposed to
solve the above problems. 'is method takes into account
the vehicle in the city road environment and the situation
where buildings block the line of sight, which makes up for
the inadequacy of existing work.

3. System Model and Problem Formation

In this section, this paper first introduces the system model
including network model, data propagation model, and
attack model. 'en it briefly describes the problem to be
solved in this paper.

3.1. Network Model and Data Propagation Model. 'is sys-
tem operates in the city road environment. Vehicles on the
road have the function of communicating via VANET.
Vehicles in the network can send messages on their own
initiative, for either entertainment-related or security-re-
lated ones. 'is paper considers security-related messages.
'e content of a specific report is called event
ei(i � 1, 2, . . . ,Enum), where i is used to distinguish be-
tween event types, and Enum is the number of events. For
example, “whether or not a traffic accident occurred at X
location” is an event, with two situations occurring and not
occurring for each event, expressed in terms of 1 and 0,
respectively.

'e vehicle receiving a message will decide whether to
respond to the message, for example, by changing the driver
path based on what is reported in the message. However, due
to the existence of malicious vehicles, the vehicle will receive
false messages and be required to manage the trust of
message. 'e roads in the city are very complicated. 'ere
are many vehicles on the roads. Messages sent by vehicles
away from the event location have no referential meaning
and increase the amount of computation during trust
management. 'erefore, this paper considers a reference
range R. 'e reference range R is a circular area centered on
the event location and only the messages sent by vehicles
within this range are considered when calculating the trust

value of message. 'e specific network model diagram is
shown in Figure 1.

When vehicles report safety-related messages, there is
no need to consider which is the destination vehicle.
'erefore, this paper considers the way of broadcasting to
transmit the messages. In addition to the content of the
event, the transmitted message also requires the trans-
mission of vehicle identification and Global Positioning
System (GPS) information. 'e information transmitted
belongs to the vehicles’ privacy data. In order to protect
their private data, the data are encrypted during trans-
mission, and other vehicles must be authorized to access
them. 'e specific methods of privacy preserving are not
the focus of this paper. Please refer to [18–21] for details.
Because propagation speed of message is much faster than
moving speed of vehicle, it ignores the time it takes to
propagate messages from a vehicle to other vehicles. 'e
process is considered to be a static network [22].
'erefore, when a vehicle receives a message, it can be
assumed that the message is at the current moment. In
other words, there is no need to consider how the delay in
message propagation causes the state of the event to
change.

3.2. Attack Model. Vehicles on the road include normal
vehicles and malicious vehicles. Normal vehicles will send
true message about an event. However, malicious vehicles
will send false message about an event.

In the VANET environment, the malicious vehicles can
generate three types of threats including attacks addressing
secure communications, attacks addressing safety applica-
tions, and attacks addressing infotainment applications.
Different types of threats target different services, including
authenticity, confidentiality, privacy, availability, integrity,
and nonrepudiation [23]. 'is paper mainly solves the
problem that the malicious vehicle launches betrayal attack
aiming at authenticity; i.e., vehicle deliberately sends false
messages to affect the traffic safety.

'e vehicle sending the message is called the source
vehicle, and the vehicle receiving the message is called the
destination vehicle. Due to the high dynamic character-
istics of VANET, the source and destination vehicles may
not be able to communicate directly, and relayed vehicles
may be required for forwarding messages. 'erefore,
vehicles that affect the credibility of the destination ve-
hicles’ judgment include source vehicle and relay vehicle.
In other words, malicious vehicles may exist in both
source vehicles and relay vehicles. When the source ve-
hicle is a malicious vehicle, a false message will be sent.
When the relay vehicle is a malicious vehicle, it will
tamper with the content of the received message before
forwarding it, thus resulting in a false message. 'is paper
mainly studies the effect of the distance on the trust value
of message and assumes that the system has adopted the
methods of certificate and signature to ensure the relay
vehicle cannot tamper with the message. 'erefore, this
paper mainly studies the situation where the source ve-
hicle is a malicious vehicle.
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3.3. Problem Formation. Vehicles on the road will send
safety-related messages. When the destination vehicle re-
ceives the message m0, it needs to determine whether it is
trusted. Assume that the message is about a certain event
e′, e′∈ ei(i � 1, 2, . . . ,Enum), where Enum represents the
number of the event types. If a judgment is made imme-
diately upon receipt of a message, the trust value of message
cannot be judged because no message is referenced.
'erefore, it requires a waiting time T and then uses the
messages received in the time period T about event e′ as a
reference message set M′ m1, m2, . . . , mNum􏼈 􏼉 to determine
whether the message is trusted. 'e Num is the number of
messages received, which can be calculated in equation (1):

Num � Fre × Vnum × T, (1)

where Fre represents the frequency at which messages are sent
by the vehicle, Vnum represents the number of vehicles in the
reference range R, and T represents the waiting time. However,
if the vehicle sends messages very frequently, it may receive
multiple messages about event e′ from the same vehicle within

the T time. 'erefore, it is necessary to remove duplicate
messages from the reference set M′ and then use the rest of the
messages as the final referencemessage setM m1, m2,􏼈 . . . , mN},
in which N is the number of messages from different vehicles
within a reference range R about event e′.

If the report of event e′ in the reference set M is con-
sistent with that of the message m0, the trust value of
message can be directly judged. However, because of the
existence of malicious vehicles, they can send false messages
about certain events. When other vehicles receive messages
about event e′, they receive conflicting messages and cannot
directly determine the trust value of message m0.

'e Manhattan distance and the number of building ob-
stacles can indirectly reflect the trust value of message. 'e
vehicles are driving on the road, so the actual road needs to be
modeled first. 'e actual road is a road network composed of
nodes and road sections.'erefore, this paper uses the graph in
the data structure to model the actual road. In the graph, nodes
are represented by the vertices, and the road segments between
two nodes are represented by the edges of graph.'e node is an
intersection on a city road. Its basic attributes include the node
identifier, node longitude, and node latitude. 'e road segment
is a road between two nodes. Its basic attributes include the road
identifier, starting node, end node, road length, whether it can
go straight, whether it can turn right, or whether it can turn left.
'e attributes of the forward and reverse road segments are not
necessarily the same between the two nodes, so the weighted
directed graphG � (V, E) is used tomodel the actual road.'e
weight value is a specific attribute value of the road segment. In
this paper, the road identifier is selected as the weight to easily
correspond to the road segment attributes.

'rough the above method, the actual road can be
modeled, and the Manhattan distance and the number of
building obstacles can be calculated by combining with the
vehicle’s motion state. 'e research goal of this paper is to

Table 1: Comparison of researches considering distance.

Approach Trust metric Architecture Advantage Disadvantage

Minhas et al. [7]

✓Time closeness

Centralized Easy to find malicious
vehicles.

No discussion of the calculation method of
distance.

✓Location closeness
(distance)
✓Experience
✓Role

Raya et al. [10]

✓Time

Distributed Easy to find false messages. No discussion of the calculation method of
distance.

✓Distance
✓Node type
✓Event type

Wu et al. [11]
✓Distance

Centralized Easy to find false messages. No discussion of the calculation method of
distance.✓Number of sensors

✓Node type

Shaikh et al. [13]

✓Location closeness
(distance)

Distributed Easy to implement in
VANETs.

No discussion of the calculation method of
distance.

✓Time closeness
✓Location verification
✓Time verification
✓Number of senders

Yang et al. [14] ✓Distance Distributed
Provide security trust

management
method using blockchain.

No discussion of the calculation method of
distance.

R

X

Figure 1: 'e diagram of network model.

4 Security and Communication Networks



calculate the message score Se′
i(i � 0, 1, . . . , N) by the

Manhattan distance and the number of building obstacles
between the vehicle sending message mi about event e′ and
the event location. 'en all the scores are fused to calculate
the trust value of message m0 about event e′ denoted by
Trust(e′ ⟶ m0). If Trust(e′ ⟶ m0)> 0 then the message
m0 can be trusted; otherwise the message cannot be trusted.
Trust(e′ ⟶ m0) is formally defined by

Trust e′ ⟶ m0( 􏼁 � Fuse S
e′
0 , S

e′
1 , . . . , S

e′
N􏼒 􏼓. (2)

4. Proposed MDBTM

'e proposed MDBTM scheme is discussed in detail in this
section. First, according to the event e′ reported by the
received message m0, the reference message set
M m1, m2, . . . , mN􏼈 􏼉 is obtained, and theManhattan distance
and the number of building obstacles of vehicles that sent
these messages including message m0 and messages inM are
calculated. 'en scores of all these messages are calculated
by the Manhattan distance and the number of building
obstacles. Finally, all these scores are fused to calculate the
trust value of event e′ reported by the message m0. 'at is,
the trust value of message m0.

4.1. .e Calculation of Manhattan Distance. For a town
street that is regularly laid out in the direction of south and
north, east and west, the Manhattan distance is the distance
from north to south plus the distance from east to west.
However, the actual road is not the same. 'e attributes of
the nodes are different, and the road cannot go straight, turn
left, or turn right at any time. 'erefore, it is necessary to
calculate the Manhattan distance in combination with the
actual road. In addition, the movement relationship between
the sending vehicle and event location is different, which will
lead to different Manhattan distance. 'erefore, when cal-
culating theManhattan distance, it also needs to consider the
movement relationship.

'ere are three types of movement relationship: driving
away from the event location, not passing the event location,
driving toward the event location.

Driving away from the event location: If the vehicle
passes the event location based on the historical trajectory
information of that vehicle, the movement relationship is
driving away from the event location. 'e Manhattan dis-
tance can be obtained from the historical trajectory infor-
mation of the vehicle. 'e historical trajectory information
can be obtained from RSU and is also privacy data of vehicle.
In order to protect it, the data are encrypted during
transmission, and other vehicles must be authorized to
access them from RSU.

Not passing the event location: If the vehicle does not
pass through the event location based on the historical
trajectory information of the vehicle and the vehicle’s
movement direction is far away from the event location, the
movement relationship is not passing the event location. In
this case, we believe that the vehicle will not pass the event
location or the probability is small, so the Manhattan dis-
tance is infinite.

Driving toward the event location: If the vehicle does not
pass the event location based on the historical trajectory
information of the vehicle and the vehicle’s movement di-
rection is close to the event location, the movement rela-
tionship is driving toward the event location. In this case, the
vehicle may or may not pass the event location. 'erefore, it
is necessary to predict whether the vehicle will pass the event
location based on the GPS information of sending vehicle
and the actual road.

'e Manhattan mobility model is a model that simulates
the movement of vehicles on city roads. In this model, when
the vehicle reaches the intersection, it will go straight with a
probability of 0.5 and turn left or right with a probability of
0.25 [24]. If the vehicle is not allowed to go straight, turn left,
or turn right at the intersection, the corresponding selection
probability will be divided equally to other options. For
example, if an intersection is not allowed to turn left, then it
will go straight with a probability of 0.625 and turn right
with a probability of 0.375 when the vehicle arrives at the
intersection. It can be seen that this model can describe the
movement of vehicles at the intersection on city roads.
'erefore, this paper uses this model and the actual road to
predict the probability of the vehicle passing the event lo-
cation.'eremay bemultiple paths from the vehicle to event
location.'is paper selects the path of maximum probability
to calculate the Manhattan distance.

In summary, the flow chart for calculating the Man-
hattan distance between the sending vehicle and event lo-
cation is shown in Figure 2.

4.1.1. .e Vehicle’s Movement Direction. 'e vehicle’s
movement direction includes close to the event location and far
away from the event location.'e location of the vehicle can be
obtained by theGPS information on it. Assume that the sending
vehicle is located in A(lng1, lat1) at the previous time t′ and
that vehicle is in B(lng2, lat2) at the current time t and the
event occurred in C(lng3, lat3). So, the movement direction
vector of the vehicle is AB

��→
(lng2 − lng1, lat2 − lat1), and the

vector from its current position to event location is
BC
��→

(lng3 − lng2, lat3 − lat2). Define the angle between vector
AB
��→

and vector BC
��→

as θ. If 0° ≤ θ< 90°, i.e., cos θ > 0, the ve-
hicle’s movement direction is close to the event location. If
90° ≤ θ≤ 180°, i.e., cos θ≤ 0, the vehicle’s movement direction
is away from the event location. 'e cos θ is calculated as

cos θ �
AB
��→

· BC
��→

|AB
��→

| · |BC
��→

|
�

ln g2 − ln g1( 􏼁 · ln g3 − ln g2( 􏼁 + lat2 − lat1( 􏼁 · lat3 − lat2( 􏼁
���������������������������

ln g2 − ln g1( 􏼁
2

+ lat2 − lat1( 􏼁
2

􏽱

·

���������������������������

ln g3 − ln g2( 􏼁
2

+ lat3 − lat2( 􏼁
2

􏽱 . (3)
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As shown in Figure 3, when a vehicle moves from po-
sition A to position B, the angle between movement di-
rection vector of the vehicle and the vector from its current
position to event location is less than 90°, so the vehicle’s
movement direction is close to the event location. When a
vehicle moves from position A′ to position B′, the angle
between movement direction vector of the vehicle and the
vector from its current position to event location is greater
than or equal to 90°, so the vehicle’s movement direction is
away from the event location.

4.1.2. .e Prediction of the Path with Maximum Probability.
'ere may be multiple paths for vehicle from the current
location to event location. Based on the Manhattan mo-
bility model and the actual road, this paper predicts the
path with the maximum probability of the vehicle passing
the event location.

Firstly, a weighted directed graph G′ � (V′, E′) based on
the Manhattan mobility model and the actual road is
established to record all the paths of sending vehicle from the
current location to the event location and the transition
probability at intersection. In weighted directed graph G′,
the vertex is the road segments in the actual road model, and
the edge indicates the transition from one road segment to
another road segment, and the transition direction is used as
the direction of the edge. Whether the road segments can be
transitioned (i.e., whether there is an edge between the two
vertices) is determined by the three attributes of the road
segment in the actual road model (whether it can go straight,
whether it can turn right, or whether it can turn left).
Combining these three attributes with the transition
probability of vehicle at the intersection specified by the
Manhattan mobility model, we can determine the transition
probability of the vehicle at the intersection which is used as
weight of the edge in graph G′. 'e sum of the probability of

transition to other nodes is 1 in graph G′, as shown in the
following equation:

􏽘

n

j�1
W 〈Vi, Vj〉􏼐 􏼑 � 1, (4)

where n is the number of nodes that the node Vi can transfer
to other nodes, Vj is the other nodes to which the node Vi

can transfer, and W(〈Vi, Vj〉) represents the weight of the
edge 〈Vi, Vj〉.

According to the Manhattan mobility model combined
with actual road, a weighted directed graph can be con-
structed as shown in Figure 4. Vertex A is the road segment
where the sending vehicle is located, and Vertex M is the
road segment where the event location is located. 'ere are
three paths from Vertex A to Vertex M, namely, ACEIM,
AFGIM, and AFJLM.

Start

Get the event location and the historical
trajectory information of vehicle

Whether
the vehicle passing event

location?

Driving away from
the event location

Calculate Manhattan distance
based on the historical trajectory

information of vehicle

Yes

Whether
direction of the vehicle is

close to the event
location?

No

Driving toward
the event location

Not passing the
event location

Yes No

Manhattan distance is infinite

Predict the probability of each
path through the event location

Choose the path with the highest
probability to calculate the

Manhattan distance

End

Figure 2: Flow chart for calculating the Manhattan distance.

A B

C

A′ B′

Figure 3: Diagram of the relationship between vehicle movement
direction and event location.
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'e vehicle Vi that sends a message mi may have Pnum
paths to the event location. 'e j-th path pathj

i can be

expressed as pathj
i � V1

jV2
j . . . V

Vnj

j􏼚 􏼛(j � 1, 2, . . . , Pnum),

where Vnj represents the number of vertices contained in
the j-th path. 'e probability Pr(pathj

i ) that the vehicle
moves on path pathj

i is defined as

Pr pathj
i􏼐 􏼑 � 􏽙

Vnj−1

k�1
W 〈Vk

j , V
k+1
j 〉􏼐 􏼑, (5)

where Vnj represents the number of vertices contained in
the j-th path, and W(〈Vk

j , Vk+1
j 〉) represents the weight of

the edge 〈Vk
j , Vk+1

j 〉.
Calculating the path with the maximum probability is

equal to finding path by minimizing inverse probability.
'erefore, the method for calculating the path with the
maximum probability is given in the following equation

max
j�1,...,Pnum

Pr pathj
i􏼐 􏼑􏼐 􏼑 � max

j�1,...,Pnum
􏽙

Vnj−1

k�1
W 〈Vk

j , V
k+1
j 〉􏼐 􏼑⎛⎝ ⎞⎠ � min

j�1,...,Pnum

1

􏽑
Vnj−1
k�1 W 〈Vk

j , V
k+1
j 〉􏼐 􏼑

⎛⎜⎝ ⎞⎟⎠ � min
j�1,...,Pnum

􏽙

Vnj−1

k�1

1
W 〈Vk

j , V
k+1
j 〉􏼐 􏼑

⎛⎝ ⎞⎠.

(6)

'e Dijkstra algorithm is used to calculate the shortest
path from one vertex to the other vertices of the weighted
graph. Since calculating the path with the maximum tran-
sition probability is equal to finding path by minimizing
reciprocal of transition probability, the Dijkstra algorithm
can be used to calculate the path with the maximum
probability. 'e method of using the Dijkstra algorithm to
obtain the shortest path is to add the weights of each path
and select the path with theminimum result. However, when
selecting the path with the maximum transition probability,
we need to multiply the reciprocal of weight (i.e., the re-
ciprocal of transition probability) and choose the path with
the minimum result. 'erefore, when using Dijkstra algo-
rithm, it is necessary to change the addition of weights to
multiplication. Algorithm 1 introduces the steps of calcu-
lating the path with the maximum probability in detail.

By using Algorithm 1, the path with the maximum
transition probability denoted by
pathmax

i � V1
maxV

2
max . . . V

Vnmax
max􏽮 􏽯 can be obtained. 'e

Manhattan distance as expressed by manDisi can be ob-
tained from pathmax

i and the actual road model. However,

because the pathmax
i is a prediction, and the vehicle may not

move along the pathmax
i , the probability of pathmax

i needs to
be considered. 'e method of calculating the final Man-
hattan distance as expressed by Mane′

i is given in the fol-
lowing equation:

Mane′
i �

manDisi

Pr pathmax
i( 􏼁

, (i � 1, 2, . . . , N), (7)

where Pr(pathmax
i ) represents the probability of the vehicle

moving along the path pathmax
i .

4.2. .e Calculation of the Number of Building Obstacles.
Due to the existence of building obstacles, the line of
sight of vehicle will be affected, which will affect the trust
value of message. In a city road environment, building
obstacles generally occur at intersection. Vehicle cannot
obtain the conditions (traffic accident information) of
another road segment to which the vehicle turns left or
right from the current road segment. 'is paper takes the
intersection where the vehicle turns left or right as the

A F0.5

C

D

0.25

0.25

0.25

G

H

0.25

E

J0.5

B

0.625
0.375 I1

1

L

M

K

0.5
0.5

1 1

Figure 4: Weighted directed graph constructed.
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turning point. 'e number of turning points between the
sending vehicle and event location is that of building
obstacles. In calculating the number of building obstacles
as expressed by Obse′

i , three kinds of movement rela-
tionships between the sending vehicle and event location
are also considered.

4.2.1. Driving away from the Event Location. When the
vehicle drives away from the event location, this means that
the vehicle passes through the event location. Since there are
no building obstacles when the vehicle passes through the
event location, the number of building obstacles is set at 0
(Obse′

i � 0).

4.2.2. Not Passing the Event Location. When the vehicle does
not pass the event location, the Manhattan distance is infinite,
and there is no path between the sending vehicle and event
location, so the number of building obstacles is also infinite.

4.2.3. Driving toward the Event Location. When the vehicle
drives toward the event location, the number of building
obstacles is the number of turning points with the maximum
transition probability on the path pathmax

i �

V1
maxV

2
max . . . V

Vnmax
max􏽮 􏽯. For each edge 〈V

j
max, Vj+1

max〉

(j � 1, 2, . . . , Vnmax − 1), if the vehicle turns left or right on
the actual road, the number of building obstacles increases
by 1 (Obse′

i � Obse′
i + 1). 'e final Obse′

i is the number of
building obstacles between the sending vehicle and event
location.

4.3. .e Calculation of Message Scores. 'e score of the
message can be calculated by the Manhattan distance and the
number of building obstacles. However, the value of the
Manhattan distance and the number of buildings obstacles are
of different orders of magnitude.'erefore, before calculating

the score, the value needs to be normalized first. 'e nor-
malization method is given in the following equation:

Mane′
i �

Mane′
i − min Mane′

􏼒 􏼓

max Mane′
􏼒 􏼓 − min Mane′

􏼒 􏼓

, (8)

Obs
e′
i �

Obs
e′
i − min Obs

e′
􏼒 􏼓

max Obs
e′

􏼒 􏼓 − min Obs
e′

􏼒 􏼓

, (9)

where max(Mane′) and min(Mane′) are the maximum and
minimumManhattan distances between all sending vehicles
about event e′, respectively, andmax(Obse′) andmin(Obse′)

are the maximum and minimum number of building ob-
stacles between all sending vehicles about event e′,
respectively.

After the value is normalized, the score Se′
i for the

message mi about event e′ can be calculated using the
following equation:

S
e′
i � α · e

− ρMane′
i + β · e

− σObse′
i , (10)

where α, β, ρ, and σ are the four preset parameters. ρ and σ
set the rate of exponential function change and control the
influence of the Manhattan distance and the number of
building obstacles on the message score. α and β control the
influence ratio of the Manhattan distance and the number of
building obstacles, where α + β � 1. When Mane′

i and Obse′
i

are infinite, let Se′
i � 0.

4.4..e Fusion of Message Scores. After obtaining the scores
Se′
0 , Se′

1 , . . . , Se′
N of all messages about event e′, it is needed to

fuse these scores together to finally determine the trust value
of message. 'ere are many methods of data fusion,

INPUT:
'e storage matrix cost[n][n] of the weighted directed graph G′ and the vertex set V, where n represents the number of vertices in

the graph.
OUTPUT:

'e path with the maximum probability (path[n])
(1) Initialize the shortest path length array dist, let dist[j] � cos t[0][j], where j � 0, 1 . . . , n − 1;
(2) Initialize the path array with the maximum probability, let path[j] � 0, where j � 0, 1 . . . , n − 1;
(3) Set U � V1􏼈 􏼉, vertex V1 is the road segment where the vehicle sending message is located;
(4) Select the vertex k with the shortest path from the set V − U, (k � min dist[j]􏼈 􏼉, j ∈ V − U);
(5) Add vertex k to set U, let U � U∪ k{ };
(6) For (each j ∈ V − U)
(7) IF(dist[j]> dist[k] × 1/cos t[k][j]);

(8) let dist[j] � dist[k] × 1/cos t[k][j];
(9) let path[j] � k;
(10) End If
(11) End For
(12) If (V≠U)
(13) Go to step 4;
(14) End If

ALGORITHM 1: Calculating the path algorithm with the maximum probability.
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including majority voting [25], weighted voting [26, 27],
Bayesian inference [28], and Dempster-Shafer theory [29].
'is paper mainly studies the influence of distance on the
trust value of message and takes the score generated by

distance as the weight of each message. 'erefore, the
weighted voting method is chosen for score fusion. 'e
calculation method of the trust value of message m0 about e′
is given in

Trust e′⟶ m0􏼒 􏼓 � Fuse S
e′
0, S

e′
1, . . . , S

e′
N􏼒 􏼓 � 􏽘

N

i�1
di · S

e′
i, if d0 � 1( 􏼁, − 􏽘

N

i�1
di · S

e′
i, if d0 � −1( 􏼁,

⎧⎨

⎩ (11)

where the value of di is +1 or −1. If the message mi describes
the occurrence of event e′ as 1, then di � 1; otherwise
di � −1. If Trust(e′m0) is greater than 0, the message m0 is
trusted; otherwise the message m0 is not trusted.

When event e′ actually occurs, 􏽐
N
i�1 di · Re′

i > 0. At this
time, if the vehicle sending the message m0 is a normal
vehicle and sends a correct message, then d0 � 1, and
Trust(e′ ⟶ m0) � 􏽐

N
i�1 di · Re′

i > 0, so the conclusion is
that the message m0 is trusted; otherwise, if the vehicle
sending the message m0 is a malicious vehicle and sends a
false message, then d0 � 1, and Trust(ee′ m0) �

− 􏽐
N
i�1 di · Re′

i < 0, so the conclusion is that the message m0 is
not trusted. When event e′ does not occur, 􏽐

N
i�1 di · Re′

i < 0.
At this time, the vehicle sending the message m0 is a normal
vehicle and sends a correct message, then d0 � −1, and
Trust(e′ ⟶ m0) � − 􏽐

N
i�1 di · Re′

i > 0; the conclusion is that
the message m0 is trusted; otherwise, if the vehicle sending
message m0 is a malicious vehicle and sends a false message,
then d0 � 1, and Trust(e′ ⟶ m0) � 􏽐

N
i�1 di · Re′

i < 0; the
conclusion is that the message m0 is not trusted. It can be
seen that equation (11) can correctly determine whether
message m0 is trusted.

5. Simulation and Discussion

'is section mainly performs experimental simulations to
verify the effectiveness of the proposed MDBTM scheme.
'e tools used in the experimental simulations include the
traffic flow simulation tool VanetMobiSim [30] (version 1.1)
and the network simulation tool OPNET [31] (version 14.5).

5.1. .e Experimental Setup

5.1.1..e Experimental Environment. 'emethod proposed
in this paper is based on the city road environment. First, it is
necessary to use the VanetMobiSim tool to model city roads.
'is experiment uses the VanetMobiSim tool to generate a
city road simulation area of 3200m ∗ 3200m. 'ere are 25
intersections, 40 road segments. Each road segment is 800
meters. 'e movement trajectories of the vehicles are
generated by VanetMobiSim through the simulation area
and then imported into the OPNETsimulation environment
for mobile nodes. 'e movement trajectories generated by
VanetMobiSim cannot be used directly in OPNETand need
to be converted to the format used by OPNET.

In the OPNET simulation environment, vehicles
communicate with neighboring vehicles using a loga-
rithmic normal connection model [32]. 'rough C–V2X

technology [33], the communication range of the vehicle
can reach 450 meters. Based on the 450-metre range of
communications, it can be seen that at least 72 vehicles are
required to communicate with each other via multihop.
'erefore, the number of vehicles selected in this experi-
ment is more than 72.

In the course of the experiment, the randomly selected
road segment from the scene is chosen as the event location,
and vehicles on the road periodically send messages about
the event. Normal vehicles send the correct messages, while
malicious ones send false messages.

5.1.2. .e Experimental Parameters. 'e parameters used in
the experiment are shown in Table 2.

5.1.3. .e Performance Metric. For trust management, it is
important to correctly judge the authenticity of a message.
'erefore, in order to verify the performance of the method
proposed in this paper, the correct decision probability of a
message expressed by Psucc is used as the performance
metric, and its definition is given in

Psucc �
Numsucc

Numtotal
× 100%, (12)

where Numsucc represents the number of successful deci-
sions, and Numtotal represents the total number of decisions.

5.2. .e Experimental Analysis. When analyzing the influ-
ence of the proportion of malicious vehicles and the in-
fluence of the reference range R, this paper compares the
proposed MDBTM method (labeled with Manhattan Dis-
tance) with the method based on Euclidean distance (labeled
with Euclidean Distance) and the majority voting [25]
method (labeled with Majority Voting). 'e method based
on Euclidean distance uses the formula Re′

i � b + e− c·d

proposed by Yang et al. [14] to calculate the message scores
and uses the method of (11) to fuse message scores. During
the experiment, the value of b is 0, the value of c is 1, and the
d is the Manhattan distance between the sending vehicle and
event location. Moreover, the data in this experiment are
averaged after multiple experiments.

5.2.1. .e Influence of the Proportion of Malicious Vehicles.
As shown in Figure 5, the abscissa represents the proportion
of malicious vehicles from 0.0 to 1.0, and the ordinate
represents the correct decision probability. Figures 5(a)–5(e)
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represent the influence of the proportion of different
malicious vehicles on the correct decision probability where
the number of vehicles is, respectively, 80, 110, 140, 170, and
200, and the reference range R is 2700 meters. It can be seen
from Figure 5 that when the proportion of malicious vehicles
is less than 0.3, the correct decision probability for each
method is close to 1 in the scene of different vehicle
numbers. As the number of malicious vehicles increases, the
correct decision probability for each method begins to de-
cline when the proportion of malicious vehicles is greater
than 0.4. However, the correct decision probability of the

method proposed in this paper is higher than the other two
methods. And for the other two methods, when the pro-
portion of malicious vehicles is 0.8, the correct decision
probability is close to 0. But the MDBTM method starts to
approach 0 when the proportion of malicious vehicles is 0.9.
It can be seen that the MDBTM method shows a better
correct decision probability than the other two methods
under different proportions of malicious vehicles and dif-
ferent numbers of vehicles. 'is shows that considering the
Manhattan distance that the vehicle moves along the actual
road and the obstruction of the line of sight by building

Table 2: Simulation parameters.

Parameters Values
Traffic flow model IDM_LC model
'e number of vehicles 80, 110, 140, 170, 200
'e speed 10–60 km/h
Simulation time 1800 s
Safety distance 100m
'e proportion of malicious vehicles 0.0–1.0
Communication range 450m
α 0.5
β 0.5
ρ 2
σ 5

0.0 0.2 0.4 0.6 0.8 1.0
Proportion of malicious vehicles: p

Pr
ob

ab
ili

ty
 o

f c
or

re
ct

 d
ec

isi
on

: P
su

cc 1.0

0.8

0.6

0.4

0.2

0.0

Vehiclenum = 80
R = 2700

Manhattan distance
Euclidean distance
Majority voting

(a)

0.0 0.2 0.4 0.6 0.8 1.0
Proportion of malicious vehicles: p

Pr
ob

ab
ili

ty
 o

f c
or

re
ct

 d
ec

isi
on

: P
su

cc 1.0

0.8

0.6

0.4

0.2

0.0

Vehiclenum = 110
R = 2700

Manhattan distance
Euclidean distance
Majority voting

(b)

0.0 0.2 0.4 0.6 0.8 1.0
Proportion of malicious vehicles: p

Pr
ob

ab
ili

ty
 o

f c
or

re
ct

 d
ec

isi
on

: P
su

cc 1.0

0.8

0.6

0.4

0.2

0.0

Vehiclenum = 140
R = 2700

Manhattan distance
Euclidean distance
Majority voting

(c)

0.0 0.2 0.4 0.6 0.8 1.0
Proportion of malicious vehicles: p

Pr
ob

ab
ili

ty
 o

f c
or

re
ct

 d
ec

isi
on

: P
su

cc 1.0

0.8

0.6

0.4

0.2

0.0

Vehiclenum = 170
R = 2700

Manhattan distance
Euclidean distance
Majority voting

(d)

0.0 0.2 0.4 0.6 0.8 1.0
Proportion of malicious vehicles: p

Pr
ob

ab
ili

ty
 o

f c
or

re
ct

 d
ec

isi
on

: P
su

cc 1.0

0.8

0.6

0.4

0.2

0.0

Vehiclenum = 200
R = 2700

Manhattan distance
Euclidean distance
Majority voting

(e)

Figure 5:'e comparison of correct decision probability under different proportions of malicious vehicles. (a) 80 vehicles. (b) 110 vehicles.
(c) 140 vehicles. (d) 170 vehicles. (e) 200 vehicles.
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obstacles can improve the robustness of the system against
malicious vehicle attacks.

5.2.2. .e Influence of the Reference Range R. Figure 6 shows
the influence of different reference ranges on the correct
decision probability. 'e abscissa represents the size of the
reference range R (from 50 meters to 2500 meters), and the
ordinate represents the correct decision probability (this
probability is the average value under different proportions
of malicious vehicles). Figures 6(a)–6(e), respectively, rep-
resent the influence of different reference ranges on the
correct decision probability in the scenarios where the
number of vehicles is 80, 110, 140, 170, and 200. It can be
seen from Figure 6 that no matter the method proposed in
this paper or the method based on Euclidean distance and
majority voting, the correct decision probability is very low
when the reference range R is too small in the scene of
different vehicle numbers. 'is is because there are fewer
messages for reference. As the reference range R increases,
the number of reference messages increases, and the correct
decision probability gradually rises. However, when the
reference range R is too large, the number of malicious
vehicles within the reference range R also increases which
results in a decrease in the correct decision probability.

It can be seen from Figure 6 that there is a threshold.
Whether it is greater than or less than the threshold, the
correct decision probability is less than that of this threshold.

When the number of vehicles is 80, 110, 140, 170, and 200, the
threshold is 700 meters, which is close to the actual road
length of 800 meters. 'is is because the number of building
obstacles on the same road segment is 0, and vehicles are
relatively close to the event location, thus leading to a higher
correct decision probability. 'is is consistent with the theory
of this paper. 'e design of this paper takes into account the
Manhattan distance and the number of building obstacles at
the intersection. On the same road segment, no building
obstacles are blocking the line of sight, and the event location
is relatively close to vehicles, so the correct decision proba-
bility is also high. As you can see, too large or too small
reference range R will affect the correct decision probability.
When the reference range R is close to the length of the actual
road segment, the correct decision probability is higher.

It can also be seen from Figure 6 that with the same
number of vehicles when the reference range R is less than
the threshold 700 meters, the correct decision probability for
each method is basically the same. 'is is because when the
reference range R is small, the message available for refer-
ence is relatively small and the distance has little influence on
the correct decision probability. When the reference range R
is greater than the threshold 700 meters, because this paper
considers the Manhattan distance and the number of
building obstacles at the intersection, the method proposed
in this paper has better performance than other methods in
terms of the correct decision probability.
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Figure 6: 'e comparison of correct decision probability under different reference ranges. (a) 80 vehicles. (b) 110 vehicles. (c) 140 vehicles.
(d) 170 vehicles. (e) 200 vehicles.
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5.2.3. .e Influence of the Number of Vehicles in the Network.
Figure 7 shows the influence of the number of vehicles (i.e.,
vehicle density) on the correct decision probability. 'e
abscissa represents the different numbers of vehicles (80,
110, 140, 170, and 200), and the ordinate represents the
correct decision probability (this probability is the average
value under different proportions of malicious vehicles). As
can be seen from Figure 7, when the reference range R is 100
meters, the correct decision probability varies greatly in the
scene of different vehicle numbers because of too few
messages available for reference.When the reference range R
is 700 meters, 1300 meters, and 1900 meters, the correct
decision probability varies very little. It can be seen that the
number of vehicles in the network will not affect the correct
decision probability of the proposed method when the
reference range R is appropriate.

6. Conclusions

In this paper, a MDBTM model for calculating the distance
in VANET is proposed, which solves the problem of no
detailed discussion about the way of calculating the distance.
In this model, the Manhattan distance and the number of
building obstacles are calculated by considering the move-
ment relationship between the sending vehicle and event
location. 'e experimental results show that the method
proposed in this paper shows better performance in terms of
the correct decision probability than similar methods in the
case of different proportions of malicious vehicles, different
numbers of vehicles, and different reference ranges. It is also
found that the correct decision probability is higher when
the reference range R is set close to the length of the actual
road segment, and the number of different vehicles in the
network will not affect the correct decision probability.

In future work, we will consider the combination of this
method and blockchain technology to store the score

information in the blockchain, which can ensure the data’s
security (nontampering, traceability) and further improve the
security of trust management in the VANET environment.
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Underwater wireless sensor networks (UWSNs) enable various oceanic applications which require effective packet transmission.
In this case, sparse node distribution, imbalance in terms of overall energy consumption between the different sensor nodes,
dynamic network topology, and inappropriate selection of relay nodes cause void holes. Addressing this problem, we present a
relay-based void hole prevention and repair (ReVOHPR) protocol by multiple autonomous underwater vehicles (AUVs) for
UWSN. ReVOHPR is a global solution that implements different phases of operations that act mutually in order to efficiently
reduce and identify void holes and trap relay nodes to avoid it. ReVOHPR adopts the following operations as ocean depth (levels)-
based equal cluster formation, dynamic sleep scheduling, virtual graph-based routing, and relay-assisted void hole repair. For
energy-efficient cluster forming, entropy-based eligibility ranking (E2R) is presented, which elects stable cluster heads (CHs).
)en, dynamic sleep scheduling is implemented by the dynamic kernel Kalman filter (DK2F) algorithm in which sleep and active
modes are based on the node’s current status. Intercluster routing is performed by maximummatching nodes that are selected by
dual criteria, and also the data are transmitted to AUV. Finally, void holes are detected and repaired by the bicriteria mayfly
optimization (BiCMO) algorithm. )e BiCMO focuses on reducing the number of holes and data packet loss and maximizes the
quality of service (QoS) and energy efficiency of the network. )is protocol is timely dealing with node failures in packet
transmission via multihop routing. Simulation is implemented by the NS3 (AquaSim module) simulator that evaluates the
performance in the network according to the following metrics: average energy consumption, delay, packet delivery rate, and
throughput.)e simulation results of the proposed REVOHPR protocol comparing to the previous protocols allowed to conclude
that the REVOHPR has considerable advantages. Due to the development of a new protocol with a set of phases for data
transmission, energy consumption minimization, and void hole avoidance and mitigation in UWSN, the number of active nodes
rate increases with the improvement in overall QoS.
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1. Introduction

Underwater wireless sensor network (UWSN) has many
applications over the ocean environment. In UWSN, energy
efficiency is the major constraint since the nodes are re-
source constraint [1–3]. )is represents one of the main
reasons that leads to the appearance of void holes, reducing
the performance of the network. To achieve energy effi-
ciency, various approaches were presented in UWSN. Here,
the data transmission is carried over multiple hops between
a number of sensor nodes through a selected route to reach
the autonomous unmanned vehicles (AUVs), and then the
final surface sink node and further collision-free medium
access (MAC) protocols were presented. However, routing is
also the best way to improve energy efficiency [4]. A cluster-
based mobile data gathering is used to improve energy ef-
ficiency in the large-scale network [5]. )e basic cluster
concept is considered in this work to form initial clusters
[6, 7]. )is cluster formation is performed in nonoptima
manner which is inefficient [8]. However, cluster head (CH)
is performed in a random manner which makes this work
ineffectual [9]. In addition, processing the distributed
clustering algorithm needs a large amount of control packet
exchange which consumes lots of energy. Autonomous
unmanned vehicles (AUVs) are specially designed for data
gathering in the underwater environment [10–12]. An AUV-
assisted energy-efficient clustering UWSN mechanism faces
many serious issues as follows [13, 14]:

(i) Energy consumption in existing research works is
high, which leads to a large number of holes in the
network.

(ii) Network clusters with unequal size introduce en-
ergy imbalance in certain regions, leads to a large
number of holes.

(iii) Optimal sleep scheduling is necessary in order to
reduce the energy consumption of the nodes and
avoid holes.

(iv) Route selection considers only limited metrics,
which leads to large packet loss and energy con-
sumption which induces trap nodes.

In AUV-assisted UWSN, the predefined path determi-
nation is the critical issue which increases the distance to the
nodes, the energy consumption, and delay in data trans-
mission [15, 16]. On the other hand, the unnecessary sensing
of the sensor nodes increases energy consumption.)ese are
only limited factors since the forwarder selectionmechanism
must consider more criteria. Furthermore, route selection
based on single metric is ineffective in underwater scenarios
[17, 18]. Traditional routing algorithms follow ocean depth-
based routing. )is leads to high packet loss due to the void
hole issue. Void hole avoidance and recovery is an emerging
part of UWSN. Furthermore, it occurs frequently in the
sparse node distribution with a limited amount of energy. In
addition, various important issues remain untouched in
UWSN for reducing energy consumption and avoiding
energy hole creation [19, 20]. Table 1 describes the abbre-
viations that we have used throughout the paper:

(i) )ere is no unified protocol for reliable and energy-
efficient data transmission for a specific type of
UWSN.

(ii) Existing protocols focus on one aspect for energy
consumption, i.e., clustering, routing, or void hole
repair. Hence, energy consumption may occur by
other aspects of the issue.

(iii) Current protocols used a single AUV for data
collection, which increases the end-to-end delay of
each sensor, and thus, energy consumption rate is
increased [21, 22].

1.1.Motivation. Figure 1 illustrates the void hole problem in
UWSN. In UWSN, the presence of routing void holes leads
to higher packet loss which makes the data unreliable. )e
main cause for routing voids is the higher energy con-
sumption of the sensor nodes in the network, i.e., nodes
which lose energy makes the hole. In this context, there are
two major research problems arise [23–25]:

(i) Most of the works have concentrated on energy-
efficient route selection without deploying AUV in
the network. In this case, the energy consumption
and delay for data transmission is high. Although
these works select optimal route, it fails to transmit
the data in a timely manner since the hole miti-
gation process generally transmits the data in lon-
gest path or backward path.

(ii) In some works, AUVs are deployed to mitigate the
problem of void holes. However, there is an issue in
predicting the trajectory of the AUVs since the
travel length is high. As the trajectory detection
methods use the energy level alone for optimal
positioning to collect the sensor’s data.

(iii) )e network is managed with unequal clusters
which imbalances the load among clusters. )us,
some of the cluster heads suffer form higher energy
consumption while some cluster heads suffer from
lower energy consumption. In general, all under-
water sensor nodes are continuously sensing the

Table 1: List of abbreviations.

Abbreviation Expansion
UWSN Underwater wireless sensor network
AUVs Autonomous unmanned vehicles

ReVOHPR Relay-based void hole prevention and repair
protocol

DK2F Dynamic kernel Kalman filter
BiCMO Bicriteria mayfly optimization
EEDG Energy-efficient data gathering
E2R Eligibility ranking
CH Cluster head
LECA Level-based equal clustering algorithm
AEC Energy-efficient clustering
MFO Moth flame optimization
CMDG Cluster-based mobile data gathering
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environment, which consumes a lot of energy and
introduces void holes. In the absence of an optimal
sleep scheduling mechanism, the energy con-
sumption will be high and the holes are
unavoidable.

)is paper mainly focuses on void hole prevention and
mitigation in underwater wireless sensor networks
(UWSNs). For that, we intend to combine intercluster
routing performance and a relay-assisted void mitigation
mechanism initiated by an AUV according to an optimal
trajectory and a positioning of a suitable relay node for data
transmission continuity. We also prevent the holes by
minimizing overall energy consumption in the network by
introducing multiple mechanism clustering, sleep schedul-
ing. )is research work is motivated from the problems
presented in the existing research works.

1.2. Contributions. In this paper, we deeply tackle all the
issues of reducing the energy consumption in UWSN. In
particular, we presented the following contributions to
address the energy consumption and QoS issues:

(i) )e level-based equal clustering algorithm (LECA)
is presented that utilizes distance and load criteria.
In each level, equal clusters are formed to avoid
energy consumption. Entropy-based eligibility
ranking (E2R) protocol is presented for CH selec-
tion. Optimal CH is selected in two levels based on
energy, centrality, and success rate which increase
the lifetime of CH.

(ii) To reduce energy consumption, dynamic sleep
scheduling is presented by the dynamic kernel-
based Kalman filter (DK2F) which is proposed. )is
considers residual energy, buffer value, and cover-
age rate to make the decision on node status (sleep/
active).

(iii) Optimal route is selected in multiple hops by
considering multiple factors. A virtual graph-based
routing is presented, which uses maximum
matching theory for optimum selection of next
hops. Optimal positioning of relay nodes by the

AUV repairs the voids in the network. Proposed
maximum matching approach chooses optimal
criteria according to the position of AUV.

(iv) )e optimal repair position initiated by the AUV by
repositioning relay nodes is computed by the mayfly
optimization algorithm which is proposed and
works upon multiple criteria to find the optimal
trajectory of AUV and the repositioning of relay
nodes. )e mayfly algorithm works well in terms of
convergence rate and convergence time.

(v) Overall network follows level-based clustering and
optimal routing, which minimizes the energy
consumption that prevents the holes. Sleep sched-
uling prevents the nodes from dead, which further
prevents the hole.

1.3. Paper Layout. )e remaining part of the paper is or-
ganized as follows: Section 2 presents the literature review in
the area of clustering, routing, sleep scheduling, and void
hole detection and repair in UWSN. Section 3 focuses on the
problems that existed previously in void hole avoidance.
Section 4 describes the research methodology, pseudocode,
and algorithms in details. Section 5 illustrates the perfor-
mance of network simulation for the proposed and previous
protocols. Section 6 concludes the paper and presented the
future works.

2. Lietarture Review

An energy-efficient data gathering (EEDG) scheme was
proposed in [26] for the underwater wireless sensor network.
)e data transmission is performed in a multihop manner.
At first, the energy consumption is balanced by grouping the
nodes into smaller groups. Furthermore, the forwarder
nodes are selected to gather the data from the subset nodes.
Here, the communication is carried out in a one-hop
manner. Furthermore, a medium access control (MAC)
protocol is utilized to improve collision rate and packet loss.

A fault resilient routing for the underwater wireless
sensor network was presented in [27] for underwater data
transmission. )e fault-tolerant routing follows the moth
flame optimization (MFO) algorithm.)e data transmission
is carried through AUVs to base stations. Here, the AUVs act
as cluster heads that are responsible to collect data from the
sensor nodes. )e use of AUVs avoids reclustering and
overloading problems. To overcome the path disjoint issues,
additional mobile nodes are deployed in the network. In this
work, multiple AUVs are deployed to support data for-
warding in the underwater network.

A cluster-based mobile data gathering (CMDG) scheme
was studied in [28] for the large-scale underwater sensor
network. At first, the cluster formation and CH selection
problem is formulated as an optimization problem. In this
work, the AUV tour planning scheme is presented to handle
the sensor mobility. In order to achieve an energy-latency
tradeoff, the travel length is shortened for AUV movement.
A centralized clustering algorithm is proposed to form initial
clusters. )en, the distributed clustering algorithm is
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Figure 1: Void hole problem in UWSN.
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proposed to maintain the formed clusters.)is work has two
drawbacks as follows: (1) CH selection is inefficient since it
considers only a minimum number of parameters and (2)
the distributed clustering algorithm exchanges a large
number of control packets, which is ineffective, and the
consumption of higher energy and delay on sensor nodes
due to data transmission.

AUV-assisted energy-efficient clustering (AEC) mech-
anism was presented in [29]. )e proposed AECmechanism
introduces wake-up sleep cycle for the underwater sensor
network. )e overall mechanism includes cluster formation,
cluster head nomination, and sleep wake-up scheduling. To
form clusters, virtual sectoring approach is presented. In
each virtual sector, the cluster is formed and a CH is selected.
)e CH is selected based on the distance with the cluster
centroid point. )en, the path of AUV is a predefined path.
)e predefined path of AUV is inefficient since it consumes
large amount of energy and increases delay. )e CH se-
lection was poor due to the estimation of only energy.

Author proposes a cluster-based sleep scheduling
mechanism in UWSN [30]. )e overall network is con-
sidered as the 3D underwater sensor network. A 3D partition
unit is considered with a basic cluster structure. All sensor
nodes are in the temporary control of clusters. In each
cluster, sleep-awake scheduling is enabled based on the
remaining energy level. )e major goal of this work is to
achieve minimum energy consumption and guarantee
maximum sensing coverage in the network. Cluster for-
mation in performed in a nonoptimal manner which is
inefficient.

In [31], the authors propose a two-stage routing pro-
tocol. )e main purpose of this protocol is to enable
communication between not only connected nodes but also
for nonconnected or partially connected nodes so that the
packet delivery rate will be improved. To delay the death of
nodes, an energy threshold method and rerouting scheme is
proposed. Involvement of energy threshold and rerouting
processes improve the connectivity of the network, which
prevents the holes, and preserve resource constraints, for-
warding loops. However, unnecessary sensing of the sensor
nodes increases the energy consumption.

An energy-balanced efficient and reliable routing (EBER2)
protocol for UWSNs was presented in [32]. Energy balancing
among neighbors and reliability are achieved in EBERR pro-
tocol. )e EBERR protocol considers residual energy and
potential forwarding nodes (PFNs) of the forwarder node. )e
transmission range is divided into power levels, and the for-
warders can adjust the transmission range adaptively. In order
to suppress the duplicate packets, depth of the nodes is
compared. Forwarder selection is inefficient since it considers
only limited metrics, and also the sensor nodes nearer to the
sink will drain with larger energy due to the transmission of
sensed data from the nodes in the network.

A distance vector-based opportunistic routing (DVOR)
protocol was proposed to address the problem of void re-
gions in the underwater sensor network [33]. )e main idea
behind this protocol is to use the depth information for route
selection. )e DVOR uses a query-based mechanism to
enable the distance vectors for underwater sensor networks.

From the distance vectors, each node records the smallest
hop count information towards sink node. Based on this hop
count information, routing is performed. )e void hole is
avoided by selecting a route with small distance. When the
network is sparse, then the hop count information will have
a large distance which increases the energy consumption.
Optimal route selection based on single metric is insufficient
to cope with UWSN.

In [34], sink mobility, i.e., AUV, and courier nodes are
deployed in network for data collection, aggregation, and
transmission.)e entire network is divided into four sectors.
Both courier nodes and AUV are movable with random
trajectory. In this protocol, routing is fixed and sink mobility
is dynamic. Comparison is made between several existing
protocols and the proposed protocol. However, the mobility
of mobile sink and courier nodes increases energy con-
sumption and decrease the network lifetime. )is is a linear
type of network, it does not suit for complex ocean depth
scenarios, and also realistic applications are not adopted
with this protocol. In [35], the authors proposed a new data
collection protocol for QoS provisioning. For that, the
bioinspired routing algorithm is proposed which facilitates
the natural features of the genetic algorithm. Clusters are
formed which provides a highly stable and different size of
clusters for traffic load balancing. )e proposed routing
algorithm predicts high stable links as a forwarding node.
)is work eliminates the data transmission by the upward
and downward transmission. )e main drawback of this
protocol is that it is not aware of node mobility and packet
delivery. In [36], fuzzy clustering is presented, which designs
the fitness function for selecting the CH according to the
distance between the nodes. For cluster formation, the fuzzy
algorithm is used, whereas CHs are selected by the PSO
algorithm. )e overall network topology is arranged in a
hierarchical structure, and the comparative analysis is made
between the proposed hybrid (fuzzy and PSO) algorithm
with LEACH and traditional PSO algorithms. )is hybrid
protocol has several drawbacks:

(i) Hybrid fuzzy and PSO algorithms consume more
energy by underwater sensors since the computation
of both algorithms is very high. Due to limited
battery issue of underwater sensors, this protocol is
not suited.

(ii) )e overall work partially reduces the energy level,
which does not suit risky oceanic applications, and
also, it does not increase the lifespan of the UWSN.

In [37], the void hole alleviation issue is addressed using
enhanced geographic and opportunistic routing protocol in
the harsh underwater WSN. )ere are three problems, such
as void hole occurrence, higher energy consumption, and
low packet delivery rate that are addressed in this paper.
Furthermore, the network scalability issue is addressed in
this paper. )e performance of the proposed protocol is
compared with the geographic and opportunistic routing
with topology control protocol based on depth adjustment as
well as transmission-adjusted neighbor node approaching
distinct algorithms with energy-efficient mate.
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Table 2 shows a comparison summary of various existing
works [28–33] that have studied the main elements of energy
consumption minimization and void hole avoidance and
mitigation in UWSN that address the critical issues related to
clustering, node sleep scheduling, routing, and hole
mitigation.

3. Problem Statement

)e purpose of this paper is to investigate the problem of
void hole and repair in multi-AUV-enabled UWSN. )is
section summarizes the important issues in current works.

Authors in [38] focus on void hole detection and mit-
igation in an underwater sensor network. For that, two
routing schemes are proposed. )e first routing scheme,
called energy-aware scalable reliable and void hole mitiga-
tion routing (ESRVR), intends to avoid holes during route
selection. In that, the two-hop neighbor information is
collected before initiation of route selection. As this scheme
considers two hops, the void hole is avoided in the route
selection itself. )e second scheme, namely, cooperative
ESRVR (Co-ESRVR), focuses on mitigating void holes
through backward transmission. )e major drawbacks of
this paper are follows:

(i) Two-hop neighbor information alone is insufficient
to avoid holes since the data from the nodes that are
deployed in deep level need to transmit through
multiple hops. )us, there is a need for gathering
multihop information which is not efficient.

(ii) In the sparse network environment, it is hard to
gather two-hop neighbor information, since it is not
sure that always two-hop nodes will be presented.

(iii) In backward routing energy consumption and delay
is high. )at is Co-ESRVR scheme also introduces
multiple holes that need to be mitigated.

(iv) When the network is sparse, or there is a limited
possibility for backward transmission, then the
ESRVR and Co-ESRVR are not feasible.

In [39], the authors propose a game-theoretic approach
for energy-efficient routing in the 3D underwater WSN.
However, game theory approaches have several drawbacks,
which are as follows:

(i) )e game played by the nodes is noncooperative.
)us, the strategy played by the players is unknown
to other nodes. It leads to the same route is selected
by multiple source nodes, which introduces a large
number of collisions. Due to collisions, packet
retransmission count is high. )is leads to large
energy consumption.

(ii) )e game theory approach has high complexity. In
addition, all players in the forwarding region are
considered (other than neighbors) which makes the
algorithm more complex.

Hence, high complexity in game theory approach re-
quires more energy by sensors and also takes higher pro-
cessing time. In [40], the authors propose an AUV-assisted

data gathering approach tominimize energy consumption in
Smart Ocean. For that, an AUV-assisted data gathering
scheme based on the clustering and matrix completion
(ACMC) method for UWSN is proposed. )e drawbacks in
this work are the follows:

(i) )e K-means algorithm forms clusters based on
distance value. )e formed unequal clusters will
have imbalanced load among clusters. Presence of
an imbalanced load leads to energy consumption in
some regions.

(ii) CH and secondary CH are selected in each cluster.
Here, the cluster center criteria are considered for
CH selection while secondary CH is selected in a
random manner. )us, CH selection is inefficient as
the selected CHmay lose the energy, which becomes
void holes.

(iii) )e greedy algorithm-based AUV trajectory only
considers the trajectory length. )is means that
nearby position is selected as AUVmoving position.
It does not make decisions based on the energy level
of the nodes. If the nodes with low energy are lo-
cated far away from the current AUV position, then
there will be higher energy consumption. )e
greedy algorithm has higher time consumption and
complexity.

In [41], the authors proposed an AUV-assisted void
prediction and repair mechanism in the underwater sensor
network. )e repair position is calculated by the particle
swarm optimization (PSO) algorithm. In this paper, PSO-
based void prediction causes more issues that are listed as
follows:

(i) Repair position for AUV is computed by PSO,
which traps the solutions into local optima. It leads
to the nonoptimal positioning of AUV.

(ii) Here, the single AUV collects the repair requests
from multiple sensor nodes. And the rules are
predefined. When the number of holes in the
network is large, then the AUV suffers in decision-
making. )e AUV could not handle a large amount
of requests from the sensor nodes.)us, this work is
unable to mitigate the void holes effectively.

(iii) )is work only mitigates the void but unable to
prevent the voids due to a lack of optimal clustering
and route selection procedures. )e main reason for
holes is high energy consumption. In this work,
energy consumption is high in data collection, data
transmission, and sensing.

Based on the shortcomings and issues cited, we aimed to
design a global solution by introducing an efficient clustering
method on the sensor nodes, an optimal cluster head se-
lection, and also an efficient sleep scheduling method to
avoid the continuous sensing of the sensors to reduce the
overall energy consumption which also decreases the cre-
ation of void holes accordingly, a routingmethod is also used
to gather and transmit the sensors data between the clusters
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efficiently, and introducing the use of multi-AUV aims to
detect and repair the creation of the hole according to the
current trajectory position of the AUV to mobile relays that
are used as a replacing part of the failed node and an in-
termediate receiver of the data from the cluster heads to the
AUV, which will be selected and repositioned by the AUV.
By combining all the presented solutions, the decrease of the
overall energy consumption, reducing, detecting, and
repairing of the void holes will be ensured.

4. System Model

4.1. System Overview. In this work, we present an energy-
efficient relay-assisted 3D-UWSN model that absorbs the
surrounding by collecting data and transmitting the infor-
mation in which void hole prevention and mitigation
procedure is focused. )e overall 3D-UWSN is constructed
as xi, yi, zi coordinates, and this 3D network is divided into

multiple levels as L1, L2, . . ., LN based on the depth of the
ocean covering shallow water and deepwater areas. Each
level LN is composed of n number of sensors LN � (n1, n2, . . .,
nN).)e network model comprises underwater sensor nodes,
sink node, mobile relays, and multiple AUVs. We construct
the network based on multiple levels. In each level, an AUV
is deployed to gather data from the underwater sensor nodes,
and AUVN collects data from LN level. All the nodes have
the same initial energy EIni and the sensing range RS. Sensors
can be transmitted into two types as topology information
and event. )e size of the event and topology information
packages is M. )e network connectivity rate is defined as
the ratio of SC which is computed by N(S)C (number of
sensors that communicates with the sink node) via single
hop, which means that the sensors can achieve their sensed
data directly to the surface sink that is present in their
coverage range and a multihop communication which
means that the sensors transmit their collected data through

Table 2: Summarize the contribution of existing works and comparison between them.

Existing
work Clustering Node sleep

scheduling Routing Hole
mitigation Key contributions and limitations

[28] ✓ ✓ × ×

(i) Propose a clustering scheme and a CH selection to gather the sensor
data from each cluster and deploy an AUV with a tour planning
scheme to collect data from CHs.
(ii) Finding a tradeoff between consumption of energy and data
gathering delay.
Limitations: CH selection is inefficient since it considers only a
minimum number of parameters, and distributed algorithm exchanges
large number of control packets which is ineffective.

[29] ✓ ✓ × ×

(i) Introduces a wake-sleep cycle for the sensors to reduce their energy
consumption.
(ii) A virtual sectoring approach is presented, cluster is formed, and
CH is selected to reduce energy consumption; the CH data will be
gathered by a predefined path of the AUV.
Limitations: the predefined path of AUV is inefficient since it
consumes large amount of energy by the CHs to transmit their data
and increases the delay.

[30] ✓ ✓ × ×

(i) )e major goal of this work is to achieve minimum consumption of
energy and guarantee maximum sensing coverage in the network.
Limitations: cluster formation is performed in a nonoptimal manner
which is inefficient.

[31] × × ✓ ✓

(i))emain goal of this protocol is to enable communications between
not only connected nodes but also for nonconnected or partially
connected nodes so that the packet delivery rate will be improved.
(ii) To delay the death of nodes, an energy threshold method and a
rerouting scheme are proposed.
Limitations: unnecessary sensing of the sensor nodes increases the
energy consumption.

[32] × × ✓ ×

(i) )e main goal is to achieve the energy balancing among neighbor
nodes and reliability.
Limitations: during the data transmission process, forwarder selection
is inefficient since it considers only limited metrics.

[33] × × ✓ ✓

(i) )e main ideas behind this protocol are to use the depth
information for route selection.
(ii) )e void hole is avoided by selecting a route with small distance.
Limitations: when the route is sparse, then the hop count information
will have a large distance, which increases the energy consumption.
Optimal route selection based on a single metric is insufficient to cope
with underwater sensor network.
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other sensor nodes by constituting a route to achieve the
data to the final sink and it is computed as follows:

SC �
N(S)C

n
. (1)

When the network connectivity is 1, the network can
obtain the full network connectivity, and all sensors can
communicate with the surface sink with either one-hop or
multihop communication.

)e overall process comprises four major phases that are
explained in the following sections. Figure 2 describes the
overall network model.

4.2. Level-Based Equal Cluster Formation. )e overall net-
work is segregated into multiple equal clusters based on the
depth of the underwater environment. We propose a new
level-based equal clustering algorithm (LECA). Generally,
the nodes presented in underwater-based sensor networks
are considered resource-constrained (i.e., battery-powered
nodes). )e node cannot participate in the network if the
level of energy for that node is drained. )erefore, the se-
lected node should have sufficient energy for transmitting
the data. )us, E2R considers the node’s residual energy as
another metric. )ereby, the sensor with the more residual
energy has the large possibility to be CH.

4.2.1. Energy Consumption Model. Significant efforts have
been made to address the UWSN’s energy consumption, in
which all nodes in the network are energy constraint (i.e., the
energy sources of the nodes drop by usage). In addition, the
large consumption of energy leads to early dead which
decreases the lifetime of the network. )e consumption of
energy for the node ni can be calculated as

E ni( 􏼁 � Eidle ni( 􏼁 + 􏽘
v∈V

􏽘
p∈P(v)

w(p) × A(v) × E ni, p( 􏼁.
(2)

Assuming the path p ∈ P(v), then the path weight w(p)

is expressed as

􏽘
p∈P(v)

w(p) � 1,
(3)

where A(v) denotes the average amount of consumed energy
through the node ni for a time unit regarding the transmission
of data, E(ni, p) denotes the amount of consumed energy only
either in reception pr transmission, and Eidle denotes the av-
erage amount of consumed energy at the idle state by the node
ni per unit time. Regarding the estimated consumption energy
for the node, the node’s lifetime is expressed as

LT ni( 􏼁 �
Eini

E ni( 􏼁
, (4)

where Eini denotes the sensor node’s initial energy, which is
initially fed into the node for its network’s participation. )e
proposed LECA divides the network environment into
multiple levels as L1, L2, . . . , Ln. In each level, clusters are
formed based on the load level. )en, each cluster performs
entropy-based eligibility ranking (E2R)-based CH selection

protocol to select optimal CH. Here, Tsallis entropy is
utilized to formulate an optimal energy threshold. Upon
threshold value, candidate nodes are filtered by E2R pro-
tocol. )e proposed E2R protocol uses residual energy level
Rξ , centrality factor Cf , and success rate criteria SRc.

Algorithm 1 explains the procedure of E2R algorithm-
based cluster formation and CH selection. Involvement of
the E2R algorithm improves the data aggregation process as
well as network QoS performance. Furthermore, involve-
ment of E2R-based data aggregation also helps to minimize
the risk of instability in the network. Generalized Tsallis
entropy is computed by

TQ P1 . . . PW( 􏼁 �
1

1 − q
􏽘

w

i�1
p

q
i − 1⎛⎝ ⎞⎠, (5)

where q is the logarithmic function. For all sensors in the
network, TQ(P1 . . . PW) is computed for the number of
given input parameters. Using TQ, the weight value for CH
selection is implemented as

TQ � S1.C1( 􏼁w1 × S2.C2( 􏼁w2 × S3.C3( 􏼁w3, (6)

where w1, w2, andw3 are the weight values for C1, C2, and
C3, respectively.

)e CH is selected based on

CHprob � max Cf probRξmax, SRcmax􏼐 􏼑. (7)

After CH selection, clusters are formed based on sensor
node’s cost function as

CM(i, j) �
SRc(ij)

SRc(max)

∗
Ecur(i)

Ecur(j)
∗

C(ij)

Cave
, (8)

where Ecur (i) represents the current energy of node i and
Ecur (j) represent the current energy of CH j. Each CH in the
cluster aggregates the sensor data and forwards them to the
AUV. )e proposed E2R protocol has O(n) complexity
which is due to the message transmission overhead where n

is the number of sensors. CH announces, join request, and
join response messages are exchanged within the cluster,
which introduces the complexity in cluster.

4.3. Dynamic Sleep Scheduling. In each cluster, a dynamic
sleep scheduling procedure is established in order to reduce
the energy consumption of the sensor nodes by avoiding their
continuous sensing of the environment which causes an
unnecessary energy consumption that leads to void holes. By
taking into consideration different factors on the nodes, the
decision on the nodes status (sleep, awake, and idle) can be
taken effectively. For that, we propose the dynamic kernel
Kalman filter (DK2F) algorithm. In particular, Cauchy kernel
function is used for nonlinear cases. )e DK2F algorithm
takes residual energy level Rξ , buffer factor ςf, and coverage
rate χr to make decision on the node status. )e considered
statuses are sleep, active, and transmit. )e DK2F is executed
by each node, and the report is sent to the CH. )en, the CH
activates the mode for each node in the cluster.)e procedure
for DK2F is described as follows.
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DK2F-based
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Figure 2: Network model.

Input: Si � S1, S2, S3, . . . , SN􏼈 􏼉,
Output: Number of Clusters (Cluster Formation and CH Selection)
Start
Step 1: Si⟶REQ
Step 2: if Si⟶Rξ , Cf , SRc//higher energy, central value and success rate)

)en
Si⟶CHi
If (CHi found)

CMi⟶CHi (based on REP)
End if

End if
Step 3: if CHi⟶ low Rξ , Cf , SRc

)en elect another CH
CHi⟶nearer CHi

End if
Step 4: CHi⟶ SN
End

ALGORITHM 1: E2R protocol.
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Firstly, kernel function is initiated which is defined by

δℵ (e) �
1

1 + e
2/ℵ

, (9)

where e is the exponential term between two different
variables, ℵ is the dynamic kernel bandwidth, and δ is the
range between 0 and∞. DK2F gives the optimum solution
for both linear and nonlinear cases of the model in dynamic
nature. )e mathematical formulation of DK2F is described
as follows:

XT � fTXT + AT,

YT � hTXT + BT,
(10)

where XT is the state vector and YT is the observation
measurements at time T. fT and hT represent the state
transition matrix and the observation matrix, respectively.
AT and BT denote the noise values in observation and
Gaussian noise, respectively. In the probabilistic model, it is
represented as

ρ YT|XT( 􏼁 � N YT|hXT, a( 􏼁,

ρ XT|XT−1( 􏼁 � N YT|fXT, b( 􏼁.
(11)

Figure 3 illustrates the dynamic sleep scheduling model.
)e assumption and prediction of the underwater sensor
node is illustrated as follows (Algorithm 2):

(i) Every node in underwater environment follows only
three kinds of states as active, sleep, or transmit. In
active state, sensors are working and listening to the
surrounding events and process the computations.
Besides, it can also possible to switching to the idle
state.

(ii) All sensors can be possible to act as a relaying state
for packet transmission to the near AUV. For that,
each node maintains next hop nodes in the
neighbors list.

(iii) )e duration of the active status is exponentially
distributed with mean 1/S. In the active state, the
sensors will sense packets, relay packets, and process
packets. When all nodes are under sleep state, the
CH cannot aggregate or transmit any packets. In
this case, entire cluster putted in OFF state. When at
least one node in an active state, then CH turns into
ON state again. In this case, CH can transmit or
receive packets from cluster members. )e actual
and predicted result for the DK2F is indicated in
Figure 4.

Input: Total Cluster Members i

Output: Scheduled Mode
(1) Begin
(2) Initialize i � s1, s2, s3, . . . .􏼈 􏼉 /∗sensors in a cluster∗/
(3) For each i

(4) Find Rξ , ςf, and χr

(5) List RE ςf, and χr for each k

(6) Find Dynamic Kernel Values

(7) if (Rξ <RξTh&&ςf < ςf(Th)&&χr < ςf(Th))

/∗comparison with threshold∗/
{

assign sleep mode
else

assign active mode
}

end if
(8) End for
(9) End

4.4. Virtual Graph-Based Routing. Intercluster routing is
performed to improve energy efficiency and delivery rate.
We present a novel Virtual Graph-enabled Maximum
Matching (VirGMM) algorithm. In first step, the virtual
graph is constructed for the CHs.)en, maximummatching
nodes are selected based on dual-criteria as energy criteria
{residual energy level and expected energy consumption}
and load criteria {current load level and expected load level}.
Among maximum matching nodes, optimal forwarder is
selected upon optimum criteria. )e criteria are selected
upon the following rules:

{If AUV is presented in Same Level, then Choose
[Delivery Rate Criteria];
Else, Choose [Distance Criteria]}

In this way, data are transmitted to AUV through op-
timal forwarders. Figure 5 describes the virtual graph-based
routing.

To minimize the sensor energy usage in data trans-
mission, virtual graph with maximum matching theory is
applied in which nearest next hop is selected for fast data
transmission without any packet loss. Sensors in active state
sense the event about the environment and then send the
sensed report to the sink node through AUV and next hops.

In this algorithm, bicriteria is used such as Rξ and ERξ
for first criteria and CL and ECL are considered as the second
criteria to find the perfect match. For each node, the con-
nectivity to become maximum match (MM) is derived from
the Bayesian theory as follows:

C Si Rξ􏼐 􏼑|MM􏼐 􏼑 �
C MM|Si Rξ􏼐 􏼑􏼐 􏼑C Si Rξ􏼐 􏼑􏼐 􏼑

C(MM)
, (12)

C Si ERξ􏼐 􏼑|MM􏼐 􏼑 �
C MM|Si ERξ􏼐 􏼑􏼐 􏼑C Si ERξ􏼐 􏼑􏼐 􏼑

C(MM)
, (13)

C Si CL( 􏼁|MM( 􏼁 � C MM|SiCL( 􏼁C
Si CL( 􏼁

C(MM),
􏼠 (14)

C Si ECL( 􏼁|MM( 􏼁 � C MM|SiECL( 􏼁C
Si ECL( 􏼁

C(MM),
􏼠 (15)

where equation (12) computes the probability of a node Si to
become a next hop based on its Rξ . Similarly, equations
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(13)–(15) compute the probability based on current load and
expected load, respectively. Here, the maximum matched
values are mapped between 0 and 1 range. )e source CH
found the MM for all available next hops and sorted the best
set of matches. )e set of possible matches by matching
theory is illustrated in Table 3.

4.5. Relay-Assisted Void Hole Repair. During the route se-
lection process when transmitting the data through different
sensor nodes, a VOID hole may appear. Once the void hole is
detected, then the report is generated and sent to the AUV.
Mainly each CH in the cluster aggregates the sensor data and
forwards them to the AUV through an optimal selected route,

and in case a hole is detected during the routing process, the
AUV then takes the optimal decision on the void hole repairing
by selecting an optimal repair position by the relay nodes. In this,
we introduced the novel relay-assisted void hole repair
mechanism (ReVHR). On receiving void requests, the AUV
selects an optimal relay node to repair the hole by replacing the
failed node in the route. )e relay node selection is carried
based on AUV trajectory distance factor from the detected
hole. )en, optimal position of the relay is determined by the
bicriteria mayfly optimization (BiCMO) algorithm. )e
BiCMO considers the following objective functions:

OF � Min ml􏼂 􏼃&&Min n(h)􏽨 􏽩􏽮 􏽯, (16)

s1 s1 s1

XT–1 XT XT+1

YT–1 YT YT+1Observations

State

Kernel
values

Residual energy

Buffer factor

Coverage rate

Dynamic kalman
filter

Kernel function
Predicted output

S A T

S (1)

S (2)

S (n)

Time

Sleep

Active

Transmit

Sleep

Figure 3: Dynamic sleep scheduling.

Input: Total Cluster Members i

Output: Scheduled Mode
(1) Begin
(2) Initialize i � s1, s2, s3, . . . .􏼈 􏼉 /∗sensors in a cluster∗/
(3) For each i

(4) Find Rξ , ςf, and χr

(5) List RE ςf, and χr for each k

(6) Find Dynamic Kernel Values
(7) if (Rξ <RξTh&&ςf < ςf(Th)&&χr < ςf(Th))

/∗comparison with threshold∗/
{
assign sleep mode

else
assign active mode
}

end if
(8) End for
(9) End

ALGORITHM 2: Member-balanced scheduling.
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where ml is the moving length and n(h) is the number of
holes. )e moving distance, number of holes, number of
CHs, and energy level of the region are considered for
repositioning the void holes. Once the relay node is
repositioned, the source CH transmits the data to AUV
through the relay node. In this way, the void hole is
repaired and the data are transmitted to AUV without
loss.

Algorithm 3 describes the pseudocode for mayfly-based
replay selection. )e fitness value is computed for each node
by biobjectives. )e computational complexity for this

algorithm is O(N), where N denotes the number of un-
derwater sensors.

5. Simulation Results

In this section, the simulation results are presented for the
proposed REVOHPR protocol is evaluated in terms of en-
ergy consumption, packet delivery ratio, and throughput for
effective data transmission and hole detection and repair
mechanisms. In addition, the proposed ReVHR protocol is
compared to similar UWSN protocols such as ESRVR [38],

Figure 5: Virtual graph-based routing.

Table 3: Set of rules for forwarder selection.

Rξ ERξ CL ECL Status of node

<0.5 <0.5 <0.5 <0.5 Partially match
<0.5 <0.5 >0.5 >0.5 No match
<0.5 >0.5 <0.5 <0.5 No match
<0.5 >0.5 >0.5 >0.5 No match
>0.5 <0.5 <0.5 <0.5 Highly match
>0.5 <0.5 >0.5 >0.5 Partially match
>0.5 >0.5 <0.5 <0.5 Partially match
>0.5 >0.5 >0.5 >0.5 No match
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Figure 4: Performance plot for DK2F.

Security and Communication Networks 11



ACMC [40], and PSO [41]. )e detailed description of the
simulation environment and comparative study is specified
as follows.

5.1. Simulation Setup. )e simulation of the proposed vs.
existing protocols for data transmission in UWSN is
implemented using NS3.27. In NS3, AquaSim as shown in
Figure 6 is one of the significant modules for underwater
sensor environment simulation, and besides other modules,
it supports to create the network model. )e simulation
parameters used in the proposed REVOHPR model are il-
lustrated in Table 4. )e simulation parameters are not
constrained by any limit. )e simulation is performed using
the Ubuntu 14.04 LTS operating system with a 32 bit pro-
cessor. Compared to the other simulators, NS3 is a more
flexible tool to simulate clustering, sleep scheduling, inter-
cluster routing, and void hole detection and repair mech-
anism. )e procedure for simulation is depicted in Figure 7.

As discussed above, the simulation result is indicated in
Figure 8. )e sensor data are collected by the AUV and
transmitted to the onshore sink for further processing.

Figure 9 shows the flowchart of the proposed ReVOHPR
protocol. )is step evaluates the performance of the protocol.
At the end of the simulation, graphical plots are drawn by the
simulation result. Our protocol is dynamic and supported for
diverse nature (applications and dynamic range of simulation).

5.2. Application Scenario: Sea LifeMonitoring. )e proposed
protocol is tested for sea life monitoring. In this case, the
sensors used are suitable for underwater animal monitoring
that is deployed in the ocean and record real-time events
from the environment. Two types of underwater sensors are
used for sea life monitoring, i.e., physical sensors and
chemical sensors. Pressure, oxygen, and temperature are the
physical sensors, whereas salinity, turbidity, pH, nitrate,
chlorophyll, and dissolved oxygen are the chemical sensors.

)e representation of the sea life monitoring is depicted
in Figure 10. )e type of sensors and their purpose is de-
scribed in Table 5. )e specification of each sensor is il-
lustrated in Table 6. Ocean climate is changed over a long
period which is hazardous to marine life. For example,
abnormal sea temperatures affect the life of sea animals.

5.3. Comparative Study. In this section, we illustrate the
performance analysis of the proposed and previous proto-
cols in terms of various QoS and energy consumption
metrics as energy consumption, delay, throughput, and
packet delivery ratio (PDR). )e previous protocols for data
transmission and void hole repair can be follows: ESRVR
[38], ACMC [40], and PSO [41].

5.3.1. Energy Consumption. Energy is a significant metric in
underwater sensor communications. In the underwater
sensor network, acoustic signals are transmitted in a cy-
lindrical way. Higher energy consumption must be avoided
since it represents the worst performance of the network.
Packet transmission loss between two nodes is the major
reason for higher energy consumption. )is transmission
loss t(l) is computed by follows:

t(l) � 10 log
R1

R2
, (17)

where R1 and R2 are the source and destination nodes of the
transmission. Average energy consumption is the sum of
energy consumed by all nodes in the network during idle,
packet transmission, reception, and sensing:

E(i) � 􏽘
N

i�1
E Txi( 􏼁 + 􏽐

N

i�1
E Rxi( 􏼁 + 􏽘

N

i�1
E Sei( 􏼁 + 􏽘

N

i�1
E Ii( 􏼁,

(18)

where N represents the total number of nodes, Txi is the
sum of energy for transmission, Rxi is the sum of energy for

Input: n nodes’ number
Output: Void Repair
Procedure:

(1) Initialize population
(2) For all sensors
(3) Estimate the fitness
(4) Find the total fitness ( )� (1), (2), . . .

(5) Compute the node probability
(6) Identification of Relay Node

If (Probability� �High)
Assign Node→VHR//VHR–Void Hole Repair
Alert broad-casted to next relay nodes

Else
Move to next node

End if
(8) End for
(9) End

ALGORITHM 3: Mayfly-based relay node selection.
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Figure 6: AquaSim module in NS3 for acoustic communication.

Table 4: NS3 simulation parameters.

Parameter Specification

Network parameters

Simulation area 1000×1000×1000
# of underwater

sensors 100

# of relay nodes 10
# of AUVs 3
# of sink 1

Number of clusters 5–7
Simulation time 300 seconds

Modules used AquaSim, antenna, config store, CSMA, LTE, AODV, mesh, mobility, DSR, flow monitor,
and internet

Underwater sensor
parameters

Packet size 512 kB
# of packets 20–200

Packet time interval 100 milli seconds
Data rate 10–20Mbps

Initial energy per
sensor 70 J

Transmission range 300m

Cluster head

Cluster
member
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Figure 7: Simulation setup for REVOHPR protocol.
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Figure 8: Simulation running in NS3.

Begin
simulation

Define 3D simulation area (x, y, z) and
deploy underwater sensors, relay

nodes, sink node, multi-AUVs

Perform clustering and CH selection by E2R
protocol

CH collects data and performs
member-balanced sleep

scheduling by DK2F

Perform virtual intercluster
routing via CHs

If state is
transmit

Wait for active state

Collected data from all
CHs in the level

End
simulation

Void hole
detection and

repair via reply
nodes

Yes

No

Figure 9: Flowchart for REVOHPR protocol.
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reception, Sei is the sum of energy consumed in sensing, and
Ii is the node at idle state.

Figure 11 represents the sum of energy consumption rate
of ReVOHPR against the previous protocols as ACMC,
ESRVR, and PSO. Mathematical computations and number
of iterations for cluster formation, CH selection, and routing
consider more energy consumption. )ese processes were
used to reduce the residual energy. )e effective selection of
CH and routing by the virtual graph algorithm reduce
overhead in packet transmission. Furthermore, sleep

scheduling idea is used which saves energy and improves the
network lifetime. )e graphical plots show that the amount
of energy consumption increases with respect to the number
of nodes. However, network density is the primary factor
that affects the network performance in terms of energy
consumption and QoS. Figure 11 shows the performance of
average energy consumption with respect to the number of
packets per second. Data transmission is performed in a
multihop fashion. When the sensors in the network com-
municate to the surface sink directly by single-hop fashion,

Temperature
sensor

Pollution
sensor

pH sensor

Passive
acoustic
sensor

Electro
optical

imaging
sensor

Active
acoustic
sensor

Figure 10: Sea life monitoring in UWSN.

Table 5: Sea life sensors.

Animal type Animal status Suitable sea sensors
Dolphins Below sea surface Active acoustic monitoring sensorsWhales
Seals Frequently near or at sea surface Electro optical imaging sensorsTurtles
Fish Frequent distinct vocalization Passive acoustic monitoring sensorsPorpoises

Table 6: Underwater sea life monitoring sensors.

Sensors Observed pattern Range Accuracy Power supply Unit
SBE16plus V2 Temperature −5–+30°C ±0.0055°C 9–30V °C
GT301 Pressure 0–60 <±0.5% of FRO 24V Bar
SBE16plus V2 Conductivity 0–9 ±0.0005 9–30V S/m
OBS–3+ Turbidity Mud: 5000–10,000mg/L 0.5NTU 15V NTU
PS 2102 pH 0–14 pH ± 0.1 N/A pH
YSI 6025 Chlorophyll 0–400 μg/L 0.1 μg/L 6V μg/L
ISUS V3 Nitrate 0.007–28mg/L ± 0.028mg/L 6–18V mg/L
SBE 63 Dissolved oxygen 120% 0.1 6–24V mg/L
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then the energy consumption rate is higher. In addition,
single-hop andmultihop network performance is not similar
in energy consumption rate. Distance between the source to
the sink is higher or lesser in single hop whereas multihop
routing often has a smaller number of relay nodes. In PSO
and ESRVR, packets are transmitted in single hop to the
surface sink. Compared to ACMC, ESRVR, and PSO, the
proposed ReVOHPR consumes minimum energy, i.e., 37%,
42%, and 67%, respectively.

5.3.2. Delay. It is the amount of time required for data
transmission from source (underwater sensor) P(S) to the
destination node (surface) P(D). In other words, delay is
computed from the generation to the destination reception.
)e successful packets are counted up in delay computation.
)is is computed as follows:

D � P(S) − P(D). (19)

Figure 12 shows the performance of delay with respect to
the number of nodes. )e proposed ReVOHPR forwards
packets by CH, and aggregated packets forward to next hop
using the multihop routing algorithm. Ocean depth is the
major element to consider in both clustering and routing.
When the depth of ocean is higher, then the packet col-
lection time is higher. )e delay is higher in PSO when it
processes with packets without processing the void hole
detection and prevention. )e void management in the
proposed ReVOHPR protocol improves the network data
transmission and improves the node’s presence. )us, the
delay in packet transmission is eliminated. )e PSO-based
algorithm is not sufficient for data transmission. Since, it has
a low convergence rate in the iterations.

)e total delay required for data transmission from
source to the destination with respect to the number of
packets is very higher for previous protocols. It is illustrated
in Figure 12. It is computed by several factors as propagation
delay, transmission delay, number of hop counts, and dis-
tance between two nodes. ReVOHPR utilizes the relay-based
void hole prevention and repair. )is efficiently helps to
identify the presence of void and handles it precisely. )e

increased frequency of void occurrence increases delay when
the number of nodes increases for the lengthy route. )e
computational time required in high traffic congestion is
exponential, and it does not suit for event-based data
transmission.

5.3.3. &roughput. It is the positive metric that defines the
amount of packet transmitted in a time. When measuring
the maximum throughput in packet transmission, then the
communication link or network access is reliable. It is
computed as follows:

Throughput
bits
sec

􏼠 􏼡 �
Sum (N(Sp)∗APS)

T(t)
, (20)

where N(Sp) is the number of successful packets, APS is the
average packet size, and T(t) is the total time spend for
packet transmission. )e simulation results in Figure 13
show that the performance of the proposed ReVOHPR is
higher than the previous protocols. It is analyzed by both
number of nodes and the number of packets per second.

Due to the less traffic congestion and immediate route
identification from CH to the AUV, throughput for trans-
mitted packets is high. Unfortunately, existing works have
obtained high communication overhead and high traffic
congestion. When network size expands, then the perfor-
mance of throughput is low. Hence, ACMC is not able to
handle the high volume of traffic. ESRVR is suited only when
the network has limited number of nodes and processing
with limited number of communications. In addition, it uses
two-hop information for routing packets. )is is insufficient
in achieving higher throughput. A large number of void
holes decrease network performance. In this case, frequent
void hole mitigation is important that degrades network
throughput.

Figure 13 shows the performance throughput with re-
spect to the number of packets processed per second. Relay-
based void hole detection and mitigation addresses and
avoids the multivoid hole prediction.)is problem improves
energy efficiency andQoS-basedmetrics such as throughput,
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Figure 11: Impact of energy consumption.
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delay, and PDR. In ACMC, clusters are formed using the
K-means algorithm in which centroid selection must be
optimum and cluster size must be known. Data transfer time
and mode are frequently changed and adapted in the pro-
posed protocol. Hence, we obtained higher throughput than
the previous protocols. We have used the end-to end ap-
proach to improve the network throughput for a longer
period.

5.3.4. PDR. PDR is the packet delivery rate metric analyzed for
every node in the network in data transmission time. It is defined
as the sum of packets successfully received at the destination
node from the source node. It is computed as follows:

PDR �
N(P(R))

N(P(G))
, (21)

where N(P(R)) is the number of packets received at the
source node and N(P(G)) is the number of packets gen-
erated at the source node.

Figure 14 shows the simulation results for the PDR with
respect to the number of nodes and number of packets
processed per second. )e plot of PDR in ReVOHPR in-
creases when the network density increases. Optimum relay
selection for routing packets from source CH to the desti-
nation CH improves the PDR, and also a number of void
holes are detected and mitigated in the proposed protocol.
)e existing protocol, i.e., ACMC, uses simple void handling
procedure that failed since single metric is considered for void
hole detection. On behalf of void hole mitigation, packets
transmitted to the next hop are guaranteed, and also it ensures
the packet delivery. When void hole is determined, then relay
node is near to use as a replacing part, and in contrast, a
previous protocol such as PSO and ESRVR does not fit for
robust data transmission. In PSO, two-level CHs are elected
which increases overhead in data transmission. Furthermore,
in PSO, void hole prediction consumes more processing and
hence packet losses are very high whereas ESRVR uses two
hops for data transmission. )e selection for two hops is not
reliable in this work. Hence, PDR is very lower.
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5.4. Results and Discussion. Based on the simulation results
of the proposed REVOHPR protocol with the previous
protocols, it is concluded that the REVOHPR offers various
benefits. Due to the development of a new protocol for data
transmission and void hole mitigation in UWSN, the
number of active nodes rate increases, where the dead node
count is reduced. )e minimization of the overall energy
consumption and the improvement of the overall QoS in the
proposed REVOHPR is achieved due to the following set of
processes implemented.

(i) Cluster formation and optimum CH selection by
E2R protocol that improves these processes and
avoids frequent cluster formation by considering
the centrality factor and success rate of each node.
By this method 37% of energy consumption is
reduced.

(ii) Void hole repair algorithm addresses the packet
dropping issues and also eliminates the packet
retransmission.

(iii) Virtual graph construction process reduces the
complexity, which increases the lifetime of network
than the previous protocols.

6. Conclusion

In this paper, the void hole problem is addressed for energy
consumption reduction. For this purpose, ReVOHPR pro-
tocol is proposed which deals with the four processes, the
level-based clustering in which E2R protocol is presented for
stable CH selection. )en, dynamic sleep scheduling
mechanism is considering to improve the lifetime of a
network which is dynamic by implementing the DK2F al-
gorithm. )e virtual graph-based routing algorithm is
presented for data transmission in which virtual route is
established between the source CH and the destination. To
avoid data transmission delay, multiple AUVs deployed to
gather data packets. Finally, relay-assisted void hole detec-
tion and repair is presented which eliminates the multiple
void hole problems for a longer period. Our simulation

results show that the proposed ReVOHPR protocol exceeds
the performance than baseline protocols as ESRVR, ACMC,
and PSO in terms of energy consumption, packet delivery
ratio, throughput, and delay.

In the future, we planned to focus on the security aspect
of data transmission to avoid threats in UWSN. In this case,
various attacks in UWSN are detected and mitigated to
further reduce the energy consumption and improve the
QoS [42–44].
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Vehicular crowd sensing is a promising approach to address the problem of traffic data collection by leveraging the power of
vehicles. In various applications of vehicular crowd sensing, there exist two burning issues. First, privacy can be easily com-
promised when a vehicle is performing a crowd sensing task. Second, vehicles have no incentive to submit high-quality data due to
the lack of fairness, which means that everyone gets the same paid, regardless of the quality of the submitted data. To address these
issues, we propose a smart privacy-preserving incentive mechanism (SPPIM) for vehicular crowd sensing. Specifically, we first
propose a new SPPIM model for the scenario of vehicular crowd sensing via smart contract on the blockchain. (en, we design a
privacy-preserving incentive mechanism based on budget-limited reverse auction. Anonymous authentication based on zero-
knowledge proof is utilized to ensure the privacy preservation of vehicles. To ensure fairness, the reward payments of winning
vehicles are determined by not only the bids of vehicles but also their reputation and the data quality. (en, any rewarded vehicle
can get the fair payment; on the contrary, malicious vehicles or task initiators will be punished. Finally, SPPIM is implemented by
using smart contracts written via Solidity on a local Ethereum blockchain network. Both security analysis and experimental results
show that the proposed SPPIM achieves privacy preservation and fair incentives at acceptable execution costs.

1. Introduction

As the population of cities starts to grow, the number of cars
begins to increase, which has caused congestion problems on
the roadways and the parking lots [1]. It is not only an
inconvenience for commuters but can also cause billions of
dollars in lost time and wasted fuel. Smart transportation is a
solution to make real-time control decisions for traffic ef-
ficiency and security, where large amounts of traffic infor-
mation are needed [2]. Nowadays, vehicles have more
powerful sensoring, storing, and computing capabilities, and
they are capable of collecting and sharing data. As for data
acquisition, the ubiquity of crowd sensing has enabled the
emergence of vehicular crowd sensing (VCS), which le-
verages the power of vehicles to collect massive traffic data
[3]. As shown in Figure 1, when there is an emergent traffic
event (e.g., rear-end accident or traffic jam) on the roadway,
the vehicles around the location of the event can submit the
real-time traffic data to the nearby road side units (RSUs),

i.e., vehicles perform the crowd sensing task distributed by
the transportation administration (TA) via RSUs. However,
due to the resource consumption, fairness, and privacy
leakage problems, vehicles may be reluctant to participate in
crowd sensing tasks without an effective and fair incentive
mechanism and privacy protection solutions.

Some privacy-preserving incentive mechanisms (PPIMs)
have been proposed for protecting vehicles’ privacy in VCS.
However, these schemes either rely on a central platform [4]
or lack of considering the fairness of the incentive mech-
anism [5], leading to collusion attack [6], potential privacy
disclosure, or inadequate incentive. As the most popular
distributed technology, blockchain has enabled incentive
mechanism in VCS for secured authentication and collusion
attack resistance. To be specific, smart contracts running on
the blockchain take the place of the centralized platform to
run the incentive mechanisms, which handles all interac-
tions and overcomes the challenges of centralized execu-
tion, e.g., collusions between TA and RSUs, RSUs and
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vehicles. Although a few blockchain-based PPIMs [4, 5, 7]
have been proposed, they either need a trusted third party
to assist the privacy protection [4, 7] or lack the fairness of
the payments [5].

To address the privacy issue, a commonmethod is to take
advantage of the anonymous mechanism, i.e., each vehicle
has multiple pseudonyms or anonymous credentials which
can be anonymously authenticated to protect the vehicle’s
privacy. However, there exists limitation to perform com-
plex operations on a blockchain, e.g., in Ethereum, and the
gas requirements of an operation cannot exceed the block
gas limit. Hence, it is challengeable to design “light” oper-
ations of anonymous authentication on the blockchain to
fulfill the privacy protection of the vehicles in VCS.

To address the fairness issue, most auction-based in-
centive mechanisms [4, 8–10] encourage vehicles to take part
in crowd sensing tasks, where they submit bids to the central
platform to compete for a task. (e platform selects winning
users to perform tasks and get paid. Nevertheless, it is unfair
to determine the winners and the payment only depending
on the bids and without considering the reputation of the
vehicles and the submitted data quality. Hence, it cannot
motivate people to submit high-quality sensory data.

In this paper, to address these challenges, we propose a
smart privacy-preserving incentive mechanism (SPPIM) to
stimulate the vehicles to submit high-quality sensory data
and get fair payment with privacy protection. We focus on
the vehicles’ privacy protection without a trusted platform
and aim to design a fair incentive mechanism which results
in a rational payment according to the past and present
performance of the vehicle. Specifically, the main contri-
butions of this paper are as follows:

(i) We design a smart privacy-preserving incentive
mechanism model and give an effective SPPIM
based on budget-limited reverse auction via smart
contract, which can ensure fairness of the payments
for vehicles and data quality assurance for the task
initiator.

(ii) SPPIM preserves the vehicles’ privacy by using
anonymous credentials without any trusted party.
Meanwhile, bids preservation is achieved by using
Pedersen commitment [11] from the vehicles to the
task initiator. Anyone who obtains a committed bid,
except the task initiator, is unable to get information
about the bid’s value.

(iii) We make a theoretical security and privacy analysis
of the proposed SPPIM and evaluate the performance
of the incentive mechanism by computing the utility
of the vehicle and the task initiator. Furthermore, we
implement the proposed SPPIM on the Ethereum
testnet to verify its feasibility and provide a com-
prehensive analysis of the performance.

2. Problem Statement

In this section, we formalize the system model of vehicular
crowd sensing, the smart PPIMmodel, and the threat model
and also identify our design goals.

2.1. SystemModel. (e system model mainly consists of the
following four entities: block chain network, fog servers, task
initiator, and vehicles as shown in Figure 2.

(i) Blockchain network has a decentralized and public
ledger, which is shared with the legitimate miners
and vehicles, and serves for SPPIM in vehicular
crowd sensing. Smart contracts are designed to
define and execute contracts, consisting of functions
and data. Without a trusted platform, SPPIM is
executed in a verifiable manner via smart contracts.
New blocks, with all transactions of the incentive
mechanism for vehicular crowd sensing task, will be
audited and finally added to the block chain.

(ii) Fog servers are honest but are curious and connect
with vehicles via wireless links. We assume that fog
servers, acting as miners, have powerful computing
and storage capabilities, and they act as the con-
sensus nodes to maintain the blockchain network.
Each fog server stores the whole ledger, which
enables the validation of the blocks and transac-
tions. Fog servers are also in charge of verifying the
registration of the task initiator and vehicles and
take control of the data quality.

(iii) Task initiator publishes the sensing task and pays
the reward to winning vehicles via smart contracts.
(e task initiator communicates with the fog servers
via the smart contracts, which are deployed on the
fog servers. In our scenario, transportation ad-
ministration (TA) takes the role of the task initiator.

(iv) Vehicles assume that there are N vehicles, denoted
by V � (V1, V2, . . . , VN), competing for a sensing
task, and each vehicle Vj will submit a bid bj, the
current reputation Rj, and the sensory data Dj.
(en, vehicles can get some rewards according to
their reputation and the submitted data quality.

Rear-end
 accidents

Allocating/performing sensing tasks
Communication between RSUs 

RSU

TA

Figure 1: A vehicular crowd sensing scenario of an emergent traffic
condition.
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2.2. SPPIM Model. A decentralized PPIM system can be
obtained by our SPPIM model as shown in Figure 3. We
leverage the smart contract to replace the centralized plat-
form. Our SPPIM model, based on budget-limited reverse
auction [9], consists of a task initiator TA and N vehicles,
i.e., V � (V1, V2, . . . , VN). (e task initiator wants to gather
some data, such as emergent traffic conditions, and then
publish a crowd sensing task. Vehicles are willing to collect
this type of data and bid for the task. In this model, the task
initiator acts as a buyer and vehicles act as sellers. All vehicles
and the task initiator enter the auction process for reward
payments and sensory data acquisition. (e workflow of the
proposed SPPIM model is as follows.

(i) TA deploys a sensing task via smart contract on the
block chain.

(ii) Vehicles prove their legitimate identities to fog
servers anonymously.

(iii) Legitimate vehicles provide their bids to fog servers,
which run the deployed smart contracts to deter-
mine the winner set Bw of the auction.

(iv) Winning vehicles submit the required data, and fog
servers calculate the reward payment P. Vehicles
whose data quality meets the requirements get paid
according to the data quality.

(v) TA gets the collected information from the fog
server.

(vi) Fog servers verify all the transactions and build new
blocks periodically.

We present the key notations used in this article in
Table 1.

2.3. !reat Model. We assume that fog servers follow the
protocols but are also curious about vehicles’ privacy. Task
initiators and vehicles are not trusted because they can
launch attacks out of self-interests.

(i) Fog servers can launch passive attacks, and they are
interested in the identity of task initiators and ve-
hicles from the submitted messages and transac-
tions. And they may be compromised or colluded
with some vehicles or task initiator leading to
privacy disclosure.

(ii) A task initiator may publish a sensing task without a
reward guarantee and prematurely abort a task, and
it may also try to obtain the private information of
vehicles by accessing the block chain.

(iii) Vehicles are also curious about other vehicles’
identities and bids. A dishonest vehicle may forget
its reputation and try to get private information of
other vehicles. A misbehaved vehicle may steal
sensory data or collude with other vehicles to get
extra rewards.

(iv) External adversary can eavesdrop the transmitting
messages to violate vehicles’ privacy. And it may
impersonate a legitimate vehicle to perform a crowd
sensing task and even trick a task initiator into
paying for a reward.

2.4. Design Goal. Our goal is to design a privacy-preserving
incentive mechanism with enhanced fairness for vehicular
crowd sensing. Specifically, the proposed SPPIMwill achieve
the following requirements:

(i) User Authentication. No adversary can impersonate
a legitimated vehicle. Any participant, including the
task initiator and the vehicles, should be authen-
ticated in an anonymous way.

(ii) Identity Privacy. (e task initiator and the vehicles’
privacy can be protected. Anyone including the fog

Blockchain

The winning vehicles upload the sensory data

Block 1 Block 2 Block 3

Vehicles get paid from TA via smart contract.

Fog servers verify transactions and write it
into a block.

Fog servers

TA

Vehicles

Smart
contract

1

TA publishes the sensing task.1

Vehicles complete identity verification.2

Vehicles bid for the task, and get the
winner set.

3

4

5

6

2

3

4

6
5

Figure 3: (e smart PPIM model of vehicular crowd sensing.

Fog servers act as miners

Blockchain read and write

Fog server

Vehicles
Task initiator

Miners

Blockchain......

Figure 2: A system model of vehicular crowd sensing.
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server cannot identify vehicles’ real identities when
a task initiator publishes a task or a vehicle performs
a sensing task.

(iii) Bid Privacy. All vehicles cannot know the bids
submitted by others before committing to their own
bids. (is can help prevent the vehicles’ collusion.

(iv) Financial Fairness. Vehicles get paid depending on
their bids, the past, and current performance, i.e.,
reputation and the data quality. Meanwhile, vehicles
or TA may attempt to deviate from the contract or
prematurely abort, which will affect the SPPIM.(e
aborting parties will be financially penalized.

(v) Collusion Attack Resistance. If the TA or a fog server
is compromised or colluded with some vehicles or
task initiator, the SPPIM can still work well.

3. Preliminaries

We take advantage of the following cryptographic building
blocks and technologies to construct our SPPIM.

3.1. Cryptographic Building Blocks. Bilinear Pairing [12]. Let
G1, G2, and GT be three cyclic groups of the same prime
order q. A function e: G1 × G2⟶ GT is a bilinear map if
the following properties hold:

(i) Bilinearity: e(ua, vb) � e(u, v)ab, for all u ∈ G1,
v ∈ G2, and a, b ∈ Zq

(ii) Nondegeneracy: e(g1, g2)≠ 1, where g1 andg2 are
generators of G1 and G2, respectively

(iii) Computability: there exists an algorithm which can
compute e(u, v) efficiently for all u ∈ G1 and v ∈ G2

Zero-Knowledge Proof [13]. A zero-knowledge proof is a
two-party (i.e., a prover and a verifier) protocol which allows
a prover to convince the verifier that something is true
without revealing any information. Specifically, a prover
convinces a verifier of knowledge of values (a1, . . . , an) that
satisfy the predicate P denoted by

ZkPoK a1, . . . , an( 􏼁|P a1, . . . , an( 􏼁􏼈 􏼉, (1)

ZkPoK can be used as an effective way to design a secure
public-key cryptosystem. In this paper, we use zero-
knowledge proofs to generate the anonymous credentials of
vehicles and to complete the anonymous authentication.

3.2. Reverse Auction. (e auction usually acts as an effective
way to allocate goods or services to bidders who give the
highest bidder [14]. An auction becomes a reverse auction
when swapping the roles of the buyers and the sellers. (e
reverse auction model was first applied in a participatory
perception system in Lee and Hoh [15] and has been widely
used as a design model for incentive mechanisms in mobile
crowd sensing [16–18]. Similarly, the reverse auction is a
good solution for monetary incentives in vehicular crowd
sensing, which encourages vehicles to sell their data.

In this paper, we use reverse auction with budget con-
straints [9] to model our incentive scenario. (e vehicles act
as sellers/bidders and will be selected to collect data. And the
TA acts as a buyer, who purchases data provided by the
vehicles with a limited budget.

3.3. Blockchain and Smart Contracts. Blockchain [19] is a
distributed and public ledger which maintains an ever-
growing list of digital transactions, which can be verified and
audited by any users. Since blockchain provides a secure
method for online transactions among anonymous

Table 1: Key notations.

Notation Definition
λ (e security parameter
q A large prime whose length is λ
Zq An additive group of order q

G, GT Two cyclic groups of the same prime order q

g, g1 Generators of G

μ A daily verification key
e(., .) A nondegradable bilinear mapping
H(.) A collision-resistant hash function
Ω A bloom filter for fast authentication factors
(s, YF � gs) (e fog’s private key and public key
X, Y, Z X � gx, Y � gy, Z � gz for x, y, z ∈ Zq

Cred An anonymous credential of a vehicle
V Legitimate vehicles consist of V1, V2, . . . , Vn

Bmax TA’s budget
〈bi, Ri, loci〉 (e bid, reputation, and the location of vehicle Vi

C Pederson commitment
D (e data structure of the sensory data
ωi(c),ωi(t) (e weight of the accuracy of the data and the submission time
qi (e data quality of vehicle Vi

m′ (e amount of vehicles who submit high-quality data
pi (e reward for vehicle Vi in the reward payment P
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participants, it is inherently consistent with our require-
ments, i.e., without a trusted third party. Recently, smart
contract [20] has been adopted to allow users to define and
execute contracts on the block chain. A smart contract is a
computer code running on top of a blockchain containing a
set of rules under which the parties to that smart contract
agree to interact with each other. If and when the predefined
rules are met, the instruction of the agreement is auto-
matically enforced. (e rules of transactions in our SPPIM
can be enforced with smart contracts, which avoid the
collusion attack [21] between the TA and the fog server, and
then vehicles’ equity is guaranteed.

4. The Proposed Smart Privacy-Preserving
Incentive Mechanism

In this section, we first describe the overview of our SPPIM
and then specify the detailed mechanism and the corre-
sponding smart contracts.

4.1. Overview of the Proposed Incentive Mechanism. Our
proposed SPPIM consists of anonymous authentication
mechanism, privacy-preserving winner selection algorithm,
and fairness-enhanced reward payment scheme.

(i) Anonymous Authentication Mechanism. (e fog
servers generate the system parameters and set the
private key and public key. Vehicles get their
anonymous credentials with the help of fog servers
via the zero-knowledge proofs of knowledge. A fast
authentication factor corresponding to each legiti-
mate vehicle is stored in a bloom filter [22], which is
kept on the blockchain for quick anonymous au-
thentication. After passing the authentication, the
vehicle can compete for a sensing task.

(ii) Privacy-Preserving Winner Selection Mechanism.
When a vehicle competes for a sensing task, it first
anonymously authenticates itself and bids for it. All
legitimate vehicles and TA enter the reverse auction
process for the sensing task. Since the location of the
same abnormal traffic condition should not be very
different, vehicles with excessive location deviation
will be filtered. (e winner selection mechanism
also takes advantage of Pedersen commitment [23]
to maintain bid’s privacy. Vehicles first submit their
commitments to the sealed bids on the smart
contracts and then reveal the commitments secretly
to the fog server, who runs the winner selection
algorithm to determine the winner set of the task
depending on the bids, reputations, and their pre-
cise locations.

(iii) Fairness-Enhanced Reward Payment Scheme. To
enhance the fairness of payment, the payment
profile should be generated according to the current
and previous performance of vehicles. (is can
motivate the vehicles to actively take part in crowd
sensing tasks and to provide high-quality data. In
time-sensitive VCS scenarios, the untimely

information is useless, so vehicles are required to
submit their reports timely. Hence, the data quality
is quantified by two factors: the data accuracy and
the submission time. (e payment profile is gen-
erated by the submitted bids and the quantified data
quality of the vehicles. (e task initiator TA pays
and gets the balance, and the vehicles get rewards
according to the payment profile in an anonymous
way via smart contracts. Finally, fog servers verify
and write the transactions into the block.

4.2. Detailed Mechanism

4.2.1. Anonymous AuthenticationMechanism. (eproposed
anonymous authentication mechanism consists of① system
setup; ② anonymous certificate generation; and ③ anony-
mous authentication described as follows:

① System setup (offline):

(i) (e fog server runs setup to obtain public pa-
rameters
para � G, GT, q, g, g1, gT, e, H, X, Y, Z, μ, YF􏼈 􏼉.
(G, GT) is a bilinear map group of a prime order
q> 2λ, where λ is the security parameter. e(., .) is
the bilinear map satisfying e: G × G⟶ GT. g

and g1 are generators of G, and e(g, g) is defined
as gT. H: Zq⟶ Zq is a collision-resistant hash
function. (e fog server F selects s ∈ Zq ran-
domly as its private key, and the public key is
computed as YF � gs. F also selects x, y, z, μ ∈ Zq

to compute X � gx, Y � gy, and Z � gz. μ is a
period verification key. F initializes an empty set
Ω using bloom filter.Ω is reset periodically by the
fog server because anonymous credential is only
valid for a certain period.

(ii) Note that a vehicle cannot apply for more than
one anonymous credential within one hour for
the sake of security. We use a Boolean tag T to
mark the state of the vehicle, and T � 1 repre-
sents that the vehicle has applied for an anony-
mous certificate at some point. T will be updated
to be T � 0 once in a while, e.g., one hour or later.

② Anonymous certificate generation:

(i) Assume all vehicles are welcomed to compete for
the sensing task. (ey need to subscribe for an
anonymous credential when they want to per-
form the task. Once the vehicle requests an
anonymous credential, the fog server will set the
state tag T � 1. (en, the vehicle selects
(k, h) ∈ Z2

q randomly, calculates Δ � YkZh, and
sends (Δ, H(k)) to the local fog server.

(ii) (e fog checks whether H(k) does exist in Ω or
not. If it does, the vehicle will be guided back to
the above step. Otherwise, the fog server stores
H(k) into Ω. Here, we call H(k) as the fast
authentication factor. (e fog server verifies the
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identity of the vehicle by the zero-knowledge
proof of knowledge:

ZkPoK k, h{ }: Δ � Y
k
Z

h
􏽮 􏽯. (2)

(iii) (e fog returns “failure” if the proof is unsuc-
cessful. Otherwise, the fog sends (W, ]) to the
vehicle, where ] ∈ Zq and W � (XΔ)(1/]+s+μ).

(iv) (e vehicle checks whether the equation
e(W, YFg]+μ)�

?
e(XΔ, g) holds. It returns “fail-

ure” if the equation does not hold. Otherwise,
the vehicle’s anonymous credential cred � (W,

], k, h) is stored.

③ Anonymous authentication:

If a vehicle competes for a sensing task, it first au-
thenticates itself by offering H(k) to the fog servers. (e fog
runs the fast authentication algorithm to obtain TF. If
TF � 0, which means H(k) does not exist in Ω, the vehicle
will be rejected as an illegal participant. Otherwise, the
vehicle proves itself to the fog server in the zero-knowledge
proof of knowledge:

ZkPoK (W, ], k, h): W
]+s+μ

� XY
k
Z

h
􏽮 􏽯. (3)

If the proof is successful, the vehicle will be maintained
as a legitimate candidate vehicle for bidding (Algorithm 1).

4.2.2. Privacy-Preserving Winner Selection Mechanism.
(e goal of the proposed winner selection mechanism is to
select the winning vehicles with privacy preservation. (ree
factors, the submitted bid’s value, the vehicle’s location, and
the reputation, have been combined to determine the
winning vehicles. Reverse auction with TA’s budget con-
straints is adopted to model our mechanism. All vehicles and
the TA enter the auction process for crowd sensing task.
Each vehicle acts as a bidder and submits a bid commitment.
(e winning vehicles are determined by the winner selection
algorithm as shown in Algorithm 2.

(i) (e vehicle chooses a random c ∈ Zq, computes the
commitment of a bid b ∈ Zq as C � gbg

c
1 (see

function Commit in section 4.3.), and then sends C

to the local fog server.
(ii) (en, the vehicle reveals the values of b and c (see

function Decrypt and Reveal in section C) to open
the commitment C. Each vehicle Vi sends the
outcome ciphertext cipheri of encrypting (bi, ci) by
the public key of the local fog server YF.

(iii) (e fog servers verify the correctness of the opening
commitments to ensure that only the valid com-
mitments store on the SPPIM contract.

Note that the ciphertext of b and c is stored on the
SPPIM contract rather than being sent directly to the fog
server.

Assume the fog server F receives n bids 〈Ci, Ri, loci〉, i �

1, . . . , n from n legitimate vehicles V � (V1, V2, . . . , Vn),
where Ci represents the commitment of the bid bi submitted
by Vi, Ri refers to its current reputation, and loci � (li1, li2) is

the location using longitude and latitude, respectively. F first
computes the central position (l01, l02) of n locations and
calculates the Euclidean distance ρi of (l01, l02) and (li1, li2)

n

i�1.
(en, F checks whether ρi < 100m holds. If ρi > 100m, the
accuracy of the data is not up to the standard and then the
vehicle Vi will be rejected. Otherwise, the reward payment of
the vehicle Vi will be computed depending on the submitted
data quality.

(ewinner selection algorithm, depicted in Algorithm 2, is
given by taking the bid set B � 〈Ci, Ri, loci〉, i � 1, . . . , n, the
ciphertext cipheri, TA’s budget Bmax, and the highest bid price
b0 as inputs. (e output of the algorithm is the winner set Bw.

4.2.3. Fairness-Enhanced Reward Payment Scheme. We
propose a fairness-enhanced reward payment scheme, where
payment profile is generated depending on the data quality
and the reputation of the vehicletbl2alg3.

① Data Quality Measurement. To measure the data quality
submitted by the vehicle, the data structure of the
sensory data is defined asD � (task, cause, proof , time).
(e sensory data uploaded by the winning vehicles are
stored in the form as Table 2.

(i) Task is represented by the task number to dis-
tinguish different crowd sensing tasks;

(ii) Cause refers to the cause of abnormal traffic
conditions. For instance, “000″means there is an
accident at the location (l1, l2); “001” means
there is a traffic jam at the location (l3, l2).

(iii) Proof is the evidence the vehicle can upload to
prove the cause. How to identify the evidence is
out of the scope of this paper.

(iv) Time is the current time of submitting the
sensory data.

Assume the fog server F receives m sensory data
D1, D2, . . . , Dm􏼈 􏼉 from m winning vehicles for the
same task task, where Di � (task, ci, proof i, ti). (e
data quality is quantified by the submission time ti

and the data accuracy, which is determined by
hamming distance d(., .) of the causes.
Given cause ci computes m − 1 hamming distance
d(ci, cj) for all j≠ i to measure the similarity of the
abnormal traffic conditions. A weightωi(c) is assigned
to measure the accuracy of the data as shown in Al-
gorithm 3. A weight ωi(t) is assigned to measure the
submission time of vehicle Vi. (e earlier the upload
is, the greater weight the vehicle will gain. Finally, the
data quality of Vi is quantified by

qi � θωi(c) +(1 − θ)ωi(t), (4)

where θ denotes the importance of the data accuracy.
② Payment Profile Generation. (e payment profile is

generated by the data quality of the vehicle. For m

vehicles, the sum of the submitted bids is 􏽐
m
i�1 bi,

which satisfies 􏽐
m
i�1 bi ≤Bmax. Finally, the payment for

the vehicle Vi is given as follows:
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pi � qi 􏽘

m

i�1
bi. (5)

(is mechanism guarantees that as long as the vehicle
provides higher quality data, theywill getmore rewards.

4.3. Smart PPIM Contract. In this section, our SPPIM is
implemented via smart contract. After the SPPIM contracts
are created, vehicles can take part in the crowd sensing task.
(e contract accepts the submitted messages from the TA
and vehicles and executes the proposed algorithms auto-
matically. Figure 4 illustrates the process of a SPPIM con-
tract, involving all interactions among the TA, the vehicles,
and the smart contract.

(i) TA and the vehicles first register on the fog servers.
After the registration, vehicles get their anony-
mous credentials via zero-knowledge proof. TA
can launch a crowd sensing task.

(ii) A new SPPIM contract is deployed on the
blockchain. TA initiates a crowd sensing task.

(iii) Vehicles access the blockchain for new tasks and
authenticate themselves by providing their anon-
ymous credentials and the zero-knowledge proofs.

(iv) After vehicles pass the authentication step, they
submit their sealed bids.

(v) (e smart contract verifies the validity of the sealed
bids and then executes the winner selection al-
gorithm to determine winning vehicles.

Input: H(k), Ω
Output: TF � 1, 0{ }

(1) Check whether H(k) exists in Ω;
(2) if H(k) ∉ Ω then
(3) TF � 0{ };
(4) else TF � 1{ };
(5) end if
(6) return TF

ALGORITHM 1: Fast authentication algorithm.

Input: B � 〈Ci, Ri, loci〉, cipheri, Bmax and b0;
Output: (e winner set Bw.

(1) Bw � ∅, B D � 0;
(2) R0 � (1/n) 􏽐

n
k�1 Rk;

(3) for (i � 1; i + +; i≤ n&&BD≤Bmax)do

(4) ρi �

�����������������

(li1 − l01)
2 + (li2 − l02)

2
􏽱

;
(5) if ρi < 100m then
(6) invoke Decrypt(cipheri);
(7) invoke Reveal(Ci);
(8) obtain 〈bi, Ri〉;
(9) if (Ri ≥R0) then
(10) Bw � Bw ∪ bi|bi ≤ b0􏼈 􏼉;
(11) BD � BD + bi;
(12) end if
(13) end if
(14) end for
(15) return Bw

ALGORITHM 2: Privacy-preserving winner selection algorithm.

Table 2: (e storage format of the sensory data.

Task Cause Proof Time
No. 3 000 ∗.jpg 9 : 00am
No. 3 001 ∗.mp4 9 : 01am
No. 3 000 ∗.jpg 9 : 03am
⋮ ⋮ ⋮ ⋮
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(vi) (e winning vehicles submit the crowd sensing
data to the fog servers.

(vii) (e smart contract determines the payment profile
by executing the reward payment algorithm.

(viii) (e smart contract returns the balance of the TA,
and vehicles get their rewards according to the
payment profile.

Figure 5 provides the functions of the SPPIM contract in
a detailed overview.

(e Init(.) function defines all the parameters about the
registration. Fog server calls the Init(.) function to get the
public parameters para and generate anonymous credentials
together with vehicles. After Init(.), fast authentication
factors of legitimate vehicles are maintained in the bloom
filter Ω.

(e Create(.) function is used to deploy a new SPPIM
contract on the blockchain. If TA wants to start a task, it calls
Create(.) function with the parameters such as t1, t2, t3, t4,
t5, t6 which define the time intervals for the six phases: the
budget of a task TA.budget, the highest bidding price b0, the
legitimate vehicles set V, the list of bids B, the list of winning
vehicles Bw, and the reward payment profile P. TA is re-
quired to pay at least TA.budget to the contract in order to
prevent a malicious task initiator from initializing fake tasks
and then withdrawing illegally. (e highest bidding price b0
is used to prevent malicious vehicles to submit an excessive

bidding price. After the contract is deployed, it can be
accessed by legitimate vehicles.

(e Authen(.) function authenticates all vehicles, which
compete for the task, via the fast authentication algorithm

Input: Sensory data D1, D2, . . . , Dm􏼈 􏼉 from m winning vehicles, of which the reputations are R1, R2, . . . , Rm􏼈 􏼉;
Output: Payment profile P � pi􏼈 􏼉

m

i�1.
(1) for (i � 1; i + +; i≤m) do
(2) counteri � 0;
(3) for (j � 1; j + +; j≤m) do
(4) if d(ci, cj) � 0 then
(5) counteri + +;
(6) end if
(7) end for
(8) if counteri ≥ ⌈(m/2)⌉ then
(9) ωi(c) � (1/m)(1 + (Ri/􏽐

m′
α�1Rα));

(10) else
(11) ωi(c) � (1/m)(1 − (Ri/􏽐

m− m′
α�1 Rα));

(12) end if
(13) Sort the submission time t in a nondescending order and obtain t1 ≤ t2 ≤ . . . ≤ tn;
(14) ωi(t) is assigned to measure ti;
(15) qi � θωi(c) + (1 − θ)ωi(t);
(16) pi � qi 􏽐

m
i�1 bi;

(17) end for return P

ALGORITHM 3: Fairness-enhanced reward payment algorithm.

Table 3: A breakdown of gas costs for different functions of SPPIM contract when 10 of 20 vehicles are rewarded.

Function Gas units Gas cost (USD)
Create(.) 3774689 28.14
Authen(.) 4068500 30.39
Reveal(.) 1555410 11.63
WinnerSel(.) 1315028 9.75
Finalize(.) 688789 4.87

Init
Create
Authen
Commit

Reveal&Decrypt
WinnerSel
Payment
Finalize

Smart contract
Timer t

Register
VehiclesTA

Register

Deploy

Authentication

Sealed bids

Reveal bids
Verify

Select Submit data
Payment

RewardBalance

t1

t2

t5

t4

t3

t6

Figure 4: (e process of the SPPIM contract.
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and the zero-knowledge proof. Once the vehicle passes the
authentication, it can submit bid.

(e Commit(.) function seals the bids to protect them
from being observed by other vehicles before the bidding
interval ends. Pedersen commitment scheme is used to
commit a bid. Each vehicle submits a bid commitment along
with the location and the reputation of the vehicle.

(e Reveal(.) function is triggered by the vehicles to
reveal their bids. After that the contract can execute the
winner selection algorithm.(e inputs of Reveal(.) function
are the cipher of the bids encrypted by the public key of the
fog server YF. To avoid repudiation attack, the ciphertext is
stored on the SPPIM contract rather than being sent directly
to the fog server.

(e Decrypt(.) function decrypts the ciphertext of the
bids submitted by the vehicles.

(e WinnerSel(.) function orders the bids after all bids
are revealed to determine the winning vehicles. It takes as
inputs the bids, the reputation, the location of the vehicles,
the TA.budget, and the highest bidding price b0.(e result of
the function is the winning vehicles set Bw.

(e Payment(.) function computes the reward payment
of each vehicle depending on the data quality, bids, and their
reputation so that the potential vehicles can get reward
payment.

(e Finalize(.) function returns the balance of the TA
and pays incentives to vehicles after the payment profile is
determined.

5. Privacy and Security Analysis

(is section proves that our proposed SPPIM achieves user
authentication, identity privacy, bid privacy, financial fair-
ness, and collusion attack resistance.

5.1. User Authentication. In our SPPIM, all vehicles need to
authenticate themselves before performing any task. We use
anonymous credentials to authenticate vehicles. (e
unforgeability of vehicle’s identity is enabled by the security
of the anonymous credentials generation. An adversary can
authenticate himself by forging a verified credential and then
showing it to the fog server, since the anonymous credential
is generated through the zero-knowledge proof, of which the
security is guaranteed by the CL signature scheme [24]. So,
the proposed scheme satisfies the property of user au-
thentication as long as the credentials are not forgeable.

Furthermore, a malicious vehicle may create multiple
online identities to rig the mechanism. To prevent this
attack, each vehicle should and must have only one valid
anonymous credential when performing one crowd
sensing task. Hence, in our SPPIM, we require that a
vehicle can only apply for one anonymous credential
within one hour. When the vehicle requests an anony-
mous credential, the fog server will set the state tag T to be
1. If a vehicle requests another anonymous credential
within one hour, the fog can check the recorded state tag
of the vehicle to refuse its request.

5.2. Identity Privacy. We make sure the identity privacy of
our SPPIM by proving the pseudonymity and unlinkability
of vehicles.

First, each vehicle has different anonymous credentials
cred � (W, ], k, h) corresponding to different tasks in our
SPPIM. (e anonymous credential can be verified by the
smart contract as the valid anonymous credential. Hence,
the vehicle’s pseudonymity depends on the security of the
zero-knowledge proof [24], of which the security proofs are
relatively straightforward.

As for the unlinkability, the fog server cannot link ve-
hicle’s identity and the vehicle’s anonymous credential
during vehicle registration, and the fog cannot link the
vehicle’s different anonymous credentials.(is property also
depends on the zero-knowledge proof protocols. When a
vehicle is applying for an anonymous credential, the fog
server does not know the values of (k, h). Meanwhile, the
anonymous credential cred � (W, ], k, h) can still be ac-
knowledged as a valid BBS signature [25].

5.3. Bid Privacy. Our SPPIM protects the bid privacy by
using Chaum–Pedersen noninteractive ZKP [23]. Vehicles
send commitments rather than the actual bid. When the
commitments need to be opened, each vehicle sends the
ciphertext of (b, c) using the public key of the fog server to
the function Reveal(.). (e ciphertext will be stored on the
SPPIM contract rather than being sent directly to the fog

Init para = { }, Ω = {factors}
Create upon receiving from TA (t1, t2, t3, t4, t5, t6, TA.budget, b0):

Set state: = INIT,Vehicles: = {}
Set Winning vehicles Bw: ={ }, Payment Profile P: ={ }
Assert t < t1 < t2 < t3 < t4 < t5 < t6
Assert ledger[TA] ≥ TA.budget
Set budget: = TA.budget, highestBid = b0

Authen upon receiving from vehicle V (cred, zk-proof):
Assert t1 < t <t2
Set V→Vehicles

Commit upon receiving from a vehicle V (bid):
Assert t2 < t < t3
Assert V.commit = com (bid)

Reveal upon receiving from avehicle V (ciphertext):
Assert t3 < t < t4
Assert V ∈ Vehicles
Set Vehicles[V].ciphertext : = ciphertext

Decrypt upon receiving from a vehicle V(ciphertext):
Assert t3 < t < t4
Set V.bid = decrpy (ciphertext)

WinnerSel upon receiving from vehicle V (B, ciphertext):
Assert t4 < t < t5
Algorithm 2 (B, ciphertext, TA.budget, b0)→Bw

Payment upon receiving Bw
Assert t5 < t < t6
Algorithm 3(Bw, Data)→P

Finalize upon receiving P
Assert t > t6
Set ledger[Bw]: = P

Figure 5: Functions of the SPPIM contract.
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server. And we also require that the fog server should verify
the correctness of the commitments opening once they are
submitted. (is requirement can prevent the malicious fog
server from denying a correct opening of a commitment.
Given a semihonest fog server, all committed bids maintain
privacy from other vehicles. (is ensures bid privacy.

5.4. Financial Fairness. On the one hand, in the phase of
committing bids, once the bid interval is closed (after t3 in
Figure 4), vehicles cannot change their commitments. (is
property can help guarantee the financial fairness from
preventing some vehicles’ cheating, which violates the
fairness.

On the other hand, the payment profile is determined by
the data quality, which depends on the data accuracy and the
submission time detailed as the expression
qi � θωi(c) + (1 − θ)ωi(t) in Algorithm 3. In our reward
payment algorithm, the weight of the data accuracy ωi(c) is
calculated according to the accuracy of the submitted data
measured by the Hamming distances and the vehicles’
reputation. (e weight of the submission time ωi(t) is given
according to the corresponding speed of each vehicle. Ve-
hicles with good performance can get higher reward, and
their reputation ranking can also be increased. It is fair, and
it can also stimulate honest vehicles to submit high-quality
data in time.

In addition, vehicles or TA may try to deviate from the
SPPIM and aborts early to affect SPPIM execution. (e
aborting task initiator will be financially penalized by for-
feiting its budget money deposited on the ledger, while
aborting vehicles will be punished by lowering the reputa-
tion rating.

5.5. Collusion Attack Resistance. In our SPPIM, we consider
the collusions among vehicles and between the fog server
and the vehicles. In our winner selection algorithm, the
highest bid price b0 is limited to prevent the malicious
vehicles’ collusion to bid for an over large bid price. Suppose
there are some colluded vehicles which submit very high
bids with the purpose of getting high reward. Under this
circumstance, the sum of their bids must be larger than the
budget of the TA, which is not allowed in our budget-limited
reverse auction model. So, the fixed highest bid price b0 can
successfully prevent this attack.

If a fog server is compromised or even colludes with
some TA or some vehicles, the SPPIM can run fine. Since
vehicles generate part of their credentials by themselves,
private information (k, h) ∈ Z2

q is also kept secret by ve-
hicles. Fog server cannot divulge identity information
about any other vehicle to some colluded vehicles. Once
the smart contract is deployed, it cannot be changed. (e
rules of the proposed SPPIM are executed faithfully via
smart contracts, which can avoid the collusion between
the fog server and the vehicles and between the fog server
and the TA.

6. Performance Evaluation

We conduct extensive experiments to evaluate the perfor-
mance of the proposed SPPIM with multiple vehicles and a
task initiator TA, including the computational and storage
costs of authentication, the utility of the vehicle and the TA,
and the gas cost of each function on the SPPIM contract.

6.1. Authentication Performance. (e process of generating
an anonymous credential is of the smart contract. We make
a simulation related to the acquisition of anonymous cre-
dentials. We use JAVA pairing-based cryptography library
to implement the cryptographic algorithms in our simula-
tion.(e number of total vehicles requesting for anonymous
credentials Nvehicles is set as 100, 200, 300, 400, 500{ }, and the
number of authenticated vehicles Nauthen is set as
10, 20, 30, 40, 50{ }. In each set of experiments with different
number of vehicles, we took an average result of 100 times
round.

When the vehicle requests for an anonymous credential,
the execution time is around 38ms and 45ms at the vehicle
side and the fog side. Figure 6(a) shows that, as the number of
requesting vehicles increases, the time spent on each vehicle
and the fog server almost maintains the same. When a vehicle
competes for a task, the execution time of anonymous au-
thentication is 18ms and 25ms at the vehicle side and the fog
side. Figure 6(b) shows that the total time of the authenti-
cation is 213ms, 451ms, 659ms, 1091ms, and 2162ms as-
suming Nauthen � 10, 20, 30, 40, 50{ } at the fog side.

Figure 7(a) indicates that our SPPIM requires at most
112 byte bandwidth per authentication. Only the fast au-
thentication factor H(k) and the credential
cred � (W, ], k, h) need to be transmitted to the smart
contract deployed on the fog server. As the number of
authenticated vehicles increases to 50, the bandwidth re-
quirement is less than 6 kb, which is feasible.

As for the storage cost, the fog server needs to maintain a
list of fast authentication factors of legitimate vehicles and its
private key at the fog side. Since the number of the legitimate
vehicles is large, we use bloom filter Ω to help diminish the
storage overheads, which depends on the size of the bloom
filter. (e vehicle only stores the anonymous credential
cred � (W, ], k, h). Figure 7(b) shows that the storage cost is
very small at both the vehicle and fog server side.

6.2. SPPIM Performance. From the reward payment algo-
rithm in Algorithm 3, we get that the utility of vehicle Vi is pi

and the utility of TA is

uTA � Bmax − 􏽘
m

i�1
pi. (6)

(eproposed SPPIM is effective because it brings profits to
the task initiator and the honest vehicles. In our experiments,
we study several factors that affect the utility of the vehicle and
the TA, including the number of rewarded vehicles, the budget
of the TA, and the data quality. (e number of the rewarded
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vehicles ranges from 10 to 50, and the submitted data are
different in two ways: data accuracy and the submission time.
As shown in Figures 8(a) and 8(b), the utility of the vehicle is
nearly independent of the number of the rewarded vehicles
Nreward, and the vehicle can get a higher utility when the budget
of TA becomes bigger. Since the highest bidding price b0
increases as the budget increases, vehicles can bid a higher price
if b0 is bigger. (e utility pi increases roughly linearly with the
total bidding price of vehicles.

Figure 8(c) shows that the utility of the vehicle increases as
the reputation of the vehicle increases on the premise that the
data accuracy satisfies the requirement, given a fixed budget
TA.budget � 200. If the submission time ti of the vehicle is
shorter (e.g., t3 in Figure 8(c)), it can get more reward.

(e utility of the TA is almost not influenced by the
budget of the TA and the number of the rewarded vehicles as
shown in Figure 8(d). (e approximation number of the
rewarded vehicles can be determined by the expression
TA.budget/b0. Once Nreward is fixed, the utility of the TA is
determined by the payment P of the vehicles, and the av-
erage of each payment pi is around b0.

6.3. SPPIM Contract Cost. We implement the SPPIM con-
tract in Solidity 0.4.18 [26] and test it on the Ethereum
network. We run the experiments on a HP Pavilion Note-
book with a 2.3GHz Intel i5-6300HQ CPU and 8GB RAM.
To be specific, we create a local private Ethereum blockchain
to test our SPPIM using the Geth client version 1.7.3 [27]. To
realize the cryptographic algorithms on the SPPIM contract,
we use Ethereum Improvement Proposals, EIP-196 [28], to
fulfill elliptic curve point addition and scalar multiplication
operations efficiently in the algorithm. Barreto–Naehrig
E: y2 � x3 + 3 over Fq [29] is adopted in EIP-196.

Table 3 shows the consumed gas cost for different
functions in SPPIM tested on the private Ethereum network
where there are 20 vehicles competing for a task, and the
number of the rewarded vehicles is 10. Table 3 gives the gas
cost consumed by each function and the convertedmonetary
value in US dollar. As of October 19, 2020, the ether ex-
change rate is 1 ether� 375.27$ [30] and the gas price is
approximately 20 Gwei� 20× 10− 9 ether. We find that the
financial cost of running the SPPIM contract on the
Ethereum network is within reasonable bounds. (e
Create(.) function, to deploy SPPIM contract on the
blockchain, and the Authen(.), to verify zero-knowledge
proof, cost more than other functions. However, the
Create(.) function executes only once to create and deploy
the SPPIM contract on the Ethereum network, so it is a one-
time cost and requires no more cost for its maintenance.

(e cost of the Authen(.) can be seen as the price of
privacy protection, which increases linearly with the number
of authenticated vehicles Nauthen, as shown in Figure 9. Note
that the execution of “heavy” functions in Ethereum is
impossible due to the block gas limit. In Figure 9, the gas cost
is over 8m when the number of authenticated vehicles is
larger than 40.When the block gas limit is 8m, themaximum
value of Nauthen should be less than 40.

Figure 10 shows the gas cost of the TA and a vehicle
when the number of authenticated vehicles Nauthen and
rewarded vehicles Nreward varies. TA’s cost increases linearly
with Nreward as shown in Figure 10(a), while the vehicle’s cost
keeps constant as shown in Figure 10(b).

Figure 11 shows that the gas cost of the TA depends on
the number of rewarded vehicles Nreward. Given a fixed
Nauthen, the gas cost of each function increases linearly with
Nreward except for Create(.) function.
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7. Related Work

In this section, some related works are divided into three
categories: (1) incentive mechanisms for vehicular crowd
sensing; (2) blockchain-based works in vehicular network;
and (3) privacy preservation for incentive mechanism in
vehicular crowd sensing.

7.1. Incentive Mechanisms for Vehicular Crowd Sensing.
(e incentive mechanisms in vehicular crowd sensing
mainly include monetary incentives and nonmonetary in-
centives, which stimulate vehicles via some forms of

compensation, such as reputation [31], credits [32], and
virtual coins [7]. Correspondingly, monetary incentive
mechanism motivates vehicles to take part in tasks by fi-
nancial incentives, which have stronger motivational effects
and are easy to accomplish together with other incentives.
Recently, Yin et al. [33] considered the scheduling problem
of emergent tasks in the Internet of Vehicles and proposed a
bidding mechanism to encourage vehicles to perform tasks.
(e winner vehicles can get some monetary reward after
finishing the task. Li et al. [7] proposed an incentive an-
nouncement network, where users manage their reputation
points which are earned or spent as incentives. Guo et al. [8]
presented a dynamic incentive mechanism for mobile crowd
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sensing, and they pointed out that the quality of the sensing
data is often neglected in the existing monetary-based in-
centive studies. Zhang et al. [9] presented an auction-based
incentive mechanism in crowdsourcing systems, in which
two allocation algorithms were given to guarantee the
truthfulness and budget feasibility. In general, monetary
incentives often increase user participation enthusiasm and
enhance high-quality data collection habits [34]. However,
most proposed monetary incentive mechanisms are cen-
tralized, which will cause privacy leakage and the single
point of failure problem.

7.2. Some Works Based on Blockchain in Vehicular Network.
Nowadays, there have been several works [5, 7, 35, 36]
related to blockchain technology in vehicular networks.

Dorri et al. [35] proposed a blockchain-based privacy-pre-
serving communication scheme for smart vehicles. Sharma
et al. [36] gave a blockchain-based transport management
system in the smart city. Li et al. [7] proposed an incentive
announcement network based on blockchain for smart
vehicles. Li et al. [5] constructed an anonymous advertising
scheme in vehicular networks. Vehicles can send transac-
tions to the blockchain to get a predefined reward, which
does not consider the data quality problem of Ad
dissemination.

7.3. Privacy Preservation for Incentive Mechanism in VCS.
In order to protect the privacy of vehicles, some privacy-
preserving incentive mechanisms in VCS have been pro-
posed. Lai et al. [32] took advantages of symmetric
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encryption to protect personal profiles and the designated
verifier signature to preserve transaction privacy in highway
VANETs. Wang et al. [37] gave a node cooperation privacy
protection method based on k-anonymity technology. Ten
or more nodes form a k-anonymous group and submit
signcrypted group data. Miners verify the legality of group
data by the group blind signature algorithm that could resist
against user’s privacy leakage. Similarly, Wang et al. [10]
utilized differential privacy technology to obfuscate bids in
mobile crowd sensing. Li et al. [7] proposed a privacy-
preserving incentive mechanism in VANETs. Vehicles
protect their privacy by acquiring other vehicles’ encrypted
signatures to construct a threshold ring signature. However,
there is a trusted third party who needs to generate keys and
can actually trace vehicles’ privacy, which is different from
our SPPIM design. Lai et al. [4] utilized a blockchain-based
payment system to guarantee the fairness of payments. (e
partially blind signature was applied to realize pseudonym
management, which is designed to protect the privacy of
users. However, pseudonyms are assigned by a third-party
authority, which is avoided in our design. (e scheme
proposed by Lai et al. is simulated in MATLAB, not fulfilled
on the blockchain, while our SPPIM is accomplished by the
smart contract on the blockchain.

Different from existing works, we propose a hybrid
solution SPPIM to address the privacy preservation and
fairness problem in incentive mechanisms of VCS. Our
SPPIM not only utilizes smart contracts to replace the
centralized platform but also addresses the privacy-pre-
serving problem of the vehicles and the fairness problem of
the incentive mechanisms.

8. Conclusion

In this paper, we propose an effective smart privacy-
preserving incentive mechanism via smart contract on the
blockchain, which can ensure privacy preservation and
fairness for vehicles and data quality assurance for the task
initiator. Our SPPIM preserves the privacy of vehicles by
utilizing zero-knowledge proof-based anonymous cre-
dentials without any trusted third party. Meanwhile,
fairness-enhanced reward payments are determined by the
committed bids, the reputations, and the submitted data
quality of the winning vehicles. We verify the performance
and the feasibility of the proposed SPPIM by imple-
menting it on the Ethereum testnet. In the future work, we
will design the optimized algorithms to enrich our current
design, which can reduce the execution cost of the
contract.
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