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Research Article
DEDGCN: Dual Evolving Dynamic Graph Convolutional Network

Fengzhe Zhong ,1 Yan Liu ,1 Lian Liu,2 Guangsheng Zhang,2 and Shunran Duan 1

1Henan Key Laboratory of Cyberspace Situation Awareness, Zhengzhou, Henan 450001, China
2Investigation Technology Center PLCMC, Beijing 100000, China

Correspondence should be addressed to Yan Liu; ms_liuyan@aliyun.com

Received 25 November 2021; Accepted 18 April 2022; Published 10 May 2022

Academic Editor: Wei Wang

Copyright © 2022 Fengzhe Zhong et al. *is is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the wide application of graph data in many fields, the research of graph representation learning technology has become the
focus of scholars’ attention. Especially, dynamic graph representation learning is an important part of solving the problem of
change graph in reality. On the one hand, most dynamic graph representation methods focus either on graph structure changes or
node embedding changes, ignoring the internal relationship. On the other hand, most dynamic graph neural networks require
learn node embeddings from specific tasks, resulting in poor universality of node embeddings and cannot be used in unsupervised
tasks. Hence, Dual Evolving Dynamic Graph Convolutional Network (DEDGCN) was proposed to solve the above problems.
DEDGCN uses the recurrent neural network to push the evolvement of GCN and nodes, from which it can extract the structural
features of dynamic graph and learns the stability features of nodes, respectively, forming an adaptive dynamic graph convolution
network. DEDGCN can be classified as unsupervised graph convolutional network. *us, it is capable of training the unlabeled
dynamic graph, it has more extensive application scenarios, and the calculated node embedding has strong generality. We evaluate
our proposed method on experimental data in three tasks which are node classification, edge classification, and link prediction. In
the classification task, facing the graph with large scale, complex connection relationship, and uncertain change rule, the F1 value
of node classification task obtained by DEDGCN reaches 77%, and the F1 value of edge classification task reaches more than 90%.
*e results show that DEDGCN is effective in capturing graph features, and the effect of DEDGCN is much higher than other
baseline methods, which proves the importance of capturing node stability features in dynamic graph representation learning. At
the same time, the ability of DEDGCN in unsupervised tasks is further verified by using clustering and anomaly detection tasks,
which proves that DEDGCN learning network embedding is widely used.

1. Introduction

*ere are many graph data in complex practical systems [1],
such as social platforms, financial investment platforms,
e-commerce platforms, etc. Because of various shapes and
complex connection relationships, the graph is more difficult
to represent than other data types of data. *is also makes
graph representation the key of application graph data.
Graph representation is also called graph embedding (GE).
At present, mature methods mainly include DeepWalk [2]
and Node2vec [3] based on a random walk, GraRep [4] and
HOPE [5] based onmatrix decomposition, Struc2vec [6] and
LINE [7] based on graph structure characteristics, SDNE [8]
and DRNE [9] based on neural network, graph neural
network [10], etc.

*ese methods are mostly applied in static graph. In
practical application, graph does not remain unchanged but
constantly changes over time, for example, making new
friends in the relationship network, increasing and de-
creasing devices in the topology network, and iterating
commodities in the e-commerce network.*ese graphs have
time attributes. Static network representation learning
technology cannot capture the time characteristics of dy-
namic graphs, and cannot learn and update the changes of
nodes and the relationship between nodes, which makes the
learning results of graph representation lack authenticity
and dynamics.

Graph Convolution Networks [11] (GCN) have a simple
structure, low complexity, fewer training times, and a good
learning effect. As the basis of graph representation, it is
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applied by many models. GCN cannot capture the change
features in dynamic graph, but the Recursive Neural Net-
work (RNN) can extract these features by processing change
sequence information with time relation. In other words, the
combination of GCN and RNN can effectively process
dynamic graph. GCRN [12], RgCNN [13], etc., input the
structural features of graph data captured by GCN into
RNN, learn the timing relationship of nodes, and obtain the
time features. *ese methods separate the structural features
of graph from the time features, ignoring the internal
connection. Moreover, the single GCN model is unable to
capture dynamic structural features adaptively. EvolveGCN
[14] uses RNN to evolve the parameters of the GCN so that
the GCN can adaptively adjust according to the shape of
graph at different times to extract the structural features with
time characteristics. In addition, the graph shows periodic
changes in many cases, such as significant differences in the
communication relationship between employees in enter-
prises on working days and rest days. Employees are closely
connected on weekdays and sparsely connected on rest days.
However, the essential attributes of employees have not
changed, when mapped to the graph representation, al-
though nodes do not appear, they still maintain their original
properties and characteristics, which is the stability of nodes.
EvolveGCN lacks cognition of node stability and learning of
node inherent attributes. *e essence of GCN is supervised
learning, which requires labeled data and is difficult to apply
to tasks such as clustering and community discovery,
making the model poor in universality.

*rough the above analysis, we summarized the chal-
lenges faced by dynamic graph representation learning: the
first problem is the stability of nodes. When capturing the
dynamically changing graph structure features, the em-
bedding of nodes is entirely influenced by the graph
structure. Still, the attributes of nodes themselves determine
the nature of nodes, and this nature does not change sig-
nificantly with time under normal circumstances, which is
the stability feature of nodes. Maintaining the stability of
nodes in the graph structure with dynamically changing
protrusions is a significant challenge. *e second problem is
the problem of unlabeled graph data training. *e node
embedding features obtained by supervised learning are
suitable for specific tasks, and the universality is poor. When
faced with unsupervised tasks such as clustering and
anomaly detection, node embedding cannot be directly
applied. Given these two problems, in this paper, a dual
evolution dynamic graph convolutional neural network,
DEDGCN, is proposed. Firstly, the stability characteristics of
nodes are learned through the node evolution module.
Secondly, the loss function is calculated by using the stability
characteristics of nodes, and the unsupervised dynamic
graph representation model is constructed while modifying
the network architecture.

*e following are the main contributions of this paper:

(i) We propose a dual evolution model. Based on
EvolveGCN, a node evolution module is added to
form a dual evolution model. While capturing the
structural characteristics of a dynamic graph, the

stability characteristics of nodes are learned. *e
GCN network architecture is jointly revised from
graph structure and nodes to build an adaptive
dynamic graph convolution model.

(ii) We build an unsupervised GCN model. We use the
node stability of the dynamic graph and the pre-
diction ability of the node evolution module to
construct the loss function independent of the data
label. Without relying on specific data label and
tasks, DEDGCN is an unsupervised dynamic graph
convolutional network. We can apply DEDGCN to a
broader range of tasks.

Architecture: Section 2 describes the related work, rel-
evant concepts are given in Section 3, solutions to the
problems are put forward in Section 4, an experimental
evaluation of our methods is presented in Section 5, and
Section 6 provides a summary.

2. Related Work

*e purpose of graph representation learning technology is
to obtain low-dimensional dense vectors of nodes and apply
them to downstream tasks such as node classification, link
prediction, network reconfiguration, community discovery,
network data visualization, etc. [15]. At present, most graph
representation learning methods are mainly aimed at static
graph. When faced with dynamic graph data, these methods
cannot capture the changing characteristics of the graph,
resulting in unsatisfactory results in the application process.
*e essence of dynamic graph data and static graph is the
same; so, many dynamic graph representations often evolve
from the static model.

At the earliest stage, node embedding was generated by
decomposing the Laplace and adjacency matrix of graph
data, called Graph Factorization (GF). *e most typical
examples are GraRep [4], HOPE [5], etc. *ese algorithms
use matrix decomposition to calculate eigenvalues and ei-
genvectors to represent node embedding. *e key of graph
decomposition technology is to obtain eigenvalues and ei-
genvectors which directly determine the quality of node
embedding. In dynamic graph data, to reduce algorithm
complexity, the evolution of eigenvalues and eigenvectors is
carried out to update node embedding, the most typical of
which is DHPE [16]. In addition, another direct factor that
determines the quality of node embedding is the node itself.
TIMERS [17] decomposes the adjacency matrix of the initial
time graph and updates the node embedding in the sub-
sequent time graph. After each update, the loss value rep-
resented by the graph is calculated. When the loss value
exceeds the threshold, the time graph is matrix decomposed
again. However, with the increase of graph scale, matrix
decomposition becomes more and more difficult, and the
node representation generated by matrix decomposition is
challenging to explain. *is problem makes applying the
graph representation learning method based on matrix
decomposition to large-scale graph challenging.

Dynamic graph has many structural characteristics, and
many scholars use them to reconstruct the generation

2 Security and Communication Networks



probability of graphs to calculate node embedding. For
example, DyREP [18] used the relational evolution and
social evolution in dynamic graph to initially describe the
characteristics of nodes, periodic changes of nodes, and the
influence of external nodes on embedding from the per-
spectives of local embedding propagation, self-propagation,
and external factor driving. *en, DyREP used the proba-
bility of node emergence to reconstruct data and calculate
node embedding. Zhou et al. [19] adopted the triadic closure
process, combined with social isomorphism and temporal
smoothness, to construct the loss function and reconstruct
the graph to obtain node embedding. *ese methods all
belong to the transductive method. Whenever new graph
data come, it is necessary to retrain the model to obtain node
embeddings. *e process is high in complexity, long in time,
and inefficient.

With the appearance of Graph Neural Network (GNN),
graph embedding technology has entered a new stage of
development, especially GCN, which realizes the end-to-end
learning of graphs of any size and shape. GCN has a good
effect in node classification, link prediction, and other tasks,
and has the advantages of simple structure, few parameters,
strong ability to extract graph features, and suitability for
large-scale graph. At present, many graph embedding
technologies are based on GCN, learning the timing in-
formation of nodes themselves and capturing the time
characteristics of graph data. For example, GCRN [12]
combines GCN with RNN, captures the timing information
of graph through input node embeddings into RNN. Similar
ideas includeWD-GCN/CD-GCN [20], RgCNN [13], and so
on. However, these methods only start from the dynamic
changes of the nodes themselves, ignoring the graph
structure’s constant changes. *e learned structure features
are fixed and single, and the adaptability to frequently
changing graphs is poor. To make the model adapt to the
shift of graph, Addgraph [21] uses an attention mechanism
to aggregate GCN parameters in the past period to generate
current GCN network parameters. EvolveGCN [14] also
aims at the ever-changing graph structure problem.With the
help of RNN to evolve GCN, a dynamic GCNmodel is built,
which ensures that the model can learn the changing graph
structure adaptively. However, the nature of GCN is still a
kind of supervised learning, which cannot extract the
structure and dynamic features of unlabeled data, leading to
the failure of community division, clustering, anomaly de-
tection, and other tasks.

*e most common method for learning unsupervised
graph is the dynamic autoencoder network, which utilizes the
symmetry between encoder and decoder to generate highly
nonlinear node embedding. For dynamic graph, DynGEM [22]
increases the number and width of layers of encoder and
decoder according to the graph size each time, which ensures
the adaptive change of the model. At the same time, using the
first-order approximation and second-order approximation of
nodes, the loss values of local structure and global structure of
graph are calculated to construct the loss function and train the
network. Dyngraph2vec [23] replaces the neurons of the self-
encoder with long-term and short-termmemory cells (LSTM).
It takes the historical neighbor information of the nodes

multiple times as input so that the model can capture time
characteristics. Dyngraph2vec constructs the loss function in
the way of prediction, inputs multiple historical graph into the
network, predicts the graph structure of the next time, com-
pares it with the real graph structure, and forms the loss
function. *e autoencoder network includes multi-layer en-
coders and decoders, and there are many parameters in the
training process, limiting its application in large-scale graph.

*e dynamic network representation learning technol-
ogies involved are summarized in Table 1 according to the
learning methods to facilitate further research in the future.

3. Relevant Concepts

In this section, we formally define the basic concepts and
related issues of dynamic graph representation learning.

Definition 1. (Static Graph) G � (V, E) is composed of a
group of nodes V � v1, . . . , vN􏼈 􏼉 and the connection rela-
tionship (called edge) E ∈ (vi, vj)|(vi, vj) ∈ V × V􏽮 􏽯 between
nodes, where N represents the number of nodes. A repre-
sents the adjacency matrix of a graph with the size of N × N,
where if eij ∈ E, then Aij � 1, otherwise Aij � 0. If the graph
is undirected, A is a symmetric matrix.

Definition 2. (Dynamic Graph) A series of static graphs that
change continuously constitute a dynamic graph, denoted by
G � G1, G2, · · · , Gt, · · ·􏼈 􏼉, where each Gt � (Vt, Et) is called a
snapshot. t represents the serial number of snapshots, Vt

represents the set of nodes under the t snapshot, Et rep-
resents the set under the t snapshot, and At means the
adjacency matrix of the graph of the t snapshot.

Definition 3. (Graph Representation Learning) For a given
graph G � (V, E), graph representation learning is defined
as mapping the nodes into the vector space of d(d≪ |V|)

dimension by function f: V⟶ X ∈ Rd.
Generally speaking, we define the problems related to

our work as follows.

Problem: . (Dynamic Graph Representation Learning) For a
given G � G1, G2, · · · , GT􏼈 􏼉, the dynamic graph represen-
tation learning is defined as mapping nodes in snapshot t

into d-dimensional vector space by function
ft: Vt⟶ Xt ∈ Rd , and the ft can capture the following
characteristics:

(i) Similarity characteristics of structure. *e Eucliean
distance between xi

t and x
j
t is small if i and j are

neighbors.
(ii) Stability characteristics of nodes. *e Eucliean dis-

tance between Vt and Vt+1 is small if graph evolves
normally.

4. Methodology

*is section puts forward a dual evolving dynamic graph
convolution network, DEDGCN, whose framework is
provided in Figure 1. DEDGCN mainly includes GCN

Security and Communication Networks 3



evolution and node evolution. �e graphs’ dynamic struc-
ture characteristics and node stability characteristics are
learned, respectively, to build an adaptive unsupervised
dynamic graph convolutional network.

In the part of GCN evolution, we learn from the evolution
process of GCN by EvolveGCN and use RNN to capture the
morphological change rule of GCN in historical snapshots to
generate the GCN network needed by the current snapshot.
GCN parameters are the key to building a GCN model. Using
RNN to evolve GCN parameters can quickly correct the GCN
to capture changing graph structure features.

In node evolution, we mainly consider the stability
characteristics of nodes. �e attributes of nodes themselves
are stable during the normal development of graph and will
not change signi�cantly. �e change process with time
contains a lot of temporal information, which can re�ect the
�uctuation of its attributes. By capturing the temporal

information, we can predict the changes of nodes and get the
stability characteristics of nodes. Similarly, we use RNN to
learn the timing information of nodes, extract the attributes
of nodes themselves, and ensure the stable generation of
node embedding with time. We modify the GCN by con-
structing the loss function and feeding back the stability
characteristics of nodes to the GCN.

�e loss function mainly comprises node embedding
generated by the GCN and node embedding predicted by
RNN. RNN can predict the embedding of nodes at the next
moment by learning the timing information of nodes. In vector
space, the predicted value should be as close as possible to the
generated value of GCN to ensure the authenticity of the
learned timing information. In addition, the stability of nodes
also makes the embedding of nodes in adjacent snapshots not
change signi�cantly, and the generated values calculated by
GCN should be close to each other. �erefore, we use the gap

Table 1: A summary of dynamic network embedding methods.

Method Learning techniques Supervised Unsupervised
DHPE [16] Matrix decomposition, embedded update √
TIMERS [17] Matrix decomposition, embedded update √
DyREP [18] Dynamic network structure characteristics √
DynamicTriad [19] Dynamic network structure characteristics √
GCRN [12] Splicing GCN and RNN √
WD-GCN/CD-GCN [20] Splicing GCN and RNN √
RgCNN [13] Splicing GCN and RNN √
Addgraph [21] Attentional mechanism evolves GCN √
EvolveGCN [14] RNN evolves GCN √
DynGEM [22] Scalable autoencoder network √
Dyngraph2vec [23] LSTM evolves autoencoder network √
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Figure 1: �e framework of DEDGCN. DEDGCN consists of two parts: the upper Node Evolution learning the stability characteristics of
nodes and the lower GCN evolution learning dynamic structure characteristics of graphs. �ey work together to modify GCN and build an
unsupervised graph convolutional network framework.
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between the predicted value and the generated value of GCN
and the distance of node embedding between adjacent snap-
shots to construct the loss function in order to provide constant
feedback and correct the GCN. Ensure that the node em-
bedding generated by the GCN can have the node stability
characteristics in the predicted value. At the same time, the loss
function of DEDGCN does not depend on data labels, forming
an unsupervised dynamic graph convolution network. �e
number of nodes in each moment graph changes with time in
the dynamic graph, and they are not precisely the same. To
describe snapshots conveniently, we use N to indicate the
number of nodes in each snapshot.

4.1. GCN Evolution. We use the GCN to extract the
structural features of graph. GCN contains multiple graph
convolution layers, which can aggregate multi-layer
neighbor features and capture structure features. For
Gt � (Vt, Et), the propagation rules among the graph
convolution layers are as follows:

Ht
(l+1) � σ Ãt ·Ht

(l) ·Wt
(l)( ),

Ãt � D
−
1
2
t At′D

−
1
2
t , At′ � At + I.

(1)

Here, H(l)
t represents the calculation result of the

snapshot t after the l-th graph convolution layer. Ãt is
de�ned as the regularized form of the adjacency matrixAt of
the snapshot t.At′ is the self-connection matrix of snapshot t.
D is the degree matrix, Dii � ∑jAij′, andW

(l)
t represents the

parameters of the l-th graph convolution layer at t. σ(·)
refers to the activation function, such as ReLU, sigmoid, etc.

To enable GCN to capture the structural features of dy-
namic graphs adaptively, we use EvolveGCN as a reference for
evolving the parameters of GCN, andmodify the architecture of
GCN to adaptively obtain to the changing graph. At present, the
commonly RNN cell is Long-Short Term Memory [24] (called
LSTM), which consists of an input gate, a forget gate, and an
output gate, which can selectively capture the information of
time series, save the key and forget the redundant content. For
the parameter evolution of GCN, we choose LSTM as the
memory cell, and the process is shown in Figure 2.We input the
GCN parameterW(l)

t−1 of l-th layer at t − 1 into LSTM, and get
GCN parameter W(l)

t of l -th layer at t.
�e calculation method of GCN parameter evolution is

as follows:

W(l)
t � LSTM W(l)

t−1( ),

it � sigmoid U(i)W(l)
t−1 + B

(i)( ),

ft � sigmoid U(f)W(l)
t−1 + B

(f)( ),

ot � sigmoid U(o)W(l)
t−1 + B

(o)( ),

c̃t � tanh U(c)W(l)
t−1 + B

(c)( ),

ct � ft ∘ ct−1 + it ∘ c̃t ,

W(l)
t � ot ∘ tanh ct( ).

(2)

In the process of GCN parameter evolution, LSTM
constantly learns the changing rules of GCN parameters in

continuous snapshots. Memory cells are updated continu-
ously, and newGCN parameters are continually predicted so
that the GCN can adaptively modify the shelf shape with the
change of graph to capture the dynamic structural features
e¡ectively.

4.2. Node Evolution. LSTM has an excellent ability to cap-
ture timing information. We use LSTM to learn the behavior
of nodes in continuous snapshots, extract the stability
characteristics of nodes, and predict the state of nodes in the
next snapshot. Here, we use LSTM to evolve nodes, and the
evolution process of nodes is shown in Figure 3.

We input the embedded Xt−w+1, Xt−w+2, · · · , Xt{ } cal-
culated by GCN in continuous snapshots into LSTM and get
predicted embedding Pt+1 at time t + 1. w represents the
window size of LSTM and Pt indicates node embedding at
the predicted time t. �e calculation method is shown in the
following formula.

Pt+1 � LSTM Xt, Pt( ),

it+1 � sigmoid W(i)Xt + U
(i)Pt + B

(i)( ),

ft+1 � sigmoid W(f)Xt + U
(f)Pt + B

(f)( ),

ot+1 � sigmoid W(o)Xt + U
(o)Pt + B

(o)( ),

c̃t+1 � tanh W(c)Xt + U
(c)Pt + B

(c)( ),

ct+1 � ft+1 ∘ ct + it+1 ∘ c̃t+1,

Pt+1 � ot+1 ∘ tanh ct+1( ).

(3)

By learning the node state during the window w, the
predicted node embedding includes the attribute charac-
teristics of the node itself and the stability characteristics in
the changing process. We spread the attributes of nodes into
the GCN in the form of the loss function and further
modi�ed the GCN network structure.

4.3. Construction of Loss Function. We use the node em-
bedding generated by GCN and the node evolution results to
construct the loss function and modify the GCN model. Let
us go into the details below.

In the normal changes of dynamic networks, the charac-
teristics of nodes will not change drastically. In dynamic graph

(l)Wt–1

ct–1

Sigmoid

×

× ×

+

tanhSigmoid Sigmoid

ct
tanh

(l)Wt

Figure 2: �e process of GCN evolution.
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networks with frequent increase or decrease of nodes, the
inherent characteristics of nodes will not change enormously,
which denotes the stability of the nodes. �e property of nodes
transformed into vector space shows that the embedding
similarity between adjacent snapshots is higher. �erefore, we
can express it by calculating the embedding similarity of ad-
jacent snapshot nodes, and the calculation method is shown in
the following formula:.

L1 �∑
N

i�1
1 − similarity xit−1, x

i
t( ). (4)

In formula (4), xit indicates the node embedding gen-
erated by GCN by node i at time t, and similarity represents
cosine similarity function.

In the process of node evolution, LSTM is used to
predict node embedding, and the expected embedding
value of the node at the next moment is obtained. When
the predicted value is consistent with the generated value
of GCN, the GCN model can acquire the ability to extract
the stability features of nodes. �e same is true for the
ability to extract the structural characteristics of nodes.
We calculate the similarity between the predicted value
and the GCN-generated value to keep their consistency.
�e calculation method is as shown in formula (5), where
pit represents the node embedding expected by LSTM for
node i at time t.

L2 �∑
N

i�1
1 − similarity pit, x

i
t( ). (5)

In addition, to prevent the over�tting phenomenon in
the training process, we add the weight attenuation function
to the loss function to reduce the parameter weight as shown
in formula (6), where w represents the GCN parameter.

L3 �
λ∑w‖w‖

2
2

2N
. (6)

�e �nal loss function is de�ned as follows:

loss �L1 +L2 +L3, (7)

5. Experiments

5.1.Dataset. We experiment with our method DEDGCN on
publicly available basic datasets. �e datasets are described
below.

Elliptic [25] is a bitcoin transaction graph in which nodes
represent transactions and edges represent bitcoin �ows
between transactions.�e types of nodes in this graph can be
divided into two categories: legal and illegal, so we use this
dataset for experiments of node classi�cation and node
clustering tasks.

Bitcoin alpha is a platform for trading in bitcoin, which
uses the trading behaviors among users to form a graph.
Members of the platform rate other members on a scale of
F02D 10 to +10, which indicates the trust level of each
member. According to the user’s trust score, we divide the
score into two categories: trustworthy and untrustworthy.
�e transaction behaviors among users are built into a
dynamic network. �e nodes represent users, and edges
represent transactions between users. In scoring each user’s
transaction process, users are given the label of trust or
distrust. For Bitcoin alpha, we carry out the edge classi�-
cation task and link prediction task.

Reddit Hyperlink is a graph composed by extracting the
link relationships in Reddit posts. Each link relationship
contains the time and the source post’s emotion (positive or
negative) to the target post. We performed edge classi�ca-
tion on this dataset to predict the emotional relationships
that existed between unlinked posts.

UCI is a graph composed of private information sent by
UC-Irvine on the campus social platforms. Users can search
for other people on this social platform and then send
conversations according to the pro�le information.�e edge
represents a piece of private information sent by user u to
user v at time t. We predict the links of this dataset to capture
the possible contacts of users at the next moment.

AS network is a graph composed of connections between
autonomous systems. Nodes represent autonomous systems,
while edges represent connectivity between autonomous
systems. We make the link prediction task on this graph to
predict the connection relationship of the network at the
next moment.

Myanmar network refers to the network composed of
autonomous systems applied by Myanmar. Nodes represent
autonomous systems belonging to Myanmar, and edges
represent the connectivity relationship between autonomous
systems. �rough the continuous monitoring of the network
in the Myanmar autonomous system, the abnormal behavior
of the network can be warned, and a reference can be pro-
vided for maintaining the regular operation of the network.

ct

Pt

Xt

Sigmoid tanhSigmoid Sigmoid

tanh

ęę

Sigmoid tanhSigmoid Sigmoid

tanh

 

×

× × × ×

×+ + ct+1

Pt+1

Ct–w+2

Pt–w+2

Xt–w+1

Figure 3: �e process of Node Evolution.
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*e basic information of these data is shown in Table 2.
According to the characteristics of different datasets, we
divide them into snapshots at different time intervals and
apply them to different tasks.

5.2.Baseline. Wewill compare DEDGCNwith the following
five basic methods.

Methods 1: GCN is a static graph convolution neural
network, which cannot extract dynamic features. We fuse all
snapshots to form static graph, and compare the importance
of time features. At the same time, GCN is a network
structure feature extractor in DEDGCN, which is tested as a
module unit of DEDGCN.

Method 2: GCN-GRU is a method of generating node
embedding with fixed GCN and evolving node timing re-
lationship with GRU.*is method can be regarded as a node
embedding module and tested as a unit module of
DEDGCN.

Method 3: DynGEM is a dynamic unsupervised network
representation learning method based on deep autoencoder
model. DynGEM carries out adaptive learning for graph at
different times through the evolution of the parameters of
the deep autoencoder model, so as to ensure the learning of
network structural features and spontaneously capture the
relationship characteristics between graph at different times,
so as to make the network embedding results at different
times continuous.

Method 4: Dyngraph2vec is a dynamic unsupervised
node representation method that integrates the deep
autoencoder model, LSTM, and MLP networks. Neurons in
the deep autoencoder model are replaced by short and long
memory cells to construct a deep autocoding model with
memory function. According to the different combination
modes of the three networks, dyngraph2vec includes three
versions, namely, dyngraph2vecAE, dyngraph2vecRNN,
and dyngraph2vecAERNN. Dynagraph2vecAE and
DynGEM are similar in architecture, so the second and third
methods are used for comparison.

Method 5: EvolveGCN is similar to GCN-GRU, which
uses RNN to evolve GCN parameters and learn the time
series relationship of models. *is method is regarded as a
GCN parameter evolution module and tested as a DEDGCN
unit module.

5.3. Metric. *e evaluation methods used in this paper
include F1 value and MAP. *e calculation of these two
evaluation methods is introduced in detail below.

First of all, we need to make the following definitions:
True positive (TP): the number of samples where the

predicted and actual values are positive.
True negatives (TN): the number of samples where the

predicted value is positive and the actual value is negative.
False positives (FP): the number of samples where the

predicted value is negative and the actual value is positive.
False negatives (FN): the number of samples where the

predicted and actual values are negative.

*rough the above four definitions, we can calculate the
precision and recall of the prediction results, and the for-
mula is as follows:

precision �
TP

TP + FP

recall �
TP

TP + FN
.

(8)

F1 value is the harmonic average of accuracy rate and
recall rate, which can objectively reflect the validity of
prediction. *e calculation formula is as follows:

F1 � 2
precision × racall
precision + recall

. (9)

AP refers to the integral of the PR (precision-recall)
curve, the average precision of all recall values between 0 and
1. *e formula is as follows:

AP � 􏽘
N

i�1
precision(i)Δrecall(i). (10)

MAP refers to the average of all kinds of AP, and the
calculation formula is as follows. K indicates the number of
categories of AP.

MAP �
1
K

􏽘

K

i�1
APi. (11)

5.4. Task. In this paper, we prove the effectiveness of our
proposed DEDGCN through four tasks: node classification,
edge classification, link prediction, and anomaly detection.

5.4.1. Node Classification. Predict the types of unlabeled
nodes by learning the characteristics of labeled nodes. In this
section, the probability of node embedding is calculated by
the feedforward neural network and softmax function to
judge the node type u at time t. For node classification, we
use the F1 value to measure the effectiveness of the method.

5.4.2. Edge Classification. Predict the types of unlabeled
edges by learning the features of labeled edges. In this paper,
the probability of edge embedding is calculated by feed-
forward neural network and softmax function to judge the
edge type at time t. *e embedding is obtained by aggre-
gating node u and node v representation. *e aggregation
method adopts the Hadamard product. *e measurement
method of edge classification adopts the F1 value.

5.4.3. Link Prediction. Whether the edge at time t + 1 exists
or not is predicted by embedding of node u and node v

before time t + 1. We aggregate node u and node v, and then
useMLP to obtain the existence probability of edges. For link
prediction, we use MAP to measure the effectiveness of the
results.
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5.4.4. Anomaly Detection. �rough the representation of
node embedding in the continuous snapshot, the normal
state of the node at the next moment is predicted, and the
expected value is compared with the actual value of the node
to judge whether the node is abnormal.

5.5. Details

(1) For any dataset, we use a one-hot node-degree as the
input feature of the model.

(2) For all GCN, we set the number of graph convolution
layers to 2; For all MLP used in classi�cation tasks,
we set the depth to 2, and the softmax function
calculates the classi�cation probability. For classi�-
cation tasks and link prediction tasks, the loss
function of MLP adopts cross-entropy.

(3) We use �xed-size dimension to represent nodes for
any dataset, and the value is 100.

(4) For the weight attenuation coe¥cient, we set its size
to 0.01.

(5) We divide the data into training set and test set
according to the ratio of 8 : 2

5.6. Results and Analysis

5.6.1. Node Classi�cation. We apply Elliptic to the node
classi�cation task. For GCN parameters and node embed-
ding evolution, we all adopt a time window size of 5.
Meanwhile, GCN, GCN-GRU, EvloveGCN, and DEDGCN
constitute unit test experiments to verify the e¡ectiveness of
di¡erent modules of DEDGCN in node classi�cation tasks,
respectively. �e experimental results are shown in Figure 4.

As we can see from Figure 4, DEDGCN performs node
classi�cation tasks in Elliptic dataset, and its F1 value is
much higher than that of GCN, GCN-GRU, and Evlo-
veGCN. GCN is not e¡ective in the dynamic graph repre-
sentation learning, and the F1 value is only 47% in node
classi�cation tasks, which shows that the graph structure
changes have a great impact on the generation of node
embedding in the dynamic evolution process. �e lack of
time leads to a lot of old information in the graph, much
noise in structural features, and poor e¡ect in practical tasks
of node embedding application. However, the two versions
of EvolveGCN, version H and version O, are not e¡ective in
node classi�cation of Elliptic dataset, especially in version H,
the F1 value of node classi�cation is 44%. To sum up, the
attributes of nodes on Elliptic are relatively stable, and it is

di¥cult to convert between legal nodes and illegal nodes.
GCN-GRU model and DEDGCN model proposed in this
section can evolve nodes, extract inherent features of nodes,
and maintain the stability of nodes. F1 values are higher than
EvolveGCN, which shows the importance of node stability
features in the process of snapshot evolution. In addition, the
F1 value of DEDGCN using MLP for supervised classi�-
cation reaches 77%. Besides supervised classi�cation,
K-means clustering algorithm is used for unsupervised
classi�cation of node types, and the e¡ect is only 1% lower
than that of supervised method. �is also proves that
DEDGCN learning node embedding is suitable for unsu-
pervised clustering tasks.

5.6.2. Edge Classi�cation. We apply Bitcoin Alpha and
Reddit Hyperlink Network datasets to edge classi�cation
task. For GCN parameters and node embedding evolution,
we both adopt a time window size of 5. At the same time,
GCN, GCN-GRU, EvloveGCN, and DEDGCN constitute
unit test experiments to verify the e¡ectiveness of di¡erent
modules of DEDGCN in the edge classi�cation task, re-
spectively. �e experimental results are shown in Figure 5.

As shown in Figure 5, in the edge classi�cation task, the
F1 value of DEDGCN classi�cation reaches 93% on Bitcoin
Alpha and 90% on Reddit Hyperlink Network dataset, and
the classi�cation e¡ect is far better than that of module unit
classi�cation. �e F1 value of EvolveGCN for edge classi-
�cation is higher than that of GCN and GCN-GRU. In
dynamic graph, nodes rely on edges to form a network, and
edges are an important component of the graph, and the
characteristics of edges depend on the network structure. In
EvolveGCN and DEDGCN, relying on GCN parameter
evolution module, dynamic network structure characteris-
tics can be captured, while GCN and GCN-GRU can only

Table 2: Basic information of experimental data.

Dataset # Nodes # Edges # Snapshots Tasks
Elliptic 230769 234355 49 Node classi�cation and clustering
Bitcoin alpha 3783 24186 136 Link prediction, edge classi�cation
Reddit hyperlink network 55863 858490 174 Edge classi�cation
UCI 1899 59835 192 Link prediction
AS network 6474 13895 100 Link prediction
Myanmar 209 48857 75 Anomaly detection
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Figure 4: F1 value of Elliptic in the node classi�cation task.
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extract �xed network structure characteristics, but have no
updating ability. �e learned network embedding contains a
lot of old information, which cannot re�ect the current state
of the graph, and has poor e¡ect in edge classi�cation tasks.

Combining the experimental results of node classi�cation
and edge classi�cation tasks, DEDGCN has di¡erent ad-
vantages in di¡erent tasks. In node classi�cation task, the
stability feature captured by node embedding evolution
module helps to improve the node classi�cation e¡ect. In edge
classi�cation task, the dynamic network structure feature
captured by GCN parameter evolution module helps to
improve the edge classi�cation e¡ect. Compared with GCN,
GCN-GRU, and EvolveGCN, the F1 value of DEDGCN is
higher than that of the unit module, which shows the im-
portance of GCN parameter evolution module and node
embedding evolution module in DEDGCN. DEDGCN is an
integral part of dynamic graph representation learning.

5.6.3. Link Prediction. We conducted link prediction ex-
periments on Bitcoin Alpha, UCI, and AS Network datasets,
respectively, and the results are shown in Table 2.

From Table 3, we can see that the MAP values of
DEDGCN are higher than those of other methods, and
remain above 0.15, which has a good e¡ect on the link
prediction task. MAP value is the comprehensive embodi-
ment of accuracy and recall rate and can re�ect the global
performance index of the algorithm. Bitcoin Alpha, UCI,
and AS Network belong to three di¡erent types of graph
data: transaction network, social network, and device net-
work. DEDGCN has stable MAP values on di¡erent graph
types, which also directly shows that DEDGCN can be
applied to most graph data and has better robustness.

5.6.4. Anomaly Detection. We use the global BGP routing
path information (including the AS relationship to which
BGP belongs) collected by route views to build a global

dynamic AS relationship network in two hours. Due to the
huge number of AS globally, we selected Myanmar’s AS
network as the research object to verify DEDGCN’s ability in
anomaly detection tasks.

First of all, we learn the evolution law of the normal AS
network through DEDGCN. �en, the AS network to be
detected is input into the trained model to obtain the node
embedding and node evolution results of the AS network.
Finally, the similarity of node embedding and node evo-
lution results is calculated to determine when the network
anomaly occurs.

Here, we use the cosine similarity method to calculate
the similarity between each node’s embedding and evolution
result. �is similarity is also called the normal value in
anomaly detection. To determine whether anomalies occur
at time t, we take the average similarity of all nodes in the AS
network at time t as the normal value of the network at time
t. In the process of continuous monitoring, when the net-
work is abnormal, the normal value of the network will
appear to “steep drop.” At this time, we can judge the time
when the AS network is abnormal.

Taking Myanmar as an example, we collected
Myanmar’s AS network from January to February 2021,
divided snapshots in two-hour units, and used DEDGCN
for monitoring. �e monitoring results are shown in
Figure 6.

It can be clearly seen from Figure 6 that from 0 : 00 on
February 1, 2021, the score of Myanmar’s AS network has
experienced a “steep drop,” indicating that there is a
problem with the Myanmar network at this time.�rough
Wikipedia veri�cation, it can be known on February 1,
2021, the Myanmar military took over the government.
To complete social control and control speech, it cut o¡
the Internet and communications in major cities,
resulting in large-scale network outages across the
country. �is also veri�ed DEDGCN’s ability in anomaly
detection tasks.
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Figure 5: F1 value of Reddit hyperlink and Bitcoin Alpha in the edge classi�cation task.
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6. Conclusions

�rough the performance of node classi�cation, edge
classi�cation, link prediction, and anomaly detection tasks,
the e¡ect of our proposed method DEDGCN has been
proved. Based on the experimental results, we discussed the
applicable task scenarios of GCN-RNN based on node
evolution and EvloveGCN based on parameter evolution.
DEDGCN, which combines the advantages of node evolu-
tion and parameter evolution, makes the extracted node
features dynamic while retaining the inherent stability
characteristics of the node and has achieved good results in
various tasks, which proves the broad application of the
DEDGCN method. In addition, DEDGCN is an unsuper-
vised graph representation model. We use unsupervised
clustering methods to determine the type of nodes in the
node classi�cation task for experimental data. Its e¡ect is
only 1% lower than the e¡ect of supervised classi�cation. In
the network anomaly detection task for realistic graph data,
DEDGCN can perceive the time when the network anomaly
occurs, which also shows the e¡ectiveness of DEDGCN in
unsupervised tasks.

Data Availability

Elliptic dataset can be obtained from https://www.kaggle.com/
ellipticco/elliptic-data-set. Bitcoin alpha dataset can be obtained
from http://snap.stanford.edu/data/soc-sign-bitcoin-alpha.
html. Reddit Hyperlink dataset can be obtained from http://
snap.stanford.edu/data/soc-RedditHyperlinks.html. UCI data-
set can be obtained from http://konect.cc/networks/opsahl-
ucsocial/. AS network dataset can be obtained from http://
snap.stanford.edu/data/as-733.html. Myanmar Network dataset
is constructed by extracting global BGP path which can be
obtained from http://archive.routeviews.org/. �e wiki address
for the February 1, 2021 events in Myanmar can be obtained
from https://en.wikipedia.org/wiki/2021_Myanmar_coup_d%
27%C3%A9tat.
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Recommender systems are known to suffer from the popularity bias problem: popular items are recommended frequently, and
nonpopular ones rarely, if at all. Prior studies focused on tackling this issue by increasing the number of recommended
nonpopular (long-tail) items. However, these methods ignore the users’ personal popularity preferences and increase the exposure
rate of the nonpopular items indiscriminately, whichmay hurt the user experience because different users have diverse interests in
popularity. In this work, we propose a novel debias framework with knowledge graph (AWING), which adaptively alleviates
popularity bias from the users’ perspective. Concretely, we explore fine-grained preferences (including popularity preference)
behind a user-item interaction by using the heterogeneous graph transformer over the knowledge graph embedded with
popularity nodes and endow the preferences with explicit semantics. Based on this idea, we can manipulate how much popularity
preference affects recommendation results and improves the exposure rate of nonpopular items while considering the popularity
preferences of different users. Experiments on public datasets show that the proposed method AWING can effectively alleviate
popularity bias and ensure the user experience at the same time.(e case study further demonstrates the feasibility of AWING on
the explainable recommendation task.

1. Introduction

In the age of the Internet, users can enjoy a variety of services
on various electronic platforms. However, as the number of
users continues to increase, the problem of information
overload becomes more serious, which makes users cannot
effectively search for the content they want. Recommen-
dation system is an effective method to solve such problems
[1]. Among these, collaborative filtering, as one of the most
successful methods of recommendation system, can predict
the rating of a certain user for an item and generate a
recommendation list by using the preference of a certain
user group [2]. So, accurately characterizing users’ interests
lives at the heart of an effective recommender system [3],
which is challenging, however. (ere are even some studies
aiming at hindering the system in its efforts to accurately
profile users for their privacy [4]. One barrier to the ef-
fectiveness of capturing users’ representation is the problem

of popularity bias: collaborative filtering recommenders
typically emphasize popular items much more than non-
popular ones [5], which makes popular items to be rated
higher than their ideal values so that they may be recom-
mended to some users who are actually not interested in
those items. Figure 1 illustrates the long-tail phenomenon in
the well-known LastFM [6]. (e vertical line separates the
top 20% of items by popularity, and these items cumulatively
have many more ratings than the 80% long-tail items to the
right. Similar distributions can be found in other systems as
well. After being trained on such long-tailed data, the models
inherit this bias and, in many cases, expand it by over-
recommending the popular items. As a result, they will be
rated by more users and this goes on again and again; the
rich gets richer and the poor gets poorer.

Although popular items often get good recommenda-
tion, recommending them to users is sometimes not
meaningful because these items are likely well-known. In
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other words, recommending serendipitous items from the
nonpopular items is ordinarily considered valuable to users
[7], as these are items that users are less likely to know about.
(erefore, recommender systems should explore a balance
between popular and nonpopular items. Previous studies
have mainly focused on increasing the number of recom-
mended nonpopular (long-tail) items. Jones introduces a
reweighting method to improve performance on small
community detection [8]. (en, some studies [9, 10] in-
troduce a regularization term to correct popularity bias.
Besides, a few methods [11] utilize propensity score to
decrease the ratio of popular items. However, these methods
increase the exposure rate of the nonpopular items indis-
criminately, largely ignoring the user’s interest in popularity,
which may hurt the user experience [12].

In this paper, we propose an adaptive framework to
alleviate popularity bias from the users’ perspective, named
AWING (Adaptive Alleviation for Popularity Bias with
Knowledge Graph). (e key idea is that a user typically has
multiple preferences (or reasons), driving him to consume
different items. Based on this idea, we can capture users’
popularity preferences and remove a percentage of popu-
larity preferences (lower a ratio of weight in popularity
preferences) based on their profiles with a knowledge graph
for these users who are not interested in popular items. (e
knowledge graph is a practical approach to represent large-
scale information from multiple domains [13]. To describe a
knowledge graph, we can use nodes in the graph as entities
and edges as relations between entities, which follows the
resource description framework (RDF) standard [14]. Of
course, to capture users’ multiple preferences on items, the
content feature information is important and helpful; some
studies also utilize it to optimize the learning model [15].
However, disentangling these preferences is challenging and
has not been well explored. Specifically, we face two key
challenges: (1) although knowledge graph can provide rich
information to learn these preferences, it lacks knowledge of
popularity bias; (2) different users have diverse interests in
popular items; how to adaptively eliminate popularity bias
according to personal taste is another challenge. To cope

with these two challenges, we design AWING with two
stages: identifying fine-grained preferences behind a user-
item interaction and generating recommendation results
that match the user’s interest in popular items. AWING
mainly includes the following four components: (1) a
component which constructs knowledge graph embedded
with popularity nodes; (2) a component which models fine-
grained user preferences; (3) a component which learns the
representations of the users, items, and fine-grained pref-
erences based on a heterogeneous graph transformer model;
(4) a component which generates personalized recom-
mendation list with removing popularity preference per-
sonally. Among these components, components (1–3) deal
with challenge (1), while the component (4) deals with
challenge (2).

(e contributions of this work are summarized as
follows:

(i) To the best of our knowledge, we are the first to
introduce knowledge graph embedded with popu-
larity nodes in heterogeneous graph to alleviate
popularity bias

(ii) We propose a flexible framework AWING to alle-
viate popularity bias from the users’ perspective,
which uses fine-grained preferences to profile user-
item relationships over the knowledge graph and
then remove a percentage of popularity preference
for different users

(iii) We conduct extensive experiments on two public
datasets to demonstrate the effectiveness of the
proposed model for alleviating popularity bias and
the case study shows the feasibility of our model on
the explainable recommendation task

2. The Proposed Model

In this section, we first introduce the notions and definitions
used throughout this paper, and then we show how pop-
ularity nodes are embedded in knowledge graph and how to
model fine-grained preferences of users. After that, we
present how to develop the heterogeneous graph trans-
former [16] module of the proposed AWING on the syn-
thetic graph. Finally, we use the trained AWING to estimate
whether a user will adopt an item considering the fine-
grained preferences.

2.1. Preliminary

Interaction data: given a list of user-item interactions
Y � (u, i){ }, we use implicit feedback as the protocol so
that each pair (u, i) implies the user u ∈ U consumes
the item i ∈ I. An additional relation interact_with is
introduced to explicitly present the user-item rela-
tionship and convert a (u, i) pair to the
(u, interact_with, i) triplet. As such, the user-item in-
teractions can be seamlessly combined with KG.
Knowledge graph (KG): KG is a directed graph com-
posed of subject − property − object triple facts. Each
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triplet denotes a relationship r from head entity s to tail
entity t, formally defined by (s, r, t), where s and t are
entities, and r is a relation. With the mappings between
items and KG entities (also includes items), KG can
profile items and offer complementary information to
the interaction data.
Heterogeneous graph (HG): formally, a heterogeneous
graph is defined as a directed graph G � (V, E, A, R)

where each node v ∈ V and each edge e ∈ E are as-
sociated with their type mapping functions
τ(v): V⟶ A and ϕ(e): E⟶ R. A and R donate the
sets of node types and edge types, respectively.
Task description: given the interaction data Y and the
KG G, our task is to learn a function that can predict
how likely a user would select an item while further
alleviating popularity bias.

Definition 1. Popularity: we define the number of times an
item rated by all users as its popularity.

Definition 2. Popular item: an item is a popular item if its
popularity is in the top 20% of all items.

Definition 3. Niche user (N) [12]: a user is a niche user if
she/he is in the bottom 20% regarding the ratio of popular
items in her/his profile. For these users, more than half of
their profile consists of nonpopular (long-tail) items.

Definition 4. Blockbuster-focused user (B) [12]: a user is a
blockbuster-focused user if she/he is in the top 20% re-
garding the ratio of popular items in her/his profile. (ese
users, on average, have most popular items in their profile.

Definition 5. Diverse user (D) [12]: a user is a diverse user if
she/he is neither a niche user nor a blockbuster-focused user.

2.2. +e Architecture of AWING. We now present the
proposed AWING. As illustrated in Figure 2, it consists of
four key components: (1) KG embedded with popularity
nodes, which inserts popularity nodes into KG to enrich the
relations of KG; (2) fine-grained user preferences modeling,
which uses multiple preferences to profile user-item rela-
tionships and aligns each preference with the relation in
knowledge graph embed with popularity nodes; (3) het-
erogeneous graph transformer, which fully models hetero-
geneity to maintain dedicated representations for different
types of nodes and edges in the heterogeneous graph; (4)
model prediction, which uses the mutual attention to predict
how likely the user would adopt the item under each
preference.

2.2.1. KG Embedded with Popularity Nodes. We first divide
the items into K groups according to their popularity. Next,
we create K popularity nodes, termed pni, i ∈ 1, . . . , K{ },
representing these groups and connecting items to their
corresponding nodes. In this way, a new relation,

(i, popularity, pn), is introduced to KG, which integrates
popularity information into the knowledge graph.(ere also
exits other relations and entities (come from the attributes of
items) in KG. As shown in Figure 2, we denote the new graph
as KGEPN (KG embedded with popularity nodes).

2.2.2. Fine-Grained User Preferences Graph. We aim to
capture the intuition that multiple preferences influence the
behaviors of users. Here, we frame the preference as the
reason for users’ choices of items, reflecting the common-
ality of all users’ behaviors. Taking music recommendation
as an example, possible preferences are diverse consider-
ations onmusic attributes, such as artist, genre, or popularity
mentioned above. Such intuition motivates us to model
user-item relations at the granularity of preferences. As-
suming P as the set of preferences shared by all users and n as
the number of types in the set P, we can slice a uniform user-
item relation into the n preferences and decompose each
(u, interact_with, i) triple into (u, p, i) ∣ p ∈ P􏼈 􏼉, as illus-
trated in Figure 2, termed preference graph (PG for short).
Since the preferences are expressed as latent vectors that are
vague to deeper understanding, we set the number of
preferences as that of relations in KGEPN and transfer the
information on the relation in KGEPN to the preferences.
Concretely, we utilize the Euclidean norm to align the
preferences embeddings p (between users and items) and
relations embeddings r (between items and entities) in
KGEPN:

Lalign � 􏽘
p∈P

‖p − r‖22. (1)

2.2.3. Heterogeneous Graph Transformer. After we get PG
and KGEPN mentioned above, we combined them into a
new heterogeneous graph (HG); we developed heteroge-
neous graph transformer (HGT for short) on the HG. HGT
aims to aggregate information from the neighbors of target
node t. Such a process can be decomposed into two parts:
message computation and message aggregation. We denote
the output of the (l)-th HGT layer as H(l) and the depth of
HGT as L.

(e message computation part incorporates the message
matrix, WMSG

ϕ(e) , to alleviate the distribution differences of
nodes and edges of different types. Based on a source node s

and an edge e, HGT calculates the message passed by s on e

by

Message(s, e, t) � Mτ(s) H
(l− 1)

[s]􏼐 􏼑 · W
MSG
ϕ(e) , (2)

where Mτ(s) is a unique linear projection for node type τ(s).
In message aggregation part, HGT first calculates the

heterogeneous mutual attention between source node s and
target node t to control the influences of s on t. (e attention
mechanism was first proposed by the Google team to classify
images [17]. Now, it is widely used in graph neural networks
in recommender system [18]. HGT utilizes a unique linear
projection (Qτ(t) or Kτ(s)) for each type of node and a
distinct edge-based matrix WATT

ϕ(e) ∈ R
d×d for each edge type
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ϕ(e) to model the distribution differences maximally; d is the
size of dimension in the head of attention mechanism. (e
model can capture different semantic relations even between
the same node type pairs, e.g., multiple preferences between

the same user-item pair as mentioned above. Specifically, we
calculate the heterogeneous mutual attention for each edge
(s, e, t) by

Attention(s, e, t) � softmax
∀s∈N(t)

Kτ(s) H
(l− 1)

[s]􏼐 􏼑 · W
ATT
ϕ(e) · Qτ(t) H

(l− 1)
[t]􏼐 􏼑

��
d

√⎛⎝ ⎞⎠, (3)

where N(t) denotes the one-hop neighbors of node t.
Next, HGT uses the attention vector as the weight to

average the corresponding messages from the source nodes
and get the updated vector 􏽥H

(l)
[t] as

H
(l)

[t] � 􏽘
s∈N(t)

(Attention(s, e, t) · Message(s, e, t)). (4)

We opt for the pairwise BPR loss to train HGT. Spe-
cifically, we encourage the score between node s and node t

to be higher than the score between node s and random node
t′:

LBPR � 􏽘
(s,e,t)∈HG

􏽘

s,e,t′( )∈HG′

−lnσ 􏽢y(s, e, t) − 􏽢y s, e, t′( 􏼁( 􏼁,

􏽢y(s, e, t) �
Kτ(s) H

(L)
[s]􏼐 􏼑 · W

ATT
ϕ(e) · Qτ(t) H

(L)
[t]􏼐 􏼑

��
d

√ .

(5)

By combining the aligning loss and BPR loss, we min-
imize the following objective function to learn the model
parameter:

LHGT � LBPR + αLalign + λ‖Θ‖
2
2, (6)

where Θ is the set of model parameters and α and λ are two
hyperparameters to control the aligning loss and L2 regu-
larization term, respectively.

2.2.4. Model Prediction. Benefiting from the individual
edge-based matrix for each edge type, we can quantify the
user’s preference at a finer granularity. Specifically, as is
exhibited in Figure 2, given final representations of user u

and item i, for each preference, we calculate the corre-
sponding score between u and i by

􏽢y(u, p, i) �
Kτ(i) H

(L)
[i]􏼐 􏼑 · W

ATT
ϕ(p) · Qτ(u) H

(L)
[u]􏼐 􏼑

��
d

√ . (7)

(en, we sum these different scores up as the probability
of u adopting i:

􏽢yui � 􏽘
p∈P

􏽢y(u, p, i). (8)

In addition, we can combine multiple preferences as
needed. To alleviate popularity bias, we remove a percentage
of popularity preference for every user. Concretely, we
design a weight w to manipulate how much popularity
preference affects recommendation results:

􏽢yui/adaptive � 􏽘
p∈P

􏽢y(u, p, i) − w · 􏽢y(u, popularity, i), (9)
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where w � 1 − RP(u) and RP(u) is the ratio of popular
items in the profile of user u. If a user is very interested in
popular items, we will hardly remove her popularity pref-
erence, which can guarantee user experience.

3. Experiments

We provide empirical results to demonstrate the effective-
ness of our proposed AWING.(e experiments are designed
to answer the following research questions (RQ):

(i) RQ1: how does AWING perform, compared to the
state-of-the-art recommender models? Mainly, can
AWING effectively alleviate popularity bias?

(ii) RQ2: how does the key hyperparameter K affect the
recommendation performance?

(iii) RQ3: can AWING provide insights on user pref-
erences and give an intuitive impression of
explainability?

3.1. Experimental Settings

3.1.1. Datasets. To evaluate the effectiveness of AWING, we
utilize two benchmark datasets: LastFM and DBbook-2014,
which are publicly accessible and vary in terms of domain,
size, and sparsity.

(i) LastFM: the dataset is the collection of listening
records.(e songs, which interacted with the current
user only once, are treated as negative feedback.
Because these songs may be misclicked by the user
and are not helpful for improving the recommen-
dation performance, to ensure the quality of the
dataset, we use the 5-core setting, i.e., retaining users
and items with at least five interactions.

(ii) DBbook-2014 [19]: the dataset consists of users
and their binary feedback (1 for likes and 0 oth-
erwise). Similarly, we use the 5-core setting to
ensure that each user and item have at least five
interactions.

Besides the user-item interactions, we need to construct
item knowledge for each dataset. For LastFM and DBbook-
2014, we follow the way in [20] to map items into freebase
entities. We summarize the statistics of the two datasets in
Table 1. We randomly select 80% of items associated with
each user to constitute the training set and use all the
remaining as the test set. (e experiments are conducted
with five-fold cross-validation for ten times, and the average
results are reported.

3.1.2. Evaluation Metrics. Apart from a relevance-based
metric (Recall@N) and a ranking-based metric (NDCG@
N), we choose three metrics to measure the popularity
bias.

(i) DGAP [12]: the group average popularity (GAP (g))
metric measures the average popularity of items in
the profiles of users in a particular group g or their

recommendation lists. Furthermore, the change in
GAP (Δ GAP) is the amount of unwanted popu-
larity in the recommendations imposed by the al-
gorithms to each group:

ΔGAP(g) �
GAP(g)r − GAP(g)p

GAP(g)p

,

GAP(g)p �
􏽐u∈g􏽐i∈Pu

ϕ(i)/ Pu

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|g|
,

GAP(g)r �
􏽐u∈g􏽐i∈Ru

ϕ(i)/ Ru

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|g|
,

(10)

where g is the group of users (in our case, it is either
N, D, or B), ϕ(·) is the popularity of a specific item,
Pu is the list of items in the profile of user u, and Ru

is the list of items in the recommendation result of
user u.

(ii) APT@N [9]: the average percentage of tail items
(APT) quantifies the ratio of nonpopular items in
the recommendation lists:

APT@N �
1

|U|
􏽘
u∈U

Ru ∩ I
up

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

N
. (11)

(iii) AD@N [21]: aggregate diversity (AD) counts the
total number of different items that have been
recommended to at least one user:

A D@N �
∪ u∈URu@N

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

|I|
. (12)

3.1.3. Comparison Method. We compare our proposed
AWING with the following baselines:

(i) BPRMF [22] is a classical CF method that only uses
the user-item ratings for the recommendation, as-
suming that users tend to assign higher ranks to
observed items.

(ii) BPRMF [23] is a GCN-based general recommen-
dation model that leverages the user-item proximity
to learn node representations and generate rec-
ommendations, which is reported as the state-of-
the-art method.

(iii) KTUP [24] employs TransH on user-item interac-
tions and KG triplets simultaneously to learn user
preference and perform KG completion.

(iv) IPS−CN [25] adds normalization, which also
achieved lower variance than plain IPS, at the ex-
pense of introducing a small amount of bias.

(v) ESAM [10] regards popular and nonpopular items
as the source and target domains, respectively, and
introduces three regularization terms for transfer-
ring the knowledge from these well-trained popular
items to the long-tail items.
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3.1.4. Implementation Details. We implement our AWING
model in PyTorch. We use AdamW [26] to train the model,
where the initial learning rate is 0.001. In addition, we use
256 as the hidden dimension throughout the neural net-
works, and the batch size is fixed as 1024. As for other
hyperparameters, we conduct a grid to confirm the optimal
settings. More specifically, the coefficients of additional
constraints (i.e., aligning loss and L2 regularization) α and λ
are searched in 10−5, 10−4, . . . , 10−1􏼈 􏼉 and the number L of
HGT layers is tuned in 1, 2, 3{ }. Finally, we set α � 10−2,
λ � 10−3, and L � 2 in our experiments.

3.2. Overall Performance Comparison (RQ1). Table 2 shows
the best recommendation performance of all models on two
datasets. In particular, AWING-APS is the variant of
AWING which removes a percentage of popularity pref-
erence when recommended. In addition, the bold numbers
indicate the best in each row and the underlined values
indicate the second best. We can draw the following con-
clusions from the table.

Firstly, the BPRMFmodel, the most basic model, has the
worst performance on two datasets and has serious popu-
larity bias. Although LightGCN performs better than
BPRMF, its APT value is also meager, showing that the
popularity bias is ubiquitous in recommender systems.

Next, the performance of the KG-aware baseline, KTUP,
is better than LightGCN and BPRMF on all metrics, which
demonstrates that the introduction of KG is beneficial not
only for the recommendation but also for alleviating pop-
ularity bias. Nevertheless, the improvement of APT and
GAP is not enough.

Besides, compared with the three models above, IPS-CN
and ESAM improve a lot on APT, but they do not keep the
ratio of popular and nonpopular items according to their
profiles, which may hurt the user experience.

Finally, our proposed method AWING which outper-
forms all the compared baselines on both datasets in terms of
recall and NDCG, which indicates that identifying fine-
grained preferences is helpful for the recommendation.
Moreover, our proposed method AWING-APS performs
best among all models in the light of Δ GAP, AD, and APT,
which verifies the significance of removing popularity
preference to alleviate popularity bias. Especially, AWING-
APS has a shallow value of ΔGAP. In other words, AWING-
APS keeps a similar ratio of popular and nonpopular items,
which guarantees the user experience well. It should be
noted that although AWING-APS sacrifices a small amount

of recall and NDCG, this is negligible compared to IPS-CN
and ESAM.

We can also find that, in the two datasets, the former
dataset is sparser. (e proposed model performs worse than
the latter in the metrics of ranking task (Recall@N and
NDCG@N) for the recommendation. However, for most
metrics to measure the popularity bias, e.g., AD and APT,
the improvement on the LastFM is greater than the DBbook-
2014.

3.3. Parameter Sensitivity Analysis (RQ2). In this section, we
investigate the impact of the number of popularity nodes K

for popularity bias. In this experiment, we tune K in the
range of [2, 13] with a step of 1 to report the corresponding
performance. From Figure 3, we observe that AWING-APS
achieves the best performance when K � 6 and 7 on two
datasets, respectively. (is is because a too small K does not
have enough capacity to distinguish the different degrees of
popularity, while a too-large K causes sparse data in each
group and adversely suffers from overfitting.

3.4. Case Study (RQ3). An important benefit of attention
recommender system is the explainability of the results [27].
In the same way, benefiting from the HGT, we can infer the
fine-grained user preferences on the target item. Towards
this end, we present an example of LastFM to give an in-
tuitive impression of our explainability. We randomly se-
lected one user, u306, and two relevant music m749 and
m1364 (from the test, unseen in the training phase). Figure 4
shows the visualization of the example. AWING searches for
the most influential preference based on the attention scores
(cf. (7)). (us, it explains this behavior as user u306 selects
music m749 since it matches her interest in the featured
artist. Similarly, we can infer that u306 chooses m1364 just
because of its popularity.

4. Related Work

In recent years, with the development of recommender
systems, more and more attention has been paid to the
fairness of recommender systems. Popularity bias is one of
the critical factors affecting its fairness. (e problem of
popularity bias and the challenges it creates for the rec-
ommender systems has been well studied by other re-
searchers [5, 28]. Authors in the mentioned works have
mainly explored the overall accuracy of the recommenda-
tions in the presence of long-tail distribution in rating data.

Table 1: Statistics of the datasets.

LastFM DBbook-2014

User-item interactions

#Usesrs 7,457 5,576
#Items 15,226 2,680

#Interactions 303,917 65,961
#Sparsity 0.27% 0.44%

Knowledge 1 graph
#Entities 35,952 13,882
#Relations 9 13
#Triplets 464,567 334,511
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Moreover, some other researchers have proposed algorithms
that can control this bias and give more chances for non-
popular items to be recommended [9, 29, 30]. Gruson et al.
[25] and Joachims et al. [11] use IPS (Inverse Propensity
Score) to eliminate popularity bias by reweighting each
instance according to item popularity. Besides, Abdollah-
pouri et al. [9] provide a regularization term to control
popularity bias. Recently, Chen et al. [10] address this
problem from domain adaptation, regarding popular and
nonpopular items as the source and target domains. In this
work, however, we focus on alleviating popularity bias from

the perspective of users.(at is, we want to take into account
the personal interest in popular and nonpopular items.

(e recommendation system based on knowledge graph
has attracted extensive attention of researchers now. (is
method can not only improve the accuracy of the recom-
mendation system but also provide explanations for the
recommendation results. Zhang et al. [31] proposed CKE
with three-information sources: structural information,
textual information, and visual information, which shows
the structure information of the knowledge graph can en-
hance the semantic information of the item embedding.

Table 2: Performance comparison of different recommendation models.

Dataset Metric BPRMF LightGCN KTUP IPS-CN ESAM AWING AWING-APS

LastFM (@10,%)

Recall 5.17 5.82 6.75 6.49 5.64 7.31 6.86
NDCG 5.39 5.48 6.04 5.32 5.59 6.94 5.89
Δ GAP (N) 92.67 80.49 60.83 38.13 25.84 59.08 5.21
Δ GAP (D) 95.71 87.25 57.39 53.04 31.82 64.26 7.56
Δ GAP (B) 87.52 82.98 68.52 −60.49 −55.25 63.94 −4.81

AD 5.62 12.07 17.61 16.47 18.15 16.24 24.28
APT 1.56 3.76 14.79 23.59 25.33 14.66 36.06

DBbook (@10,%)

Recall 17.23 20.45 23.15 19.45 18.92 24.62 23.02
NDCG 18.86 22.67 25.92 22.62 21.53 27.62 25.27
Δ GAP (N) 88.77 94.14 53.32 25.96 27.71 55.62 2.18
Δ GAP (D) 85.48 83.46 61.28 35.09 32.89 62.52 8.03
Δ GAP (B) 75.49 79.71 43.76 −34.28 −43.27 42.24 −5.33

AD 9.58 11.26 14.36 17.33 17.61 15.38 19.78
APT 2.91 5.51 7.95 12.06 13.17 12.27 17.68

(e bold numbers indicate the best in each row and the underlined values indicate the second best.
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Figure 3: Performance impact of K.
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Wang et al. [32] used KGAT to obtain the item represen-
tations and propagate them on the user-item interaction
graph with the graph attention mechanism. Huang et al. [33]
constructed multiple metapaths from users to entities on the
interaction and knowledge graph to obtain user represen-
tation. Tu et al. [34] proposed KCAN, which uses the
knowledge graph to help automatically distill the knowledge
graph into the target-specific subgraph and get the refined
node representations. (ey all did not consider introducing
knowledge graph embedded with popularity nodes.

5. Conclusion

(is paper aims to utilize KG embedded with popularity
nodes to alleviate popularity bias by identifying the fine-
grained preferences of users. Our method first constructs
a heterogeneous graph that combines KG, preference
graph, and popularity nodes. Secondly, we use hetero-
geneous graph transformer over the heterogeneous graph
while aligning fine-grained preferences with the relations
in KG to learn the user/item/preference embeddings and
the parameters of the mutual attention. Finally, according
to the user’s interest in popular items, we adaptively
remove popularity preference to eliminate popularity
bias. In the future, a valuable direction is to consider the
dynamic change of popularity, instead of keeping the
popularity constant.
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Gradient boosting decision tree (GBDT) is widely used because of its state-of-art performance in academia, industry, and data
science competitions. +e efficiency of the model is limited by the overwhelming training cost with the surge of data. A common
solution is data reduction by sampling on training data. Current popular implementations of GBDT such as XGBoost and
LightGBM both supports cut the search space by using only a random subset of features without any prior knowledge, which is
ineffective and may lead the model fail to converge when sampling on a high-dimensional feature space with a small sampling rate
assigned. Tomitigate this problem, we proposed a heuristic sampling algorithm LGBM-CBFS, which samples features based on an
available prior knowledge named “importance scores” to improve the performance and the effectiveness of GBDT. Experimental
results indicate that LGBM-CBFS obtains a higher level of model accuracy than uniform sampling without introducing un-
acceptable time cost in the sparse high-dimensional scenarios.

1. Introduction

Gradient boosting decision tree [1] achieves state-of-the-art
performance in machine learning and data mining appli-
cations ranging from classification, regression to ranking.
+e rapid growth of data volume leads to expensive training
cost. +e major computation cost of training the GBDT
model comes from building a decision tree in each gradient
boosting round, in which finding the optimal split point
results in the most time-consuming operation because it
requires scanning entire training data for each feature.
Recently, two open-source projects XGBoost [2] and
LightGBM [3] have been widely used for their superiority in
machine learning and data analytic applications, which
exploit histogram-based data partitioning to accelerate de-
cision tree building. However, both of them still suffer from
performance degradation in large-scale learning tasks at a
limited time and economic cost.

To alleviate this problem, sampling techniques are com-
monly used to reduce the data size by obtaining a random subset
from the input dataset with both row-oriented and column-
oriented perspectives. Current sampling research includes static

sampling and adaptive sampling techniques. +e former one
draws samples based on a preset sample size determined prior to
the start of sampling, which encounters the difficulty of de-
termining an appropriate sample size. Chernoff-Hoeffding
bounds [4, 5] have been widely used to test whether the number
of samples seen so far is sufficient to assure estimation accuracy
and confidence. Nevertheless, a static sampling scheme tends to
overestimate the sample size due to the worst situation con-
sidered at the beginning of sampling, which is rare in practical
applications [6]. Adaptive sampling [7–9] is proposed to address
this situation by picking samples in an online fashion, and its
stopping condition depends on the number of observations,
namely, random samples seen so far. +ere are some studies
[10, 11] that seek a tighter bound on sufficient sample size
without jeopardizing accuracy and confidence. Compared to
static sampling, adaptive sampling can approximate input
datasets well with a lower sample size which achieves better
scalability of learning algorithms. Nevertheless, sampling ran-
domly on a high-dimensional dataset with a quite small sample
size often makes the model hard to converge in an adaptive
sampling scheme sincemost features involved in the training set
are sparse.
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Currently, the representative open-source implementa-
tions of GBDT such as XGBoost and LightGBM used uni-
form sampling to choose a subset of features. It is a simple
and effective way to reduce the dimensions of feature space
with a low time consumption. Nevertheless, there are no
prior insights taken into account in the sampling process in
this sampling scheme. Uniform sampling with a small
sample size tends to be underperforming in sparse scenarios
since there is little information that can be learned. Scores-
based nonuniform sampling [12, 13] will obtain further
performance improvement by picking a representative
subset of features according to a metric that indicates the
importance of the features. However, it will bring additional
time costs due to the calculation of scores introduced.

To address the aforementioned issues, in this paper, we
devised a sampling method named LGBM-GBFS to choose
features based on an available prior “importance score,”
which reveals the contribution of every single feature to
information gain in GBDT, meanwhile, and heavily reduced
the computational cost bringing by building scores. +en,
the features with high scores will be kept in the training set.
+e features with low scores will be discarded at random
with a certain probability to cut the feature space. We in-
tegrate our LGBM-GBFS algorithm into LightGBM and
conduct a series of experiments to verify the correctness and
effectiveness of the approach. +e experimental results show
that our algorithm significantly improved the effectiveness
when sampling features on high-dimensional sparse data,
and it works better than uniform sampling without addi-
tional heavy computational cost.

2. Related Work

In this section, we present a brief review of gradient boosting
and elaborate the related work of feature sampling for en-
semble learning.

2.1. Review of GBDT. Gradient boosting tree is an ensemble
learning method that takes decision tree as its base learner. It
is proposed first by Friedman in [1] and is increasingly
adopted as a crucial solution in data analytics with the
advent of more efficient implementations. XGBoost and
LightGBM are two well-known GBDT implementations that
achieve outstanding performance in learning applications
like ranking as well as classification. Both of them exploit
histogram-based algorithms to find the optimal split point
and employ many engineering or theoretical optimizations
to improve the efficiency and scalability. For instance,
XGBoost uses the second-order Taylor expansion as an
approximation for the objective function in the general
setting and introduces a well-designed regularization term to
make the objective easy to parallelize.

In XGBoost, for a given dataset with n instances and m

features D � (xi, yi)􏼈 􏼉
n
1(xi ∈ Rm, yi ∈ R), the general regu-

larized objective is given by

Obj � 􏽘
n

i�1
l yi, 􏽢yi( 􏼁 + 􏽘

k

Ω fk( 􏼁，fk ∈ F (1)

where Ω(f) � cT + (1/2)λ􏽐
T
j�1 ω

2
j is the regularization

term, in which T and ω are the number of leaves and leaf
weights of one single decision tree. l is the conventional loss
function for tree boosting. F is the functional space of re-
gression trees. k is the number of decision trees we build.+e
tree boosting method in XGBoost rewrites the loss function
by applying forward stagewise additive modeling. +en take
Taylor expansion of the objective which is given by
Obj(t) � 􏽐

T
j�1[Gjωj + (1/2)(Hj + λ)ω2

j] + cT, where
Gj � 􏽐i∈Ij

gi，Hj � 􏽐i∈Ij
hi. Here, Ij is the instance set in leaf

j. gi and hi are first- and second-order gradient statistics on
l. With this, the optimal j-th leaf weight and objective
function value can be calculated by

ω∗j � −
Gj

Hj + λ
, Obj
∗

� −
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2
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2
j

Hj + λ
+ cT. (2)

+e loss reduction of objective for each split is given by
the following equation:

Gain �
1
2

G
2
L

HL + λ
+

G
2
R

HR + λ
−

GL + GR( 􏼁
2

HL + HR + λ
􏼢 􏼣 − c, (3)

where GL and GR are the sum of the first-order gradient
statistics of the instances on the left and right nodes after
splitting. HL and HR are the sum of the second-order
gradient statistics after splitting. +e regularization coeffi-
cient c indicates the complexity cost of additional leaf nodes
added.

+e feature importance score is obtained by (3) when
taking the best split solution, which is used as a measure of
the importance of a feature.

In order to conduct further optimization based on the
work of XGBoost, LightGBM proposed GOSS (gradient-
based one-side sampling) to choose a subset of the instances
by keeping those instances with gradients greater than a
preset threshold and sampling on the rest of the instances
randomly. GOSS works better than uniform sampling from
an accuracy perspective since more under-trained instances
with a potentially greater contribution are involved in
training data. Moreover, LightGBM proposed EFB (exclu-
sive feature bundling) to convert data with quite sparse
feature space into a dense form by bundling those features
rarely taking nonzero values simultaneously together. Both
GOSS and EFB give over 20x speedup of the conventional
training process and achieve nearly the same accuracy.

To take advantage of the efficiency of LightGBM, we
extend it to support the proposal sampling algorithm in this
paper and conduct experiments based on the modification
version. More details of the modifications are introduced in
section 3.2.

2.2. Sampling Schemes in Ensemble Learning. Sampling is an
effective technique widely used to improve the generaliza-
tion and scalability in large-scale machine learning. Many
researches related to sampling in ensemble learning are
proposed in recent years. SGB (stochastic gradient boosting)
[14] trains the base learner on a subset sampled uniformly
from input data in a static way, which requires the sample
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ratio is known in advance. +is approach is also supported
by XGboost and LightGBM.Watanabe proposed an adaptive
sampling scheme MadaBoost [6] to dynamically adjust
sample size in the training progress by using theoretical
bounds like Chernoff-Hoeffding bound [4, 15]. MadaBoost
achieves a higher accuracy with data of the same size as the
static sampling method. Inspired by the works in Mada-
Boost, a new adaptive sampling scheme [10] proposed by
Jianhua Chen et al. recently achieves a tighter bound of
sample size by using Massart’s inequality. Empirically,
feature sampling outperforms row sampling in preventing
overfitting. It is as well as used to reduce the search space in
tree ensembles to improve training speed when finding the
best split. Off-the-shelf feature sampling schemes fall into
four general categories: uniform sampling, reweight-based
sampling, score-based sampling, and bandit-based sam-
pling. Uniform sampling is the simplest one that chooses
columns with equal probability with taking no prior into
account. It is the default and unique column sampling
strategy in XGBoost, LightGBM, RandomForest [16].
[17, 18]. Reweight-based sampling first trains base learners
on a random subset of the data instances in the first iteration
and then chooses columns in terms of the suitable weight
like classification error [17] in the previous iteration. +e
score-based strategy [19–22] introduces an importance
sampling distribution to sample the features. Bandit-based
sampling chooses columns by making a tradeoff between
those with large past rewards and those never selected in
every boosting round.

Uniform sampling has been widely used due to its
simplicity and low computational cost. But it accepts im-
portant features with quite a low probability in high-di-
mension feature space. Moreover, it comes with a penalty in
prediction accuracy due to taking no prior information into
account. +e latter three sampling schemes all construct an
“importance score” for each feature of the input dataset to
measure the impact of the corresponding feature on the
model output. +en perform biased random sampling based
on the scores in previous step. Schemes (2), (3), and (4) can
improve the test accuracy effectively but require more
computation cost due to the extra step of score construction.

In this paper, instead of constructing a new importance
score, we select features by using the gain information of
GBDTformulated by (3) to avoid additional calculation. We
propose a column subsampling algorithm LGBM-CBFS,
which chooses columns by filtering out those over-trained to
obtain better efficiency. And we implement it into
LightGBM with a minor modification. +e extensive ex-
perimental results show our sampling algorithm obtained
better accuracy than uniform sampling with acceptable
overheads.

3. Contribution-Based Feature
Sampling Algorithm

In this section, we train GBDT models on various datasets
with different distributions and sparsity to study their dif-
ferences with importance scores. And then, we implement

our contribution-based feature sampling algorithm named
LGBM-CBFS based on our analysis.

3.1. Importance Scores in High-Dimensional Data.
Importance scores of each feature in GBDT indicate how
much a feature contributes to the model output. In order to
observe the difference in scores among the features of the
training set, we build GBDT models on four publicly
available data sets (real-sim, news20, kdda, and higgs) and
details are described in Table 1, and we use a pie chart to
depict the final contribution of each feature in an intuitive
way. Features are automatically named in terms of their
index in the input array of the charts. +e GBDT model
calculates importance scores by first adding up the value a
feature split point improving the performance measure for a
decision tree, then averaging across all the trees in themodel.
+emore a feature is important, the higher it scores. Figure 1
shows the ratio of different feature scores to the total, which
is sorted in descending order before plotting. We can see a
few features contribute a lot at the overall level in real-sim,
news20, and kdda, and there are relatively small differences
in higgs.

We classify features into two categories that refer to as
key features and valid features according to the effect on
model output. Valid features represent features whose im-
portance score is greater than 0. Key features represent
features ranking in 80% of scores. +e number of features,
valid features, and key features is shown in Table 2. In the
case of News20, the dataset consists of 50K features, of which
1090 features have scores greater than 0. And 79 of the 1090
features provide 80% of the total importance scores.
Moreover, the number of valid features accounted for 2.18%,
3.8%, and 0.0058% of the total number of features in news20,
real-sim, and kdda, respectively. +e number of key features
accounted for about 16.4%, 7.65%, and 17% of the number of
valid features in news20, real-sim, and kdda, respectively. It
can be seen that valid features have a lower proportion in
high-dimensional sparse data, which means a low sampling
probability of key features.

We plot the cumulative contributions of key features for
every dataset in Figure 2 to show the change of importance
scores at each boosting round. From Figure 2, we can ob-
serve that the ranking of certain features varies little during
the training process. It means the importance of features
from the current iteration to the next iteration is relatively
stable. Besides, we can conclude that the features with high
scores in the current iteration may have more impact on
model output in the next iteration.

Here, we assume that features are independent of each
other. When training the GBDT models on a high-dimen-
sional sparse data set, the characteristics of importance
scores could be summarized as follows:

(1) +ere is a considerable difference among the features
in sparse data. Only a few features (valid features) play
an important role in contributing to the information
gain, in which the proportion of key features, that
contribute most of the overall level, is quite small.
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Table 1: Experimental datasets.

Dataset #Data #Features Description
Gamma

100K 500 DenseNorm
Poisson
Uniform
Higgs 10.5M 28

SparseNews20 6K 5K
Real-sim 72309 20958
Kdda 8407752 20216830
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Figure 1: +e proportion of importance scores (gain). (a) Real-sim. (b) News20. (c) kdda. (d) higgs.
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(2) +ere are little differences in cumulative contribu-
tion to the information gain of each feature, but the
contribution of a particular feature in a single iter-
ation generally decreases as the number of iterations
increases.

(3) In GBDT, key features are sampled at random with
the same quite small probability, when high-di-
mensional sparse data are fed into the training
program and a small sampling rate is given. +at is
why uniform sampling does not work in this case.

In summary, we can choose features based on the cu-
mulative contribution, which is the importance scores of the
features at one single iteration. It improves the effectiveness
of the training process by keeping the key features are
sampled into the training set.

3.2. LGBM-CBFS : LightGBM with Contribution-Based Fea-
ture Sampling. In this subsection, we devised a contribu-
tion-based feature sampling algorithm named LGBM-CBFS

and integrate it into LightGBM. +e details of the algorithm
and the modifications made to LightGBM will be described.

+e pseudocode of LGBM-CBFS is illustrated in Algo-
rithm 1. +ree inputs are fed into the function selectTopN.
+e first parameter featImportances denotes the impor-
tance scores of valid features at one boosting iteration. +e
second parameter vali dF eatIn di ces represents the po-
sition indices of valid features, which has the same size with
featImportances. +e last parameter featCount describes
the number of features added to the final training set. At the
beginning of the algorithm, we sort the features based on
importance scores in descending order (line 3). +en, cal-
culating the number of features with high scores needs to be
retained in the result set i dx Selecte d (line 4, 5). +e built-
in parameter feature fractoin indicates the feature sam-
pling rate. p is the value of the parameter
reamin feature ratio that indicates the proportion of high-
score features we keep. Here, we take an empirical value of
0.5 for reamin feature ratio. Not only possible significant
features but also randomness is kept during the sampling
process. After this process, according to the value obtained

Table 2: +e number of different types of features.

Dataset #Features #valid_features #key_features
Higgs 28 22 6
News20 50K 1090 179
Real-sim 20958 797 61
Kdda 20216830 1170 199
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Figure 2: Accumulated values of importance score in the training process. (a) Real-sim. (b) News20. (c) higgs. (d) kdda.
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in the previous step, the corresponding feature indices are
included in result set (line 6). Finally, we sample uniformly
from the rest of the features and merge them into
i dx Selecte d as a final result (line 7,8,9).

To make our algorithm is easy to use, we make some
necessary modifications to LightGBM. Two parameters
feature sampling metho d and remain feature ratio are
added to source file config.h which is defined in the include
module and contains descriptions of all parameters in
LightGBM. Our sampling algorithm is enabled when fea-
ture_sampling_method set as LGBM-CBFS. User can de-
termine how many features with high scores will be kept by
setting the value of remain_feature_ratio. We define an
interface for LGBM-CBFS by implement it in a new source
file feature_sampling.cpp of boosting module. +e calling
code is added before building a decision tree at one iteration,
which is added to gbdt.cpp. Now that only a few lines in
LightGBM were modified to provide an accessible interface
to users.

4. Experiments

In this section, we compare LGBM-CBFS with the built-in
feature sampling algorithm in LightGBM from an accuracy
and speed perspective. +e datasets used in our experiments
comprise four artificial datasets generated by MATLAB and
four publicly available datasets. +e number of data in-
stances and features are shown in Table 1. All experiments
run on a single computer with two quad core i7-4790 CPUs
and 16G memories.

4.1. Accuracy Evaluation. All of the artificial datasets in
our experiments consist of 500 features and 100K in-
stances exported by a 100K-by-500 matrix in MATLAB.
We generate dataset Gamma from the gamma distri-
bution with shape parameter in 2 and scale parameter in
500. Dataset Norm is generated from the normal dis-
tribution with mean parameter in 0 and deviation pa-
rameter in 500. We generate Poisson datasets from the
Poisson distribution specified by the rate parameter λ� 2.
A 100K-by-500 matrix of uniformly distributed random

numbers is generated between 0 and 1000. Our experi-
mental datasets cover different distribution and sparsity
and list in Table 1 in detail.

To verify the correctness and effectiveness of LGBM-
CBFS, we train three GBDT models, respectively, by spec-
ifying different sampling strategies on real-sim and kdda
datasets and recording their binary error and AUC as
performance metrics at every boosting iteration. Our ex-
perimental results are depicted in Figure 3, in which we use
LGBM, and the orange line denotes the performance of the
model trained with all features. LGBM_FS and the green line
denote the performance of the model built on features
sampling by built-in strategy in LightGBM, which is picking
a subset of features uniformly at random. LGBM-CBFS and
the pink line denote the performance of the model trained
on features sampling by using the proposed approach in
every boosting round.

In our experiments, a small sampling rate is assigned to
evaluate the performance of our algorithm. We set the
sampling rate to 0.05% in our experiment. +e results in
Figure 3 can be summarized as follows: (1) LGBM-CBFS
performs better than LGBM_FS in the first few iterations
when taking AUC or binary error as performance metrics,
but it gradually approaches LGBM_FS during the subse-
quent training process. (2) LGBM-CBFS has a significant
effect on model output at the beginning of the training
process, but the effect has decreased as the number of it-
erations increases. (3) LGBM_FS leads the model to fail to
converge (in the case of kdda) when sampling on high-di-
mensional sparse data with few key features due to quite a
small probability assigned. In summary, we can learn from
these experiments that, LGBM-CBFS outperforms the built-
in strategy in LightGBM (uniform sampling), and it con-
tinuously improves the model quality during the training
process.

4.2. Efficiency Evaluation. In this subsection, we report the
experimental results with respect to efficiency upon all
datasets. +e average time cost (1e-3 seconds) for training
one iteration on sparse datasets is shown in Figure 4. We set

Algorithm SelectTopN
Input: featImportances//the vector containing importance scores of valid features
Input: validFeatIndices//the vector containing position indices of valid features
Input: featCount//the number of valid features

(1) i dx Selecte d← //the result set
(2) //sort features based on scores
(3) sorte dI dx← Sort(validFeatIndices, featImportances)
(4) importantFeatNum← validFeatIndices.size()∗feature_fraction∗, p

(5) importantFeatNum← Min(importantFeatNum, featCount)
(6) i dx Selecte d← +e first importantFeatNum elements in sorte dI dx

(7) samplingNum←featCount − nonRan dC nt

(8) ran dI dx←rand.get(sorte dI dx − i dx Selecte d, samplingNum)

(9) i dx Selecte d←i dx Selecte d⋃​ samplingNum

(10) Return i dx Selecte d

ALGORITHM 1: Contribution-based feature sampling algorithm.
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0.05% as the value of the sampling ratio. From the results,
both LGBM_FS and LGBM-CBFS have accelerated the
training process. LGBM-CBFS takes additional memory and
computation cost because of the extra sort operation on
features. It leads to more time overheads of training than
LGBM_FS.

We use four artificial datasets descript in section 3.1
in our experiments to evaluate the training speed on
dense datasets. We set 10% as the value of the sampling

ratio. +e experimental results in Figure 5 show that
LGBM-CBFS and LGBM_FS slightly improve the com-
putational efficiency in most situations. And there is no
significant difference between LGBM-CBFS and
LGBM_FS in time overheads.

In general, all these evaluations from accuracy and speed
perspectives demonstrate that LGBM-CBFS could cut down
the risk of training failure triggered by using a small sam-
pling ratio; meanwhile, it often leads to higher accuracy in a
high-dimensional sparse scenario.
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5. Conclusions

In a real application context, training a GBDTmodel over a
large-scale dataset is time-consuming. A natural idea to solve
this issue is that sampling on input dataset to reduce data
size, but it may lead model fail to converge in high-di-
mensional scenarios when using uniform sampling in
LightGBM. In order to address this problem, we devised a
heuristic feature sampling algorithm named LGBM-CBFS
and implement it into LightGBM. Benefit from the strategy
that chooses a representative subset of features based on the
native importance scores of GDBT, LGBM-CBFS can
heavily reduce excessive computation costs. We conduct a
series of experiments and compare the proposed LGBM-
CBFS algorithmwith the built-in feature sampling algorithm
in LightGBM. +e experimental results show that LGBM-
CBFS significantly improved the training effectiveness of
GBDT over sparse data with high-dimensional features,
meanwhile, without introducing additional computation
overheads. In the future, we will explore potential optimi-
zation solutions of our sampling strategy for dense dataset
scenarios.
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As an important component of information service networks, personalized recommendation technology provides users with
better options and enables them to obtain information anytime and anywhere. Collaborative filtering (CF) is a successful and
widely used form of this technology. However, the traditional CF recommendation algorithm is ineffective in environments with
frequent entry of new users and high levels of data sparsity. For new users in the system, few or no scores, labels, or other such
information is available, leading to the user cold start problem. Simultaneously, data sparsity leads to the selection of unreasonable
neighbors, which reduces the recommendation accuracy. In addition, the traditional CF recommendation algorithm ignores the
inherent connections between users’ preferences and their basic information (such as demographics). Users with similar de-
mographic information are likely to have similar preferences, which can serve as a good basis for finding neighbors. To address the
aforementioned problems, we propose a recommendation model that combines active learning (AL) and a semi-supervised
transductive support vector machine (TSVM). To enable neighbors to be found quickly and accurately, similar users are clustered
together on the basis of their basic information.,en, the TSVM-based classifier is trained on each cluster. To improve the quality
of sample labeling and thus the classifier performance, an active learning method based on the distance strategy and a mul-
ticlassifier voting mechanism is implemented. Finally, the TSVM-based recommendation model is trained on the labeled samples.
,e extensive experiments conducted using a real data set from MovieLens demonstrate that the proposed model effectively
alleviates the aforementioned cold start and data sparsity problems.

1. Introduction

Information technology and the Internet have developed
rapidly, and numerous online forums and e-commerce,
social, and consulting service platforms have been estab-
lished, resulting in the availability of a huge amount of
information. However, obtaining effective information can
be challenging due to information overload. Recommen-
dation systems can address such problems [1, 2], in which a
preference model between users and items is developed by
acquiring users’ behavior characteristics or preferences,
predicting their preferences for unknown or unselected
items, and generating a recommendation list. A recom-
mendation algorithm is central to this type of system as it

determines the recommendation effect and quality. Cur-
rent personalized recommendation algorithms include
content-based, collaborative filtering (CF), model-based,
and hybrid recommendation algorithms [3–6]. Of these,
the CF recommendation algorithm is one of the most
successful and widely used algorithms. It has the advan-
tages of not relying on the feature information of the item
and not being constrained by content analysis technology
and thus represents a major development in theoretical and
practical terms. However, it requires continuous im-
provement due to the limitations of cold start (many users
with little or no historical data) and data sparsity (limited
user-item rating information or few items rated by multiple
users) [7, 8].
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,e user cold start problem occurs when there are few
or no scores, labels, or other information about new users
in the system. ,e recommendation function of the system
is even more important for such new users. Reference [9]
shows that the loyalty of users to the system depends on
whether and when the system provides effective person-
alized services. Users will have a greater reliance on the
system and thus improve user loyalty if the recommen-
dation function can be implemented for new users as early
as possible. ,us, solving this cold start problem is nec-
essary to improve the quality and efficiency of recom-
mendation systems.

A common solution to the problem of new users is to use
non-personalized recommendations; however, a lack of
personal information means that the system must accu-
mulate a certain level of data before it can provide rec-
ommendations. Another solution is to use user registration
information as the basis for recommendations, but the
resulting recommendations are likely to be coarse as the
information is often limited. A more effective solution en-
tails the use of active inquiry-based models that acquire the
required knowledge through communicating with users and
therefore provide rapid and accurate results.

,e goal of a recommendation system is to satisfy users
by providing appropriate recommendations by learning the
users’ preferences from their operations, which can be
achieved through active learning. Active learning should
therefore be integrated into recommendation systems [10].
,e notion of the highest predicted score in [11] involves
predicting the scores of unlabeled items, and the item with
the highest predicted score may be the user’s favorite item.
,e notion of the lowest predicted score in [12] is similar, in
which the item with the lowest predicted score is selected
and the user identifies the least preferred items with a score.
An active learning algorithm is proposed in [13] based on
matrix decomposition, which selects the sample with the
lowest predicted score for users to choose. Reference [14]
uses the aspect model to predict the probability that a target
user u belonging to an interest group z will give a score r to a
specific item i, where the user is a combination of multiple
interest groups.

Data sparsity has also become a major problem for
recommendation systems as it results in unreasonable
neighbors being selected by the target user, which reduces
the accuracy of the recommendations [15]. ,is issue can be
addressed using a clustering algorithm to improve the
recommendation accuracy. For example, [16] proposes a
novel and scalable CCCF method, which improves the
performance of CF methods via user-item co-clustering.
Users and items are clustered into several subgroups, and
each includes a set of like-minded users and a set of items
they share an interest in. A hybrid approach is proposed by
[17], which combines a content-based approach with CF
under a unified model called co-clustering with augmented
matrices (CCAMs). ,is method is based on information-
theoretic co-clustering but further considers augmented data
matrices, including user profiles and item descriptions.
Reference [4] proposes a novel recommendation model
based on a time correlation coefficient and an improved

K-means with cuckoo search. ,e clustering method can
cluster similar users together for further quick and accurate
recommendations. ,e novel method of [18] applies
clustering algorithms to the latent vectors of users and
items, which can capture the interests that are common to
the clusters of users and of items in a latent space. Some
scholars have used matrix factorization (MF) techniques
and singular value decomposition to solve this problem.
For example, [19] proposes neural variational matrix fac-
torization, which is a novel deep generative model that
incorporates side information (features) of both users and
items to effectively capture the corresponding latent rep-
resentations to generate more accurate CF recommenda-
tions. To alleviate the effects of data sparsity, [20] proposes
a framework that involves two efficient matrix factoriza-
tions, a dynamic single-element-based CF integrating
manifold regularization (DSMMF) and a dynamic single-
element-based Tikhonov graph regularization nonnegative
MF (DSTNMF). A novel imputation-based recommen-
dation method is proposed by [21] to solve the problem of
data sparsity in SVD-based methods.

Building upon these studies, we propose a new per-
sonalized recommendationmodel in which active learning is
integrated with semi-supervised learning and apply the
cluster analysis method to solve the cold start and data
sparsity problems. Users with similar rating patterns gen-
erally have similar interest preferences in recommendation
systems and can be classified together on the basis of their
item ratings. ,us, the basic information of new users (e.g.,
registration and demographic information) can determine
the user group they belong to, and the system can ac-
cordingly provide more accurate item recommendations, to
some extent solving the cold start problem. Semi-supervised
learning and active learning methods can then be used to
label the users’ item preferences, which not only alleviate the
data sparsity problem but also solve the cold start problem.

Our study makes four main contributions to the liter-
ature. First, we use cluster analysis due to the sparsity of a
new user’s query list, through which we can classify new
users and obtain more reliable preference information, thus
solving the problem of cold start.

Second, the label information of user-item association
data, i.e., rating information expressed by users about items,
is scarce, so we use the semi-supervised transductive support
vector machine (TSVM) as the benchmark classifier, to-
gether with an active learning strategy based on distance, to
label the association data.

,ird, the quality of data is considered in active learning
and fewer but higher quality items are selected for inquiring
users, which address the problems of cold start and data
sparsity. Specific inquiry information such as item scores can
also be selected in active learning, which can supplement the
scarce data for interest-related aspects, thus helping to en-
sure that the interest model is comprehensive.

Finally, as active learning does not rely on any similarity
between users or items, the recommendations are not
limited to similar modules, which expands the choices
presented to users along with their cognitive domains and
better portrays user preferences.
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2. Semi-Supervised Transductive Support
Vector Machine

Joachims et al. propose a transductive support vector machine
learning algorithm (TSVM), which is the same as the tradi-
tional SVM learning method for binary classification prob-
lems, especially suitable for small sample training sets [22, 23].
In the TSVM training process, the test data (unlabeled sample)
set is also considered together, and then, the classification error
of the test data set is minimized. In other words, TSVM tries to
assign different labels to unlabeled samples and find the
classification hyperplane with the largest interval on all
samples.

,e principle of TSVM algorithm is as follows [24]:
Given a set of independently and identically distributed

labeled training samples:

Dl � x1, y1( 􏼁, . . . , xi, yi( 􏼁􏼈 􏼉 ∈ R
n

× R,

i � 1, . . . , l,

yi � −1, +1{ }.

(1)

Another set of unlabeled samples from the same dis-
tribution is as follows:

Du � xl+1, . . . , xl+u􏼈 􏼉. (2)

,e learning objective of TSVM is to predict the unla-
beled samples in Du and give the prediction labels, so that

min y1, . . . , yn, w, b, ξ1, . . . , ξl, ξl+1, . . . , ξl+u( 􏼁

1
2
‖w‖

2
+ C1􏽘

l

i�1
ξi + C2 􏽘

l+u

i�i+1
ξj

s.t. : ∀li�1: yi w · xi + b􏼂 􏼃≥ 1 − ξi; ξi ≥ 0

∀l+u
i�l+1: yj w · xj + b􏽨 􏽩≥ 1 − ξj; ξj ≥ 0,

(3)

where (w, b) determines a classification hyperplane;
ξi(i � 1, 2, · · · , l) is the slack variable of labeled samples;
ξj(i � l + 1, l + 2, . . . , l + u) is the slack variable of unla-
beled samples; C1 and C2 are the impact factors of labeled
and unlabeled samples specified by the user; and C2ξj is
the “influence term” of the unlabeled sample xj in the
objective function.

,e training process of TSVM algorithm is as follows
[25]:

Step 1: set parameters C1 and C2, train labeled samples
by inductive learning, and get an initial classifier. Set
the estimated number N of positive samples in unla-
beled samples.
Step 2: use the initial classifier to calculate the value of
the decision function for all unlabeled samples. Label
the first N unlabeled samples with large value of de-
cision function as positive samples, and label the
remaining unlabeled samples as negative samples. Set
Ctemp as a temporary impact factor.

Step 3: retrain the SVM model on all the labeled
samples. For the newly generated classifier,
according to the principle of reducing the objective
function (3) as much as possible, exchange the labels
of each pair of samples until there are no samples
that meet the exchange conditions; otherwise, repeat
the process.
Step 4: increase the value ofCtemp uniformly, and return
to Step 3. When Ctemp ≥C2, terminate the algorithm
and return the labels of all unlabeled samples.

3. Active Learning

Aiming at the shortcoming of supervised learning that a
large number of labeled samples must be used to construct a
learner, active learning is proposed. In particular, in the case
of a very large amount of data, the cost of labeling each
sample will be very high [26].,e goal of active learning is to
obtain a higher classification accuracy rate when the training
data are limited and then these samples are labeled, which
can not only reduce the training cost but also improve the
classification effect of the learner.

Generally, the process of active learning includes two
steps: establishing a basic classifier and selecting appropriate
samples, where the basic classifier is obtained using su-
pervised learning algorithm to learn and train on the labeled
sample set; the process of sample selection is to select the
samples with the largest value from the unlabeled sample set
based on a certain sample selection strategy, then label them
by domain experts or users, and add the labeled samples into
the training set. Repeating the above two steps can gradually
improve the performance of the classifier until the termi-
nation condition is met.

According to the different problem scenarios and un-
labeled sample selection ways, active learning strategies can
be divided into three types: membership query synthesis,
stream-based selective sampling, and pool-based sampling
[27]. ,eir differences are shown in Figure 1.

In the active learning strategy, it is mainly to determine
which unlabeled sample has the largest amount of infor-
mation or the most uncertain to be inquiry, and this inquiry
strategy is the focus of research. Reference [28] proposes a
new semi-supervised learning framework, which combines
the active learning of the Gaussian random field with har-
monic function, and selects unlabeled samples based on the
value of the energy function. In [29], a combination of active
learning and semi-supervised learning is proposed for se-
quence labeling, which can greatly reduce the cost of manual
labeling. It only labels unlabeled samples with high uncer-
tainty, and other sequences and subsequences are auto-
matically labeled.

4. Sample Labeling Method Based on Distance
Measurement and a Multiclassifier
Voting Decision

4.1. TSVM Algorithm Analysis. We identified the following
shortcomings in the TSVM algorithm through our analysis:
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(1) If there are u unlabeled samples, then to achieve an
accurate solution to the problem, all possible clas-
sification results for the sample sets must be searched
for, that is, 2u results, which belongs to a typical NP
problem. If the unlabeled sample u is relatively small,
the solution of this algorithm is completely possible.
However, when the unlabeled sample u is large, it is
almost impossible to find its exact solution, so it
must be solved using labeled samples and various
approximate optimization algorithms.

(2) ,e algorithm labels samples in pairs and selects
those samples most likely to be support vectors in the
boundary area for labeling each time, and the la-
beling speed is very slow.

,us, to solve the above problems, we propose an active
learning method that combines multiclassifier voting and
collaborative training when labeling samples. ,e advan-
tages of this method are as follows:

(1) ,e algorithm does not simply rely on the classifi-
cation results of a single classifier to determine the
samples to be labeled but trains multiple classifiers
and uses the voting results of all of the classifiers to
determine the samples to be labeled, which can
improve the accuracy of labeling.

(2) When training multiple classifiers, the training set
must be divided into multiple sub-training sets, and
how these are divided determines the performance of
the trained classifier.We use the clustering algorithm
to divide the training set, which considers all of the
geometric and spatial distribution characteristics of
the labeled samples. A proportion of samples are
then extracted according to the clustering results and
the size of each cluster to construct a new training set
and train the classifier, which can effectively improve
its performance.

(3) In every iteration, each training set is small, so the
training time cost of each classifier is relatively low.

(4) We train the obtained labeled samples and the
previously labeled samples to obtain the final clas-
sifier, which improves not only the training speed of
the classifier but also its performance.

4.2. Sample Labeling Based on Distance Strategy and Multi-
classifier Voting. We apply the multiclassifier collaborative
voting mechanism to label unlabeled samples, which im-
proves the training speed of TSVM and the labeling accuracy
of samples. ,e time complexity of the iterative training is
reduced, and multiple classifiers use a voting mechanism to
determine the class label of samples, thus improving the
labeling accuracy in each iteration.

Figure 2 illustrates the multiclassifier voting decision
labeling process. We divide the entire sample set into the
labeled sample set L and an unlabeled sample set U. First, we
cluster the labeled sample set and extract a specific number
of samples from each cluster according to a specific pro-
portion to form k (k is odd and greater than 1) subsample
sets as the training sets, which guarantees that each training
set is different. Second, k initial classifiers C1, C2, . . ., Ck are
trained based on k training sets, following which we use
these k classifiers to predict each unlabeled sample and
obtain the output f1, f2, . . ., fk. ,ird, we label unlabeled
samples and decide whether to iterate further based on the
termination conditions. Four key problems must be solved
in this process:

(1) Using the clustering algorithm to distinguish the
training samples

(2) Selecting the samples to be labeled
(3) Adding the labeled samples to the corresponding

classifier and using them in further iterative training

Unlabeled sample

Model selection last
inquiry 

Membership query

Sampling a batch of samples

Sample space or
input distribution 

Inquiries are labeled
by domain experts

Actively construct samples
or inquires according to

the model 

Model decides to
inquiry or discard Sample a sample

Stream-based selective
sampling 

Pool-based sampling

Figure 1: ,ree main active learning scenarios.
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(4) Determining the iteration termination conditions

4.2.1. Training Set Division Based on the Clustering
Algorithm. ,ebasic principles of training set division are as
follows: first, the sample distribution in each training set and
the differences between the training sample sets ensure that
the output result of each set is reasonable; second, the
difference between the training sets ensures the reliability of
the voting results of multiple classifiers. ,e clustering
method is used to construct the training set to ensure that
the differences among the initial classifiers are as large as
possible. k clusters are formed through cluster analysis,
which is as similar as possible within the cluster and as
dissimilar as possible between clusters. Samples are then
randomly selected from each cluster in a specific proportion
to form each training set.

We use the K-means clustering algorithm to cluster the
initial training set. ,e specific steps are as follows:

Step 1: suppose the labeled sample set is
L � x1, x2, . . . , xl􏼈 􏼉, the number of clusters is K, the
iteration round is r, and the initial value is 0; then, the
initial K cluster centers are set as (Cr

1, Cr
2, . . . , Cr

K).
Step 2: assume that the set corresponding to the i-class
sample is Lr

i . For any sample xj, j � 1, . . . , l, if the
distance between xj and the cluster center Cr

j is the
shortest, as shown in equation (4), then the sample xj is
added to the Lr

j class.

xj − C
r
j

�����

�����≤ xj − C
r
k

�����

�����, k � 1, 2, . . . , K. (4)

Step 3: recalculate K cluster centers as follows:

C
r
i �

1
oi

􏽘
xj∈Lr

i

xj, i � 1, 2, . . . , K, (5)

where oi ∈ Lr
i .

Step 4: define the clustering criterion function and
calculate the clustering error as follows:

E(t) � 􏽘
K

i�1
􏽘

xj∈Lr
i

xj − C
r
i

�����

�����. (6)

Step 5: determine whether the stop condition is met. If
|E(t − 1) − E(t)| is less than the preset error value, the
final clusters and cluster centers are Li � Lr

i ,
Ci � Cr

i , i � 1, 2, . . . , K; otherwise, r � r + 1 is set, and
go to Step 2.

4.2.2. Sample Labeling Strategy Based on Distance Strategy
and the Multiclassifier Voting Mechanism. ,e size of the
data set of the training samples is considered when
selecting the samples to be labeled. Common labeling
methods include the boundary-based sample method (e.g.,
pairwise sample labeling in TSVM), which has high la-
beling accuracy but very low labeling speed, and the region-
based labeling method, which can simultaneously label
multiple samples and thus has a high labeling speed but
may have low labeling accuracy. We propose a multi-
classifier voting decision labeling method that selects
samples for labeling that belong to more than m classifier
boundary regions at the same time; i.e., the minority is
subordinate to the majority. If m samples meet equation
(8), they are labeled as positive, and if m samples meet
equation (9), they are labeled as negative.

Assuming that the classification hyperplane is f(x) and
the unlabeled sample set is U � xl+1, xl+2, . . . , xl+u􏼈 􏼉, the
distance from the sample xi to the classification hyperplane is
expressed as follows:

d xi( 􏼁 �
ωT

xi + b
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

‖ω‖
�

y ωT
xi + b􏼐 􏼑

‖ω‖
�

yf xi( 􏼁

‖ω‖
,

i � l + 1, . . . , l + u.

(7)

Labeled sample set L

Classifier
C1

Classifier
C2

… Classifier
Ck

Cluster
L1

Unlabeled sample set U 

f1 f2 … fk

Decision function

Label category

The termination
conditions are met? 

Yes

No

Cluster
L2

… Cluster
Lk

Figure 2: Framework of multiclassifier voting decision labeling.
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We select unlabeled samples that are most likely to be
support vectors for labeling and increase the labeling
speed using a compromise between the pairwise labeling
and region labeling methods to label the unlabeled
samples. In each iteration process, unlabeled samples
meeting the first p maximum of equation (8) are selected
and labeled as positive, while those meeting the first q
minimum values of equation (9) are then selected and
labeled as negative.

max f xi( 􏼁( 􏼁, s.t.
ωT

xi + b

‖ω‖
≥ d xi( 􏼁, i � l + 1, · · · l + u. (8)

min f xi( 􏼁( 􏼁, s.t.
ωT

xi + b

‖ω‖
≤ − d xi( 􏼁, i � l + 1, · · · l + u,

(9)

where the values of p and q determine the number of samples
labeled in each iteration, i.e., the learning speed of trans-
ductive learning. When p and q equal 1, we apply the
pairwise labeling method. When p and q are greater than 1, p
or q samples in the boundary region of the optimal clas-
sification hyperplane are labeled in each iteration, and their
values can be tuned according to the actual application
scenario.

4.2.3. Adding Labeled Samples to the Corresponding
Classifier. After the samples are labeled, they must be
added to the training set for iteration if the stop condition
of the algorithm is not met. Instead of adding the samples
to all training sets, they are added to those corresponding
to classifiers whose output class labels are consistent. For
example, if the output results of the five classifiers A, B, C,
D, and E are positive class, positive class, positive class,
positive class, and negative class, respectively, then adding
samples to the training set corresponding to training
classifier E is obviously inappropriate. In addition, if the
output results of two classifiers A and B meet equation (8)
and if the output result of A is 0.05 and B is 0.95, then the
probability of A labeling the sample correctly is relatively
low compared with B. ,us, the difference in training and
the accuracy of the sample labeling can be guaranteed by
adding the labeled samples to the training set corre-
sponding to the classifier whose labeled class is consistent
with the output result and whose output value is the
largest.

4.2.4. Termination Conditions. If in the process of sample
labeling and model training the currently labeled sample
class is inconsistent with the previously labeled class, then
the labeled class must be reset; that is, the sample must be
relabeled. ,e approach in this case is to take the sample as
an unlabeled sample again and delete it from the corre-
sponding training set and proceed to the next iteration. If
there are no samples that need to be reset in the iteration and
there are no unlabeled samples that meet the labeling
condition, then the iteration is stopped.

5. Improved TSVM Algorithm Based on
Active Learning

,e TSVM algorithm is based on multiclassifier collabo-
rative labeling and is designed by combining the TSVM
algorithm and the proposed multiclassifier voting decision
labeling. ,e specific steps of Algorithm 1 are as follows:

6. Experiment Evaluation

6.1. Experimental Data Set and Experimental Setting

6.1.1. Data Description. We select theMovieLens data set for
the experiment, which comprises movie rating data collected
by the GroupLens team of the University of Minnesota.
Movies are recommended based on users’ scores (1–5) [30].
Four levels of data are provided: 100,000 scores, 1 million
scores, 10 million scores, and 20million scores.We select the
first data set of 100,000 real scores for 1682movies submitted
by 943 users, with a sparsity of 94.3%, and a rating range of
[1, 5]. ,e higher the score, the more the user likes that
movie. Each user in the data set has rated at least 20 movies.
We regard a movie with a score of 3–5 as one liked by the
user and is thus labeled as +1 and one with a score of 1–2 as
disliked (labeled as −1).

6.1.2. Experimental Setting. ,e experimental environment
of this study is a computer configured with Intel Core i5 1.6
GHZ, 8G memory, and Windows 10 operating system, and
the simulation software is MATLAB 2015b.

In the experiment, we set the parameters, for example,
the number of clusters k, of the proposed algorithm through
experiments, and all the experimental results are the average
results of 5 experiments.

6.1.3. Evaluation Metrics. We use precision and F score to
evaluate the performance of the recommendation model.
,e specific calculation methods are as follows.

Suppose n items are recommended for user u, denoted as
R(u). ,e set of items that user u likes on the test set is T(u).
,en, the accuracy and recall are defined as follows:

precision �

􏽐
u

|R(u)∩T(u)|

􏽐
u

|T(u)|
,

recall �

􏽐
u

|R(u)∩T(u)|

􏽐
u

|R(u)|
.

(10)

Accuracy and recall are a pair of mutually exclusive
indicators that are typically combined, and the F score is
used tomeasure the recommendation quality.,e higher the
F score, the higher the quality.

F score �
2 × precision × recall
precision + recall

. (11)
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6.2. Experimental Results

6.2.1. Role of Clustering in Solving the Cold Start Problem for
New Users. We assess the performance of the clustering
algorithm in alleviating the cold start of new users and
compare it with the performance of the following algo-
rithms: user-based collaborative filtering (UserCF) al-
gorithm, cluster-based UserCF algorithm (CUserCF),
TSVM algorithm based on the distance metric, proposed
multiclassifier voting decision mechanism (DCBTSVM),
TSVM algorithm based on the distance metric, and
multiclassifier voting decision mechanism without
cluster analysis (ALTSVM). Figure 3 presents the per-
formance of these reference algorithms, in terms of their
recommendation accuracy, with a different number of
clusters.

,ese results show that the clustering algorithm im-
proves the performance of the recommendation model. By
analyzing the characteristics of the data set, the model au-
tomatically selects neighbors and excavates the potential
association relationship of users (i.e., it looks for users that
are highly similar), thus helping new users find their own
user groups quickly and alleviating the problem of reduced
recommendation accuracy due to user cold start. Owing to
the use of cluster analysis, the recommendation accuracy of
the CUserCF algorithm is better than that of UserCF.
Similarly, the recommendation accuracy of DCBTSVM is
better than that of ALTSVM.

In the classification-based recommendation system, the
number of samples (user-item) in each cluster gradually
decreases as the number of clusters k increases, while the
number of classifiers trained (equal to the number of clusters
k) using the active learning classification model gradually
increases. As the number of samples in each cluster de-
creases, the ability of the trained model to generalize also
changes. When k� 30, the recommendation accuracy begins
to decline, as the labeling of unlabeled samples by all
classifiers is inaccurate; this may be related to model
overfitting.

A high level of accuracy (i.e., precision) and the ability to
identify as many items of user interest as possible (i.e., recall)
are key factors characterizing the performance of a rec-
ommendation model. ,e F score is an important indicator
of these abilities. Figure 4 shows that the proposed
DCBTSVM method has better F score than the other three
methods. ,e scores are highest when k� 30 and when the
proportion of training samples accounts for 60% of the
whole training sample set.

6.2.2. Active Learning Strategy for Solving Data Sparsity and
User Cold Start Problems. To better simulate real online user
situations, we divide the users into the MovieLens data set
into two groups.We select one group of users and their rated
movie data for the initial training set and no longer regard
them as new users. Users in the other group are regarded as
new users, and their rated movie data are divided into two
subgroups. Each user randomly reserves 20 movie scores for

Input: Labeled sample set L; unlabeled sample set U; the number of classifiers k.
Output: ,e final classifier TSVM.
Step 1: Apply the K-means algorithm to cluster the labeled sample set L, and extract samples from each cluster according to a specific
proportion to form k sub-training sets, which are denoted as L1, L2, . . . , Lk.
Step 2: Utilize the SVM algorithm to train k training subsets to obtain k initial classifiers: C1, C2, . . . , Ck.
Step 3: Input unlabeled samples into C1, C2, . . . , Ck, and obtain k output results: fi

1, fi
2, . . . , fi

k.
Step 4: For any unlabeled sample xj, if the classification results of a k classifier meet equation (8), then label it as a positive class; if the
classification results of a k classifier meet equation (9), then label it as a negative class.
Step 5: If the currently labeled class of xj is inconsistent with the previously labeled class, cancel the labeling and delete it from the
corresponding training set. If the currently labeled class is consistent with the previous and max(f(xi

j)), j � 1, 2, . . . , k is
inconsistent, then add the sample to Lj. If the sample is not labeled in the early stage, then find j that meets
max(f(xi

j)), j � 1, 2, . . . , k, and add the sample to Lj; otherwise, stop the iteration and go to Step 8.
Step 6: Repeat steps 4 and 5 until all unlabeled samples are labeled.
Step 7: Train the new training subset and obtain the new classifiers C1 new, C2 new, . . . , Cknew. If the sub-training sets of the previous
and current iterations remain unchanged, the corresponding training should continue to use the classifier from the previous
iteration; then, go to Step 3.
Step 8: Combine each training subset to form the final training set, and retrain the sample set to obtain the final classifier.

ALGORITHM 1: TSVM algorithm based on distance strategy and multiclassifier collaborative labeling (DCTSVM).
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Figure 3: Recommended accuracy of four algorithms with a dif-
ferent number of clusters.
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the final test set, and the other subgroup is used as an
unlabeled sample set. We assume that users can rate any
movie. Each time the movie samples are selected from the
unlabeled sample set to be labeled, and they are added into
the training set to retrain the model.

On the basis of the aforementioned experimental results,
the number of clusters k is first set to 30 and then to 40.
Figures 5 and 6 show the performance change trend of the
proposed DCBTSVM recommendation model as the sample
label proportion increases from 20% to 60%. In each iter-
ation, the DCBTSVM model uses the designed active
learning strategy to inquire and label unlabeled movie
samples. ,en, the labeled samples are put into the training
set as labeled samples, and the model is retrained, to iterate
continuously until the termination condition.

Figures 5 and 6 reveal that the performance of the
proposed recommendation algorithm improves as the
sample label proportion increases. First, when the number of
clusters k� 30, the recommendation performance is better
than that when k� 40. When clustering according to user
characteristics, k� 30 case yields a wider range of user in-
terests and preferences. For new users, the accuracy rate of
being correctly classified into one of the classes is slightly
higher; thus, the samples labeled by active learning appear to
better reflect the real interests of the users. Second, the
preferences of users (both new and old) are better labeled as
the proportion of labeled samples increases, thus supple-
menting the scarce data andmaking the interest model more
effective.

It is worth noting that the active learning strategy does
not label all unlabeled samples, but labels that are the most
valuable and as few as possible. On the one hand, it can not
only reduce the labeling cost of samples; on the other hand, it
can reduce the time complexity of model training.

6.2.3. Comparison with Other Methods. To verify the ef-
fectiveness of the DCBTSVM algorithm, we compare its
precision and F score with that of SVM, TSVM, ALTSVM,
and UserCF-based models (Figures 7 and 8), where SVM
algorithm only uses the labeled samples and performs well in
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Figure 5: Recommendation accuracy of the DCBTSVM algorithm
with different sample labeling ratios when k� 30 and k� 40,
respectively.
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Figure 6: F scores of the DCBTSVM algorithm when k� 30 and
k� 40 with different sample labeling ratios.
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the case of a sufficient number of labeled samples, but the
performance will be degraded when the labeled samples are
scarce; ALTSVM is the DCBTSVM algorithm without the
clustering analysis.

From Figures 7 and 8, it can be found that the precision
and F score of the DCBTSVMmodel are better than those of
other recommendation algorithms. Its level of precision and
F score also increases with the number of labeled samples,
due to the implementation of the active learning strategy.
First, the model selects fewer but higher quality samples for
labeling, which compensates for the scarce data and enriches
the interest model. Second, as it does not rely on the sim-
ilarity between users or items, the recommendations are not
limited to similar modules, and therefore, user choices and
cognitive domains can be expanded and their preferences
better described.,ird, the integration of active learning and
semi-supervised learning compensates for the shortcomings
of both methods while amplifying their advantages, thus
improving the quality of sample labeling. ,erefore, the
practical value of the method proposed in this study is
evident.

7. Conclusion

We propose a novel model-based collaborative filtering
algorithm that combines active learning and the semi-
supervised transductive support vector machine, which
we term DCBTSVM. We use the clustering method to
cluster similar users together, thereby alleviating the cold
start problem of new users. ,e sample labeling method
design is based on distance measurement and the use of a
multiclassifier voting decision to label unlabeled “user-
item” association data, thus solving the problems of cold
start and data sparsity. ,e resulting DCBTSVM-based
recommendation model is effective and offers personal-
ized and high-quality recommendations. Experimental
results obtained using MovieLens data demonstrate that
the proposed model provides efficient and accurate
recommendations.
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Nowadays, network sampling has become an indispensable premise and foundation for large-scale network analysis, and its
effectiveness determines to a large extent the reliability and practicability of the subsequent network analysis results. In this paper,
we propose a network sampling algorithm inspired by an epidemic spreading model named the contact process. &e contact
process is similar to the random walk process but different from it in two key points. First, at each time step, a randomly selected
sampled node rather than the latest sampled node is responsible for recruiting a new node from its neighborhood. Second, the
responsible node recruits one of its neighbor nodes with a probability inversely proportional to the degree of this neighbor node,
instead of equal probability. Experiments on nine indiscriminately selected real-world networks show that our proposed sampling
algorithm has a significant advantage in preserving two basic network properties, the degree distributions and clustering co-
efficient distributions of original networks, compared with seven classical sampling methods.

1. Introduction

In recent decades, the rapid development of storage tech-
nology has allowed online social network (OSN) providers to
deposit almost all user-generated information every day.&e
analysis of OSNs is receiving remarkable research attention
from both the academic and industrial communities.
However, in some scenarios, some access restrictions are
imposed on the network such that it is hard or infeasible for
people to study the whole network. In other scenarios, the
network is, however, available but too large to be stored and
analyzed in a reasonable amount of memory and time. In the
face of these problems, network sampling techniques have
emerged to help us effectively and efficiently study and
analyze real-world networks. &e concept of network
sampling can be simply described as follows. Given a net-
work G � (V, E) and the sampling ratio ρ, where 0< ρ≪ 1,
the primary goal of network sampling is to construct a
representative subnetwork GS � (VS, ES) which preserves
the most important properties of the original network,
where VS ⊂ V, ES ⊂ E, and |VS| � ρ∗ |V| � NS.

Nowadays, network sampling has become an indis-
pensable premise and foundation for large-scale network

analysis, and its effectiveness determines to a large extent the
reliability and practicability of the subsequent network
analysis results. Besides, network sampling also has a wide
spectrum of applications, e.g., surveying hidden population
in sociology, visualizing social graph, scaling down Internet
AS graph, and graph sparsification [1].

A large number of sampling techniques have been
proposed in the past few decades, designed for various
purposes and for preserving different network properties [2].
&ese sampling techniques can be categorized into two
groups: random selection and network exploration tech-
niques. In the first group, nodes or links are recruited in the
sample uniformly at random or proportional to some
particular characteristic like degree or PageRank values [3].
In the second group, the sample network starts from a
randomly selected seed node and is expanded following the
local connections of previously sampled nodes.

Leskovec and Faloutsos [4] show that, among the typical
network sampling methods, random walk (RW) and forest
fire (FF) sampling methods have the best overall perfor-
mance. Recently, Blagus et al. [3] empirically compared 11
representative network sampling methods on 12 real-world
networks and concluded that breadth-first search (BFS) and

Hindawi
Security and Communication Networks
Volume 2022, Article ID 7003265, 7 pages
https://doi.org/10.1155/2022/7003265

mailto:dongq@uestc.edu.cn
https://orcid.org/0000-0003-1986-8961
https://orcid.org/0000-0003-3101-5355
https://orcid.org/0000-0002-5410-8960
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7003265


random walk with subgraph induction (RWI) sampling
methods show the best overall performance in preserving the
degree and clustering coefficient distribution of original
networks. Next, we will briefly review these sampling
methods, which will be used as comparing counterparts of
our proposed algorithm.

Random walk (RW), forest fire (FF), and breadth-first
search (BFS) are somewhat similar to each other. Initially,
the sampled node set VS and edge set ES are both empty. At
the first step, a randomly selected node is added into VS. At
each following step, for every node u added into VS at the
previous step, j randomly selected neighbor nodes of u, say
v1, v2, . . . , vj, are added into VS, and the corresponding
edges (u, v1), (u, v2), . . . , (u, vj) are added into ES. For RW,
j � 1; for FF, j follows a geometric distribution with mean
value p/(1 − p), where we set p to be 0.7 as suggested in [4];
for BFS, j � ku, where ku is the degree of node u. &is step
repeats until the sampling size is reached; that is,
|VS| � ρ∗ |V|. Another key different point is that the ran-
dom walk is memoryless and a visited node has a probability
of being visited again in the future, while the forest fire and
breadth-first search never include the repeated nodes.

Besides the abovementioned methods, Metropo-
lis–Hastings random walk (MHRW) is demonstrated to be a
well-performed sampling method in the literature [5, 6]. It
achieves a uniform distribution of sampled nodes by the
following transition probability:

p
MH
u,v �

min
1
ku

,
1
kv

􏼨 􏼩, if v is a neighbor of v,

1 − 􏽘
w≠u

p
MH
u,w , if u � v,

0, otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1)

Blagus et al. [3] proposed analyzing the sampling
methods with subgraph induction, where the final sample
network is constructed from a generated sample and all the
existing edges between any two nodes of this sample. &ey
empirically show that RW, FF, and MHRW with subgraph
induction, named RWI, FFI, and MHRWI, improve the
performance of the corresponding methods without sub-
graph induction. &erefore, RWI, FFI, and MHRWI are also
used as baseline algorithms in this paper.

In this paper, we propose a network sampling algorithm
inspired by an epidemic spreading model, the contact
process, and thus, it is called contact process sampling
(CPS). It is similar to RW but has two key different points.
First, at each time step, a randomly selected sampled node
rather than the latest sampled node is responsible for
recruiting a new node from its neighborhood. Second, a
sampled node chooses one of its neighbor nodes with a
probability inversely proportional to the degree of this
neighbor node, instead of an equal probability.

&e rest of this paper is organized as follows. Section 2
describes the contact process and introduces the CPS al-
gorithm. Section 3 compares the sampling quality of CPS

with the aforementioned well-performed sampling methods.
Section 4 concludes the whole work and makes some
remarks.

2. Proposed Model

&e contact process, which was first proposed as a sus-
ceptible-infected-susceptible (SIS) model for epidemic
spreading, has found wide applications in science and en-
gineering [7]. A general contact process on a network is
described as follows. Initially, a set of nodes are infected by a
virus (or carry a piece of information), and other nodes on
the network are susceptible (not infected). At each time step,
an infected node is chosen at random, say node u. With
probability p, the virus on node u dies, and node u becomes
susceptible again; with probability 1 − p, the virus on node u

selects one neighbor of u to contact, say v. If v is already
infected, nothing happens; if v is susceptible, it gets infected.

In such a contact process, the fraction of infected nodes
on a given network in an ultimately steady state is dependent
on two critical factors: the aforementioned death rate p and
the contact probability W(k), which is the probability that
an infected node chooses a neighbor node of degree k to
contact. Yang et al. [7] proved that, when p is smaller than
the threshold value, if the contact probability W(k) takes the
form of W(k) ∼ kβ, the fraction of infected nodes in the
ultimately steady state is maximized when β � −1.

In this paper, we propose a network sampling algorithm
named contact process sampling (CPS), which employs a
process analogous to the contact process across the network.
In order to get a sample network of NS nodes as soon as
possible, we eliminate the effect of the death rate p from our
CPS model by setting it to be 0. To ensure the connectedness
of a sample network, the CPS algorithm starts from only one
node.

&e CPS algorithm is presented by Algorithm 1. Initially,
a randomly chosen node is recruited into the sample set. At
each time step, a sampled node is chosen at random, say
node u. Following the conclusion of Yang et al., node u

chooses a neighbor node v to recruit into the sample set with
probability pu,v � k−1

v /􏽐w∈Γuk
−1
w , where kv is the degree of

node v and Γu represents the set of u’s neighbor nodes. &is
recruitment step repeats until the sample set contains NS

distinct nodes. &en, we construct the final sample network
with these sampled nodes and the links which connect any
two of these sampled nodes in the original network.

3. Performance Evaluation

3.1. Datasets. Nine indiscriminately selected real-world
networks from KONECT [8] are employed to test the
performance of sampling models. &ey are all undirected
and unweighted networks, and their basic statistics are
presented in Table 1.&e fill of a network is the proportion of
edges to the total number of possible edges. &e global
clustering coefficient is defined as the probability that two
incident edges are completed by a third edge to form a
triangle. Assortativity is defined as the Pearson correlation
coefficient between the degrees of connected nodes. For

2 Security and Communication Networks



other characteristics of these networks, the reader is referred
to KONECT [8].

In this paper, we consider the sample ratio ranging from
0.2% to 20% of original networks (by step of 0.2% in
0.2% ∼ 1% and 2% in 2% ∼ 20%) as suggested in [3]. For
each network, we perform 30 realizations of each sampling
technique and each sample ratio. For each run of the ex-
ploration techniques, the sample starts from a randomly
selected new seed node.

3.2. Evaluation Measures. For the evaluation of sampling
algorithms, two well-known and widely used network sta-
tistics are used to measure the representativeness of the
sampled network. &ey are degree distribution (DD) as a
global statistical property and clustering coefficient distri-
bution (CCD) as a local statistical property. &e DD of a
network refers to the probability distribution of degrees of all
nodes in the network [9] and is represented by the fraction
pk of nodes of degree k, k> 0. &e clustering coefficient of a
node in a network is the proportion of that node’s neighbors
that are connected, and the CCD of a network refers to the
probability distribution of the clustering coefficient of all
nodes in the network [10].

We compare the DD and CCD of the sample network
and the original network by the Kolmogorov–Smirnov
D-statistic (KSD). KSD is used to measure the agreement of

two cumulative distribution functions [11]: original distri-
bution F1 and estimated distribution F2. It is defined as
KSD � maxx |F1(x) − F2(x)|􏼈 􏼉, where x is over the range of
the random variable. Clearly, it is a value between 0 and 1.
&e closer it is to zero, the higher is the similarity between
the two distributions. Note that KSD does not address the
issue of the scaling but rather compares the shape of the
(normalized) distribution [4].

3.3. Algorithm Comparison. &e comparison of sampling
techniques based on degree distribution is shown in Fig-
ure 1. We can see that, in most datasets, the techniques
without subgraph induction (RW, FF, andMHRW) perform
significantly different from other methods. &is group of
techniques approximates the degree distribution of the
original networks with a larger deviation than others (except
for PowerGrid and Douban). &erefore, this observation
reinforces the conclusion of Blagus et al. [3] that the
techniques with induction improve the performance of the
corresponding techniques without it.

As for the performance of techniques with subgraph
induction, the nine datasets can be categorized into two
groups. In the first group of datasets (PowerGrid, Amazon,
WordNet, AstroPh, and Livemocha), the techniques with
subgraph induction perform similarly to each other, and our
proposed CPS algorithm is the best in three datasets

Input: an undirect and unweighted graph G � (V, E); the sample ratio ρ, where 0< ρ< 1;
Output: a sample graph GS � (VS, ES), where VS ⊆V, ES ⊆E and |VS| � ρ∗ |V|;
(1) Randomly select one node u0 ∈ V, and let VS � u0􏼈 􏼉 and ES � ∅;
(2) while |VS| � ρ∗ |V| do
(3) Randomly select one node v from VS;
(4) Select one node w from the neighborhood of v, with probability inversely proportional to the degree of w;
(5) VS � VS ∪ w{ };
(6) end while
(7) for (x, y) ∈ E do
(8) if x ∈ VS and y ∈ VS then
(9) ES � ES ∪ (x, y)􏼈 􏼉;
(10) end if
(11) end for
(12) return GS � (VS, ES);

ALGORITHM 1: Contact process sampling.

Table 1: Basic statistics of real-world networks used in this paper.

Network Category Nodes Edges Fill Avg. degree Global clust. (%) Assortativity
PowerGrid Infrastructure 4941 6594 5.40 × 10−4 2.669 10.30 0.003 46
Amazon Miscellaneous 334 863 925 872 1.65 × 10−5 5.530 20.50 −0.05882
WordNet Lexical 146 005 656 999 6.16 × 10−5 9.000 9.58 −0.06233
AstroPh Coauthorship 18 771 198 050 1.12 × 10−3 21.102 31.80 0.20513
Livemocha Social 104103 2193 083 4.05 × 10−4 42.133 1.41 −0.14677
Gowalla Social 196 591 950 327 4.92 × 10−5 9.668 2.35 −0.02926
Brightkite Social 58 228 214 078 1.26 × 10−4 7.353 11.10 0.010 82
Douban Social 154 908 327162 2.73 × 10−5 4.224 1.04 −0.18033
Flickr Miscellaneous 105 938 2316 948 4.13 × 10−4 43.742 40.20 0.246 85
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(WordNet, AstroPh, and Livemocha) and has a negligible
difference from the best ones in the other two datasets. In the
second group of datasets (Gowalla, Brightkite, Douban, and
Flickr), the techniques with subgraph induction perform
greatly different from each other. Our proposed CPS al-
gorithm shows a significant advantage in three datasets

(Gowalla, Brightkite, and Douban) and is the second-best in
Flickr. In general, our proposed CPS algorithm is the best
performing technique in preserving the degree distribution
of the original networks.

&e comparison of sampling techniques based on clus-
tering coefficient distribution is shown in Figure 2. Similarly
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Figure 1: Comparison of sampling techniques based on degree distribution.
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to that of degree distribution, the techniques with subgraph
induction perform better than the corresponding techniques
without subgraph induction in most datasets (except for
PowerGrid and Douban). &e three techniques without
subgraph induction, RW, FF, and MHRW, unless otherwise
specified, are excluded from our following discussion.

&e five techniques with subgraph induction have a
similar declining shape of KSD plot in 3 datasets, PowerGrid,
Amazon, and Flickr, where the CPS algorithm is comparable
to other techniques. In contrast, in the other 6 networks, the
KSD plots of RWI, FFI, and BFS algorithms begin to increase
with the growth of sampling ratio, except for BFS in
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Figure 2: Comparison of sampling techniques based on clustering coefficient distribution.
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WordNet and Gowalla. Fortunately, the KSD plots of the
CPS algorithm are always declining in these 6 networks, and
the KSD values are very small compared with those of the
RWI, FFI, and BFS algorithms.&e performance of MHRWI
is intermediate between that of CPS and those of RWI, FFI,
and BFS, where the KSD value is closer to the former, and the
shape of the KSD plot is similar to the latter. In general, the
CPS algorithm has the best overall performance in pre-
serving the clustering coefficient distribution of the original
networks.

To quantitatively demonstrate the superiority of CPS to
other methods, Tables 2 and 3 present the KSD values of DD
and CCD produced by 8 sampling techniques on 9 datasets
when the sampling ratio is 10% as suggested in [3], where the
best and second best values for every dataset are highlighted
in bold type. For DD, the CPS algorithm is the best in 6 out
of 9 datasets, and for CCD, the CPS algorithm is the best in 5
out of 9 datasets. Other than CPS, no algorithm is ranked in
the first position in more than 2 datasets, whether DD or
CCD or both. Recall that the nine real-world network
datasets are indiscriminately selected from KONECT [8].
We conclude that the CPS algorithm has a significant ad-
vantage in preserving degree distributions and clustering
coefficient distributions of original networks.

4. Concluding Remarks

In this paper, we proposed a network sampling strategy
inspired by the contact process and empirically validated its
superior performance in preserving two important struc-
tural properties of original networks. Although it is a little
similar to random walk sampling, two key different

operations from RWmake it produce better sample network
than RW and several typical RW-variant sampling methods.

&ere is much work that remains to be done in the
future. First of all, test of the CPS algorithm in preserving
other properties of the original network would be useful to
show possible limits of its applicability. Second, one should
also investigate the characteristics of some datasets, typically
Douban, where the sampling methods without subgraph
induction perform better than the ones with subgraph in-
duction. Finally, but not the least, the function approxi-
mation of a sample network is worthy of exploration. For
example, the comparison of the epidemic spreading process
on sample and original networks may be the topic of our
next work [12].

Data Availability

&e readers can access all the 9 datasets supporting the
conclusions of the study from http://konect.cc/, and the
details are listed as follows: PowerGrid, http://konect.cc/
networks/opsahl-powergrid/; Amazon, http://konect.cc/
networks/com-amazon/; WordNet, http://konect.cc/
networks/wordnet-words/; AstroPh, http://konect.cc/
networks/ca-AstroPh/; Livemocha, http://konect.cc/
networks/livemocha/; Gowalla, http://konect.cc/networks/
loc-gowalla_edges/; Brightkite, http://konect.cc/networks/
loc-brightkite_edges/; Douban, http://konect.cc/networks/
douban/; and Flickr, http://konect.cc/networks/flickrEdges/
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Table 2: &e D-statistics of degree distributions of 8 sampling algorithms on 9 real-world datasets, where the sampling ratio is 10%.

Network RW RWI FF FFI MHRW MHRWI BFS CPS
PowerGrid 0.068 0.071 0.075 0.075 0.086 0.077 0.072 0.072
Amazon 0.394 0.075 0.193 0.045 0.352 0.084 0.055 0.057
WordNet 0.485 0.050 0.225 0.040 0.358 0.048 0.055 0.018
AstroPh 0.633 0.059 0.290 0.056 0.591 0.050 0.084 0.026
Livemocha 0.670 0.062 0.340 0.062 0.702 0.057 0.044 0.040
Gowalla 0.434 0.194 0.194 0.188 0.398 0.158 0.088 0.058
Brightkite 0.369 0.271 0.171 0.261 0.343 0.223 0.238 0.083
Douban 0.286 0.368 0.263 0.393 0.265 0.351 0.344 0.166
Flickr 0.572 0.305 0.393 0.220 0.695 0.285 0.285 0.258

Table 3:&e D-statistics of clustering coefficient distributions of 8 sampling algorithms on 9 real-world datasets, where the sampling ratio is
10%.

Network RW RWI FF FFI MHRW MHRWI BFS CPS
PowerGrid 0.072 0.069 0.076 0.113 0.082 0.070 0.086 0.067
Amazon 0.510 0.036 0.437 0.052 0.479 0.059 0.082 0.101
WordNet 0.696 0.105 0.633 0.115 0.488 0.070 0.067 0.057
AstroPh 0.838 0.176 0.802 0.195 0.737 0.098 0.192 0.079
Livemocha 0.622 0.261 0.621 0.261 0.621 0.047 0.246 0.064
Gowalla 0.513 0.245 0.469 0.243 0.456 0.129 0.181 0.024
Brightkite 0.355 0.326 0.334 0.314 0.340 0.174 0.325 0.034
Douban 0.048 0.259 0.042 0.279 0.051 0.226 0.261 0.101
Flickr 0.372 0.305 0.386 0.190 0.425 0.151 0.220 0.281
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Considering the horizontal and vertical propagation of computer viruses over the Internet, this article proposes a hybrid
susceptible-latent-breaking-recovered-susceptible (SLBRS) model. *rough mathematical analysis of the model, two equilibria
(virus-free and virose equilibria) and their global stabilities are both proved depending on the basic reproduction number R0,
which is affected by the vertical propagation of infected computers. Moreover, the feasibility of the obtained results is verified by
numerical simulations. Finally, the dependence of R0 on system parameters and the parameters affecting the stability level of
infected computers are both analyzed.

1. Introduction

Computer virus is a malevolent network code designed to
disseminate from one device to another [1]. Even minor
computer virus can wreak havoc on a system performance,
consume computer memory, and cause frequent computer
crashes. With all the technological advances of the 21th
century, computer virus grew at a breakneck rate. Mail
viruses and macroviruses that rely on the Internet to spread
have emerged in large numbers. Due to the characteristics of
fast-spreading, strong concealment, and great destructive-
ness of computer viruses, the work of anticomputer virus
becomes very difficult [2], which has brought immeasurable
losses to people. At the beginning of the twenty-first century,
email was an important way for computer viruses to spread.
*e Medsa virus and the love letter virus spread rapidly
around the world via email. In 2017, the WannaCry ran-
somware quickly infected extensive computers in a short
period, causing incalculable damage [3]. On April 12, 2021,
KrebsonSecurity, an international information network
security media, reported that hackers were selling the per-
sonal details of tens of millions of users of ParkMobile, a
North American mobile parking application, on a Russian-

language cybercrime forum along with screenshots of the
data [4]. Later, Code Red and Nimda virus appeared one
after another. *ese two viruses used a combination of mail
transmission and active attack on server vulnerabilities,
creating a new way of virus transmission and greatly in-
creasing the speed of virus transmission in the network.
Owing to the enormous harm brought by the malevolent
virus attack, it is urgent to study the spreading behavior of
viruses among network nodes and propose effective pre-
vention and control strategies.

Seeing the resemblance between computer viruses and
biological viruses, many researchers use epidemiological
models to study the spread of network viruses. In the
twentieth century, the author introduced the susceptibility-
infection-susceptibility (SIS) model in the field of network
viruses [5]. *ereafter, the susceptible-exposed-infected
(SEI) model was proposed by introducing latency bins. Xie
[6] proposed the SEI model by considering the effect of
heterogeneity of email networks on virus propagation. On
this basis, increasingly popular models are being used and
studied in the field of virus transmission, for example,
susceptible-infected-recovered (SIR) models [7–9], suscep-
tible-infected-recovered-susceptible (SIRS) models [10–13],
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susceptible-exposed-infected-recovered (SEIR) models
[14–17], susceptible-exposed-infected-recovered-susceptible
(SEIRS) models [18–21], susceptible-exposed-infected-
quarantined-vaccinated (SEIQV) models [22, 23], and
susceptible-exposed-infected-quarantined-recovered-sus-
ceptible (SEIQRS)models [24–26]. To explicitly compare the
individual characteristics of computer virus propagation
models, we have made tabular discussions in Table 1.

Based on the direction of computer virus transmission,
network viruses can be divided into horizontal transmission
and vertical transmission. Horizontal spreading refers to the
copying and spreading of malicious programs through the
spreading medium between nodes. Specifically, after a
network virus infects a computer, it infects other computers
associated with it through emails, web browsing, disk media,
and mobile media. After these infected computers become
new sources of infection, they can infect other computers
associated with them in the same way as described above.
Vertical transmission refers to the virus attacking the main
server, making it a source of infection, and then passing it
from the main server to any node. For example, Code Red
and Nimda viruses actively attack server vulnerabilities
through vertical transmission.

Generally speaking, in real life, once a computer is in-
fected, it is immediately infectious. However, preceding
scholars did not notice this difference between computer
viruses and biological viruses, and they believed that latent
computers are not infectious. *e author [33] first noticed
this deficiency of the previous computer virus model and
proposed the susceptible-latent-breaking-susceptible (SLBS)
model that was more consistent with the actual situation in
2012, and then proposed a series of improved models.
Subsequently, a four-compartment model called the prim-
itive SLBRS model was proposed by Yang [34]. By studying
the safety tendency of a virus system based on security
entropy, Tang proposed a new application scenario SLBRS
computer virus model [32]. However, these models always
focus on the horizontal propagation behavior of computer
viruses.

In a computer network, some computer viruses may be
transmitted vertically from the master server to any node,
such as worms [35]. On the Internet, we have to pay at-
tention to the influence of vertical transmission of computer
virus on uninfected new nodes, but the literature on the
vertical analysis of computer virus transmission behavior is
not extensive. Considering some computer viruses may be
vertical transmission from the main server to any node,
Kumar [35] proposed the worms in the computer network
SEIRS model of vertical transmission. However, this model
ignores the fact that computer viruses might be infectious
during both the latent and outbreak phases.

Given the vertical spread of computer viruses and the
fact that latent computers are still infectious, a new SLBRS
model is introduced to discuss the spread of network viruses
in both horizontal and vertical directions from a

macroperspective. Admittedly, this model is more sophis-
ticated and reasonable than previous models, with the rapid
growth of master servers. We deeply study the dynamics of
this model. Qualitative analysis of the model has obtained
the virus-free equilibrium and the virose equilibrium. Global
stability of the SLBRS model is verified by using the global
geometric method. In addition, numerical experiments il-
lustrate the feasibility of the theoretical results, and the
parameters of the system are discussed and analyzed.

*e rest of this article is organized as follows: In Section
2, we describe the SLBRSmodel with vertical propagation. In
Section 3, we confirm a globally asymptotically stable virus-
free equilibrium, and the virose equilibrium is obtained. In
Section 4, we perform detailed numerical calculations to
verify the local and global stability of the virose equilibrium.
In Section 5, the influence of system parameters on R0 is
discussed. In Section 6, we present the numerical simulation
results. Finally, Section 7 summarizes this article.

2. Mathematical Model Expression

In the SLBRS model with vertical propagation, the net-
worked computers are defined as four types: susceptible
nodes (S), latent nodes (L), breaking-out nodes (B), and
recovering nodes (R).

Let S, L, B, and R represent the proportion of the number
of nodes in each of the above four categories among all nodes
at a certain time, so we have

S + L + B + R � 1. (1)

Figure 1 shows the transformation process of nodes in
various states, and parameters used in the model are given in
Table 2. *e basic terms and assumptions given are used for
the rest of this article.

2.1. Model Assumptions.

(1) Once newly added nodes are infected, they become
contagious

(2) Within the network, nodes are connected to each
other

(3) At some point, the bilinear infection rate of S nodes
becoming L nodes is βS(L + B)

(4) Since the probabilities that the descendants of L and
B nodes are L nodes are p and q, respectively, sat-
isfying 0≤p≤ 1, 0≤ q≤ 1, the probability that the
newly accessed computers are S nodes is
ξ − pξL − qξB

2.2. Model Expression. Based on the previous description
and assumptions, the state transition differential system of
the model is
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dS

dt
� ξ − βS(L + B) + ηR − pξL − qξB − ξS,

dL

dt
� βS(L + B) − εL + pξL + qξB − ξL,

dB

dt
� εL − cB − ξB,

dR

dt
� cB − ηB − ξB.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(2)

Based on the above theoretical analysis, we know that
R � 1 − S − L − B, and differential equations of system (2)
state can be converted into

dS

dt
� ξ − βS(L + B) + η(1 − S − L − B) − pξL − qξB − ξS,

dL

dt
� βS(L + B) − εL + pξL + qξB − ξL,

dB

dt
� εL − cB − ξB.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

Table 1: Individual characteristics and stability of computer virus propagation models.

Contributors Model Characteristics
Stability

Virus-free equilibrium stability Virose equilibrium stability

Essouifi et al. [27] SIR-SIS Two-degree networks
and stochastic method n/a Locally asymptotically stable

Upadhyay et al. [28] SVEIR Nonlinear incident rate Locally and globally
asymptotically stable Locally and globally asymptotically stable

Yang et al. [29] SEIR-KS Hopf bifurcation n/a Locally asymptotically stable
Anı́bal et al. [30] SEIR-KS Periodic environment n/a n/a
Zdemir et al. [31] SEIR-KS *e kill signals Locally asymptotically stable Locally asymptotically stable
Tang et al. [32] SLBRS Safety entropy n/a Globally asymptotically stable

*is work SLBRS Vertical transmission Locally and globally
asymptotically stable Locally and globally asymptotically stable

S L B

R

ηR

ξR

ξB

ξL

ξLξS

β(L+B)S

pξL+qξBξ-pξL-qξB

γB

Figure 1: Migration blueprint of the SLBRS model.

Table 2: Parameters involved in the model.

Parameters Description
ξ *e ratio of computers connected to the Internet.
β *e ratio at which each S computer becomes L computer by contact with either L computer or B computer.
ε *e rate at which B computers are cured.
c *e rate at which B computers are cured.
η *e rate at which R computers lose immunity.
p *e rate at which the descendants of the L computers become the S computers.
q *e rate at which the descendants of the B computer become the S computers.
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*e initial states of all kinds of computers in system (3),
respectively, satisfy: L(0)≥ 0, S(0)≥ 0, and B(0)≥ 0. *e
initial value belongs to the positive invariant set:

Ψ � (S, L, B): S + L + B≤ 1, S≥ 0, L≥ 0, B≥ 0{ }. (4)

*e basic regeneration number is the threshold at which
a disease tends to die out or persist. We calculated the basic
reproductive number is as follows:

R0 �
β(ξ + c + ε) +(ξ + c)pξ + εqξ

(ξ + c)(ε + ξ)
. (5)

For one thing, from the above description, the virus-free
equilibrium is calculated as E0 � (S0, L0, B0) � (1, 0, 0). In
addition, data analysis of system (3) was performed to de-
termine the unique endemic equilibrium point
E∗ � (S∗, L∗, B∗). Specific results are as follows:

S
∗

�
(ξ + c)(ϵ + ξ) − (ξ + c)pξ − ϵqξ

β(ξ + c + ϵ)
,

L
∗

�
(ξ + c)

2
(ξ + η)(ϵ + ξ) R0 − 1( 􏼁

(ξ + c + ϵ)[(ξ + c)(ξ + η) +(ξ + η + c)ϵ]
,

B
∗

�
ϵ(ξ + c)(ξ + η)(ϵ + ξ) R0 − 1( 􏼁

(ξ + c + ϵ)[(ξ + c)(ξ + η) +(ξ + η + c)ϵ]
.

(6)

3. Stability of the Virus-Free Equilibrium

Global stability of steady state revealed the basic rule of the
spread of the virus. Subsequently, the global stability of the
virus-free equilibrium will be derived.

Theorem 1. 1e virus-free equilibrium E0 is local asymp-
totically stable if R0 ≤ 1, but unstable if R0 > 1.

Proof. We obtained the Jacobian matrix of system (3) at
disease-free equilibrium as follows:

JE0
�

− η − ξ − β − η − pξ − β − η − qξ

0 β − ε + pξ − ξ β + qξ

0 ε − c − ξ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (7)

Accordingly, the characteristic equation is easily obtained by
the matrix (7) as

(λ + η + ξ) λ2 + λ(c + ξ − β + ε + ξ − pξ) + cε + εξ + cξ + ξ2 − cβ − ξβ − εβ − cpξ − εqξ − pξ2􏼐 􏼑􏽨 􏽩 � 0,

λ1 � − η − ξ,

λ2 �
(β − c − 2ξ − ε + pξ)

2
+

������������������

(c + 2ξ − β + ε − pξ)
2

􏽱

2
−

���������������������������������������������
4∗ cε + εξ + cξ + ξ2 − cβ − ξβ − εβ − cpξ − εqξ − pξ2􏼐 􏼑

􏽱

2
,

λ3 �
(β − c − 2ξ − ε + pξ)

2
−

������������������

(c + 2ξ − β + ε − pξ)
2

􏽱

2
−

���������������������������������������������
4∗ cε + εξ + cξ + ξ2 − cβ − ξβ − εβ − cpξ − εqξ − pξ2􏼐 􏼑

􏽱

2
.

(8)

Clearly, λ1 < 0, λ3 < 0, and λ2 < 0 if R0 ≤ 1, which inti-
mates β(ξ + ε + c) + pξ(c + ξ) + εqξ − (c + ξ)(ε + ξ)< 0.
*e correctness of *eorem 1canbe proved according to
stability theory in [36]. □

Theorem 2. If R0 ≤ 1, E0 is globally asymptotically stable
relative to Ψ.

Proof. Give a Lyapunov function,

V(t) � L +
ε − pξ + qξ + ξ

(ξ + c + ε)
B, (9)

Obviously, the Lyapunov function is positive definite.
*rough direct computing, the differential equation of the
function is obtained:

V′(t) �
dL

dt
+
ε − pξ + qξ + ξ

(ξ + c + ε)
dB

dt
,

� βS −
(ε + ξ)(ξ + c) − pξ(ξ + c) − εqξ

(ξ + c + ε)
􏼠 􏼡L + βS −

(ε + ξ)(ξ + c) − pξ(ξ + c) − εqξ
(ξ + c + ε)

􏼠 􏼡B.

(10)
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When R0 ≤ 1, it is calculated that β(ξ + c + ε) + pξ(ξ
+c) + εqξ − (ξ + c)(ε + ξ)< 0. It is observed that V′(t)≤ 0.
Furthermore, V′(t) � 0 when and only when L � 0 and B �

0 are satisfied. In addition, when L tends to be infinite or B

tends to infinity, one can get V(t) to tend to be infinite.
LaSalle’s invariance principle [37] is an important basis for
proving global stability. According to the theorem, we can
see that when R0 ≤ 1, the global stability of E0 in Ψ has been
verified. *eorem 2 has been proved. □

4. Stability of the Virose Equilibrium

Local stability and global stability analysis of endemic
equilibrium is the important approach to analyze the
propagation of the virus. At this stage, we put forward two
theories to analyze the stability of E∗ and gave analysis and
proof.

Theorem 3. In the case of R0 > 1, the virose equilibrium is
locally asymptotically stable.

Proof. We obtained the Jacobian matrix of system (3) at
endemic equilibrium as follows:

JE∗ �

− β L
∗

+ B
∗

( 􏼁 − η − ξ − βS
∗

− η − pξ − βS
∗

− η − qξ

β L
∗

+ B
∗

( 􏼁 βS
∗

− ε + pξ − ξ βS
∗

+ qξ

0 ε − c − ξ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

(11)

*e characteristic equation of JE∗ is λ
3 + n1λ

2 + n2λ + n3 � 0,
where

n1 � η + 2ξ + c + H + A + B,

n2 � (ε + η + 2ξ + c)H + ηc + ξc + ηξ + ξ2 +(η + ξ)(A + B),

n3 � ξc + ξ2 + εξ + ηc + ηξ + εη + cε􏼐 􏼑H,

A � qξ
ε

c + ξ
,

B � βS
∗ ε
c + ξ

,

H � βL
∗

+ βB
∗
,

βS
∗

� ε + pξ − A − B,

(12)

we have

n1n2 − n3 � (ε + c + η + 2ξ)H
2

+(1 + ε + c + η + 2ξ)(A + B)H + H(c + ξ)
2

+ Hεξ + H(ξ + η)
2
(c + ξ)

+(A + B)
2
(η + ξ) +(A + B)(ξ + η)(c + ξ)(1 + ξ + η) +(ξ + η)(c + ξ)(c + η + 2ξ).

(13)

By calculation, n1 > 0, n2 > 0, n3 > 0, and (n1n2 − n3)> 0 if
R0 > 1. On the basis of the Routh–Hurwitz criterion [38],
*eorem 3 is proved.

*eorem 1 proves that the virus-free equilibrium is
unstable under the condition of R0 > 1. Besides that, as a
result of E0 belonging to the boundary of the feasible region

Ψ, state variables of the system are uniformly persistent
[39, 40]. Here, we advance the proposition as follows. □

Proposition 1. System (3) is consistent and durable under
the condition of R0 > 1. In other words, there is a positive
constant ω independent of the initial state of system (3), which
satisfies

lim
t⟶∞

inf S(t)>ω, lim
t⟶∞

inf L(t)>ω, lim
t⟶∞

inf B(t)>ω, lim
t⟶∞

inf (1 − S(t) − L(t) − B(t)) >ω. (14)

Theorem 4. 1e virus equilibrium is globally asymptotically
stable under the condition of R0 > 1.

Proof. Now we will use a geometric method [41] to illustrate
that E∗ is globally stable. From the above analysis, we know

that system (3) has a compact attractive set U ∈ Ψ∗, and the
only viral equilibrium exists in system (3).

Set a � (S, L, B), and express the vector field of system
(3) by f(a). Find the Jacobian determinant, the Jacobian
of the general solution a(t) of system (3), that is,
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Ja(t) �

− β(L + B) − η − ξ − βS − η − pξ − βS − η − qξ

β(L + B) βS − ε + pξ − ξ βS + qξ

0 ε − c − ξ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(15)

By calculation, we obtain the second additive compound
Jacobian matrix [42, 43] as

J
[2]
a(t) �

− β(L + B − S) − (η + ξ + ε + pξ) βS + q′ξ βS + η − qξ

ε − β(L + B) − (η + 2ξ + c) − βS − η + pξ

0 β(L + B) βS − (c + ξ + ε + pξ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (16)

Now, set the function Γ(a) � Γ(S, L, B) as

Γ(S, L, B) �

q1 0 0

0 1 − q2( 􏼁
L

B
0

0 q2
L

B

L

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (17)

where

1< q1 <
2βω2

β + ξ + 2η
+ 1, (18)

q2 �

0 ε≥ β + η + pξ,

1 −
ε

β + η + pξ
ε< β + η + pξ.

⎧⎪⎪⎨

⎪⎪⎩
(19)

Note that ω is the positive constant given in Proposition 1.
*en, there are

ΓfΓ
− 1

�

0 0 0

0
_L

L
−

_B

B
0

0 0
_L

L
−

_B

B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (20)

We rewrite the matrix B � ΓfΓ− 1 + ΓJ[2]
a(t)Γ

− 1 used in the
geometric method of global stability [41]:

B �
B11 B12

B21 B22
􏼢 􏼣, (21)

where

B11 � − β(L + B − S) − (η + 2ξ + ε − pξ)􏼂 􏼃,

B12 �
q1B(βS + qξ) − q2q1B(βS + η + qξ)

1 − q2( 􏼁L

q1(βS + η + qξ)B

L
􏼢 􏼣,

B21 �

ε 1 − q2( 􏼁L

q1B

εq2L
q1B

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

B22 �

_L

L
−

_B

B
− β(L + B) − (η + 2ξ + c) + q2(βS + η + pξ) q2 − 1( 􏼁(βS + η + pξ)

β(L + B) +
q2ε

1 − q2
− q2(βS + η + pξ)

_L

L
−

_B

B
− (c + 2ξ + ε + η) + 1 − q2( 􏼁(βS + η + pξ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(22)

*e vectors in R3 are denoted by y � (ξ, δ,ψ), where
|(ξ, δ,ψ)| � max|ξ|, |δ| + |ψ| is selected as the norm of R3.

Suppose that the Lozinskii measure about this norm is
represented as u, we can obtain the following estimates [44]:
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u(B)≤ sup κ1, κ2􏼈 􏼉 � sup u1 B11( 􏼁 + B12
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, u1 B22( 􏼁 + B21
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏽮 􏽯,

(23)

where

κ1 � u1 B11( 􏼁 + B12
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌,

κ2 � u1 B22( 􏼁 + B21
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌.
(24)

Accordingly, u1 represents the Lozinskii measure of the
norm of the L1 vector, and |B21|, |B12| are the matrix norms
about L1 vector norm.

*erefore, we obtain

κ1 � − β(L + B − S) − (η + 2ξ + ε − pξ) +
q1(βS + qξ)B

L
+ max

− q1q2ηB

1 − q2( 􏼁L
,
q1ηB

L
􏼨 􏼩,

κ2 �
_L

L
−

_B

B
− (η + c + 2ξ) +

εL
q1B

+ max q2(βS + η + pξ), − ε + 2 1 − q2( 􏼁(βS + η + pξ)􏼈 􏼉,

(25)

From (18) and (19), we can obtain

κ1 � − β(L + B − S) − (η + 2ξ + ε − pξ) +
q1(βS + qξ)B

L
+

q1ηB

L
,

(26)

κ2 ≤
_L

L
−

_B

B
− (η + c + 2ξ) + η + pξ +

εL
q1B

.

(27)

Now rewriting system (3), we have
_L

L
� βS + βS

B

L
− ε + pξ − ξ + qξ

B

L
, (28)

_B

B
� ε

L

B
− c − ξ. (29)

Adjust the consistent continuous constant ω in 4.1 so that
there is a constant T greater than zero in K that is inde-
pendent of the initial value x(0) and satisfies

S(t)≥ω, L(t)≥ω, B(t)≥ω for t>T. (30)

Substitute (28) into (26), and (29) into (27). From (18) and
(19), using formula (27), we have, for t>T,

κ1 �
_L

L
+

q1 − 1( 􏼁(βS + qξ)B

L
− β(L + B) − ξ − η +

q1ηB

L

≤
_L

L
+

q1 − 1( 􏼁(βS + qξ)

ω
− 2βω − ξ − η +

q1η
ω

≤
_L

L
− ξ − η

≤
_L

L
− ξ,

(31)

κ2 ≤
_L

L
−
εL
B

+
εL

q1B

≤
_L

L
−

q1 − 1( 􏼁εL
q1B

.

(32)

Consequently, u(B)≤ _L/L − b for t>T by (23), and (31) and
(32), where b � min ξ, (q1 − 1)εL/q1B􏼈 􏼉> 0. For each answer
x(t, x0) of system (3) satisfying x0 ∈ K and t>T, there is

1
t

􏽚
T

0
u(B)ds≤

1
t

􏽚
T

0
u(B)ds +

1
t
log

L(t)

L(T)
− b

t − T

t
, (33)

meaning that q≤ − b/2< 0 from (23), proving *eorem 4.
□ □

5. Further Discussion

Combined with the analysis in the previous sections, we first
analyze the sensitivity of R0 to system parameters and give a
visualization diagram. *en, we studied the influence of
relevant parameters on R0 and drew a series of visualization
graphs.

As described earlier, β denotes the infection rate of
uninfected computers, and p and q are part of infected
newborns in the latent internal computers and breaking-out
internal computers classes, respectively. In addition, c

represents the healing rate of disconnected nodes. To better
analyze the spread of computer viruses, it is necessary to
carry out sensitivity analysis of these system parameters for
R0. Next, calculate the normalized forward sensitivity index
of β, p, q, and c [45] as follows, respectively:

zR0/R0

zβ/β
�

β
R0

zR0

zβ
�

β(ξ + c + ε)
β(ξ + c + ε) +(ε + c)pξ + εqξ

> 0,

zR0/R0

zp/p
�

p(ξ + c)

β(ξ + c + ε) +(ε + c)pξ + εqξ
> 0,

zR0/R0

zq/q
�

qξε
β(ξ + c + ε) +(ε + c)pξ + εqξ

> 0,

zR0/R0

zc/c
�

− c(βε + εqξ)

(ξ + c)[β(ξ + c + ε) +(ε + c)pξ + εqξ]
< 0.

(34)

From these numerical results, we can draw the following
conclusions:
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(1) If the infection rate β is reduced, the spread of the
virus can be controlled.

(2) If the birth rate of nodes in the vertical direction, p, q,
is reduced, it will help control the spread of the virus.
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Figure 2: Evolution trend chart of system (3) at (a) R0 � 0.3119, (b) R0 � 0.5242, (c) R0 � 0.6783, and (d) at R0 � 0.8333.

Table 3: *e typical R0 and associated parameter values of system (3).

R0 ξ β η p q c ϵ S(0) L(0) B(0)

0.311 9 0.66 0.01 0.2 0.1 0.1 0.3 0.6 0.2 0.3 0.4
0.524 2 0.26 0.01 0.2 0.1 0.1 0.3 0.5 0.2 0.3 0.4
0.678 3 0.16 0.01 0.2 0.1 0.1 0.3 0.5 0.2 0.3 0.4
0.833 3 0.1 0.01 0.2 0.1 0.1 0.3 0.6 0.2 0.3 0.4
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(3) If the cure rate c is increased, it will help suppress the
virus.

6. Numerical Experiments

Numerical simulations are an important tool for the
quantitative analysis of models. Next, a series of nu-
merical examples were made to visualize all the above
theories.

6.1. Stability Analysis. For R0 ≤ 1, E0 is globally asymptot-
ically stable according to *eorem 2. Figure 2 shows how

the various types of states in the network evolve in time for
R0 � 0.3119, 0.5242, 0.6783 and 0.8333 where the corre-
sponding parameter values are shown in Table 3. From the
graph, we can see that if R0 ≤ 1, the virus in the network
eventually tends to die out.

For R0 > 1, after the previous analysis and elaboration,
*eorem 4 has been confirmed. Figure 3 shows how the
various types of states in the network evolve in time for
R0 � 3.9880, 6.1771, 11.2353, and 121.720 6, where the cor-
responding parameter values are shown in Table 4. From the
graph, we can see that if R0 > 1, the virus in the network will
always be there and tend to stabilizes.
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Figure 3: Evolution trend chart of system (3) at (a) R0 � 3.9880, (b) R0 � 6.1771, (c) R0 � 11.2353, and (d) R0 � 121.7206.
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6.2. Influence of Parameters on the Value of R0. From the
previous subsection, we can see that the basic regener-
ation number determines whether the virus tends to die

out in the network or not. So analyzing the effect of
parameters in the system on the basic regeneration
number can help to contain the spread of the virus. It can

0
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Figure 4: Influence of parameter β on R0.

Table 4: *e typical R0 and associated parameter values of system (3).

11F0E0R0 ξ β η p ϵ c q S(0) L(0) B(0)

3.988 0 0.63 0.5 0.2 0.7 0.6 0.3 0.6 0.5 0.1 0.3
6.1771 0.39 0.56 0.2 0.5 0.6 0.3 0.6 0.5 0.1 0.3
11.235 3 0.23 0.6 0.2 0.5 0.6 0.3 0.6 0.5 0.1 0.3
121.720 6 0.023 0.6 0.2 0.5 0.6 0.3 0.68 0.5 0.1 0.3
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Figure 5: Influence of parameter p on R0.
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be seen that Figures 4–6 show that increases in β, p, and q

produce an equal proportional increase in R0, respec-
tively. Figure 7 shows a decline in the size of R0 as the

parameter c increases. *e parameters are shown in
Table 5. *ese numerical simulations validate the anal-
ysis in Section 5.
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Figure 7: Influence of parameter c on R0.
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Figure 6: Influence of parameter q on R0.

Table 5: Simulation parameters.

Figure ξ β η p q c ϵ
Figure 4 0.8 ∗ 0.2 0.1 0.1 0.3 0.6
Figure 5 0.8 0.2 0.2 ∗ 0.1 0.3 0.6
Figure 6 0.8 0.2 0.2 0.1 ∗ 0.3 0.6
Figure 7 0.8 0.2 0.1 0.1 0.3 ∗ 0.6
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6.3. Influence of Parameters on the Number of Infected Nodes.
When the basic regeneration number is inevitably greater
than one, we take steps to reduce the number of infected

nodes. Analyzing the impact of parameters on infected
nodes helps us to select measures to contain the virus. In this
subsection, we analyze the parameters that affect the level of
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stability of the infected computer, and Figures 8–13 show the
results of the analysis.

7. Conclusion

Considering the impact of the vertical transmission of
computer viruses on new uninfected nodes, a novel dynamic
model of network virus transmission is put forward, and this
model is discussed and analyzed. *e conclusions drawn
from the analysis of the model are as follows:

(1) *is article studies an SLBRS model in which the
virus infection can spread vertically and horizontally

(2) It is confirmed that this model is asymptotically
stable globally

(3) Numerical simulation verifies the theoretical analysis
of model balance

(4) Perform system parameter sensitivity analysis on R0

(5) *e parameters affecting the stability level of the
infected computer are analyzed

To our minds, the model proposed in this article more
truly reflects some of the characteristics of network viruses
than previous models. We believe that in the later work, the
model can be extended on the complex network, and
consider some of the most optimal control strategies.
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Misinformation has brought great challenges to the government and network media in social networks. To clarify the influences of
behaviors of the network media, government, and netizen on misinformation propagation, a large number of influence pa-
rameters are proposed for the three participants. (en, a tripartite evolutionary game model for misinformation propagation is
constructed. According to the proposed game model, the expected payoffs of three participants are analyzed when they adopt
different strategies. (e evolutionary stabilities of the game model are also analyzed theoretically. Finally, the impacts of different
parameters on expected payoffs of three participants are analyzed experimentally. Meanwhile, coping strategies of three par-
ticipants under different conditions are given.(e experimental results show that the proposed tripartite evolutionary gamemodel
can properly describe the influence of network media, government, and netizen on misinformation propagation.

1. Introduction

In social networks, misinformation propagation may bring
adverse impacts on society or individuals who used the
networks. Many researchers have found some effective ways
to characterize the law of misinformation propagation and
to further control misinformation propagation. To detect
misinformation with a limited budget in online social
networks, Zhang et al. [1] proposed two algorithms with
minimum monitors. On real networks, their methods
showed effective performance. To stop misinformation
propagating to online social networks, Pham et al. [2]
designed a PR-DAG algorithm to maximize misinformation
restriction in the networks. Tan et al. [3] introduced an
activation increment based on nodes’ different statuses.(ey
further proposed a strategy of minimizing activation in-
crements to find the important nodes, which can be used to
limit the information propagation. Based on the rumor
characteristics in social networks, Liu et al. [4] distinguished
users into four compartments and further built a novel
rumor spreading model. According to their theoretical

results, one can select proper measures to control rumor
propagation in the networks. Shrivastava et al. [5] built a
system of differential equations to describe misinformation
propagation among groups.(ey validated their model from
theoretical and experimental aspects. Wang et al. [6] studied
an energy propagation model of rumors on multiple social
networks. (ey found effective rumor mitigation strategies
by various model parameters on the networks. To clarify the
relationship between misinformation and debunking in-
formation, Jiang et al. [7] proposed a novel RSD (rumor-
spreading-debunking) model. (eir model obtained the
scope, scale, and popularity about rumor spreading. Man-
ouchehri et al. [8] proposed some techniques to generate
required samples. (ey further found top-k nodes to min-
imize the impact of misinformation in social networks.
Wang et al. [9] designed an optimal strategy of community
seeds to reduce misinformation propagation and added it
into their triggering model. (eir method obtained better
performance than all baseline models. Zareie and Sakellariou
[10] summarized some methods about minimizing misin-
formation propagation. (erefore, misinformation

Hindawi
Security and Communication Networks
Volume 2022, Article ID 1136144, 13 pages
https://doi.org/10.1155/2022/1136144

mailto:lixy@mail.xhu.edu.cn
https://orcid.org/0000-0003-0097-1643
https://orcid.org/0000-0003-0085-5095
https://orcid.org/0000-0001-5999-6699
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/1136144


propagation and control models can help researchers to
design misinformation governance strategy in social
networks.

Some scholars have integrated various influence factors
into their methods to block misinformation propagation.
Aswani et al. [11] investigated misinformation propagation
factors by their experience in social media. (ey found that
tweet sentiment, tweet polarity, network attributes, etc.,
influence misinformation propagation. Glenski et al. [12]
investigated large amounts of news in social media. (ey
found that spreading behaviors of trusted news source and
suspicious news source are very different, such as diffusion
rates, users’ annual incomes, and educations. To identify
potential misinformation propagators in social networks,
Kar et al. [13] screened out eleven related factors from a large
number of users and tweets. (ey further established a
combined classification algorithm, which fused bioinspired
algorithms with K-means method. (eir findings presented
that their proposed algorithm is able to identify propagators
of the networks. Based on the sociological properties, psy-
chological features, and persuasion theories, Chen et al. [14]
studied the impact of persuasion strategies on the process of
misinformation post-propagation in social networks. (ey
found that pathos strategies are suitable persuasion strate-
gies for misinformation propagation. Based on the topic of
COVID-19 in Twitter, Shahi et al. [15] studied misinfor-
mation contents, authors, and diffusion. (ey found the
three parts of influence misinformation propagation in
social media. Considering that information propagation
leads to the asynchronous process of initial opinion for-
mation, Liu and Rong [16] introduced multiple impact
factors including online communication, network topology,
propagation rate, and repost rate, into their opinion dy-
namic model for public opinion misinformation. (ey
found that compulsively deleting comments and timely
exposing misinformation benefit the control of negative
opinion. On the Internet of battlefield things (IoBT) system,
Abuzainab and Saad [17] proposed a mean-field gamemodel
with multiclass agents. (e experimental results showed that
their model effectively suppressed misinformation propa-
gation. Wang et al. [18] summarized the properties of
misinformation propagation on published papers with
health misinformation. (ey found that scholars adopted
various methods including content analysis, co-citation
analysis, and network analysis. (us, a reasonable selection
of parameters can help to establish good misinformation
suppression models in social networks.

In recent, more and more researchers have studied the
information propagation dynamics with evolutionary game
methods. Xiao et al. [19] combined user multidimensional
attributes, evolutionary games, and SIR epidemic model.
(ey proposed a new propagation dynamic model with an
evolutionary game. Based on their model, they analyzed the
multisource information propagation and the complexity of
user interaction behaviors. Li et al. [20] combined hetero-
geneous mean-field and evolutionary games and proposed a
hot spot propagation model. (ey further analyzed the
relationships between the users’ desire to participate in hot
spot and the infection rate of information propagation

model. Wang et al. [21] proposed a tripartite evolutionary
game model. (ey analyzed the equilibrium conditions of
stakeholder’s behavior strategies. (ey also studied man-
agement strategies and key intervention points of public
opinion. Fei et al. [22] proposed an opinion dynamic model
by evolutionary game theory. (ey analyzed the relation-
ships of user behaviors, preferences, and ratings in this game
model. To better understand information propagation scope
and dynamic characteristics, Yang et al. [23] proposed an
information propagation model with an evolutionary game.
(ey further analyzed relationships between two pieces of
competitive information. On the live streaming e-commerce
networks, Lv et al. [24] proposed an information propa-
gation game model with incentive mechanism. (ey further
analyzed the relationships between rewards and live
streaming information propagation based on the game
model. (erefore, evolutionary games can better reveal the
laws of information propagation in social networks.

In the field of misinformation spreading, Zhang et al.
[25] investigated the propagation of conspiracy information
and scientific information, respectively. In their experi-
ments, they found that conspiracy information tends to
propagate in a multigenerational branching process and
science information tends to propagate in a breadth-first
manner. To effectively constrain malicious actions in large-
scale MANETs,Wang et al. [26] proposed a trust cooperative
stimulation model based on the evolutionary gamemethods.
(ey further found an optimum strategy through their
model. Xiao et al. [27] proposed an evolutionary gamemodel
to analyze the dynamics of rumor propagation. (eir model
considered anti-rumor information to find the reasons that
users have spread rumors. To deal with the diversity and
complexity of data in rumor communication, Xiao et al. [28]
proposed a group behavior model for rumor and anti-ru-
mor. Considering the conflict and symbiotic relationships
between rumor and anti-rumor, they integrated user-
influenced rumor with anti-rumor based on the evolutionary
game theory and representation learning methods. Askar-
izadeh et al. [29] proposed an evolutionary game model to
reveal the relationships between rumor propagation and
users’ decision control. Askarizadeh et al. [30] also proposed
a soft rumor control model to avoid rumor spreading. (ey
further analyzed the relationships between rumor and anti-
rumor spreaders based on the evolutionary game model.
Consequently, evolutionary game models are useful to find
misinformation (rumor) propagation and control rules.

Under multiple factors and circumstances, some
scholars have analyzed their relationships based on the
evolutionary game methods. Zhang et al. [31] introduced a
reputation mechanism into evolutionary game theory and
solved negative influences caused by malicious users. (ey
further analyzed the relationships between current reputa-
tion and instant incentives based on the game model. In
backscatter-assisted RF-powered cognitive networks, some
secondary transmitters (STs) may choose different trans-
mission services. Gao et al. [32] proposed an evolutionary
game to analyze the relationship between the access point
and service adaptation of the STs. To reveal the dynamic
evolution of intervention policies, Alam et al. [33] combined
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some network topologies’ social feedbacks, behavioral re-
sponses, and viral propagation into one framework. (ey
analyzed the relationships among the game payoff, epidemic
dynamics, and individual health statuses in social networks.
To investigate the influences of node attitudes on infor-
mation propagation, Huang et al. [34] used the evolutionary
game method to build an information propagation model.
(ey further analyzed relationships between positive and
negative attitudes of nodes. Michael et al. [35] analyzed the
trust game based on the previous work. (ey introduced
“delays” and “memories” in the process of information
propagation.(ey also found that information explained the
trust and trustworthiness among users clearly and reason-
ably. Considering that “deceitful pricing for acquaintances”
has received extensive public attention on e-commerce
platforms, Wu et al. [36] proposed a tripartite evolutionary
game model concerning consumers, government, and
platforms. (eir model provided reasonable selection
schemes for the three participants. It concludes that the
evolution analysis of information propagation need to be
combined with the evolutionary game theory, network
structures, individual features, etc., in social networks.

However, there are few results fusing misinformation
propagation and tripartite evolutionary game methods. (is
study aims to establish a new tripartite evolutionary game
model for misinformation propagation. (ree players in-
cluding network media, government, and netizen are con-
sidered in the tripartite evolutionary game model. (e
mutual influences of the players will be analyzed both
theoretically and experimentally.

(e rest of the study is arranged as follows. In Section 2, a
tripartite evolutionary game model for misinformation
propagation is described. (e model construction, players’
payoffs, and analysis of evolutionary stable strategies are
presented in this section. In Section 3, some experiments
under different parameters are made. Finally, the results are
summarized; and some directions are proposed in the future.

2. Tripartite Evolutionary Game Model for
Misinformation Propagation

2.1. Description of the Tripartite Evolutionary Game Model
and the Players’ Payoffs for Misinformation Propagation.
In social networks, network media, government, and
netizen play an important role in the process of misin-
formation propagation. (e three participants recipro-
cally influence the networks, affecting the trends of
misinformation propagation. (e tripartite evolutionary
game provides an effective way to analyze the impacts of
participant behaviors on misinformation propagation. In
the game, the three players are network media, govern-
ment, and netizen, and their strategies are
(M1, M2), (G1, G2), and (N1, N2). Each player only
chooses a strategy without knowledge of the actual choices
made by the other players. For the network media, M1 and
M2 represent the strategies of “promoting misinformation
propagation” (such as extensive report) and “blocking

misinformation propagation” (such as selective report),
respectively. For the government, G1 and G2 denote the
strategies of “supervision” and “non-supervision,” re-
spectively. For the netizen, N1 and N2 represent the
strategy of “spread” and “non-spread” media information.
(erefore, the game strategies are (M1, G1, N1),

(M1, G1, N2), (M1, G2, N1), (M1, G2, N2), (M2, G1, N1),

(M2, G1, N2), (M2, G2, N1), and (M2, G2, N2), and their
corresponding payoffs are denoted by (PFM111, PFG111,

PFN111), (PFM112, PFG112, PFN112), (PFM121,PFG121, PFN121),
(PFM122, PFG122, PFN122), (PFM211, PFG211, PFN211), (PFM212,

PFG212, PFN212), (PFM221, PFG221,PFN221), and (PFM222,

PFG222, PFN222), respectively.
To quantitatively analyze the benefits of three players,

which are correlated with misinformation propagation
under each game strategy in more detail, the descriptions of
parameters for the network media, government, and netizen
are displayed in Tables 1–3, respectively.

According to the above terminologies and symbols, the
payoff matrix of the tripartite evolutionary game is shown in
Table 4, and the game tree of the tripartite evolutionary
game, shown in Figure 1, is established to intuitively express
the game among network media, government, and netizen.
In the game tree, the circles in the front three rows represent
the game players and the lines drawn from the players
represent the strategies made by the players. (e top circle
represents that the network media select the information
about some network misinformation and has two choices:
promoting misinformation and blocking misinformation.
(e circles in the second row represent that the government
selects the misinformation from the network media and may
choose one of two strategies: supervision and non-super-
vision. In the third row, the circles represent that the netizen
selects the misinformation from the network media and
government and may choose to spread or not to spread the
information. At the bottom of the game tree, the circles are
terminal nodes of the game, which hold the benefits of three
players to reach the corresponding terminals when they have
chosen different strategies.

In the game process, it assumes that each player seeks to
maximize its own benefit. According to the parameters of the
network media, government, and netizen, the payoffs of the
three players under different strategies are as follows:

PFM111 � IM0+IM1 − CM1 − FM1,

PFG111 � IG0+IG1 − CG,

PFN111 � IN0 − CN − FN1,

PFM112 � IM0+IM1 − CM1 − FM1 − FM3,

PFG112 � IG0+IG1 − CG + BG1,

PFN112 � IN0+IN3 − LN,

PFM121 � IM0+IM1 − CM1+BM1,

PFG121 � IG0+IG2 − LG1,

PFN121 � IN0+IN1 − CN,

PFM122 � IM0+IM1 − CM1,

PFG122 � IG0+IG2 − LG1 − FG1,
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Table 1: Parameters of the network media.

Parameters Descriptions of the parameters for the network media
IM0 (e initial income from the advertisements, netizen resource, etc.

IM1
(e income from the increasing advertisements, click rate, new netizen, popularity, etc., of the network media, when network

media choose M1
IM2 (e profit from the government attention, netizen approval, etc., when the network media choose M2
CM1 (e cost from manpower, material resources, etc., of the network media, when the network media choose M1
CM2 (e cost from manpower, material resources, etc., of the network media, when the network media choose M2
BM1 (e bonus brought from netizen when the network media, government, and netizen choose M1, G2, and N1, respectively
BM2 (e bonus brought from netizen when the network media, government, and netizen choose M2, G2, and N1, respectively

LM (e loss from the decreasing advertisements, click rate, netizen, popularity, etc., of the network media, when the network
media choose M2

FM1 (e fine from the government choosing G1 when the network media choose M1
FM2 (e fine from the government choosing G1 when the network media choose M2 (FM2 < FM1)

FM3
(e fine from the netizen who no longer trusts or follows the network media, when the network media, government, and

netizen choose M1, G1, and N2, respectively

FM4
(e fine from the netizen who no longer trusts or follows the network media, when the network media, government, and

netizen choose M2, G1, and N2, respectively

Table 2: Parameters of the government.

Parameters Descriptions of the parameters for the government
IG0 (e initial income from the power of government image, credibility, etc.

IG1
(e profit from the increasing power of government image, credibility, etc., and the security and stability of cyberspace, when

the government chooses G1

IG2
(e profit from the increasing tax of the network media, increasing public service advertisements, etc., when the government

chooses G2 (IG2 < IG1 < IG0)
CG (e cost from manpower, material resources, etc., when the government chooses G1

LG1
(e loss from the damage of the government image power, credibility, even unstable, and disharmonious cyberspace, when

the network media choose M1 and the government chooses G2

LG2
(e loss from the damage of the government image power, credibility, even unstable, and disharmonious cyberspace, when

the network media choose M2 and the government chooses G2 (LG2 < LG1)

BG1
(e bonus from the netizen who trusts the government and chooses non-spread media misinformation, when the network

media choose M1 and the government chooses G1

BG2
(e bonus from the netizen who trusts the government and chooses non-spread media misinformation, when the network

media choose M2 and the government chooses G1 (BG2 <BG1)

FG1
(e fine from the netizen who distrusts the government and chooses non-spread media misinformation, when the network

media choose M1 and the government chooses G2

FG2
(e fine from the netizen who distrusts the government and chooses non-spread media misinformation, when the network

media choose M2 and the government chooses G2 (FG2 < FG1)

Table 3: Parameters of the netizen.

Parameters Descriptions of the parameters for the netizen
IN0 (e initial income from the netizen who have increasing attention, influence, etc.

IN1
(e profit from the increasing attention, influence, etc., when the networkmedia, government, and netizen chooseM1,G2, and

N1, respectively

IN2
(e profit from the increasing attention, influence, etc., when the networkmedia, government, and netizen chooseM2,G2, and

N1, respectively
IN3 (e profit from stable and harmonious cyberspace, etc., when the netizen chooses N2

CN (e cost from manpower, material resources, time, etc., when the netizen collects and organizes misinformation, and chooses
N1

LN (e loss from decreasing attention, followers, etc., when the netizen chooses N2
FN1 (e fine from the government when the network media, government, and netizen choose M1, G1, and N1, respectively
FN2 (e fine from the government when the network media, government, and netizen choose M2, G1, and N1, respectively.

Table 4: Payoff matrix of the tripartite evolutionary game.

Game strategies Incomes
(M1, G1, N1) (PFM111, PFG111, PFN111)

(M1, G1, N2) (PFM112, PFG112, PFN112)

(M1, G2, N1) (PFM121, PFG121,PFN121),
(M1, G2, N2) (PFM122, PFG122, PFN122)

(M2, G1, N1) (PFM211, PFG211, PFN211)

(M2, G1, N2) (PFM212, PFG212, PFN212)

(M2, G2, N1) (PFM221, PFG221, PFN221)

(M2, G2, N2) (PFM222, PFG222, PFN222)
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PFN122 � IN0+IN3 − LN,

PFM211 � IM0+IM2 − CM2 − LM − FM2,

PFG211 � IG0+IG1 − CG,

PFN211 � IN0 − CN − FN2,

PFM212 � IM0+IM2 − CM2 − LM − FM2 − FM4,

PFG212 � IG0+IG1 − CG + BG2,

PFN212 � IN0+IN3 − LN,

PFM221 � IM0+IM2 − CM2+BM2 − LM,

PFG221 � IG0+IG2 − LG2,

PFN221 � IN0+IN2 − CN,

PFM222 � IM0+IM2 − CM2 − LM,

PFG222 � IG0+IG2 − LG2 − FG2,

PFN222 � IN0+IN3 − CN − LN.

(1)

Let x, y, and z be the function of time t. If the network
media, government, and netizen, respectively, choose the
strategies M1, G1, and N1, then their probabilities are
correspondingly x, y, and z; if the network media, gov-
ernment, and netizen, respectively, choose the strategies M2,
G2, and N2, then their probabilities are correspondingly
1 − x, 1 − y, and 1 − z. Next, the expected payoffs of the
network media, government, and netizen will be analyzed as
follows.

If the network media choose the strategy M1, the ex-
pected payoff of the network media in this case, denoted by
EM1, is as follows:

EM1 � yzPFM111 + y(1 − z)PFM112 +(1 − y)zPFM121 +(1 − y)(1 − z)PFM122

� yz IM0 + IM1 − CM1 − FM1( 􏼁 + y(1 − z) IM0 + IM1 − CM1 − FM1 − FM3( 􏼁

+(1 − y)z IM0 + IM1 − CM1 + BM1( 􏼁 +(1 − y)(1 − z) IM0 + IM1 − CM1( 􏼁,

� yz FM3 − BM1( 􏼁 − y FM1 + FM3( 􏼁 + zBM1 + IM0 + IM1 − CM1.

(2)

If the network media choose the strategy M2, the ex-
pected payoff of the network media in this case, denoted by
EM2, is as follows:

M1 M2

Network media

Government

Netizen

G1 G2 G1 G2

N1 N2 N1 N2 N1 N2 N1 N2

PFN111

PFG111

PFM111

PFN112

PFG112

PFM112

PFN121

PFG121

PFM121

PFN122

PFG122

PFM122

PFN211

PFG211

PFM211

PFN212

PFG212

PFM212

PFN222

PFG222

PFM222

PFN221

PFG221

PFM221

Figure 1: Game tree of the tripartite evolutionary game.
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EM2 � yzPFM211 + y(1 − z)PFM212 +(1 − y)zPFM221 +(1 − y)(1 − z)PFM222

� yz IM0+IM2 − CM2 − LM − FM2( 􏼁 + y(1 − z) IM0+IM2 − CM2 − LM − FM2 − FM4( 􏼁

+(1 − y)z IM0+IM2 − CM2+BM2 − LM( 􏼁 +(1 − y)(1 − z) IM0+IM2 − CM2 − LM( 􏼁

� yz FM4 − BM2( 􏼁 − y FM2+FM4( 􏼁 + zBM2+IM0+IM2 − CM2 − LM.

(3)

For the mixed strategy of the network media, the ex-
pected payoff of the network media, denoted by EM, is as
follows:

EM � xEM1 +(1 − x)EM2

� xyzPFM111 + xy(1 − z)PFM112 + x(1 − y)zPFM121 + x(1 − y)(1 − z)PFM122

+(1 − x)yzPFM211 +(1 − x)y(1 − y)PFM212 +(1 − x)(1 − y)zPFM221 +(1 − x)(1 − y)(1 − z)PFM222

� xyz FM3 − FM4 − BM1+BM2( 􏼁 − xy FM1 − FM2+FM3 − FM4( 􏼁 + xz BM1 − BM2( 􏼁 + yz FM4 − BM2( 􏼁

+ x IM1 − IM2 − CM1+CM2 + LM( 􏼁 − y FM2+FM4( 􏼁 + zBM2+IM0+IM2 − CM2 − LM.

(4)

If the government chooses the strategy G1, the expected
payoff of the network media in this case, denoted by EG1, is
as follows:

EG1 � xzPFG111 + x(1 − z)PFG112 +(1 − x)zPFG211 +(1 − x)(1 − z)PFG212

� xz IG0+IG1 − CG( 􏼁 + x(1 − z) IG0+IG1 − CG + BG1( 􏼁 +(1 − x)z IG0+IG1 − CG( 􏼁

+(1 − x)(1 − z) IG0+IG1 − CG + BG2( 􏼁

� − xz BG1 − BG2( 􏼁 + x BG1 − BG2( 􏼁 − z IG0+IG1 − CG + BG2( 􏼁 + 2IG0+2IG1 − 2CG + BG2( 􏼁.

(5)

If the government chooses the strategy G2, the expected
payoff of the government in this case, denoted by EG2, is as
follows:

EG2 � xzPFG121 + x(1 − z)PFG122 +(1 − x)zPFG221 +(1 − x)(1 − z)PFG222

� xz IG0 + IG2 − LG1( 􏼁 + x(1 − z) IG0 + IG2 − LG1 − FG1( 􏼁 +(1 − x)z IG0 + IG2 − LG2( 􏼁

+(1 − x)(1 − z) IG0 + IG2 − LG2 − FG2( 􏼁

� xz FG1 − FG2( 􏼁 − x FG1 − FG2 + LG1 − LG2( 􏼁 + zFG2 + IG0 + IG2 − LG2 − FG2.

(6)

For the mixed strategy of the government, the ex-
pected payoff of the government, denoted by EG, is as
follows:
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EG � yEG1 +(1 − y)EG2 � xyzPFG111 + xy(1 − z)PFG112 +(1 − x)yzPFG211 +(1 − x)y(1 − z)PFG212

+ x(1 − y)zPFG121 + x(1 − y)(1 − z)PFG122 +(1 − x)(1 − y)zPFG221 +(1 − x)(1 − y)(1 − z)PFG222

� − xyz BG1 − BG2 + FG1 − FG2( 􏼁 + xy BG1 − BG2 + FG1 − FG2 + LG1 − LG2( 􏼁 + xz FG1 − FG2( 􏼁

− yz IG0 + IG1 + IG2 − CG + FG2( 􏼁 − x FG1 − FG2 + LG1 − LG2( 􏼁

+ y IG0 + 2IG1 − IG2 + BG2 − 2CG + LG2 + FG2( 􏼁 + zFG2 + IG0 + IG2 − LG2 − FG2.

(7)

If the netizen chooses the strategy N1, the expected
payoff of the netizen in this case, denoted by EN1, is as
follows:

EN1 � xyPFN111 + x(1 − y)PFN121 +(1 − x)yPFN211 +(1 − x)(1 − y)PFN221

� xy IN0 − CN − FN1( 􏼁 + x(1 − y) IN0 + IN1 − CN( 􏼁 +(1 − x)y IN0 − CN − FN2( 􏼁 +(1 − x)(1 − y) IN0 + IN2 − CN( 􏼁

� − xy IN1 − IN2 + FN1( 􏼁 + x IN1 − IN2( 􏼁 − y IN2 + FN2( 􏼁 + IN0 + IN2 − CN.

(8)

If the netizen chooses the strategy N2, the expected
payoff of the netizen in this case, denoted by EN2, is as
follows:

EN2 � xyPFN112 + x(1 − y)PFN122 +(1 − x)yPFN212 +(1 − x)(1 − y)PFN222

� xy IN0 + IN3 − LN( 􏼁 + x(1 − y) IN0 + IN3 − LN( 􏼁 +(1 − x)y IN0 + IN3 − LN( 􏼁

+(1 − x)(1 − y) IN0 + IN3 − CN − LN( 􏼁

� − xyCN + xCN + yCN + IN0 + IN3 − CN − LN.

(9)

For the mixed strategy of the netizen, the expected payoff
of the netizen, denoted by EN, is as follows:

EN � zEN1 +(1 − z)EN2

� xyzPFN111 + x(1 − y)zPFN121 +(1 − x)yzPFN211 +(1 − x)(1 − y)zPFN221 + xy(1 − z)PFN112

+ x(1 − y)(1 − z)PFN122 +(1 − x)y(1 − z)PFN212 +(1 − x)(1 − y)(1 − z)PFN222

� − xyz IN1 − IN2 + FN1 − CN( 􏼁 − xyCN + xz IN1 − IN2 − CN( 􏼁 − yz IN2 + FN2 + CN( 􏼁

+ xCN + yCN + z IN2 − IN3 + LN( 􏼁 + IN0 + IN3 − CN − LN.

(10)

2.2. .eoretical Analysis of Evolutionary Stable Strategies.
To ensure the harmonious and stable development of the
network society, to promote the sustainable development
of the network media, and to protect the legitimate rights
of the netizen, the network media, government, and

netizen should fulfill their responsibilities to reduce the
probabilities of propagating misinformation. By the ex-
pected payoffs of the network media, government, and
netizen, their evolutionary replication dynamic equations
are as follows:
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f(x) �
dx

dt
� x EM1 − EM( 􏼁 � x(1 − x) EM1 − EM2( 􏼁

� x(1 − x) yzPFM111 + y(1 − z)PFM112 +(1 − y)zPFM121 +(1 − y)(1 − z)PFM122 − yzPFM211􏼂

− y(1 − z)PFM212 − (1 − y)zPFM221 − (1 − y)(1 − z)PFM222􏼃

� x(1 − x) yz FM3 − FM4 − BM1 + BM2( 􏼁 − y FM1 − FM2 + FM3 − FM4􏼁( 􏼁 + z BM1 − BM2( 􏼁􏼂

+ IM1 − IM2 − CM1 + CM2 + LM􏼃,

(11)

g(y) �
dy

dt
� y EG1 − EG( 􏼁 � y(1 − y) EG1 − EG2( 􏼁

� y(1 − y) xzPFG111 + x(1 − z)PFG112 +(1 − x)zPFG211 +(1 − x)(1 − z)PFG212􏼂

− xzPFG121 − x(1 − z)PFG122 − (1 − x)zPFG221 − (1 − x)(1 − z)PFG222􏼃

� y(1 − y) − xz BG1 − BG2 + FG1 − FG2( 􏼁 + x BG1 − BG2 + FG1 − FG2 + LG1 − LG2( 􏼁􏼂

− z IG0 + IG1 − CG + BG2 + FG2( 􏼁 + IG0 + 2IG1 − IG2 − 2CG + BG2 + LG2 + FG2( 􏼁􏼃,

(12)

h(z) �
dz

dt
� z EN1 − EN( 􏼁 � z(1 − z) EN1 − EN2( 􏼁

� z(1 − z) xyPFN111 + x(1 − y)PFN121 +(1 − x)yPFN211 +(1 − x)(1 − y)PFN221 − xyPFN112􏼂

− x(1 − y)PFN122 − (1 − x)yPFN212 − (1 − x)(1 − y)PFN222􏼃

� z(1 − z) − xy IN1 − IN2 + FN1 + CN( 􏼁 + x IN1 − IN2 − CN( 􏼁 − y IN2 + FN2 + CN( 􏼁 + IN2 − IN3 + LN􏼂 􏼃.

(13)

(en, the tripartite evolutionary stabilities of the repli-
cation dynamic equations (11)–(13) can be analyzed by the
following Jacobian matrix:

J(x,y,z) �

fx fy fz

gx gy gz

hx hy hz

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (14)

where the elements of J(x,y,z) are as follows.

fx � (1 − 2x) yzPFM111 + y(1 − z)PFM112 +(1 − y)zPFM121 +(1 − y)(1 − z)PFM122 − yzPFM211􏼂

− y(1 − z)PFM212 − (1 − y)zPFM221 − (1 − y)(1 − z)PFM222􏼃

� (1 − 2x) yz FM3 − FM4 − BM1+BM2( 􏼁 − y FM1 − FM2+FM3 − FM4( 􏼁 + z BM1 − BM2( 􏼁 + IM1􏼂

− IM2 − CM1+CM2 + LM􏼃,

fy � x(1 − x) zPFM111 +(1 − z)PFM112 − zPFM121 − (1 − z)PFM122 − zPFM211 − (1 − z)PFM212 + zPFM221 +(1 − z)PFM222􏼂 􏼃

� x(1 − x) z FM3 − FM4 − BM1+BM2( 􏼁 − FM1 − FM2+FM3 − FM4( 􏼁􏼂 􏼃,

fz � x(1 − x) yPFM111 − yPFM112 +(1 − y)PFM121 − (1 − y)PFM122 − yPFM211 + yPFM212 − (1 − y)PFM221 +(1 − y)PFM222􏼂 􏼃

� x(1 − x) y FM3 − FM4 − BM1+BM2( 􏼁 + BM1 − BM2( 􏼁􏼂 􏼃,

gx � y(1 − y) zPFG111 +(1 − z)PFG112 − zPFG211 − (1 − z)PFG212 − zPFG121 − (1 − z)PFG122 + zPFG221 +(1 − z)PFG222􏼂 􏼃

� y(1 − y) − z BG1 − BG2 + FG1 − FG2( 􏼁 + BG1 − BG2 + FG1 − FG2 + LG1 − LG2( 􏼁􏼂 ,

gy � (1 − 2y) xzPFG111 + x(1 − z)PFG112 +(1 − x)zPFG211 +(1 − x)(1 − z)PFG212 − xzPFG121􏼂

− x(1 − z)PFG122 − (1 − x)zPFG221 − (1 − x)(1 − z)PFG222􏼃

� (1 − 2y) − xz BG1 − BG2 + FG1 − FG2( 􏼁 + x BG1 − BG2 + FG1 − FG2 + LG1 − LG2( 􏼁􏼂

− z IG0 + IG1 − CG + BG2 + FG2( 􏼁 + IG0 + 2IG1 − IG2 − 2CG + BG2 + LG2 + FG2( 􏼁􏼃,

gz � y(1 − y) xPFG111 − xPFG112 +(1 − x)PFG211 − (1 − x)PFG212 − xPFG121 + xPFG122 − (1 − x)PFG221 +(1 − x)PFG222􏼂 􏼃
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� y(1 − y) − x BG1 − BG2 + FG1 − FG2( 􏼁 − IG0 + IG1 − CG + BG2 + FG2( 􏼁􏼂 ,

hx � z(1 − z) yPFN111 +(1 − y)PFN121 − yPFN211 − (1 − y)PFN221 − yPFN112 − (1 − y)PFN122 + yPFN212 +(1 − y)PFN222􏼂 􏼃

� z(1 − z) − y IN1 − IN2 + FN1 + CN( 􏼁 + IN1 − IN2 − CN( 􏼁 − y IN2 + FN2 + CN( 􏼁􏼂 􏼃,

hy � z(1 − z) xPFN111 − xPFN121 +(1 − x)PFN211 − (1 − x)PFN221 − xPFN112 + xPFN122 − (1 − x)PFN212 +(1 − x)PFN222􏼂 􏼃

� z(1 − z) − x IN1 − IN2 + FN1 + CN( 􏼁 − IN2 + FN2 + CN( 􏼁􏼂 􏼃,

hz � (1 − 2z) xyPFN111 + x(1 − y)PFN121 +(1 − x)yPFN211 +(1 − x)(1 − y)PFN221􏼂

− xyPFN112 − x(1 − y)PFN122 − (1 − x)yPFN212 − (1 − x)(1 − y)PFN222􏼃

� (1 − 2z) − xy IN1 − IN2 + FN1 + CN( 􏼁 + x IN1 − IN2 − CN( 􏼁 − y IN2 + FN2 + CN( 􏼁 + IN2 − IN3 + LN􏼂 􏼃.

(15)

Let f(x) � 0, f(y) � 0, and f(z) � 0. (en, it can ob-
tain ten equilibrium points: P1(0, 0, 0), P2(0, 0, 1),
P3(0, 1, 0), P4(0, 1, 1), P5(1, 0, 0), P6(1, 0, 1), P7(1, 1, 0),
P8(1, 1, 1), P9(− (IG0 +2IG1 − IG2 − 2CG + BG2+LG2+

FG2)/(BG1 − BG2 +FG1 − FG2+LG1 − LG2), (IM1 − IM2−

CM1+CM2 + LM)/(FM1 − FM2+FM3 − FM4), 0), and P10
((IG1 − IG2+LG2 − CG)/(LG2 − LG1), (BM1 − BM2 +IM1−

IM2 − CM1+CM2 + LM)/(BM1− BM2+FM1 − FM2), 1).
Let the equilibrium solution domain of the tripartite

evolutionary game be D � (x, y, x)|0≤x≤ 1, 0≤􏼈

y≤ 1, 0≤ z≤ 1}. Based on the definitions of IG1 and CG,
IG1 >CG is reasonable and explicable. Because IG0 > IG2,
BG1 >BG2, FG1 > FG2, and LG1 > LG2, we have
− (IG0+2IG1 − IG2 − 2CG + BG2+LG2+FG2)/(BG1 − BG2
+FG1 − FG2+LG1 − LG2)< 0. (en, P9 is not in D. Since the
loss of the government is always larger than the cost of the

government choosing G1 when the network media choose
M1 and the government chooses the strategy G2, there are
IG1 − IG2+LG1 − CG and (IG1 − IG2+LG2 − CG)/(LG2
− LG1) > 1. (en, P10 is not in D. Hence, for the ten
equilibrium points, only P1, P2, P3, P4, P5, P6, P7, and P8 are
in D.

Let diag(a1, a2, . . . , a3) be a diagonal matrix. For a
matrix A, let detA and tr(A) represent the determinant and
trace of the matrix, respectively. For each equilibrium point
Pi(xi, yi, zi), if detJ(xi,yi,zi)

> 0 and trJ(xi,yi,zi)
< 0, the equi-

librium point Pi(xi, yi, zi) is evolutionary stable; if
detJ(xi,yi,zi)

< 0 or trJ(xi,yi,zi)
> 0, the equilibrium point

Pi(xi, yi, zi) is not evolutionary stable. (us, the asymptotic
stabilities from P1 to P8 are analyzed as follows.

For the equilibrium point P1(0, 0, 0), we have

J(0,0,0) � diag PFM122 − PFM222,PFG212 − PFG222, PFN221 − PFN222( 􏼁. (16)

(en, detJ(0,0,0) � (PFM122 − PFM222) (PFG212 − PFG222)

(PFN221 − PFN222), trJ(0,0,0) � PFM122 − PFM222+ PFG212 −

PFG222 + PFN221 − PFN222. For PFM122 − PFM222, PFG212
− PFG222, and PFN221 − PFN222, if they are all positive or
negative, then we have detA> 0 and trA> 0, or detA< 0
and trA< 0, and so the equilibrium point P1(0, 0, 0) is not
evolutionary stable; if one of them is positive, and two
others are negative, then there exist two cases: (1) when
the sum of absolute values of two negative items is larger
than the positive one, we have detA> 0 and trA> 0, and
then, the equilibrium point P1(0, 0, 0) is evolutionary

stable, and (2) when the sum of absolute values of two
negative items is less than the positive one, we have
detA> 0 and trA> 0, and then, the equilibrium point
P1(0, 0, 0) is not evolutionary stable; if one of them is
negative, and two others are positive, we have detA> 0,
and then, the equilibrium point P1(0, 0, 0) is not evolu-
tionary stable.

For the equilibrium points P2(0, 0, 1), P3(0, 1, 0),
P4(0, 1, 1), P5(1, 0, 0), P6(1, 0, 1), P7(1, 1, 0), and P8(1, 1, 1),
we have the following:

J(0,0,1) � diag PFM121 − PFM221,PFG211 − PFG221, PFN222 − PFN221( 􏼁,

J(0,1,0) � diag PFM112 − PFM212,PFG222 − PFG212, PFN211 − PFN212( 􏼁,

J(0,1,1) � diag PFM111 − PFM211,PFG221 − PFG211, PFN212 − PFN211( 􏼁,

J(1,0,0) � diag PFM222 − PFM122,PFG112 − PFG122, PFN121 − PFN122( 􏼁,
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J(1,0,1) � diag PFM221 − PFM121, PFG111 − PFG121, PFN122 − PFN121( 􏼁,

J(1,1,0) � diag PFM212 − PFM112, PFG122 − PFG112, PFN112 − PFN111( 􏼁,

J(1,1,1) � diag PFM211 − PFM111, PFG121 − PFG111, PFN112 − PFN111( 􏼁.

(17)

Similar to the above discussion of the equilibrium point
P1(0, 0, 0), the stabilities of the remaining equilibrium
points are as follows. For [PFM121 − PFM221,

PFG211 − PFG221and PFN222 − PFN221], [PFM112 − PFM212,

PFG222 − PFG212and PFN211 − PFN212], [PFM111 − PFM211,

PFG221 − PFG211and PFN212 − PFN211], [PFM222 − PFM122,

PFG112 − PFG122and PFN121 − PFN122], [PFM221 − PFM121,

PFG111 − PFG121and PFN122 − PFN121], [PFM212 − PFM112,

PFG122 − PFG112and PFN112 − PFN111], and [PFM211−

PFM111,PFG121 − PFG111and PFN112 − PFN111], if they (the
items in a symbol “[]”) are all positive or negative, then the
equilibrium points P2(0, 0, 1), P3(0, 1, 0), P4(0, 1, 1),
P5(1, 0, 0), P6(1, 0, 1), P7(1, 1, 0), and P8(1, 1, 1) are not
evolutionary stable; if one of them is positive and two others
are negative, then P2(0, 0, 1), P3(0, 1, 0), P4(0, 1, 1),
P5(1, 0, 0), P6(1, 0, 1), P7(1, 1, 0), and P8(1, 1, 1) are evo-
lutionary stable while the sum of absolute values of two
negative items is larger than the positive one and are not
evolutionary stable while the sum of absolute values of two
negative items is less than the positive one; and if one of
them is negative, and two others are positive, then the
equilibrium points P2(0, 0, 1), P3(0, 1, 0), P4(0, 1, 1),
P5(1, 0, 0), P6(1, 0, 1), P7(1, 1, 0), and P8(1, 1, 1) are not
evolutionary stable.

3. Experiment

To facilitate the quantification of parameters on the
tripartite evolutionary game model, we exploit the same
value functions and decision (probability) weighting
functions [36] to characterize (initial) incomes, costs,
profits, bonuses, losses, fines, and decision probabilities.
To simplify the following experiments, the (initial) in-
comes, bonus, and profits are measured by the value
function:

V(x) �
x − U0( 􏼁

θ
, x≥U0,

− λ U0 − x( 􏼁
β
, x<U0,

⎧⎪⎨

⎪⎩
(18)

where β � 0.88, θ � 0.88, λ � 2; U0 ∈ [− 1, 1] is the reference
point.

(e costs, losses, and fines in the game are characterized
by the value function:

Z(x) �
δ x − U1( 􏼁

ϕ
, x≥U1,

− U1 − x( 􏼁
σ
, x<U1,

⎧⎨

⎩ (19)

where δ � 2,ϕ � 0.98, σ � 0.98; U1 ∈ [0, 1] is the reference
point.

(e decision probabilities choosing the strategies M1,
G1, and N1 in the game are calculated by the decision
(probability) weighting function:

π(ϵ) �
ϵΓ

ϵΓ +(1 − ϵ)Γ􏽨 􏽩
1/Γ, (20)

where Γ � 0.75.
In the following experiments, for the reference point U0

(U1, respectively), we randomly generate 50 data, which
satisfied the uniform distribution in [− 1, 1] ([0, 1], respec-
tively), and take their average value as the reference point.
When one influence parameter is considered, other pa-
rameters are set as follows: (1) the decision probabilities are
set as 0.5; (2) the values of initial incomes, bonuses, and
profits are set as 0; and (3) the values of costs, losses, and
fines are set as 0.5.

Next, the expected payoffs of the network media, gov-
ernment, and netizen for misinformation propagation in the
tripartite evolutionary game model are discussed based on
the decision probabilities, (initial) incomes, profits, bonuses,
costs, losses, and fines, respectively. In Figure 2, the expected
payoffs of the network media, government, and netizen for
misinformation propagation change with the values of de-
cision probabilities, i.e., x, y, and z in [0, 1], respectively.
When we analyze parameter x (resp. y or z), we generated 50
random numbers x (resp. y or z), which satisfy the uniform
distribution in [0, 1], and the rest of the other parameters
remain unchanged according to the default settings.

It shows that the expected payoffs EM and EG increase
when the probabilities of choosing M1 and G1 rise, re-
spectively. However, the expected payoff EN decreases when
the probabilities of choosing N1 increase. (ese results show
that if the decision probabilities of the network media and
government that they, respectively, choose the “promoting
misinformation” and “supervision” strategies increase, their
payoffs rise continuously. On the contrary, the payoff of the
netizen drops quickly, while the decision probability of
choosing the “spread” strategy increases.

In Figure 3, the expected payoffs of the network media
for misinformation propagation change with (initial) in-
comes, profits, bonuses, costs, losses, and fines, respectively.
(e values of IM0, IM1, IM2, BM1, and BM2 belong to
[− 1, 1]. (e values of CM1, CM2, LM, FM1, FM2, FM3, and
FM4 belong to [0, 1]. (e experimental results show that as
the values of IM0, IM1, IM2, BM1, and BM2 increase, the
expected payoff EM increases; and as the values of CM1,
CM2, LM, FM1, FM2, FM3, and FM4 increase, the expected
payoff slowly decreases. It also shows that the lower the value
of IM0 is, the lower the expected payoff is; the lower the
values of LM and CM1 are, the higher the expected payoffs
are. (is phenomenon means that to increase the expected
payoff of network media, it is necessary to increase the initial
income. In particular, to improve the expected payoff of
network media, when the network media choose M2, the
network media can increase the advertisements, click rate,
netizen, and popularity. When the network media choose
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M1, the network media can decrease the cost from man-
power, material resources, etc.

In Figure 4, the expected payoffs of the government for
misinformation propagation change with (initial) incomes,
profits, bonuses, costs, losses, and fines, respectively. (e
values of IG0, IG1, IG2, BG1, and BG2 belong to [− 1, 1]. (e
values of CG, LG1, LG2, FG1, and FG2 belong to [0, 1]. (e
experimental results show that as the values of IG0, IG1, IG2,
BG1, and BG2 increase, the expected payoffs steadily go up,
whereas the values of CG, LG1, LG2, FG1, and FG2 increase,
expected payoffs continuously decrease. (ey also show that
the lower the value of IG0 is, the lower the expected payoff is;
and the lower the value of CG is, the higher the expected
payoff is. It concludes that if the government intends to
increase its expected payoff, when the government chooses
G1, it can increase the initial income; and if the government

chooses G2, it can decrease the cost from manpower, ma-
terial resources, etc.

In Figure 5, the expected payoffs of the netizen for
misinformation propagation change with (initial) incomes,
profits, costs, losses, and fines, respectively. (e values of
IN0, IN1, IN2, and IN3 belong to [− 1, 1]. (e values of CN,
LN, FN1, and FN2 belong to [0, 1]. (e experimental results
show that as the values of IN0, IN1, IN2, and IN3 increase, the
expected payoffs increase; and as the values of CN, LN, FN1,
and FN2 increase, the expected payoffs quickly reduce. (e
results also show that the lower the value of IN0 is, the lower
the expected payoff is; the lower the values of CN and LN are,
the higher the expected payoffs are. (is phenomenon
means that if the netizen wants to promote the expected
payoff of the netizen, the netizen can increase the initial
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income. (at is, if the netizen expects to increase its
expected payoff, when the netizen chooses N1, it can
decrease the cost from manpower, material resources, etc.
When the netizen chooses N2, it can increase the at-
tention, followers, etc.

Based on the above discussion, the expected payoffs of
the players in the proposed tripartite evolutionary game
model for misinformation propagation are influenced by
different parameters including (initial) incomes, profits,
bonuses, costs, losses, and fines. If one player intends to
increase its expected payoff, then it can choose a proper
strategy and can select various measures to change the values
of different parameters, maximizing the expected payoff of
the player.

4. Conclusion

(is study established a tripartite evolutionary game model
for misinformation propagation. (is model considered
three players, i.e., network media, government, and netizen.
Various parameters, such as (initial) incomes, profits, bo-
nuses, costs, losses, and fines, are proposed for three players.
(e expected payoffs of the players are derived in detail. By
evolutionary replication dynamic equations, the evolu-
tionary stable strategies for the proposed model are proved
theoretically. Finally, some experiments are made to find the
influences of different parameters on the proposed game
model. To increase the expected payoffs of network media,
government, and netizen, if the networkmedia, government,
and netizen choose “promoting misinformation,” “non-
supervision,” and “spread,” respectively, the network media,
government, and netizen can decrease manpower, material
resources, and so on. If the network media choose “blocking
misinformation propagation,” the network media can in-
crease the advertisements, click rate, netizen, and popularity.
If the government chooses “supervision,” it can increase the
initial income. If the netizen chooses “non-spread,” it can
increase the attention, followers, etc. In future, the experi-
ments of the tripartite evolutionary game model on real
misinformation dataset and the new evolutionary game
model for misinformation propagation are both worthy of
study carefully.
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Compared with previous studies, this paper focuses on the time delay phenomenon in the consensus state between the leader and
followers and considers that the DoS attack occurs nonperiodically. First, a new event-triggered mechanism and lag consensus
control strategy are proposed. *en, through the Lyapunov stability theory, algebraic knowledge, and graph theory, it is proved
that followers and leader can achieve lag consistent under the DoS attack, and the trigger interval is designed to ensure that Zeno
behavior does not occur. Finally, the correctness and effectiveness of the proposed theory and method are verified by
numerical simulation.

1. Introduction

In recent years, distributed cooperative control of multi-agent
systems (MASs) has been widely used in various fields, such as
smart grid collaborative control [1], distributed optimal co-
operation [2], coordinated defense systems [3], and so on. In
cooperative control, the consensus has always been a hot topic
in the research of multi-agent systems. Many researchers have
studied the consensus of MASs from different perspectives
[4–6]. *e overall goal of leader-follower consensus is to drive
the states of all followers in the network to track the state of the
leader [7]. However, in the actual communication process,
many factors, such as the limitation of communication speed,
the limited bandwidth, and the asymmetry of information
transmission, may lead to delay in transmitting and receiving
information between agents [8]. At present, there are many
research results on the consensus of communication delay
systems. Reference [9] investigated the consensus problem of
continuous-time nonlinear MASs with time-varying commu-
nication delay via reliable control. *e tracking consensus
regulation was studied in [10], where high-order MASs was
subjected to Lipschitz nonlinear perturbations.

In order to solve the problem of limited resources to a
certain extent, this paper introduces an event trigger
mechanism to design a control protocol [11]. *e event-
trigger mechanism avoids the problem of continuous update
of the controller, which not only reduces the amount of data
in network transmission but also extends the service life of
network components. *e event-triggered distributed pre-
dictive control (DPC) problemwas considered in [12], where
multi-agent systems were subject to bounded disturbances.
Reference [13] studied the event-triggered containment
control problem for a class of networked nonlinear MASs
subjected to limited communication resources and proposed
a distributed containment output feedback control strategy
with an event-triggered communication mechanism.

With the increasingly mature communication technol-
ogy, the denial-of-service attacks always threaten the normal
work of the network systems. *e DoS attacks prevent le-
gitimate users from accessing resources properly and even
collapse the resources [14]. *erefore, in order to avoid DoS
attacks causing damage to the system, some security control
protocols have been proposed [15–18]. Reference [19] in-
vestigated the secure consensus for second-order MASs with
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nonlinear dynamics and event-triggered control strategy
under DoS attacks. In [20], a distributed stochastic model
predictive controller was designed for a networked control
system with stochastic disturbances and denial-of-service
(DoS) attacks. Reference [21] investigated the leader-
–follower robust H∞ consensus of heterogeneous multi-
agent systems with denial-of-service attacks. Reference [22]
studied the secure consensus problem of multiagent systems
under switching topologies, and the studied multiagent
systems were affected by both denial-of-service (DoS) at-
tacks and external disturbances. *e observer-based output
feedback control problem was studied in [23] for cyber–
physical systems against randomly occurring packet dropout
and periodic DoS attacks. *e problem of event-triggered
distributed state estimation was considered in [24] for linear
multiagent systems under DoS attacks. *e distributed
event-triggered consensus problem of a generally linear
multiagent system was considered in [25] with periodic DoS
jamming attacks. Reference [26] applied an input-based
triggering approach to investigate the secure consensus
problem inmultiagent systems under DoS attacks. Reference
[27] studied secure L-F consensus of linear MASs under a
directed communication network with denial-of-service
(DoS) attacks. However, there are few studies on the con-
sensus of nonlinear systems under DoS attacks. In practical
applications, most systems are nonlinear, so it is necessary to
study nonlinear systems and have practical application
value. Compared with the above methods, the distributed
control algorithm proposed in this paper achieves the lag
consensus of MASs under DoS attacks.

*e consensus considered in most of the above litera-
tures was completely consistent lim

t⟶+∞
‖xi(t) − x0(t)‖ � 0.

However, in the real network, there is a time lag between the
state of leader (indexed the leader agent as node 0) and
followers, where lag consensus can be denoted
lim

t⟶+∞
‖xi(t) − x0(t − τ)‖ � 0 (τ > 0 is time delay). In real

life, being completely consistent may bring us trouble, and
lag consistent can avoid such trouble. For example, many
cars are on a road. If they need to reach a certain location at
the same time, they may cause a traffic jam. But if they have
an appropriate delay on the arrival time, they can pass
smoothly and orderly. Reference [28] studied lag consensus
of second-order nonlinear MASs. Reference [29] proposed a
new distributed controller to solve the prescribed-time
cluster lag consensus control for MASs. Reference [30]
investigated the problem of cluster lag consensus for first-
order MASs which can be formulated as moving agents in a
capacity-limited network. Our three contributions in this
paper as follows:

(1) *e denial-of-service attacks always threaten the
normal work of the network systems. However, there
are few studies on the consensus of nonlinear sys-
tems under DoS attacks, and the lag consensus in this
paper is also rarely studied in this field.

(2) DoS attacks are periodically initiated using known
attack strategies in [16], [23], and [25]. However, in
practical applications, we often do not predict how
DOS attacks will work. *erefore, this paper

considers that DoS attacks are nonperiodic and the
attack strategy is unknown. In addition, the lag se-
cure consensus of the system is studied in this case.

(3) An event-triggered controller is designed for lag
consensus, and the lag secure consensus is studied
for second-order nonlinear MASs with event-trig-
gered control strategy under DoS attack.*rough the
Lyapunov stability method, a sufficient condition is
given for ensuring lag secure consensus of multi-
agent system.

Notations. Rn represents the n− dimensional Euclidean
space, the diagonal matrix is represented by diag(· · ·). ‖ · ‖

refers to the Euclidean norm. N represents a positive integer.
INn denotes the N × n identity matrix. *e Kronecker
product is denoted by ⊗ . For two sets Y and Z, Y/Z means
excluding elements belonging to Z in Y.

2. Problem Formulation

2.1. Graph+eory. For a multiagent system consisting of N

followers, the directed graph G � (V, E, A) represents the
communication topology, where V � v1, v2, . . . , vN􏼈 􏼉 is the
agent set, E � eji � (vi, vj), vi ≠ vj􏽮 􏽯, ⊆V × V represents the
edge set, and the adjacency matrix of G is represented by
A � (aij)N×N ∈ Rn×n. (vi, vj) represents that vj can transmit
information to vi. If (vi, vj) ∈ E,∀vi, vj ∈ V, then aij > 0, and
aij � 0 otherwise. D � diag(d1, d2, . . . , dN) is a diagonal
matrix, where di > 0 indicates that the leader can transmit
information to node vi, otherwise di � 0. *e Laplace matrix
in G satisfies the following definition:

lij �

􏽘
j∈N,j≠i

aij, i � j,

− aij, i≠ j.

⎧⎪⎪⎨

⎪⎪⎩
(1)

G represents the directed graph of the MASs composed
of N followers and a leader. Clearly, G is a subgraph of G.

2.2. SystemModel. Considering that the MASs in this paper
consists of N followers and a leader, the dynamics of the
leader agent is given as

_x0(t) � v0(t),

_v0(t) � g t, x0(t), v0(t)( 􏼁,
􏼨 (2)

where x0(t) ∈ Rn and v0(t) ∈ Rn represent the position and
velocity of the leader respectively, and
g(t, x0(t), v0(t)) ∈ Rn is a nonlinear function.

*e dynamics of the ith follower agent can be described
as

_xi(t) � vi(t),

_vi(t) � g t, xi(t)( 􏼁, vi(t) + ui(t),
􏼨 (3)

where i � 1, 2, . . . , N, xi(t) ∈ Rn is the position of the ith
agent, the velocity of the ith agent can be expressed by
vi(t) ∈ Rn, and ui(t) ∈ Rn represents the control input of
the ith agent. g(t, xi(t), vi(t)) � [g1(t, x1(t), v1(t)),
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g2(t, x2(t), v2(t)), . . . , gN(t, xi(t), vi(t))]T ∈ Rn is a non-
linear function.

Assumption 1. *ere exist two nonnegative constants β1 and
β2, so that g(t, xi(t), vi(t)) satisfies the following condition:

‖g(t, x, v) − g(t, y, w)‖≤ β1‖x − y‖ + β2‖v − w‖,

∀x, y, v, w ∈ Rn
, t ∈ [0,∞).

(4)

Assumption 2. Assume that the graph G is directed and at
least one directed spanning tree exists.

2.3. DoS Attack Model. *e DoS attack [16–19] refers to
intentionally attacking network protocols or a large number
of illegal users who directly exhaust the resources of the
attacked object. In this paper, DOS attacks are assumed to
occur nonperiodic based on time series, and their attack
energy is limited. *e end of an attack requires stopping to
add energy. DoS attacks can attack targets in many ways and
its attack strategy is unknown. DoS attacks can affect the
control channel so that the agent loses control. Let 􏽥tm􏼈 􏼉m∈N
represents the attack sequence initiated by the denial of
service attack at 􏽥tm. Ηm � [􏽥tm,􏽥tm + 􏽥Δm] represents the mth
DoS time interval, where 􏽥Δm > 0 is length. Obviously,
􏽥tm+1 >􏽥tm + 􏽥Δm. For the given t> t0 ∈ R, similar to [27], let

􏽙
a

t0, t( 􏼁 � ∪Ηm ∩ t0, t􏼂 􏼃, m ∈ N, (5)

denote the time instants set of communication rejected.
􏽑s(t0, t) � [t0, t]/􏽑a(t0, t) represent the sets of time for
communication areas.

Definition 1 (secure leader-following lag consensus [8]). A
control law ui(t) can achieve the secure lag consensus for
MASs (1) and (2) under DoS attacks if the following con-
ditions are satisfied:

lim
t⟶∞

xi(t) − x0(t − τ)
����

���� � 0, i � 1, 2, . . . , N,

lim
t⟶∞

vi(t) − v0(t − τ)
����

���� � 0, i � 1, 2, . . . , N.
(6)

For any initial condition xi(0) and vi(0), i � 1, 2, . . . , N.

Definition 2 (attack frequency [27]). For any T2 >T1 ≥ t0,
the total number of DoS attacks occurring over [T1, T2) is
denoted byΝa(T1, T2). *us, the attack frequency is defined
as

Fa T1, T2( 􏼁 �
Νa T1, T2( 􏼁

T2 − T1
. (7)

Definition 3 (attack length rate [19]). For any t> t0 > 0, the
total time interval of DoS attacks occurring over [t0, t) is
denoted by 􏽑a(t0, t). *us, the attack length rate is defined
as

ra �
􏽑a t0, t( 􏼁

t − t0.
(8)

3. Main Result

3.1. Event-Triggered Control Scheme Design. Let
t0 � ti

0, ti
1, . . . , ti

ki
, . . . represent the event trigger times for

agent i. An event-triggered control protocol under the DoS
attacks was given as follows:

ui(t) � − εZi t
i
ki

􏼐 􏼑 � − ε􏽘
N

j�1
aij xi t

i
ki

􏼐 􏼑 − xj t
j

kj
􏼒 􏼓 + vi t

i
ki

􏼐 􏼑 − vj t
j

kj
􏼒 􏼓􏼒 􏼓 − εdi xi t

i
ki

􏼐 􏼑 − x0 t
i
ki

− τ􏼐 􏼑 + vi t
i
ki

􏼐 􏼑 − v0 t
i
ki

− τ􏼐 􏼑􏼐 􏼑, t ∈ t
i
ki

, t
i
ki+1􏽨 􏼑,

(9)

Where the triggering instant of agent j is represented by tkj
,

and ε> 0, and τ represent the control gain and a time delay,
respectively. When di > 0, it means that the leader can send

information to agent i, otherwise di � 0. *e last successful
update is represented by the subscript ki(t), which is de-
scribed in [27] as follows:

ki(t) � − 1, if 􏽙
s

(0, t) ∈∅, sup ki ∈ N|t
i
ki
∈􏽙

s

(0, t)
⎫⎬

⎭, otherwise.
⎧⎨

⎩

⎧⎨

⎩ (10)

Let

Ζi(t) � 􏽘
N

j�1
aij xi(t) − xj(t) + vi(t) − vj(t)􏼐 􏼑 + di xi(t) − x0(t − τ) + vi(t) − v0(t − τ)( 􏼁. (11)

Security and Communication Networks 3



*e Event-trigger error is defined as

θi(t) � Ζi t
i
ki

􏼐 􏼑 − Ζi(t). (12)

*e Event-trigger function is defined as follows:

fi(t) � θi(t)
����

���� − α Ζi t
i
ki

􏼐 􏼑
�����

�����, α> 0. (13)

*eEvent-trigger instant sequence of agent i is expressed
as

t
i
ki+1 � inf t|t> t

i
ki

: fi(t)≥ 0􏽮 􏽯. (14)

In order to ensure that the agent does not have Zeno
behavior, we adopt the following approach proposed in [31]
to determine the event time instant of agent i:

t
i
ki+1 � t

i
ki

+ 􏽥Δi

ki
,

􏽥Δi

ki
� max 􏽥τi

ki
, 􏽥bi􏽮 􏽯,

(15)

where 􏽥Δi

ki
represents event interval time, 􏽥bi > 0, and 􏽥τi

ki
is

defined as follows:

􏽥τi
ki

� inf
t>ti

ki

t − t
i
ki

|fi(t) � 0􏽮 􏽯 (16)

3.2. Lag Consensus Analysis. *e consensus error is given by

􏽢xi(t) � xi(t) − x0(t − τ),

􏽢vi(t) � vi(t) − v0(t − τ).
(17)

Combining with (9) and (12), systems (1) and (2) can be
rewritten as

_􏽢xi(t) � 􏽢vi(t),

_􏽢vi(t) � εθi(t) − ε􏽘
N

j�1
aij 􏽢xj(t) + 􏽢vj(t)􏼐 􏼑,

− εdi 􏽢xi(t) + 􏽢vi(t)( 􏼁 + g t, xi(t), vi(t)( 􏼁 − g t, x0(t − τ), v0(t − τ)( 􏼁.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(18)

Le

t
􏽢η(t) � 􏽢x

T
(t), 􏽢v

T
(t)􏽨 􏽩

T
,

􏽢x(t) � 􏽢x1(t), 􏽢x2(t), . . . , 􏽢xN(t)􏼂 􏼃,

􏽢v(t) � 􏽢v1(t), 􏽢v2(t), . . . , 􏽢vN(t)􏼂 􏼃,

G(t) � G
T

t, 􏽢x1(t), 􏽢v1(t)( 􏼁, G
T

t, 􏽢x2(t), 􏽢v2(t)( 􏼁, . . . , G
T

t, 􏽢xN(t), 􏽢vN(t)( 􏼁􏽨 􏽩
T
,

G t, 􏽢xi(t), 􏽢vi(t)( 􏼁 � g t, xi(t), vi(t)( 􏼁 − g t, x0(t − τ), v0(t − τ)( 􏼁.

(19)

Rewriting (18) as follows:

_􏽢η(t) �
0 IN

− ε(L + D) − ε(L + D)
􏼢 􏼣⊗ In􏽢η(t) +

0

ε
􏼢 􏼣⊗ Inθ(t) +

0

G(t)
􏼢 􏼣.

(20)

It is noticed that

θi(t)
����

����≤ α Ζi t
i
ki

􏼐 􏼑
�����

�����≤ α θi(t) + Ζi(t)
����

����≤ α θi(t)
����

���� + α Ζi(t)
����

����.

(21)

From 0≤ α< 1/3, we have

θi(t)
����

����≤
α

1 − α
Ζi(t)

����
���� �

α
1 − α

􏽘

N

j�1
aij xi(t) − xj(t) + vi(t) − vj(t)􏼐 􏼑 + di xi(t) − x0(t − τ) + vi(t) − v0(t − τ)( 􏼁

����������

����������

�
α

1 − α
􏽘

N

j�1
aij 􏽢xj(t) + 􏽢vj(t)􏼐 􏼑 + di 􏽢xi(t) + 􏽢vi(t)( 􏼁

����������

����������
.
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*en, we can get

‖θ(t)‖ ≤ω‖􏽢η(t)‖, (23)

where ω � α/1 − αλmax(L + D).

Theorem 1. Suppose that Assumption 1 and 2 holds. Let
􏽥c1 > 0 and 􏽥c2 > 0 satisfy 􏽥c1 + 􏽥c2 � 􏽥c< 1, ω2 ≤ 􏽥c1 and
􏽥bi ∈ (0, 1/h ln(1 +

�����
􏽥c2/N

􏽰
)). Lag secure consensus for MASs

can be achieved under the following conditions:

(1) +ere is a constant 􏽥η∗ ∈ (0, ξ1) that makes the attack
frequency Fa(t0, t) in Definition 2 satisfy the following
inequality:

Fa t0, t( 􏼁 �
Νa T1, T2( 􏼁

t − t0
≤

􏽥η∗
ln(ς) + ξ1 + ξ2( 􏼁􏽥Δ∗

. (24)

(2) +e attack length rate ra in Definition 3 satisfies the
following inequality:

ra <
ξ1 − 􏽥η∗
ξ1 + ξ2

. (25)

Proof. Consider two time sequences ti
ki

􏽮 􏽯
ki∈N

and 􏽥tm􏼈 􏼉m∈N.
*e set of attempted updates under DoS attacks is defined as
follows:

Ψ � i, ki( 􏼁 ∈ (V × N)|t
i
ki
∈ ∪m∈NΗm􏽮 􏽯. (26)

*e agent can recover to a controllable state after the
DoS attack, and there must be a time interval 􏽥Δ∗, which
satisfies sup(i,ki)∈Ψ

􏽥Δi

ki
≤ 􏽥Δ∗. Obviously, after an attack stops, it

takes more than 􏽥Δ∗ to launch the next attack. *e mth time
interval is defined as follows:

ϕm � 􏽥tm,􏽥tm + 􏽥Δm + 􏽥Δ∗􏽨 􏼑. (27)

Two sub-intervals 􏽦􏽑 a(t0, t) and 􏽦􏽑 s(t0, t) form a time
interval [t0, t), that is

t0, t􏼂 􏼁 �
􏽦
􏽙

a
t0, t( 􏼁∪ 􏽦

􏽙
s

t0, t( 􏼁, (28)

where 􏽦􏽑 a(t0, t) � ∪ϕm ∩ [t0, t] and 􏽦􏽑 s(t0, t) � [t0, t] /􏽦􏽑 a

(t0, t).
Under the time interval 􏽦􏽑 s(t0, t), the Lyapunov func-

tion is as follows:

VS(t) �
1
2

􏽢ηT
(t)P􏽢η(t)

�
1
2

􏽢ηT
(t)

εM⊗ In INn

INn INn

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦􏽢η(t),

(29)

where M � (L + D) + (L + D)T > 0.
Taking the time derivatives of VS(t), we have

_VS(t) � 􏽢ηT
(t)

εM⊗ In INn

INn INn

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ _􏽢η(t)

� 􏽢ηT
(t)

εM⊗ In INn

INn INn

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦
0 IN

− ε(L + D) − ε(L + D)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦⊗ In

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
􏽢η(t) +

0

εIN ⊗ In

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦θ(t) +

0

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦
⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

� 􏽢ηT
(t)

εM⊗ In INn

INn INn

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ ×

0 IN ⊗ In

− ε(L + D)⊗ In − ε(L + D)⊗ In

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦􏽢η(t) + ηT
(t)

εIN ⊗ In

εIN ⊗ In

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦θ(t) + 􏽢ηT
(t)

G(t)

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

�
1
2

􏽢ηT
(t)

εM IN

IN IN

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦
0 IN

− ε(L + D) − ε(L + D)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦⊗ In

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
􏽢η(t) +

1
2
􏽢ηT

(t)

0 IN

− ε(L + D) − ε(L + D)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦⊗ In

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

εM IN

IN IN

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦􏽢η(t)

+ 􏽢ηT
(t)

εIN ⊗ In

εIN ⊗ In

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦θ(t) + 􏽢ηT
(t)

G(t)

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

�
1
2

􏽢ηT
(t)

− εM 0

0 2IN − εM
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦⊗ In

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
􏽢η(t) + 􏽢ηT

(t)
εIN ⊗ In

εIN ⊗ In

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦θ(t) + 􏽢ηT
(t)

G(t)

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(30)

*e last term of equality (30) can be written as
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􏽢ηT
(t)

G(t)

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦ � 􏽘
N

i�1
􏽢xi(t) + 􏽢vi(t)( 􏼁

T
G(t)≤ 􏽘

N

i�1
‖􏽢xi(t)‖ + 􏽢vi(t)

����
����􏼐 􏼑‖G(t)‖≤ 􏽘

N

i�1
‖􏽢xi(t)‖ + 􏽢vi(t)

����
����􏼐 􏼑 β1 􏽢xi(t)

����
���� + β2 􏽢vi(t)

����
����􏼐 􏼑≤ 􏽘

N

i�1
β1 􏽢xi(t)

����
����
2

+ β2 􏽢vi(t)
����

����
2

+
β1 + β2

2
􏽢xi(t)

����
����
2

+ 􏽢vi(t)
����

����
2

􏼒 􏼓

�
3β1 + β2

2
􏽢xi(t)

����
����
2

+
β1 + 3β2

2
􏽢vi(t)

����
����
2

�
3β1 + β2

2
􏽢x

T
(t) IN ⊗ In( 􏼁􏽢x(t) +

β1 + 3β2
2

􏽢v
T
(t) IN ⊗ In( 􏼁􏽢v(t)

� 􏽢ηT
(t)

3β1 + β2
2

IN ⊗ In( 􏼁 0

0
β1 + 3β2

2
IN ⊗ In( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽢η(t).

(31)

*e second term of equality (30) can be written as

􏽢ηT
(t)

εIN ⊗ In

εIN ⊗ In

􏼢 􏼣θ(t) � ε􏽘
N

i�1
􏽢xi(t) + 􏽢vi(t)( 􏼁

Tθi(t)≤ ε􏽘
N

i�1
‖􏽢xi(t)‖ + 􏽢vi(t)

����
����􏼐 􏼑 θi(t)

����
����,

􏽢ηT
(t)

εIN ⊗ In

εIN ⊗ In

􏼢 􏼣θ(t) � ε􏽘
N

i�1
􏽢xi(t) + 􏽢vi(t)( 􏼁

Tθi(t)≤ ε􏽘
N

i�1
‖􏽢xi(t)‖ + 􏽢vi(t)

����
����􏼐 􏼑 θi(t)

����
����.

(32)

By (22), we hav

≤ ε􏽘
N

i�1
‖􏽢xi(t)‖ + 􏽢vi(t)

����
����􏼐 􏼑 ×

α
1 − α

􏽘

N

j�1
aij 􏽢xj(t) + 􏽢vj(t)􏼐 􏼑 + di 􏽢xi(t) + 􏽢vi(t)( 􏼁

����������

����������

⎛⎝ ⎞⎠

≤
εα

1 − α
(􏽢x(t) + 􏽢v(t))

T
(L + D)⊗ In( 􏼁(􏽢x(t) + 􏽢v(t))

≤
2εα
1 − α

􏽢x(t)
T

(L + D)⊗ In( 􏼁􏽢x(t) +
2εα
1 − α

􏽢v(t)
T

(L + D)⊗ In( 􏼁􏽢v(t)

≤ 􏽢ηT
(t)

2εα
1 − α

(L + D)⊗ In( 􏼁 0

0
2εα
1 − α

(L + D)⊗ In( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
􏽢η(t).

(33)

Combining (31) and (33), we have

_VS(t)≤ −
1
2
􏽢ηT

(t)
S 0

0 J

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦􏽢η(t), (34)

where

S �
ε(1 − 3α)

1 − α
M⊗ In( 􏼁 − 3β1 + β2( 􏼁 IN ⊗ In( 􏼁J �

ε(1 − 3α)

1 − α
M⊗ In( 􏼁 − 2 + β1 + 3β2( 􏼁 IN ⊗ In( 􏼁. (35)
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Let, ε(1 − 3α)/1 − α � c, β � max 3β1 + β2􏼈 /2, 2 + β1
+3β2/2}, we obtain

_VS(t)≤ −
1
2

􏽢ηT
(t)

c M⊗ In( 􏼁 − 2β IN ⊗ In( 􏼁 0

0 c M⊗ In( 􏼁 − 2β IN ⊗ In( 􏼁

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦􏽢η(t). (36)

When c> 2β/λmin(M), we have c(M⊗ In) − 2β (IN ⊗ In)

> 0.
*en _VS(t)≤ − ξ1VS(t), where

ξ1 �
2λmin(Τ)
λmax(P)

,

Τ �
c M⊗ In( 􏼁 − 2β IN ⊗ In( 􏼁 0

0 c M⊗ In( 􏼁 − 2β IN ⊗ In( 􏼁

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦.

(37)

We consider system (2) in 􏽦􏽑 a(t0, t), choose the fol-
lowing Lyapunov function:

Va(t) �
1
2
􏽢ηT

(t)R􏽢η(t), (38)

where R �
INn 0
0 INn

􏼢 􏼣.

We know that when system (2) under DoS attacks, the
controller cannot work, that is, ui(t) � 0.*erefore, _􏽢η(t) can
be written as

_􏽢η(t) �
0 INn

0 0
􏼢 􏼣􏽢η(t) +

0

G(t)
􏼢 􏼣 (39)

Differentiating Va(t), we obtain

_Va(t) � 􏽢ηT
(t)R _􏽢η(t) (40)

Substituting (39), we have

_Va(t) � 􏽢ηT
(t)

0 INn

0 0
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦􏽢η(t) + 􏽢ηT

(t)

0

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

≤ 􏽢ηT
(t)

3β1 + β2
2

INn INn

0
β1 + 3β2

2
INn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

􏽢η(t).

(41)

It is defined that

Κ �
(3β1 + β2/2)INn INn

0 (β1 + 3β2/2)INn

􏼢 􏼣,

ξ2 � 2λmin(Κ)/λmax(R). *rough (41), we can have
_Va(t)≤ ξ2Va(t).

It is defined that V(t) � Vσ(t)(t), where σ(t) ∈ a, b{ }.
*rough the Comparison lemma, we can obtain

V(t)≤
e

− ξ1 t− 􏽥tm− 1− 􏽥Δm− 1( 􏼁
Va

􏽥tm− 1 + 􏽥Δm− 1􏼐 􏼑,

e
ξ2 t− 􏽥tm( 􏼁

Vb
􏽥tm( 􏼁.

⎧⎪⎪⎨

⎪⎪⎩
(42)

If t ∈ [􏽥tm− 1 + 􏽥Δm− 1,􏽥tm), one has

V(t)≤ e
− ξ1 t− 􏽥tm− 1− 􏽥Δm− 1( 􏼁

Va
􏽥tm− 1 + 􏽥Δm− 1􏼐 􏼑≤ ςe− ξ1 t− 􏽥tm− 1− 􏽥Δm− 1( 􏼁

Vb
􏽥t

−
m− 1 + 􏽥Δ−

m− 1􏼐 􏼑

≤ ςe− ξ1 t− 􏽥tm− 1− 􏽥Δm− 1( 􏼁
e
ξ2 t− 􏽥tm− 2− 􏽥Δm− 2( 􏼁

× Vb
􏽥tm− 2 + 􏽥Δm− 2􏼐 􏼑􏼔 􏼕≤ ςm

e
− ξ1

􏽥􏽑 s
t0 ,t( )|e

ξ2
􏽥􏽑 a

t0 ,t( )|Va t0( 􏼁.
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

(43)

If t ∈ [􏽥tm,􏽥tm + 􏽥Δm + 􏽥Δ∗), one has

V(t)≤ e
ξ2 t− 􏽥tm( 􏼁

Vb
􏽥tm( 􏼁≤ ςm+1

e
− ξ1

􏽥􏽑 s
t0 ,t( )|e

ξ2
􏽥􏽑 a

t0,t( )|Va t0( 􏼁
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

(44)
where ς � max λmax(P)/λmin(R), λmax(R)/λmin(P)􏼈 􏼉.

By Definition 2, we can obtain

Νa t0, t( 􏼁 �
m, t ∈ 􏽥tm− 1 + 􏽥Δm− 1,􏽥tm􏽨 􏼑,

m + 1, t ∈ 􏽥tm,􏽥tm + 􏽥Δm + 􏽥Δ∗􏽨 􏼑.

⎧⎪⎨

⎪⎩
(45)

*erefore, for any t> t0, combining (43) and (44), we can
obtain

V(t)≤ ςNa t0 ,t( )e
− ξ1

􏽥􏽑 s
t0 ,t( )|e

ξ2
􏽥􏽑 a

t0 ,t( )|V t0( )
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
(46)

Noticing that

􏽦
􏽙

s
t0, t( 􏼁| � t − t0 −

􏽦
􏽙

a
t0, t( 􏼁|,

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌 (47)

􏽦
􏽙

a
t0, t( 􏼁|≤ 􏽙

a

t0, t( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ 1 + Na t0, t( 􏼁( 􏼁􏽥Δ∗.

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
(48)

*en combining (47) and (48), we have
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− ξ1
􏽦
􏽙

s
t0, t( 􏼁| + ξ2

􏽦
􏽙

a
t0, t( 􏼁| � − ξ1 t − t0 −

􏽦
􏽙

a
t0, t( 􏼁|) + ξ2

􏽦
􏽙

a
t0, t( 􏼁| � − ξ1 t − t0( 􏼁 + ξ1 + ξ2( 􏼁

􏽦
􏽙

a
t0, t( 􏼁|≤ − ξ1 t − t0( 􏼁 + ξ1 + ξ2( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼒

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏽙
a

t0, t( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ 1 + Νa t0, t( 􏼁( 􏼁􏽥Δ∗).

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
⎛⎝

(49)

By Definition 3, we have

V(t)≤ ςNa t0,t( )e
− ξ1 t− t0( )+ ξ1+ξ2( ) 􏽑a

t0 ,t( )
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌+ 1+Na t0 ,t( )( )􏽥Δ∗􏼐 􏼑
V t0( 􏼁 � e

Na t0,t( )ln ς
e

− ξ1 t− t0( )+ ξ1+ξ2( ) ra t− t0( )+ 1+Na t0 ,t( )( )􏽥Δ∗( 􏼁
V t0( 􏼁

� e
ln ς+ ξ1+ξ2( )􏽥Δ∗( 􏼁Na t0 ,t( )e

− ξ1+ra ξ1+ξ2( )( ) t− t0( )e
ξ1+ξ2( )􏽥Δ∗V t0( 􏼁.

(50)

Combining (24) and (25), the previous inequality can be
rewritten as

V(t)≤ e
􏽥η∗ t− t0( )e

− ξ1+ra ξ1+ξ2( )( ) t− t0( )e
ξ1+ξ2( )􏽥Δ∗V t0( 􏼁 � e

− − 􏽥η∗+ξ1− ra ξ1+ξ2( )( ) t− t0( )e
ξ1+ξ2( )􏽥Δ∗V t0( 􏼁≤ e

− η∗ t− t0( )e
ξ1+ξ2( )􏽥Δ∗V t0( 􏼁,

(51)

where η∗ � − 􏽥η∗ + ξ1 − ra(ξ1 + ξ2)> 0.
Next, we will prove that the proposed control strategy

can exclude the Zeno behavior. *e Zeno behavior is that in
the event trigger control, the control is triggered infinitely in
a finite time. *e interevent time of the agent is proposed in
(15). Let W1(t) represent the set of agents with the latest
interevent time of 􏽥τi

ki
and W2(t) represent the set of agents

with the latest interevent time of 􏽥b. Let 􏽥c1 + 􏽥c2 � 􏽥c< 1, we
have

􏽘
i∈W1(t)

θi(t)
����

����
2 ≤ 􏽥c1 􏽘

i∈W1(t)

􏽢ηi(t)
����

����
2 ≤ 􏽥c1 􏽘

N

i�1
􏽢ηi(t)

����
����
2
, (52)

􏽘
i∈W2(t)

θi(t)
����

����
2 ≤ 􏽥c2 􏽘

i∈W2(t)

􏽢ηi(t)
����

����
2 ≤ 􏽥c2 􏽘

N

i�1
􏽢ηi(t)

����
����
2
. (53)

For the agent in W1(t), ‖θ(t)‖ ≤ω‖􏽢η(t)‖ with ω2 ≤ 􏽥c1.
Considering the agent in W2(t), from (53), we have
‖θi(t)‖2 ≤ 􏽐

N
j�1

􏽥h‖􏽢ηj(t)‖2, where 􏽥h � 􏽥c2/N. For the agent in
W2(t), ti

ki+1
� ti

ki
+ 􏽥bi can ensure (53). To prove that the

interevent time is greater than 0, we have

d
dt

θi(t)
����

����

‖􏽢η(t)‖
≤ 1 +

θi(t)
����

����

‖􏽢η(t)‖
􏼠 􏼡

‖ _􏽢η(t)‖

‖􏽢η(t)‖
. (54)

By (39), we have

0

G(t)

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦

‖􏽢η(t)‖
≤

0 0

0
β1 + 3β2

2
INn

��������������

��������������

.
(55)

Combining (20) and (55), we have

d

dt

θi(t)
����

����

‖􏽢η(t)‖
≤ h 1 +

θi(t)
����

����

‖􏽢η(t)‖
􏼠 􏼡, (56)

where

h �
0 INn

− ε(L + D)⊗ In − ε(L + D)⊗ In

􏼢 􏼣

��������

��������
+

0
ε􏼢 􏼣⊗ In

��������

��������

��
􏽥h

􏽰
+

0 0
0 β1 + 3β2/2INn

�������

�������
.

*erefore, 􏽥Β � 1/h ln(1 +
�����
􏽥c2/N

􏽰
) determines the min-

imum time for ‖θi(t)‖/‖􏽢η(t)‖ to evolve from 0 to
��
􏽥h

􏽰
. Ob-

viously, for the agent inW2(t), 􏽥bi ≤ 􏽥Β can be guaranteed (53).
It is concluded that the controller (9) based on event trigger
(13) guarantees that (51) holds for all agents, which means
lim

t⟶∞
V(t) � 0. *at is, systems (1) and (2) can achieve the

desired objectives under DoS attacks. □

4. Numerical Simulation

*is section verifies the correctness and effectiveness of the
proposed theory and method by an example. We construct a
nonlinear second-order system with four followers and one
leader, where the communication topology is shown in
Figure 1.

By calculation, we haveM �

4 − 1 − 1 − 1
− 1 4 − 1 − 1
− 1 − 1 2 − 1
− 1 − 1 − 1 6

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

*e initial values of the leader’s position and velocity in
system (1) are -7 and 1, respectively. *e initial value of the
follower is [3, − 2, 3, 0.3; 6, − 2, 2, 1]. *e nonlinear function is
g(t, xi(t), vi(t)) � 0.4 cos(vi(t)) + 0.1 sin(xi(t)).

Let β1 � β2 � 0.003, τ � 5s, ε � 3, and 􏽥η∗ � 0.02. By
calculation, we have ξ1 � 0.043, ξ2 � 0.012,
ς � max λmax(P)/λmin(R), λmax(R)/λmin(P)􏼈 􏼉 � 2.989,
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λmin(M) � 0.506, and β � 2.012, so that we can get c � 8.8,
ra � 0.233< ξ1 − 􏽥η∗/ξ1 + ξ2 � 0.420, and Fa(t0, t)≤ 0.003.
Figure 2 shows the sequence of DoS attacks. Figures 3 and
4 show the trajectory of the position and velocity of the
five agents, respectively. We can see that there is a delay in
the consistent state between the leader and the follower.
*erefore, the leader and the follower achieve lag

consensus under the DoS attack. Errors of leader-fol-
lowing lag consensus are shown in Figures 5 and 6.
Obviously, the lag error between followers and leader
finally tends to 0, indicating that the multiagent system
achieves lag consensus. Figures 5 and 6 show that the
control protocol designed in this paper can effectively
defend against nonperiodic DoS attacks. Figure 7 shows

0

2

1

4

3

Figure 1: A second-order system topology with four followers and one leader is proposed. L �

1 − 1 0 0
0 1 − 1 0

− 1 0 1 0
− 1 − 1 − 1 3

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is the Laplacian matrix.*e

adjacency matrix is A �

0 1 0 0
0 0 1 0
1 0 0 0
1 1 1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

10 15 20 25 30 35 40 45 50
t (s)

0

1

Figure 2: Sequence of DoS attacks.
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Figure 3: *e position trajectory of the agent.
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Figure 5: Velocity error trajectory of agents.
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Figure 4: Velocity trajectory of agents.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
time

-2

0

2

4

6

8

10

12

e x

Figure 6: Position error trajectory of agents.
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the event trigger instants for four agents. Obviously, this
article can effectively avoid the Zeno behavior by setting
the minimum event trigger interval.

5. Conclusion

*is paper focuses on the time-delay phenomenon in the
consensus state of the leader and followers and studies the
lag secure consensus problem of MASs under the non-
periodic DoS attack.

In order to achieve the lag consensus between a leader
and followers, this paper proposes a security control strategy
based on event triggering and derives the upper bound of the
frequency and length rate of DoS attacks. Without exceeding
the upper bound, the MASs can achieve lagging security
consensus. In future works, we will study the high-order
multiagent system with communication delay and discuss
the lag consensus of MASs under DoS attack.
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With the prevalence of online social networks, the potential threat of misinformation has greatly enhanced. -erefore, it is
significant to study how to effectively control the spread of misinformation. Publishing the truth to the public is the most effective
approach to controlling the spread of misinformation. Knowledge popularization and expert education are two complementary
ways to achieve that. It has been proven that if these two ways can be combined to speed up the release of the truth, the impact
caused by the spread of misinformation will be dramatically reduced. However, how to reasonably allocate resources to these two
ways so as to achieve a better result at a lower cost is still an open challenge. -is paper provides a theoretical guidance for
designing an effective collaborative resource allocation strategy. First, a novel individual-level misinformation spread model is
proposed. It well characterizes the collaborative effect of the two truth-publishing ways on the containment of misinformation
spread. On this basis, the expected cost of an arbitrary collaborative strategy is evaluated. Second, an optimal control problem is
formulated to find effective strategies, with the expected cost as the performance index function and with the misinformation
spread model as the constraint. -ird, in order to solve the optimal control problem, an optimality system that specifies the
necessary conditions of an optimal solution is derived. By solving the optimality system, a candidate optimal solution can be
obtained. Finally, the effectiveness of the obtained candidate optimal solution is verified by a series of numerical experiments.

1. Introduction

Misinformation refers to false or inaccurate information,
which especially contains a deceptive purpose [1]. -e threat
level of misinformation is measured in the number of vic-
tims. Normally, the more people are cheated, the greater the
impacts on the social order. Because online social networks
(such as Weibo, Facebook, and Twitter) have wide coverage
and fast information circulation [2], once misinformation
appears, it will spread quickly on networks and affect a large
number of victims, causing a huge impact on our society. For
instance, a fake tweet in 2013 claimed that Obama has been
injured in an explosion at theWhite House was viewed more
than 100 million times in just a few hours and ultimately
caused the stock market to suffer a massive of 130 billion
dollars [3]. -erefore, it is of great significance to study how
to effectively control the spread of misinformation [4, 5].

-e dissemination of the truth is one of themost effective
approach to controlling the spread of misinformation [6].
Knowledge popularization and expert education are two
complementary ways to achieve that. Knowledge popular-
ization means informing the truth to the public in a simple
way so that a large part of citizens can get a basic under-
standing of the truth. A common way to do it is to post
online leaflets. Expert education refers to the indoctrination
of the truth in a profound way to a particular group of
citizens so that this small set of people can gain a deep
acquaintance of the truth. Some common methods include
holding guest lectures and sitting series of courses. Gen-
erally, knowledge popularization is more suitable for in-
creasing the number of people who can reach the truth than
for increasing the speed with which it is accepted, whereas
expert education is more about the speed than the quantity
[7–9].
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1.1. Motivation. Given the above discussion, we wonder if
the two ways can be combined to speed up the release of the
truth. -at is for sure. In reality, posting online leaflets and
holding expert lectures are not in conflict. However, a
challenge is how to reasonably allocate resources to these
two ways so as to achieve a better result at a lower cost. -is
paper calls it the collaborative resource allocation problem of
knowledge popularization and expert education, also the
collaborative resource allocation (CRA) problem for short.
For convenience, this paper refers to the solution of the CRA
problem as the CRA strategy and refers to the optimal
solution as the optimal CRA strategy.

To settle the CRA problem is challenging. A reasonable
strategy should take into full consideration the collaborative
effect of knowledge popularization and expert education. If
too many resources are put in knowledge popularization;
even if the number of people who knows the truth increases,
the accept speed cannot be guaranteed. On the contrary, if
too many resources are set in expert education, the truth can
be quickly accepted by a small group of people, but the
number cannot be promised. In order to design an optimal
CRA strategy, it is necessary to deeply understand how the
two methods influence each other and then find the balance
between them. Unfortunately, as far as we know, there are
few theoretical models that evaluate the combined effect of
these two truth-publishing methods on collaboratively
controlling the spread of misinformation, not tomention the
theoretical guidance for designing an effective collaboration
strategy.

1.2.Contributions. -is paper proposes a dynamic resources
allocation strategy that combines knowledge popularization
and expert education to control the spread of misinfor-
mation. Specifically, this paper is committed to solving the
CRA problem. -e main works are as follows:

(1) An individual-level misinformation spread model is
proposed. -is model well describes the compre-
hensive effect of knowledge popularization and ex-
pert education on the collaborative control of
misinformation spread. On this basis, the expected
cost of any CRA strategy is evaluated, and a con-
tinuous-time optimal control model is formulated to
find an optimal CRA strategy, with the expected cost
as the performance index function.

(2) In order to solve the optimal control model, an
optimality system that specifies the necessary con-
ditions of an optimal solution is derived, and a
corresponding numerical iteration algorithm is
designed. By solving the optimality system, a can-
didate optimal solution can be obtained.

(3) -e effectiveness of the obtained candidate optimal
solution is verified by a series of numerical experi-
ments. Experimental results show that the candidate
optimal solution is significantly better than other
comparison schemes. -erefore, the candidate op-
timal solution can be considered as effective and can
be recommended as the optimal CRA strategy.

-e remainder of this paper is structured as follows.
Section 2 reviews the related work. Section 3 focuses on
system modeling and problem formulating. Section 4 dis-
cusses solutions. Section 5 shows some numerical experi-
ments. Section 6 closes this paper.

2. Related Work

-is section reviews related efforts. First, we investigate
some common approaches to publishing the truth. Second,
we discuss misinformation spread models.

2.1. Truth-PublishingApproaches. In the past decade, how to
effectively release the truth to the public has received a
considerable interest from academic community. Knowl-
edge popularization and expert education are two com-
monly used truth-publishing approaches. In the way of
knowledge popularization, the truth is released to all the
people on a social network [6]. Around this topic, the op-
timization of the truth spread rate is a key challenge. Wen
et al. [10] propose a mathematical model that evaluates the
effects of different knowledge popularizationmethods on the
control of misinformation spread. -rough optimization
techniques, Pan et al. [11] study the optimal spread rate of
the truth, which achieves a better performance with a lower
cost. By using optimal control theory, Wan et al. and Lin
et al. [12, 13] focus on the optimization of dynamic mis-
information intervention strategies, Liu and Buss [14] in-
vestigate efficient misinformation impeding policies, and
Chen et al. [15] propose a cost-effective antirumor message-
pushing scheme. In the way of expert education, only a small
subset of people (usually ones who have great influence on
social networks) are selected to publish the truth to their
followers and friends. Hence, the main research direction
around this topic is to develop a fast, effective algorithm for
seeking a proper subset of influence people. See [16–19], for
some typical literature.

As far as we know, although the research about
knowledge popularization and expert education is rich, there
are few theoretical models that evaluate the combined effect
of these two truth-publishing methods on the collaborative
control of misinformation spread, not to mention the the-
oretical guidance for designing an effective collaboration
strategy.

2.2. Misinformation Spread Models. In order to design an
effective CRA strategy, it is essential to evaluate the com-
prehensive effect of knowledge popularization and expert
education. To this end, a misinformation spread model is
introduced in our work.

Generally, a misinformation spread model refers to a
mathematical model that characterizes the process where a
piece of misinformation spreads over a social network under
(or without) a certain control measure. Although misin-
formation is broadly a kind of information, there are some
differences between the processes of information dissemi-
nation and misinformation spread. -e biggest difference is
that the former emphasizes a unilateral diffusion process,
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i.e., information dissemination models seldom consider the
situation that people refuse to acquire information (see
[14, 20–22], for some examples), whereas the latter em-
phasizes a competitive process between misinformation and
the truth, i.e., misinformation spreadmodels usually account
for the situation that some people believe misinformation;
meanwhile, some people believe the truth (see [13, 15, 23],
for some examples). -erefore, information dissemination
models may not be very suitable to characterize the effect of
countermeasures on containing misinformation spread. In
the rest of this section, we only focus on the discussion of
misinformation models.

Common used misinformation spread models can be
population level, network level, or individual level. In a
population-level model, people on a social network are
classified into groups according to their opinions on
misinformation. See [12, 24–26]. It is assumed in these
models that the social network is homogeneously mixed,
i.e., there is no difference between people on the network.
As a result, population-level models can only be applied to
homogeneous networks. In a network-level model, people
on a social network are classified into groups according to
their opinions on misinformation as well as the numbers of
their friends on the same network. See [27–30]. It is as-
sumed in these models that there is no difference between
people with the same number of friends on the network.
Hence, network-level models are applied to some special
kinds of social networks, e.g., scale-free networks [31]. In an
individual-level model, every person on a social network
has multiple states that indicate the person’s opinion on
misinformation. See [11, 14, 15, 32–34]. In these models, it
is assumed that every person is a distinct individual.
-erefore, individual-level models can be applied to any
arbitrary social network.

In this paper, a novel individual-level misinformation
spread model is proposed, so as to evaluate the influence of a
CRA strategy. It considers the interaction between misin-
formation and the truth under knowledge popularization
and expert education. To our beset knowledge, this is the first
time to characterize the collaborative effect of the two truth-
publishing approaches.

3. System Modeling and Problem Formulating

-is section discusses how to find an optimal CRA strategy.
First, we introduce basic terms and notations and specify the
mathematical form of a CRA strategy. Second, we propose a
novel individual-level misinformation spread model, which
considers the effect of a CRA strategy on controlling mis-
information. -ird, based on the proposed misinformation
spread model, we quantify the expected costs of different
CRA strategies so as to find an optimal CRA strategy and
formulate a continuous-time optimal control model with the
expected cost as the performance index.

3.1. Basic Terms and Notations. Suppose that a truth-pub-
lishing campaign will last τ units of time. In this paper, we
focus on the time horizon [0, τ]. Consider a social network

of N individuals. All individuals are denoted by
v1, v2, . . . , vN. In practice, any individual at any given mo-
ment will either believe misinformation, believe the truth, or
remain neutral. For any time t ∈ [0, τ], let Si(t) � 0, 1, and 2
to indicate that the individual vi is in the neutral state,
misinformation-believing state, and truth-believing state at
the time t, respectively. By definition, the number of victims
is 􏽐

N
i�1 Γ[Si(t) � 1], where Γ[x] ∈ 0, 1{ }, and when the event

x holds true, Γ[x] � 1, otherwise, Γ[x] � 0.
If misinformation appears and spreads on a social

network, a truth-publishing campaign consisting of
knowledge popularization and expert education will be
carried out on that social network to response. As the
previous discussion, in the way of knowledge popularization,
the truth can be released to all individuals on the network,
while in the way of expert education, the truth can only be
released to a set of specific groups on the network. Without
loss of generality, it is assumed that the truth can be released
to M specific groups by means of expert education. Denote
these groups by B1, B2, . . . , BM.

At any time t ∈ [0, τ], u0(t) is denoted as the instan-
taneous resource investment rate for disseminating the truth
in a knowledge popularization way to all individuals; ui(t),
i � 1, 2, . . . , M, is denoted as the instantaneous resource
investment rate for disseminating the truth in an expert
education way to group Bi.-en, a CRA strategy is expressed
as a (M + 1)-dim function u(t) � (u0(t), u1(t), . . . , uM(t))

on time t ∈ [0, τ].
In practice, a CRA strategy should be as easy to perform

as possible, with some upper and lower bounds due to re-
source constraints. First, to make a CRA strategy easy to
perform, assume that the admissible set of CRA strategies
consists of all (M + 1) dimensional piecewise continuous
real-valued functions defined on time horizon [0, τ]. Such an
admissible set is represented by PC[0, τ]M+1. -en, there is
u ∈ PC[0, τ]M+1. Second, due to the limitation of resource
flow, the resource investment rate of each part should not be
infinite. Without loss of generality, denote by ui the upper
bound of ui(t) at any time t. Let u � (u0, u1, . . . , uM); then,
for any time t ∈ [0, τ], there is 0≤ u(t)≤ u. -erefore, the
admissible set of CRA strategies can be expressed as

U � u ∈ PC[0, τ]
M+1

| 0≤ u(t)≤ u, 0≤ t≤ τ􏽮 􏽯. (1)

In this paper, CRA strategies are designed to minimize
the impact caused by the spread of misinformation at the
lowest possible cost. By definition, the cost of a CRA strategy
u(t) within the time horizon [0, τ] is

J1(u) � 􏽚
τ

0
􏽘

M

i�0
ui(t)dt. (2)

Recall that the impact caused by misinformation spread
is determined by the number of victims. Given that the cost
caused by victim vi per unit time is ωi, then, in the time
horizon [0, τ], the total cost caused by misinformation is

J2(u) � 􏽚
τ

0
􏽘

N

i�1
ωiΓ Si(t) � 1􏼂 􏼃dt. (3)
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For any given time t ∈ [0, τ], let Ei(t) � Pr[Si(t) � 0],
Mi(t) � Pr[Si(t) � 1], and Ti(t) � Pr[Si(t) � 2]. -en, the
expected total cost caused by misinformation is

J2(u) � 􏽚
τ

0
􏽘

N

i�1
ωiMi(t)dt. (4)

Combining the above discussions, during the time ho-
rizon [0, τ], the expected total cost of a CRA strategy u(t) is

J(u) � J1(u) + J2(u)

� 􏽚
τ

0
􏽘

M

i�0
ui(t)dt + 􏽚

τ

0
􏽘

N

i�1
ωiMi(t)dt.

(5)

3.2. Misinformation Spread Model under a CRA Strategy.
With the above terms and notations, we now discuss the
control effect of a given CRA strategy on the spread of
misinformation. To this end, we need to examine how in-
dividual states shift over time under a CRA strategy.

Firstly, let us consider the influence of misinformation
spread on individual states. Let aij ∈ 0, 1{ } represent the
social relation between the individuals vi and vi, where aij �

1 represents that vi and vj are friends with each other (i.e.,
they can share ideas to each other); otherwise, aij � 0.
Suppose that, at any time, a neutral individual will transfer to
the misinformation-believing state at an average rate of α
due to the influence of a single misinformation-believing
friend. Assume that the influence between friends is linearly
cumulative; then, at any time t ∈ [0, τ], the neutral indi-
vidual vi will transfer to the misinformation-believing state
at the average rate of α􏽐

N
j�1 ajiΓ[Sj(t) � 1].

Secondly, we consider the influence of truth dissemi-
nation on individual states. Suppose that, at any time, due to
the influence of a single truth-believing friend, each neutral
individual and each misinformation-believing individual
transfer to the truth-believing state at average rates of β and
cβ, respectively, where 0< c< 1 is the discount factor which
indicates the fact that individuals are difficult to change their
cognition of things because of their preconceived ideas. Due
to the linear accumulation of friends’ influences, at any time
t ∈ [0, τ], the neutral individual vi and the misinformation-
believing individual vk will transfer to the truth-believing
state at the average rates of β􏽐

N
j�1 ajiΓ[Sj(t) � 2] and

cβ􏽐
N
j�1 ajkΓ[Sj(t) � 2], respectively.
Finally, we consider the influence of a CRA strategy on

individual states. Suppose that if the instantaneous resource
investment rate of knowledge popularization is u0, each neutral
individual and each misinformation-believing individual will
transfer to the truth-believing state at average rates off(u0) and
cf(u0), respectively. Suppose that if the instantaneous resource
investment rate of expert education in group Bj is uj, each

neutral individual and each misinformation-believing indi-
vidual will transfer to the truth-believing state at average rates of
g(uj) and cg(uj), respectively. Let bij ∈ 0, 1{ } represent the
subordinate relation between the individual vi and the groupBj,
where bij � 1 represents that vi belongs to Bj; otherwise,
bij � 0. If the influences of knowledge popularization and
expert education on individuals are independent, then, at any
time t ∈ [0, τ], the neutral individual vi and the misinforma-
tion-believing individual vk will transfer to the truth-believing
state at the average rates of f(u0(t)) + 􏽐

M
l�1 bilg(ul(t)) and

c[f(u0(t)) + 􏽐
M
l�1 bklg(ul(t))], respectively.

According to the modeling idea of individual-level ep-
idemic theory [15, 23, 35], the evolution of individual states
over time follows a continuous-time Markov chain. At any
time t ∈ [0, τ], the transfer rates among the individual vi s
states are as follows:

(1) If vi is in the neutral state, then vi transfers to the
misinformation-believing state at the total average
rate of

r01(t) � α􏽘
N

j�1
ajiΓ Sj(t) � 1􏽨 􏽩. (6)

(2) If vi is in the neutral state, then vi transfers to the
truth-believing state at the total average rate of

r02(t) � β􏽘
N

j�1
ajiΓ Sj(t) � 2􏽨 􏽩 + f u0(t)( 􏼁 + 􏽘

M

l�1
bilg ul(t)( 􏼁.

(7)

(3) If vi is in the misinformation-believing state, then vi

transfers to the truth-believing state at the total
average rate of

r12(t) � c β􏽘
N

j�1
ajiΓ Sj(t) � 2􏽨 􏽩 + f u0(t)( 􏼁 + 􏽘

M

l�1
bilg ul(t)( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦.

(8)

Because every continuous-time Markov chain admits a
Kolmogorov forward equation [36], the expected probability
of each individual state will evolve over time with the dif-
ferential dynamical system:

Ei

.

(t) � − E r01(t) + r02(t)􏼂 􏼃Ei(t),

Mi

.

(t) � − E r12(t)􏼂 􏼃Mi(t) + E r01(t)􏼂 􏼃Ei(t),

Ti

.

(t) � E r02(t)􏼂 􏼃Ei(t) + E r12(t)􏼂 􏼃Mi(t),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(9)

where E[.] represents mathematical expectation. Because
Ei(t) + Mi(t) + Ti(t) � 1, ∀i, the above differential dy-
namical system can be simplified as

4 Security and Communication Networks



Mi

.

(t) � − c β􏽘

N

j�1
ajiTj(t) + f u0(t)( 􏼁 + 􏽘

M

l�1
bilg ul(t)( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦

Mi(t) + α 􏽘

N

j�1
ajiMj(t) 1 − Mi(t) − Ti(t)􏼂 􏼃, 1≤ i≤N, 0≤ t≤ τ

Ti

.

(t) � β􏽘
N

j�1
ajiTj(t) + f u0(t)( 􏼁 + 􏽘

M

l�1
bilg ul(t)( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦ 1 − Mi(t) − Ti(t)􏼂 􏼃

+c β􏽘
N

j�1
ajiTj(t) + f u0(t)( 􏼁 + 􏽘

M

l�1
bilg ul(t)( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦Mi(t), 1≤ i≤N, 0≤ t≤ τ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Because the above dynamic system depicts the evolution
of individual states over time, we call it the individual state
evolution model, or simply the evolution model for short. -e
evolution model is an individual-level misinformation
spread model that considers the cooperation of knowledge
popularization and expert education to publish the truth.
For writing convenience, let X(t) � (M1(t), . . . ,

MN(t), T1(t), . . . , TN(t)), and let F(X(t), u(t), t) � 0
denote the evolution model.

3.3. Optimal CRA Strategy Model. Having proposed the
evolution model in the previous section, we now need to
formulate an optimization problem to design an effective
CRA strategy.

Based on previous discussions, we formulate the fol-
lowing optimization problems:

min
u∈U

J(u)

s.t. F(X(t), u(t), t) � 0, ∀t ∈ [0, τ].
(11)

-is is a continuous-time optimal control problem. We
call it the optimal CRA strategy model.

4. Solution

After having formulated an optimal control model to seek
optimal CRA strategies, in this section, we discuss the so-
lutions. First, we derive a set of necessary conditions for an
optimal solution. We refer to the collection of all these
necessary conditions as the optimality system. With the
optimality system, we can obtain a solution that is most
likely to be the optimal one, which is called the candidate
optimal solution. Second, we give an iteration algorithm to
numerically obtain a candidate optimal solution.

4.1.Optimality System. Firstly, the Hamiltonian function for
the optimal CRA strategy model (11) is constructed as
follows:

H(u, X) � 􏽘
M

i�0
ui + 􏽘

N

i�1
ωiMi + 􏽘

N

i�1
λi

α􏽘

N

j�1
ajiMj 1 − Mi − Ti( 􏼁 − c β􏽘

N

j�1
ajiTj + f u0( 􏼁 + 􏽘

M

l�1
bilg ul( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦Mi

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

+ 􏽘
N

i�1
μi 1 − (1 − c)Mi − Ti􏼂 􏼃 × β􏽘

N

j�1
ajiTj + f u0( 􏼁 + 􏽘

M

l�1
bilg ul( 􏼁⎡⎢⎢⎣ ⎤⎥⎥⎦

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
,

(12)

where P � (λ1, λ2, . . . , λN, μ1, μ2, . . . , μN) denotes the ad-
joint function of the Hamiltonian.

Let u(t) ∈ U represent an optimal CRA strategy, X(t)

represent the corresponding expected individual state evo-
lution trajectory, and P(t) represent the corresponding
adjoint function. According to Pontryagin’s principle [37],
the following conclusions must hold true simultaneously.

(1) -e optimal CRA strategy u(t) satisfies

u(t) � argmin
u∈U

H(u(t), X(t), t), 0≤ t≤ τ. (13)

(2) -e expected individual state evolution trajectory
X(t) meets

dMi(t)

dt
� +

zH(u(t), X(t), t)

zλi(t)
, 0≤ t≤ τ,

dTi(t)

dt
� +

zH(u(t), X(t), t)

zμi(t)
, 0≤ t≤ τ,

X(0) � X0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)
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where X0 is an initial condition. (3) -e adjoint function P(t) satisfies

dλi(t)

dt
� −

zH(u(t), X(t), t)

zMi(t)
, 0≤ t≤ τ,

dμi(t)

dt
� −

zH(u(t), X(t), t)

zTi(t)
, 0≤ t≤ τ,

P(T) � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

After direct calculation, we get that the trajectory X(t)

admits the evolution model (10) and the adjoint function
P(t) admits the following dynamic system:

dλi(t)

dt
� − ωi + cλi(t) +(1 − c)μi(t)􏼂 􏼃

× f u0(t)( 􏼁 + 􏽘
M

l�1
bilg ul(t)( 􏼁 + β􏽘

N

j�1
ajiTj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦ + αλi(t) 􏽘

N

j�1
ajiMj(t)

− α􏽘
N

j�1
λj(t)aij 1 − Mj(t) − Tj(t)􏽨 􏽩, 1≤ i≤N, 0≤ t≤ τ

dμi(t)

dt
� αλi(t) 􏽘

N

j�1
ajiMj(t) + βc 􏽘

N

j�1
λj(t)aijMj(t) − β􏽘

N

j�1
μj(t)aij 1 − (1 − c)Mj(t) − Tj(t)􏽨 􏽩 + μi(t)

f u0(t)( 􏼁 + 􏽘
M

l�1
bilg ul(t)( 􏼁 + β􏽘

N

j�1
ajiTj(t)⎡⎢⎢⎣ ⎤⎥⎥⎦, 1≤ i≤N, 0≤ t≤ τ

P(0) � 0

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

Combining the above discussions, the optimality system
includes equation (13), evolution model (10), and dynamical
system (16). By solving the optimality system, a candidate
optimal CRA strategy can be obtained. Because of the
complexity of optimal control model (11), it is difficult to
directly get a real sense of optimal CRA strategy. As a result,
the optimality system provides great convenience for
problem solving or at least reduces the range of optimal
solutions. Even if the candidate optimal CRA strategy we got
is not necessarily a real sense of optimal solution, it can be
regarded as optimal if it shows a better performance than
most other comparison schemes.

4.2. Numerical Iteration Algorithm. Because of the com-
plexity of the optimality system, it is very difficult to directly
obtain the analytical form of solutions. -erefore, a nu-
merical algorithm is needed. Because solving the optimal

system is essentially solving a two-point boundary value
problem [38] and because the forward-backward sweep
method (FBSM) [39] is just a practical numerical method to
solve that problem, this paper use the FBSM to solve the
optimality system.-e pseudocode is shown in Algorithm 1.

We need to note that it is difficult to prove the con-
vergence of the FBSM, as the literature [40] explains.
However, as described in [41], it can achieve good con-
vergence in most practical cases. -erefore, we can still
choose it as the numerical method.

In lines 1, 5, and 7 of Algorithm 1, there are several
ordinary differential equations (ODEs) to be solved.
Common methods for solving ODEs include the Euler
method [42] and the Runge–Kutta method [43]. -e
Runge–Kutta method has not only been proven more ac-
curate than the Euler method but also has higher time
consumption due to its higher complexity. However,
practical experience shows that the accuracy difference

6 Security and Communication Networks



between them is usually negligible as long as the discrete step
length on time is small enough. -erefore, the Euler method
is used as part of the FBSM in this paper to solve ODEs.

5. Numerical Experiments

Having discussed the solution of the optimal CRA strategy
model (11), we now give a series of numerical experiments to
illustrate obtained candidate optimal strategies.

5.1. Network Topological Structure. In order to better show
the misinformation spread process and the control effect of a
CRA strategy on it, let us consider a 100-node grid social
network plotted in Figure 1. Suppose that the truth can be
released to three specific groups of individuals in the way of
expert education, where (a) group B1 consists of the indi-
viduals v16, v17, v18, v26, v27, v28, v36, v37, and v38, (b) group B2
consists of the individuals v52, v53, v54, v62, v63, v64, v72, v73,

and v74, and (c) group B3 consists of the individuals v67, v68,
v69, v77, v78, v79, v87, v88, and v89. Individuals of different
groups are marked with different colors in Figure 1. For
convenience, we denote this network by Gg.

Besides, in order to show the influences of arbitrary
network topological structures, the following three networks
are involved in our experiments. -e first one is a 100-node
small-world network obtained from [35, 44]. We denote this
network by Gsw. -e second one is a 100-node scale-free
network obtained from [35, 44]. We denote this network by
Gsf. -e last one is a 100-node Facebook network obtained
from [23, 45]. We denote this network by Gfb. In each
network, the truth can be released to three random groups of
nodes in the way of expert education. -e topological
structures of these three networks are shown in Figure 2.

5.2. Candidate Optimal CRA Strategy

Experiment 1. Consider the social network Gg. Consider a
situation, where τ � 3, α � 1, β � 1, c � 0.8, ωi is generated
within [5, 15], u � (1, 1.5, 2), f(u) � 0.02

��
u

√
,

g(u) � 0.07
��
u

√
, and X0 � [0.21×100, 01×100]. Denote the ob-

tained candidate optimal CRA strategy by
u∗(t) � (u∗0(t), u∗1(t), u∗2(t), u∗3(t)) and the corresponding
individual state evolution trajectory by
X∗(t) � (M∗1(t), . . . , M∗100(t), T∗1(t), . . . , T∗100(t)). Define
the corresponding expected network state evolution trajectory
as 􏽥X∗(t) � ( 􏽥M

∗
(t), 􏽥T
∗
(t)), where 􏽥M

∗
(t) � 1/100􏽐

100
i�1M∗i (t)

and 􏽥T
∗
(t) � 1/100􏽐

100
i�1T∗i (t).

Results: the obtained candidate optimal CRA strategy
u∗(t) is shown in Figure 3. We can see that the instantaneous
resource investment rate of knowledge popularization, i.e.,
u∗0(t), first remains at its upper bound till time t � 2, then
gradually decreases to its lower bound, and finally remains at its
lower bound. Each component of the instantaneous resource
investment rates of expert education, i.e., u∗i (t), i � 1, 2, 3, first
remains at its upper bound till time t � 1, then gradually
decreases to its lower bound, and finally remains at its lower
bound. Figure 4 shows the corresponding expected network
state evolution trajectory. We can see that 􏽥M

∗
(t) gradually

increases from 0.2 till time t � 1, then reaches the peak 0.7 at

Figure 1: -e topological structure of Gg. Nodes of group B1 are
marked in purple; nodes of group B2 are marked in green; nodes of
group B3 are marked in yellow; nodes that do not belong to any
group are marked in blue.

Input: acceptable iteration length K, convergence error ε, and initial seed u(0)(t).
Output: a candidate optimal CRA strategy u(t).
(1) u(t)⟵u(0)(t). X(0)(t)⟵X(t), by solving Equation (10).
(2) J(0)⟵ J(u), by solving Equation (5).
(3) for k � 0: 1: K − 1 do
(4) X(t)⟵X(k)(t), u(t)⟵ u(k)(t).
(5) P(k)(t)⟵P(t), by solving Equation (16).
(6) u(k+1)(t)⟵ u(t), by solving Equation (13).
(7) X(k+1)(t)⟵X(t), by solving Equation (10).
(8) J(k+1)⟵ J(u), by solving Equation (5).
(9) if |J(k+1) − J(k)|< ε then
(10) return u(k+1)(t).
(11) return u(k+1)(t).

ALGORITHM 1: Forward-backward sweep method.

Security and Communication Networks 7



time t � 1, and gradually decreases to 0. During time t ∈ [0, 3],
􏽥T
∗
(t) quickly then slowly increases from 0 to 1. Figure 5 shows

the distribution of the misinformation-believing state at some
moments with respect to the network Gf. Combining the
results in Figure 4, we can see that when the average expected
probability of people being in the misinformation-believing
state increases, the expected probabilities of people who belong
to the three groups B1, B2, and B3 increase more slowly than
those of the others. When the average expected probability
decreases, the expected probabilities of those people decrease
more quickly than the probabilities of the others. Figure 6
shows the distribution of the truth-believing state at some
moments with respect to the network Gg (shown in Figure 1).

Combining the results in Figure 4, we can see that, in terms of
the expected probability of being in the truth-believing state,
those of people belong to the three groups B1, B2, and B3
increase more quickly than those of the others.

Reasons: at the beginning of the truth-publishing campaign,
misinformation has large coverage over the social network, and
therefore, the speed of misinformation spreading is remarkable.
In this context, the optimal strategy suggests putting the highest
amount of resources in publishing the truth, so as to reduce the
coverage of misinformation and further contain the speed of
misinformation spreading. Knowledge popularization helps all
people accept the truth at a low rate, expanding slowly the
coverage of the truth. Expert education helps people in the three
groups accept the truth at a high rate. Once people in the three
groups become believers of the truth, they can quickly influence
the individuals around them and further expand the coverage of
the truth. When the truth has large coverage over the social
network, the optimal strategy suggests reducing the resource
investment in releasing the truth, so as to reduce the cost. Under
the effect of word-of-mouth, even if the truth is no longer
released, it can eventually fill the whole social network.

Experiment 2. Given the parameters, where τ � 3, α � 1,
β � 1, c � 0.8, ωi is generated within [5, 15], u � (1, 1.5, 2),
f(u) � 0.02

��
u

√
, g(u) � 0.07

��
u

√
, and X0 � [0.21×100, 01×100],

consider the social networks Gsw, Gsf, and Gfb, respectively.
Results: Figure 7 shows the obtained candidate optimal

CRA strategies in Experiment 2. Figure 8 shows the expected
network state evolution trajectories in Experiment 2. It is

(a) (b) (c)

Figure 2: -e topological structures of (a) Gsw, (b) Gsf, and (c) Gfb. In each of these three networks, the truth can be released to three
random groups of nodes in the way of expert education.
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Figure 3: -e obtained candidate optimal CRA strategy u∗(t) in Experiment 1: (a) the instantaneous resource investment rate of knowledge
popularization, i.e., u∗0(t), and (b) the instantaneous resource investment rates of expert education in the three groups, i.e., u∗1(t), u∗2(t), and u∗3(t).

time

ex
pe

ct
ed

 st
at

e

0 1 2 3
0

0.2

0.4

0.6

0.8

1

M *(t)
T *(t)

~
~

Figure 4: -e corresponding expected network state evolution
trajectory 􏽦X∗(t) � ( 􏽥M

∗
(t), 􏽥T
∗
(t)) in Experiment 1.

8 Security and Communication Networks



1

0.8

0.6

0.4

0.2

0

(a)

1

0.8

0.6

0.4

0.2

0

(b)

1

0.8

0.6

0.4

0.2

0

(c)

1

0.8

0.6

0.4

0.2

0

(d)

Figure 5: -e distribution of the misinformation-believing state with respect to the network Gg (shown in Figure 1) at some moments,
where (a) t � 0, (b) t � 1, (c) t � 2, and (d) t � 3. -e three colored boxes indicate the three groups, B1, B2, and B3. -e color of a node
represents the expected probability of the corresponding individual being in the misinformation-believing state at the current moment.
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Figure 7: -e obtained candidate optimal CRA strategies in Experiment 2: (a) and (b) the results of Gsw, (c) and (d) the results of Gsf, and
(e) and (f) the results of Gfb.
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seen that results are similar to those of Experiment 1.
-erefore, we may be able to conclude that even though
network topological structures are different, the obtained
candidate optimal CRA strategies should be similar. Fur-
thermore, we examine the state evolution trajectories of
nodes that have different degrees, as shown in Figure 9. It is
seen that despite of network topological structures, nodes of
higher degrees are more sensitive to CRA strategies.

In the above two experiments, the functionsf and g are set
as concave. Next, we examine the cases when they are convex.

Experiment 3. Given the parameters, where τ � 3, α � 1,
β � 1, c � 0.8, ωi is generated within [5, 15], u � (1, 1.5, 2),
f(u) � 0.02u2, g(u) � 0.07u2, and X0 � [0.21×100, 01×100],
consider the social networks Gg, Gsw, Gsf, and Gfb,
respectively.

Results: the obtained candidate optimal CRA strategy
u∗(t) is shown in Figure 10. We can see that all instanta-
neous resource investment rates first remain at their upper
bounds, then drop to their lower bounds, and finally remain
at their lower bounds. Figure 11 shows the expected network
state evolution trajectories of the four networks. We can see
that their results are similar. On each network, the average

probability of the misinformation-believing state, i.e.,
􏽥M
∗
(t), first increases, then reaches the peak, and finally

decreases to 0. -e average probability of the truth-believing
state, i.e., 􏽥T

∗
(t), quickly then slowly increases from 0 to 1

during the whole time horizon.
Reasons: at the beginning of the truth-publishing cam-

paign, misinformation has large coverage over the social
network, and therefore, the speed of misinformation
spreading is remarkable. In this context, the optimal strategy
suggests putting the highest amount of resources in pub-
lishing the truth, so as to reduce the coverage of misinfor-
mation and further contain the speed of misinformation
spreading. When the truth has large coverage over the social
network, the optimal strategy suggests reducing the resource
investment in releasing the truth, so as to reduce the cost.
Under the effect of word-of-mouth, even if the truth is no
longer released, it can eventually fill the whole social network.

5.3. Effectiveness Verification

Experiment 4. Consider network Gg. Consider a situation,
where τ � 3, α � 1, β � 1, c � 0.8, ωi is generated within
[5, 15], u � (1, 1.5, 2), f(u) � 0.02

��
u

√
, g(u) � 0.07

��
u

√
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Figure 8: -e expected network state evolution trajectories in Experiment 2: (a) shows the results of Gsw, (b) the results of Gsf, and (c) the
results of Gfb.
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Figure 9: Results in Experiment 2: the state evolution trajectories of nodes that have different degrees: (a) the results of Gsw, (b) the results of
Gsf, and (c) the results of Gfb. In each figure, M∗max(t) denotes the misinformation-believing trajectory of the node that has the highest
degree and M∗min(t) denotes the misinformation-believing trajectory of the node that has the lowest degree. Besides, T∗max(t) and T∗min(t)

have similar meanings.
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Figure 10: -e obtained candidate optimal CRA strategies in Experiment 3: (a) and (b) the results of Gg, (c) and (d) the results of Gsw,
(e) and (f) the results of Gsf, and (g) and (h) the results of Gfb.
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Figure 11: -e expected network state evolution trajectories in Experiment 3: (a) the results of Gg, (b) the results of Gsw, (c) the results of
Gsf, and (d) the results of Gfb.
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X0 � [0.21×100, 01×100]. Denote the obtained candidate op-
timal CRA strategy by u∗. Generate a hundred uniformly
random CRA strategies and denote them by u1, . . . , u100.

Figure 12 compares the expected costs under the optimal
strategy u∗ and the uniformly random strategies u1, . . . , u100.
We can see that the optimal strategy is better than the 100
random strategies. To prevent the contingency, we did
another 1000 similar experiments and obtained the same
conclusion. Hence, we recommend the candidate optimal
strategy as an optimal solution.

5.4. Influences of Crucial Factors. Finally, let us investigate
the influences of some crucial factors in the evolution model
(10), including the misinformation spread rate α, the truth
spread rate β, and the discount factor c.

Experiment 5. Given the parameters, where τ � 3, β � 1,
c � 0.8, ωi is generated within [5, 15], u � (1, 1.5, 2),
f(u) � 0.02

��
u

√
, g(u) � 0.07

��
u

√
, X0 � [0.21×100, 01×100], and

α ∈ 0, 0, 1, . . . , 1{ }, consider the social networksGg,Gsw,Gsf,
and Gfb, respectively.

Figure 13 shows the influence of themisinformation spread
rate α. Even though the four networks have different topo-
logical structures, their experiment results are similar. We can
see that the minimized expected cost is increasing with the
misinformation spread rate. -is conclusion suggests that it is
important to improve the citizens’ ability to distinguish mis-
information so that the misinformation spread rate is reduced.

Experiment 6. Given the parameters, where τ � 3, α � 1,
c � 0.8, ωi is generated within [5, 15], u � (1, 1.5, 2),
f(u) � 0.02

��
u

√
, g(u) � 0.07

��
u

√
, X0 � [0.21×100, 01×100], and

β ∈ 0, 0.1, . . . , 1{ }, consider the social networks Gg, Gsw, Gsf,
and Gfb, respectively.

Figure 14 shows the influence of the truth spread rate β.
Even though the four networks have different topological
structures, their experiment results are similar. We can see
that the minimized expected cost is decreasing with the truth
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Figure 12: Results in Experiment 4: the expected costs under the optimal strategy u∗ and the uniformly random strategies u1, . . . , u100.
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Figure 13: Results in Experiment 5: the influences of the misinformation spread rate α in network: (a) Gg, (b) Gsw, (c) Gsf, and (d) Gfb.
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Figure 14: Results in Experiment 6: the influences of the truth spread rate β in network: (a) Gg, (b) Gsw, (c) Gsf, and (d) Gfb.
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spread rate. -is conclusion suggests that it is necessary to
make the truth more interesting so that the truth spread rate
is enhanced.

Experiment 7. Given the parameters, where τ � 3, α � 1,
β � 1, ωi is generated within [5, 15], u � (1, 1.5, 2),
f(u) � 0.02

��
u

√
, g(u) � 0.07

��
u

√
, X0 � [0.21×100, 01×100], and

β ∈ 0, 0.1, . . . , 1{ }, consider the networks Gg, Gsw, Gsf, and
Gfb, respectively.

Figure 15 shows the influence of the discount factor c.
Even though the four networks have different topological
structures, their experiment results are similar. We can see
that the minimized expected cost is decreasing with the
discount factor. -is conclusion suggests that it is necessary
to help the truth change people’s cognition of things.

6. Conclusion

-is paper addresses the CRA problem, a problem about
how to reasonably allocate resources to knowledge popu-
larization and expert education so as to mitigate the spread
of misinformation with a better performance but a lower
cost. First, a novel individual-level misinformation spread
model is proposed to characterize the collaborative effect of
knowledge popularization and expert education on con-
taining the spread of misinformation. -ereafter, based on
the proposed misinformation spread model, the CRA
problem is reduced to an optimal control problem, and an
optimality system for solving it is derived. Finally, with a
series of numerical experiments, the obtained solution is
verified to be optimal.

Still, there are some problems to be solved in the future.
First, in our work, the truth is continuously released to the
public, whichmay not be convenient in practice. Instead, it is
more common to release the truth at some given moments.
If so, a continuous-time optimal control problemmay not be
very suitable, and we may formulate an impulsive optimal
control problem [46] to seek effective CRA strategies. Sec-
ond, in our numerical experiments, the values of model
parameters are set according to some related literature and
our experience. In the future work, they should be deter-
mined by practical data.
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Social networks are filled with a large amount of misinformation, which often misleads the public to make wrong decisions,
stimulates negative public emotions, and poses serious threats to public safety and social order. +e spread of misinformation in
social networks has also become a widespread concern among scholars. In the study, we took the misinformation spread on social
media as the research object and compared it with true information to better understand the characteristics of the spread of
misinformation in social networks.+is study adopts a deep learningmethod to perform content analysis and emotion analysis on
misinformation dataset and true information dataset and adopts an analytic network process to analyze the differences between
misinformation and true information in terms of network diffusion characteristics. +e research findings reveal that the spread of
misinformation on social media is influenced by content features and different emotions and consequently produces different
changes. +e related research findings enrich the existing research and make a certain contribution to the governance of
misinformation and the maintenance of network order.

1. Introduction

Misinformation is an objective social phenomenon that
appears in the social operation environment. It usually refers
to the information that is widely circulated intentionally or
unintentionally without a factual basis and confirmation or
clarification [1]. It has been a concern not only in the social
sciences such as sociology and journalism [2] but also in
computer science and other research fields [3]. With the
development of Internet technology and social media
platforms, the misinformation spread by word-of-mouth is
rapidly spread through social media platforms and has the
characteristics of fission diffusion, fast propagation speed, a
wide range of influence, and deep impact. A large amount of
false information and the spread of rumors and misleading
information on social media platforms not only cause public
concern and pose a threat to the public’s physical and
psychological health but also bring serious challenges to the
governance and stability of social order [4].

+e destructive nature of misinformation has also
made the concept of “information epidemic” known to the

public. “Information epidemic” refers to a series of
physical and psychological reactions formed by the public
when they are faced with misinformation because it is
difficult to identify the veracity of the information, and the
spread of misinformation infiltrates into everyone’s life
[5]. For example, during the COVID-19 outbreak, the
World Health Organization considered fighting against
the “information epidemic” as an important part of its
work [6]. With the influence of social media, the “infor-
mation epidemic” expanded in scope and magnified the
threat posed by misinformation. For example, when faced
with misinformation, the uncertainty of the future and the
lack of access to information will increase the psycho-
logical pressure of the public, causing anxiety and panic
among the public [7]. At this time, under the influence of
rumors and misleading information, the public is very
likely to be trapped by the group, amplifying mass panic,
triggering collective social crisis, and even leading to
various social tragedies [8]. It has been shown that the
harm caused by misinformation spread on social media is
more serious due to the characteristics of social media such
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as fast propagation speed, a wide range of influence, and
deep impact. On this basis, it is urgent to understand the
propagation process of misinformation on social media
and to govern misinformation [9].

In addition, with the convenience of communication
and the timeliness of information dissemination, social
media often becomes an important communication
channel for two-way information exchange. On the one
hand, considering the influence of “information cocoon,”
weak ties can provide us with more diverse information,
based on which social media becomes a better choice for
people to communicate. With the help of social media, we
can get in touch with people from different regions and
industries more easily, and communicate more frequently
with people who different from us. +erefore, the public
can also learn about relevant situations and specific in-
formation about different events in different regions from
social media [10]. On the other hand, influenced by the
interaction and fusion of massive true information and
misinformation on social media platforms, the public is
often prone to emotional fluctuations and tends to publish
their views and emotions on social media platforms and
receive different responses depending on the type, prog-
ress, and content of events [11]. At the same time, social
networks formed on social media will spread public
opinions or emotions and form new communication
networks [12].

In recent years, the spread of misinformation on social
media platforms has caused public concern, not only be-
cause misinformation can easily confuse people, causing
them to make wrong decisions, resulting in economic and
material losses, but also because misinformation can have an
impact on health, medical, and other fields, spreading wrong
treatments which even further damages the public’s physical
and mental health. At the same time, unconstrained mis-
information will lead to social disorder and the prevalence of
negative emotions, ultimately causing a huge impact on
society. +erefore, it is especially important to understand
the spread process and diffusion characteristics of misin-
formation on social media platforms [13]. Considering this,
the study is based on large-scale social media datasets, takes
true information andmisinformation as the research objects,
and conducts correlation analysis on the content and
emotion of true information and misinformation for their
dissemination. In addition, we use the social network
analysis method to further compare the network structure of
true information and misinformation in the process of
dissemination, expecting to reveal the evolution law of false
information to realize the public opinion governance of
misinformation and reduce the negative impact brought by
misinformation.

+e results for the rest of this article are as follows. In the
second part, we introduce relevant studies. In the third part,
we present the methodology used in the study. In the fourth
part, we show the analysis results and discussions, mainly
involving the analysis of the content and emotions spread by
true information andmisinformation on social media. In the
fifth part, we present the conclusion of the research and
further put forward future ideas for the research.

2. Related Research

2.1. Misinformation in Social Network. Unverified or un-
clarified messages are very common on social media, and
studies have attempted to conceptualize unverified messages
from different perspectives. Common names include
“misinformation,” “disinformation,” “fake news,” and “ru-
mor” [14]. Among them, misinformation, disinformation,
and fake news all emphasize the false nature of information
and describe the object of information that has been falsified.
+e difference lies in the fact that misinformation often
appears in a random form with unknown intention and
motivation, and is often used by researchers to describe false
information in a broad sense [15]. Disinformation is usually
the deliberate tampering of correct information to obtain
benefits or advantages and then spread [16]. Similar to
disinformation, fake news is used to disseminate false in-
formation and stories in the guise of reliable sources for
economic or political gain [17]. Rumor is quite different
from the previous three concepts. Although a rumor is also
unconfirmed information, it need not always be false in-
formation, as it can also be correct information in some
cases, and the dissemination motivations and intentions of
rumor are often unknown [18].

+e spread of misinformation on social media has always
been an important research topic. But before we can un-
derstand why misinformation can spread on social media,
we need to have a clearer understanding of the misinfor-
mation. One of the reasons why misinformation is con-
cerned as important by researchers lies in the misleading
nature of misinformation. Misinformation often misleads
the public to make decisions, causes them to form corre-
sponding actions, and generates emotional and psycho-
logical fluctuations [19]. At this time, the public forms an
adaptive response under the stimulus and influence of
misinformation, and tends to interact with the outside
world, and then magnifies the scope and degree of the in-
fluence of misinformation [20]. On the one hand, misin-
formation, as an adaptive form of stimulus-response, has a
warning function, indicating that the public’s emotions are
dictated by external forces in a tense situation. On the other
hand, misinformation also reflects the psychological state
behind public emotions in the social environment. For
example, when a social crisis occurs, the public is more
susceptible to the influence of other public emotions under
the misdirection of misinformation, forming a large-scale
emotion cluster phenomenon, which will then impact the
social order and easily cause a negative effect on society [21].

In addition, some studies have analyzed factors that
influence the spread of misinformation on social media.
Studies have pointed out that true information and mis-
information are often mixed and difficult to identify, and
misperception of misinformation as true information is the
main reason for the public to share and spread misinfor-
mation on social media [22]. Social media users tend to
support the spread of unverified information on social media
but generally do not spread information that has been
proven to be false. +e problem is that social media users
often lack the ability to recognize misinformation before

2 Security and Communication Networks



sharing it [23]. Studies have been conducted to explain the
public’s deficiency in misinformation recognition on this
basis, with related studies mainly focusing on political,
psychological, and media literacy perspectives. For example,
from the political perspective, it has been argued that the
public’s political orientation affects the human brain’s
processing of information, and an identity-based model of
political orientation has been proposed to explain how
political orientation causes the public to form information
bias and thus choose to trust false information [24]. Other
studies have combined web browsing data and online survey
data to analyze how people share fake news in political
elections. +e study found that the public’s behavioral
preferences have a significant impact on the trust in mis-
information and that the public is more willing to believe
stories about politicians they support, even if the stories are
false and full of implausible elements [25]. In the field of
psychology, some studies measured the accuracy of re-
spondents’ perception of misinformation by conducting the
Cognitive Reflection Test (CRT) for the respondents, and it
was found that the better the respondents performed in the
CRT test, the more likely they were to detect misinformation
and the more accurate they were. +e findings of the study
prove the importance of psychological factors. When the
public is more inclined to use analytical thinking rather than
lazy thinking when identifying information, they are more
likely to recognize the difference between true and false
information [26]. Studies have also paired Twitter data with
public accounts during elections to analyze the process of
spreading fake news, and they found that psychologically
conservative people are more likely to be exposed to fake
news and less able to spot it. Related studies have confirmed
the influence of psychological factors on the identification of
misinformation [27]. In the field of media literacy, some
scholars believe that the public’s general trust in the mis-
information spread on social media mainly stems from the
lack of digital media literacy. +e study has used survey data
from the US and India during elections to assess the ef-
fectiveness of media literacy campaign interventions, and
the findings confirm that digital media literacy plays an
important role in the identification of misinformation [28].
Some scholars have conducted empirical studies to evaluate
whether individuals with higher media literacy are more
capable of identifying fake news and compared different
media literacy aspects such as information literacy and news
literacy. +e results verified the effectiveness of information
literacy, which can effectively enhance the public’s ability to
identify misinformation [29]. +ese studies also provide
references for us to understand the spread of misinformation
on social media from multiple perspectives, and help us
further understand the reasons why Internet users share and
spread misinformation on social media.

2.2. Misinformation and Content Analysis. Social media has
become an important mode for the public to communicate
and obtain relevant information by virtue of its unlimited
access. However, due to the lack of online supervision and
user anonymity, the line between true information and

misinformation is not always easy to distinguish, which
makes the public often face the risk of being misled when
accessing relevant information. And, the unique echo
chamber design of social media platforms allows people with
a common need for information to gather together. Al-
though this facilitates communication among people in the
same situation and increases the possibility that the public
will have access to the true information they need, it also
amplifies the negative impact of misinformation [30].
Moreover, the interaction and fusion of true information
and misinformation on social media platforms have also
attracted many scholars to study the dissemination of
misinformation and conduct quantitative research on it. For
example, some scholars extracted Ebola-related tweets from
social media and coded them by using professionals with
knowledge background to evaluate the proportion of the
extracted tweets that contained specific content. It was found
that ten percent of the relevant tweets contained misin-
formation [31]. Another study conducted a content analysis
on the misinformation about COVID-19 and found that
only thirty-eight percent of the misinformation about
COVID-19 on social media platforms was completely fab-
ricated, and most of the misinformation was formed by
distorting and falsifying the true information [32]. +e
relevant findings confirm the current situation of integration
and fusion of misinformation and true information on social
media, which can help us understand the evolution and
diffusion pattern of misinformation on social media.

In addition to using content analysis to distinguish true
information frommisinformation, relevant studies have also
focused on the characteristics of the spread of misinfor-
mation on social media, especially how misinformation
spreads relative to true information [33]. For example, by
examining the differential distribution of large-scale true
information and misinformation on social media platforms,
a study found that misinformation had the characteristics of
faster propagation speed, longer propagation path, and
wider propagation range than true information. Moreover,
the information content of misinformation was often more
novel than true information, so it was more likely to be
shared by the public on social media. It was also found that
the content of misinformation was more likely to stimulate
emotions such as fear, surprise, and disgust than the
emotions such as anticipation, sadness, and joy evoked by
true information [34]. Some studies also pointed out that the
misinformation can be spread more quickly when the
content of misinformation was related to major public crisis
events. For example, during COVID-19 in 2019, the amount
of misinformation exploded and spread worldwide in a very
short spread. According to relevant agencies, during the
spread of the epidemic, about 46,000 instances of epidemic-
related misinformation were spread on social media every
day and spread rapidly with retweets from Internet users
[35]. In addition to these studies, some scholars have also
tried to understand the sources and evolutionary patterns of
misinformation by means of content analysis. Based on the
analysis of massive amounts of Twitter data, it was found
that most of the misinformation on social media was gen-
erated by general accounts, but the content often contained
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links to websites that lacked credible sources. It was also
found that the spread of misinformation on social media was
a dynamic process in which the content undergoes dynamic
changes, i.e., it was constantly modified by network users to
spread at the next step in the process of spreading [36].

+e content analysis method based on misinformation is
important. On the one hand, misinformation content
conveys bias and misunderstanding which may affect the
public’s trust in experts, institutions, and governments,
leading to the spread of unnecessary fear and suspicion. For
example, studies have pointed out that the majority of the
public relies on online comments to evaluate and judge
enterprises and institutions, and maintains their trust in
relevant institutions under the influence of online com-
ments. However, online comments containing misinfor-
mation can exacerbate public prejudice and
misunderstanding [37]. On the other hand, misinformation
can also reverse the public’s behavioral response to natural
disasters, accidents, public health, and social security
emergencies. For example, studies have pointed out that
with the development of the Internet, social media has
become an important channel for the public to seek health
information. However, the authenticity of health informa-
tion will significantly affect the treatment of patients and
threaten their lives [38]. +erefore, the content analysis
method is used to analyze the misinformation on social
media to understand the content characteristics of the
misinformation. It is not only beneficial to identify misin-
formation on social media, but it also can contribute to the
governance of misinformation and the maintenance of
network security.

2.3. Misinformation and Emotion Analysis. +e spread of
misinformation on social media implies different emotions
of the public, and the emotions also change with the spread
of misinformation. On the one hand, in addition to the
influence of specific social conditions, the psychological state
is an important factor in the production of misinformation,
which is formed as an additional product of public events
under the adaptive condition of public emotions [39]. On
the other hand, emotions also play an important role in
spreading misinformation on social media. It is because they
can meet some psychological needs of the public that
misinformation keeps forming and spreading on social
media. Related studies point out that the spread of misin-
formation is inseparable from emotions, and misinforma-
tion can spread rapidly when a group falls into negative
emotions such as anxiety [40]. +erefore, it is particularly
important to analyze the misinformation on social media
based on emotion analysis.

Among the research on misinformation using the
emotion analysis method, exploring the influencing factors
of emotion changes in misinformation is an important
object of research. For example, some researchers explored
the factors influencing the emotional dynamics in misin-
formation by quantitatively analyzing the emotional be-
haviors of Internet users on social media. Studies have found
that misinformation contains far more negative emotions

than other kinds of information, while factors such as user
engagement, number of comments, and time of discussion
all had an impact on the change of emotions in misinfor-
mation. Generally, the more active the users are, the more
comments they make, the longer the discussion takes, and
the more dominant negative emotions become [41]. Studies
have also been conducted to study misinformation active on
social media during public crises as the research object and
to identify emotions of Internet users in relation to com-
ments under the misinformation. It was found that both the
gender of Internet users and the subject category of the
content had an impact on the change in emotions [42]. Some
studies conducted sentiment analysis on popular misin-
formation on social media based on content analysis
methods and found that as the content, form, and linguistics
of misinformation changed, so did the public’s sentiment. In
general, the more conflicting the content of the misinfor-
mation, the more attractive the font (e.g., colorful fonts are
more attractive than regular fonts), and the more exag-
gerated and extreme the use of language, the more intense
the change in public sentiment would be [43].

In addition to analyzing the influencing factors of emo-
tions, it is also an important topic to understand the evolution
pattern of emotions triggered by misinformation on social
media. On the one hand, social media exists as a disseminator
of misinformation, and when the public has emotional
fluctuations under the influence of misinformation, social
media often magnifies the impact of emotions and makes
emotions spread rapidly in social networks. On the other
hand, the spread of emotions on social media often exists in
some regular form. By analyzing a certain amount of text data,
we can try to reveal the evolution law of emotions on social
media. For example, a study combined with network science
to analyze the sentiment of misinformation about the political
election in Twitter, and found that posts with negative sen-
timents last longer than those with positive or neutral sen-
timents. At the same time, misinformation about the election
winners had a broader diffusion network in the social media,
and more positive sentiments representing likes and support
among them [44]. Some studies used big data-driven ap-
proaches to conduct sentiment analysis on the “viral” spread
of false and true information about natural disasters on social
media based on massive data. +e study found that tweets
with negative emotions spread faster than tweets with positive
or neutral emotions. It was also found that emotions had an
opposite effect on the “viral” spread of true and false infor-
mation on social media [45]. Based on data from social media
chat platforms, some studies have also attempted to map the
trends in public sentiments over time related to misinfor-
mation. +e study not only confirmed that the proportion of
negative emotions triggered by misinformation was more
than positive emotions but also found that negative emotions
were affected by event information in an inverted U-shaped
curve over time. When event information was further
revealed, when handling measures and coping methods were
introduced or falsified information appears, the proportion of
negative emotions caused by misinformation would decrease
and the negative emotions brought by misinformation would
be weakened [46].
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To sum up, the active misinformation on social media
brings mainly negative emotions, which not only affects the
public’s psychology and behavior and increases the difficulty
of network public opinion governance but also has an
impact on the stability of social order and the maintenance
of social security. +erefore, combining with network
analysis methods, and analyzing the law of spreading
emotions of misinformation in social networks is not only
beneficial to provide suggestions for emotion management
when online public opinions occur but also to better achieve
guidance and prevention and control of online public
opinions, and thus eliminate the negative effects brought
about by the changes in group emotions.

3. Research Methods

+is paper selects misinformation as the research object and
compares the network structure of misinformation and true
information on social media to better reveal the diffusion and
evolution law ofmisinformation on social media, and provides
a reference for the public opinion management of misinfor-
mation. +e frame structure diagram of the study is shown in
Figure 1. Firstly, we obtained misinformation, true informa-
tion, and the corresponding public opinion datasets on social
media, and completed the data pretreatment. Secondly, we
combined deep learning methods to conduct content analysis
and emotion analysis onmisinformation and true information
data and tried to compare the diffusion patterns of misin-
formation and true information on social media using net-
work analysis methods. Finally, we drew a correlation graph to
show the disturbance of misinformation and true information
on the network structure and revealed the evolution pattern of
misinformation and true information in the network.

3.1. Network Analysis Method. As a research method for
analyzing interpersonal relationships, the network analysis
method has been widely used in various disciplines. One of
the most typical and well-known network analysis methods
belongs to the social network analysis method, which is a
combination of methods and tools for studying interper-
sonal relationships, interactions, and communication, and
has been adopted by a large number of researchers and
research fields [47]. In the social network analysis method,
we describe the relationships between people in the social
network through the concepts of nodes and edges. Nodes
which are defined as individuals or groups are connected in a
certain direction by the edge representing the relationship to
form a social network graph [48]. With the social network
analysis method, we can understand the sparse relationship
between participants in social networks. At the same time,
we are able to analyze the importance of the location of
participants in the social network by measuring network
centrality and identifying important and isolated partici-
pants in the network [49]. In short, the social network
analysis method is able to analyze not only the breadth
(scope) but also the depth of the relationship between
participants, providing support for exploring the interper-
sonal interaction and the degree of communication.

With the development of network technology, the online
social network formed on the basis of social media has
become an important part of interpersonal activities.
Compared with traditional social networks, online social
networks are characterized by higher participation, larger
network scale, faster changes in network structure, and
wider network influence [50]. At the same time, the online
social network has a rapid growth rate, and has penetrated
people’s daily lives, and provides everyone with a convenient
way to communicate. Unlike traditional social network
analysis methods, online social network analysis methods
mainly focus on the flow and dissemination of information
on social media and have become an important research
method in the field of machine learning, data mining, and
complex network systems with the support of massive social
media data [51, 52]. In the analysis process of online social
network analysis methods, on the one hand, social media
users act as individual nodes of the network, and the for-
warding of information among users constitutes a propa-
gation relationship, and the network structure is shown by
visual methods. On the other hand, relevant information
continues to evolve and spread in social networks through
user interactions such as comments, favorites, and reposts.
+rough the online social network analysis method, we can
not only analyze the structure of communication and in-
teraction among network users but also explore the prop-
agation evolution pattern of a certain event with the support
of social media data. +erefore, we use the network analysis
method to analyze the propagation pattern of misinfor-
mation on social media.

In this paper, we used the network users involved in the
spread of misinformation as nodes and the forwarding
relationship between users as edges to map out the network
structure of misinformation. In addition, in combination
with the content analysis method and emotion analysis
method, we analyzed the network diffusion characteristics
of misinformation, such as the number of reposts, favorites,
and comments of misinformation, and then explored the
evolution pattern of misinformation in social networks. At
the same time, considering that only misinformation was
not enough to investigate the evolution of misinformation
on social media, we also selected the corresponding true
information as the comparison object. +rough the com-
parison of the spread of misinformation and true infor-
mation on social media, we can gain an insight into the
evolutionary diffusion characteristics of misinformation on
social media.

3.2. Content Analysis Method. In this paper, we used the
content analysis method to analyze the data and summarize
the topics of misinformation and true information. Firstly,
after data preprocessing, to reduce noise interference and the
need for further filtering the data in this paper, we used
the TF-IDF method to extract text keywords based on the
importance of the words. According to the frequency of
words in the text and corpus, we extracted 20 keywords most
important in the text using the TF-IDF method based on the
weighted processing.
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Secondly, we need to extract semantic features according
to the meaning of words in the language environment and
the relationship with other words and then transform se-
mantic features into feature vectors. In general, discrete
representation and distributed representation are commonly
used for word representation in the computer. +e differ-
ence is that the former represents each word as a long vector,
while the latter represents each word as a dense continuous
vector of fixed length. Compared with the former, the latter
can not only save the vector space but also better represent
the relationship between words. +erefore, in existing
studies, distributed representation has often been adopted by
researchers to represent word vectors [53]. In this study, we
used theWord2vec method introduced by Google to convert
text data into word vectors and mapped text content into
vector space to calculate the similarity between words [54].
+eWord2vec model is mainly composed of the Continuous
Bag-of-Wordsmodel, which predicts the current word based
on the upper and lower words, and the Continuous Skip-
gram model, which predicts the context word based on the
current word. In the analysis of large sample datasets, the
effectiveness of the CBOW model in text analysis has been
confirmed by previous studies. Compared with the Skip-
gram model, the CBOW model has greater advantages in
analysis efficiency and analysis speed [55]. +erefore, we
used the CBOW model to complete the training of word
vectors and convert text data into word vectors.

Finally, we analyzed the topics of misinformation and
true information based on the K-means clustering method.
By using the K-means method, the study divided the pro-
cessed sample set into K categories and tried to minimize the
distance between samples in each category andmaximize the
distance between categories, which in turn could be achieved
based on setting the clustering category as ω1,ω2,ω3, . . . ,ωk.
+e calculation process of the least square error is shown in
equation (1). +e minimum squared error is denoted by β,
and the different clustering categories are denoted byωn.+e
documents and mean vectors in the clustering category are
represented by w and φn, respectively.

β � 􏽘
k

n−1
􏽘

w∈ωn

w ∈ φ2
n

����
����. (1)

As a common unsupervised clustering method, K-means
mainly achieves the classification of different categories
through similarity, where K and means, respectively, rep-
resent the number of clustering categories and the mean
value of clustering vectors. A common method used to
measure the size of K is the Elbow method, and the distance
is measured by the cosine distance or Euclidean distance
formula [56]. Using the Elbow method, we selected different
K values to cluster the sample set and calculated the square
sum of the error between the document vector and the
clustering mean vector, based on which the curve of the sum
of the square error is plotted. By observing the compre-
hensive curve of the square error, we could find that the
square error varies with the value of K. Accordingly, we
could infer the appropriate value size of K, and then classify
the misinformation and true information topics into K
categories.

3.3. Sentiment Analysis Methods. With the expansion of
social network corpora built on social media platforms,
sentiment analysis has become an important research field in
natural language processing and text mining. Sentiment
identification and analysis of comments, opinions, and other
texts in the social network corpus through sentiment
analysis not only provide data support for our under-
standing of the dissemination pattern of information on
social media and the change of public sentiment but also
enable further explanation of the behavior logic behind
social networks of Internet users [57]. At present, common
sentiment analysis methods are mainly divided into two
categories. One is by building sentiment dictionaries and
combining semantics to compare the similarity between the
text keywords in the sample data and the sentiment words in
the dictionary and then calculating the sentiment intensity of
the text keywords to assign the corresponding sentiment

True information 

Misinformation

Remove stop words

Text cleaning

Word Segmentation

Network analysis  

Content analysis

Emotion analysis

Data
visualization

Data collection Data preprocessing Data analysis

Figure 1: Research frame diagram.
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labels to the text [58]. +e other is to use machine learning
methods such as SVM, Naive Bayes, or deep learning
methods based on neural networks to conduct bias analysis
of sentiments in a supervised way and assign corresponding
sentiment labels to texts [59]. However, in the sentiment
analysis based on the sentence types of social media plat-
forms, the approach based on sentiment dictionaries often
has an impact on the final sentiment classification results
due to the neglect of context. +erefore, machine learning
and deep learning methods are often used in sentiment
analysis of social network data. However, taking sentiment
analysis as an example, SVM, CRF, and other machine
learning methods excessively rely on manual labeling data
and have limitations in processing natural data in the
original form. Deep learning methods combine simple but
nonlinear modules to learn complex functions and the self-
learning feature of deep learning greatly improves its ap-
plication ability in the field of natural language and shows
better effect in sentiment analysis [60, 61].

In sentiment analysis of sentence-level objects, long- and
short-term memory models that can learn word vectors of
different lengths have shown better performance in sentiment
classification and have been widely used by researchers [62].
As a result of the further development of the recurrent neural
network, the LSTM model retains the flexibility of recurrent
neural networks in learning contextual information of text
sequences and addresses the difficulty of traditional recurrent
neural networks in storing information for long periods of
time. Similarly, the LSTM model remains structurally con-
sistent with recurrent neural networks, but the internal
structure is composed of the cell circulation state C, input gate
I, forgetting gate F, output gate O, and hidden state output θ,
which differs from that of the recurrent neural network.
Among them, the final output of themodel is completed by tan
transformation of the current state. +e calculation process is
shown in Equation 2, where θT represents the output of the
hidden state at time T, and OT and CT, respectively, represent
the state of the model output gate cell unit at time T.

θT � OT ∗ tanθ CT( 􏼁. (2)

+e output gate of the model determines what should be
output by calculating the sigmoid layer, and the calculation
process is shown in equation (3), where OT denotes the state
of the output gate at the moment of T, θT−1 denotes the
output state at the previous moment, φT denotes the input
state of the information at the current moment, ωO and bO

denote the weight and deviation of the output gate, and the
activation function is denoted by σ.

OT � σ ωOθT−1 + ωOφT + bO( 􏼁. (3)

As an important stage of model operation, the cell re-
newal is an intermediate stage in which input information
passes through the input gate, the forgetting gate, and finally
enters the output gate. +e cell state update is updated as
shown in equation (4),CT, FT , and IT denote the state of the
cell unit, the forgetting gate, and the output gate at the
moment of T, respectively, and the weights and deviations
are denoted by ωC and bC.

CT � FT ∗CT−1 + IT ∗ tanθ ωCθT−1 + ωCφT + bC( 􏼁. (4)

+e forgetting gate determines what information should
be discarded and the calculation process is shown in
equation (5), where σ denotes the activation function, ωF

and bF denote the weights and biases of the forgetting gate,
respectively.

FT � σ ωFθT−1 + ωFφT + bF( 􏼁. (5)

+emain work of the input gate in the model structure is
to decide which information should be input, as shown in
equation (6). In this case, the weight and deviation of the
input gate are denoted by ωI and bI, respectively.

IT � σ ωIθT−1 + ωIφT + bI( 􏼁. (6)

Although the LSTM model performs well in processing
the input context sequence in this paper, the model also has
some shortcomings in that it cannot consider the direction
of input and can only process text sequence context in one
direction. +erefore, we adopted a bidirectional long- and
short-term memory model, which can process text se-
quences from left to right and from right to left by two
parallel long- and short-term memory models. Compared
with the long- and short-term memory model, the bidi-
rectional long- and short-term memory model can obtain
past and future information and concatenate the hidden
states in the backward and backward directions, and output
contextual information through the same output layer. It not
only improves the scope of text processing but also improves
the efficiency of text processing. +e calculation process of
the final output Z of the model is shown in the following
equation:

ZT � ωZθT + bZ. (7)

In this paper, we used the training and test sets from the
NLP&CC dataset, and the emotion labels in the dataset were
“like,” “surprise,” “disgust,” “sadness,” “happiness,” “anger,”
and “fear,” respectively [63, 64]. In our study, we used a
bidirectional LSTM model to assign emotion labels to text
data. +e test accuracy of the model met our research needs
and was expressed as 0.71. Meanwhile, to further improve
the accuracy and efficiency of the model emotion, we ran-
domly grabbed 200,000Weibo tweets for pre-training. Based
on the pre-training, we implemented the analysis of both
misinformation and true information datasets. Finally, we
assigned emotion tags to each Weibo tweet in the misin-
formation dataset and the true information dataset to study
the pattern of emotional evolution in social networks.

4. Results and Discussion

4.1. Data Collection and Preprocessing. In this paper, we
chose the large open-source dataset of the Sina Weibo
platform as our analysis object [65]. As one of the most
popular social media platforms in China, Sina Weibo has
about 530 million active users and has established a huge
online social network, which also provides rich data sources
to investigate the spread of misinformation in social
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networks. Datasets are open-source datasets from 2015 and
2016, mainly composed of misinformation and true infor-
mation datasets. We obtained the relevant content and
forwarding information of each original microblog in the
dataset and constructed the dissemination network of
misinformation and true information on social media.
Among them, the misinformation in the microblog dataset
came from the information that has been falsified by the Sina
Community Management Center. At the same time, the
dataset also collected a similar amount of true information
for comparative studies. True information and misinfor-
mation were present at the same time, which attracted ex-
tensive public attention and the content had been proved to
be true. +e details of the misinformation dataset and the
true information dataset are shown in Table 1.

Table 1 shows the statistics of the dataset. Among them,
there were 2351 true information tweets and 1717154
retweets. +e original Weibo tweets were retweeted 52,158
times at most and 12 times at least, with an average of 730
retweets. +e number of misinformation tweets was 2313,
and the number of retweets was 2093056. +e original
Weibo tweets were retweeted 59,319 times at most, 11 times
at least, and 905 times on average.

4.2. Network Structure of Misinformation. +rough the
microblog ID and forwarding relationship in the dataset, we
can understand the diffusion of true information and
misinformation in the social network. Meanwhile, based on
the Mid of microblog, we obtained the secondary and ter-
tiary forwarding information of some true information and
misinformation in the process of forwarding, so as to
construct the dissemination network of true information
and misinformation on social media. Based on this, we used
the Fruchterman Reingold layout to draw the graph of the
forwarding network. +e spread graph of true information
and misinformation on social media is shown in Figure 2.

In Figure 2, we can observe the network built by true
information and misinformation on social media. Consid-
ering the limitation of space, we randomly selected and
showed the spread of some true information and misin-
formation on social media. Among them, Figure 2(a) shows
the forwarding network built by true information and
misinformation on social media, with the purple node
representing misinformation events and network users who
forward misinformation, and the green node representing
true information events and network users who forward true
information. Figures 2(b) and 2(c) show the network dif-
fusion structures of misinformation and true information,
respectively.

Firstly, in the network graph composed of misinfor-
mation and true information, the network structure of true
information or misinformation is sparse, the number of
edges is much smaller than the number of nodes, and there
are many isolated nodes.+is may be related to the nature of
the content of the dataset.+e dataset we adopted consists of
different misinformation events and true information
events, and the connection between the events is not very
close. Although there are crossover relationships between

some events, most of them are differentiated and exist in an
isolated form during the forwarding process. Combined
with text materials, most of the related events in the original
data collected were related to the topic. For example, when
referring to food safety events, users often enumerate pre-
vious similar events for comparative analysis, which was also
an important reason for the network connection between
different events. Secondly, in the dataset adopted in this
paper, although the number of events of misinformation is
smaller than that of true information, the forwarding re-
lationship of misinformation is much more than that of true
information. It can also be intuitively observed from Figure 2
that the network graph of misinformation is denser and the
nodes are more closely connected to each other than the
network graph of true information. Compared with true
information, misinformation has more advantages in both
the scope and depth of diffusion and is more likely to attract
the attention of the public and be spread by the public in
social networks. Combined with text materials, misinfor-
mation in social networks often exists with exaggerated titles
and contents, which are more likely to be noticed and
retweeted by the public. +is also tentatively confirms the
conclusion of existing studies that misinformation is more
likely to be disseminated on social media than true
information.

4.3. Topic Categories ofMisinformation andTrue Information.
Based on the obtained dataset of misinformation and true
information, we divided the data into seven categories by
using the clustering method and determined the topic tag
and interpretation content of each category in conjunction
with the information content. However, considering the
information content embedded in the event microblog was
not always easy to distinguish, there are often situations
involving multiple topics. +erefore, researchers extracted
the top keywords of each topic and matched the extracted
keywords with the text information of the event microblog.
If the text information of the event microblog conforms to
multiple keywords, the Weibo tweet would be given the
corresponding topic tag, while the microblog that did not
match the keyword would be given the corresponding topic
tag according to the content by manual annotation. +e
topic categories for true information andmisinformation are
shown in Table 2.

It can be observed from Table 2 that the distribution of
the number of microblogs is in an unbalanced state among
the seven topics divided into true information and misin-
formation. Firstly, both true information and misinforma-
tion microblog posts are distributed in the largest number in
the field of food and product safety. Food and product safety
involves everyone’s daily life, so it is most likely to breed
misinformation and true information. Existing studies have
also revealed the causes of misinformation and true infor-
mation related to food and product safety from multiple
perspectives such as education level, gender, age, and media
reports [66].

Secondly, true information and misinformation are
distributed in public safety and crime topics only second to
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Table 1: Descriptive analysis of the dataset.

Descriptive analysis True information Misinformation
Tweets (i.e., original posts by Sina Weibo users) 2351 2313
Retweets (i.e., reposted messaged by Sina Weibo users) 1717264 2093056
Maximum forwarding relationship 52158 59319
Minimum forwarding relationship 12 11
Average forwarding relationship 730 905

(a)

Figure 2: Continued.
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(b)

Figure 2: Continued.
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food and product safety areas. +e difference between the
public safety theme and the crime theme lies in that the
former has a wider scope, involving national security, social

security, and personal security, while the latter is mainly for
acts that violate the law generated by individuals or small
groups. +e reason why the two topics rank high in terms of

(c)

Figure 2: An illustration of the forwarding network. In the figure, the node represents the microblog ID and the edge represents the
forwarding relationship between the microblogs. (a) True information and misinformation. (b) Misinformation. (c) True information.

Table 2: Topic categories of true information and misinformation.

Topic type Topic content True information Misinformation
Public security Information related to public safety and social security incidents 145 259
Food and product Related to the safety of the diet or certain type of product 1618 1430
Politics Information related to political events, politicians, or major policies 74 87
Celebrity Celebrity information such as anecdotes 26 9
Crime Information related to criminal events and people 269 358
Disaster Information related to natural disasters or accidents 79 49
Social events Involving a strong social response, biased towards folk tales 78 84
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the number of topic distribution is not only because such
incidents are most likely to trigger public anger, sympathy,
and other emotions but also because related events are easy
to be favored and extensively reported by the media.
+erefore, both true information and misinformation have a
large number of microblogs in public safety and crime
topics.

+e political topic mainly involves information about
political events, politicians, and major policies. On the one
hand, the public tends to pay more attention to politics and
is keen on discussing and paying attention to events and
information related to politics. On the other hand, it is also
because the major policies issued by the government often
affect every field of society and everyone’s life. However,
there are also some individuals or groups who misinterpret
policies for personal gain, allowing misinformation to
spread.

+e disaster topic mainly involves natural disasters and
accidents that cause economic and property losses to the
public and threaten the safety of the public. When natural
disasters or accidents occur, social media, as a convenient
way of communication, becomes an important platform for
the public to share disaster information and seek help.
+erefore, there often is a wide public discussion under
related topics. However, social media’s weak falsification
capabilities have also led to the widespread dissemination of
misinformation about events such as natural disasters and
accidents. For example, disaster-related information is often
distorted on social media by exaggerating the number of
people, distorting the real situation of events, conspiracy
theories, and other ways.

Social events and celebrity topics are more targeted, with
the former mainly targeting events that arouse social re-
sponses and discussions and concerns about the public, and
the latter mainly responding to celebrities and other ce-
lebrity-related events. However, these two types of events
tend to cover only some groups; for example, the former is
more geographically differentiated, the latter is more dis-
tinguished by demographic attributes such as fans. +e
distribution of true information and misinformation is less
compared to other topics.

4.4. Diffusion Characteristics of Misinformation and True
Information. To further compare the evolution pattern of
misinformation and true information in social networks and
understand the diffusion characteristics of misinformation
and true information, we tracked the forwarding relation-
ship of each original microblog and measured the diffusion
characteristics of datasets of misinformation events and true
information events by using the three indicators: the number
of retweets, number of comments, and number of favorites
of microblog. +e number of retweets mainly refers to the
accumulation of the diffusion index of posts in social net-
works constructed by social media, which measures the
diffusion degree of microblog posts. +e number of com-
ments refers to the accumulation of user interaction index
for posts in the social network, which measures user en-
gagement of microblog posts. +e number of favorites

mainly refers to the accumulation of the number of times
that posts are collected by users in social networks and
measures the user acceptance and recognition degree of
microblog posts. +e three indicators involve several dif-
fusion characteristics, such as the diffusion range, diffusion
participation, user acceptance, etc., which can give us a more
comprehensive understanding of the diffusion patterns of
misinformation and true information in social networks.
Table 3 shows the difference between true information and
misinformation in the number of retweets, favorites, and
comments on the microblog.

It can be observed from Table 3 that each true infor-
mation event is forwarded about 924 times (SD 2706.101).
Among them, a maximum of one true information was
forwarded 81,776 times, and at least one true information
was forwarded 30 times. From the point of view of the
number of favorites, the average of each true information
was about 648 times (SD 1961.269), true information was
saved 40,873 times at most, and at least one was not saved. In
terms of the number of comments, there were about 387
comments (SD 1061.163) on average for each true infor-
mation event on Weibo, with a maximum number of 26,275
comments and a minimum number of no comments.
Skewness and kurtosis represent the asymmetry and
steepness of variables, respectively. +rough the observation
of skewness and kurtosis, we found that the number of
retweets, favorites, and comments of true information was
all rightward and steeper, with a sharp peak. Among them,
the rightward deviation and peak degree of the forwarding
number was the deepest.

Based on the data in Table 3, we also found that each
misinformation was forwarded about 2138 times (SD
6299.091), with the maximum number of forwards being
103682 and the minimum number of forwards being 88. In
terms of the number of favorites, each misinformation was
saved 521 times (SD 2308.874) on average, with the maxi-
mum number of favorites being 48889 times and the
minimum number of favorites being 0 times. In terms of the
number of comments, there were about 540 comments (SD
2261.956) for each misinformation on average, with the
maximum number of comments being 38,103, and the
minimum number of comments being 0. In terms of
skewness and kurtosis, the number of forwards, favorites,
and comments of misinformation all showed rightward
deviation and peak state. Among them, the spikes of the
number of collections were the most obvious, and the right
skew of the number of comments was deeper.

At the same time, we also took the independent sample
T-test to further compare the difference in diffusion char-
acteristics between true information and the misinforma-
tion. +e results showed that there were significant
differences between true information and misinformation in
the number of retweets, favorites, and comments (P< 0.01),
and themean value of the number of retweets and comments
of misinformation was greater than the mean value of the
true information, which means that the spread feature of
misinformation would have been easier to be spread on
social media had it been further verified. Compared with the
true information, the public was more inclined to interact
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and communicate around the misinformation in the social
network, and it was more likely to forward and spread the
misinformation, which makes the misinformation spread
rapidly in the social network. At the same time, we also
found that the number of true information events was
greater than that of misinformation, which means that
despite the rapid spread of misinformation on social media,
people had higher levels of recognition and support for true
information. Combined with text materials, this was related
to the content characteristics of true information. True
information usually contained more knowledge and had
more detailed arguments, and was more likely to be collected
by network users. As for misinformation, on the one hand, it
often attracted users’ attention through exaggerated titles,
and then was retweeted by Internet users. On the other hand,
with the help of misleading and controversial content, users
often argued with each other, resulting in a large number of
comments under misinformation posts. However, as mis-
information can be easily proved to be forged and the
polarizing debate also made users tend not to collect posts,
the number of misinformation collected was smaller than
that of true information.

In addition, we used the General Linear Model (GLM) to
examine the differences in diffusion characteristics between
different categories of topics in true information and mis-
information based on setting the number of original Weibo
users’ followers as the control variable. GLM allows for
multivariate analysis of variance and is often used to
compare differences in means between two or more vari-
ables. First of all, we established the model according to the
research needs and decided the model to be a univariate or
multivariate analysis of variance. +e difference between the
two lies in the number of dependent variables. Secondly, we
estimated the model through the test and got the value of the
model test. And, we used statistical inference to calculate
significance and values. Finally, after obtaining significant
values, the meaning of the relationship needed to be
explained. GLM statistics showed a significant interaction
between information veracity and topic category (F� 2.264,
Wilks’ Lambda� 0.991, P< 0.01). +e marginal estimates
and confidence intervals on the number of retweets for true
information and misinformation on different topic cate-
gories are shown in Figure 3. +e marginal estimates and
confidence intervals on the number of favorites are shown in
Figure 4.+emarginal estimates and confidence intervals for
the number of comments are shown in Figure 5. At the same

time, to further conform to the normal distribution hy-
pothesis, we carried out the logarithmic transformation on
the number of retweets, the number of favorites, and the
number of comments.

Combining marginal estimates and significance tests, we
analyzed the diffusion characteristics of true information
and misinformation in each topic category. For the topic
categories of public security and politics, the estimated mean
value showed that the diffusion index of misinformation in
retweets and comments was higher than those of true in-
formation, and the diffusion index in favorites was lower
than that of true information. However, there was a sig-
nificant difference between misinformation and true in-
formation only for favorites. For the topic category of food
and product, the diffusion index of misinformation in
retweets and comments was also higher than that of true
information, and smaller than that of true information in
favorites, and there was a significant difference between
misinformation and true information in all the three aspects.
For the topic category of celebrity, there was no significant
difference between misinformation and true information in
the number of retweets, favorites, and comments, whichmay
be related to the small sample size of the topic category of
celebrity. For the topic category of crime, there was a sig-
nificant difference between misinformation and true in-
formation in the number of retweets and favorites, and in the
diffusion index of retweets, misinformation was larger than
true information. In the diffusion index of the favorites,
misinformation was less than true information. For the topic
category of disaster, misinformation was larger than true
information in the diffusion indexes of retweets and fa-
vorites, and there was a significant difference, which may be
related to the occurrence of disaster information often ac-
companied by information of first aid measures. As for the
topic category of social events, contrary to the previous topic
categories, the diffusion index of misinformation was
smaller than that of true information in both retweets and
favorites, and there was a significant difference, which may
be related to the fact that the true information of social
events was easier to be identified, and it was more likely to
arouse the emotions of Internet users.

To sum up, we further confirmed that in social networks,
misinformation spread faster than true information in most
cases, and was more likely to be forwarded and spread by
network users. In terms of user participation represented by
comments, misinformation was also in an advantageous

Table 3: Diffusion characteristics of true information and misinformation.

Retweets Favorites Comments
T M T M T M

Mean 923.78 2138.09 648.23 521.28 386.97 540.36
Std. deviation 2706.101 6299.091 1961.269 2308.874 1061.163 2261.956
Maximum 81776 103682 40873 48889 26275 38103
Minimum 30 88 0 0 0 0
Skewness 17.022 7.913 8.716 10.581 10.751 11.033
Kurtosis 421.234 86.120 113.224 153.908 188.846 145.921
T value −9.750∗∗ 16.139∗∗ −1.816∗∗

Note. ∗∗P< 0.01, T denotes true information, and M denotes misinformation.
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Figure 3: Estimated diffusion characteristics of true information andmisinformation based on the topic category by the number of retweets.
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Figure 4: Estimated diffusion characteristics of true information and misinformation based on the topic category by the number of
favorites.
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position compared with true information. However, in
terms of the number of favorites, misinformation was
generally less than true information, and true information
was more likely to be recognized by the public for its more
detailed content characteristics, and thus showed an ad-
vantage in terms of the number of favorites.

4.5. Emotion Changes of Misinformation in Topic
Classification. After assigning emotion labels corresponding
to misinformation and true information events, we first used
the Chi-square test to analyze whether there was a significant
difference in emotion distribution between misinformation
and true information. +e results confirmed the existence of
significant differences in the distribution of information
veracity across emotions (Pearson Chi-Square� 17.705,
P< 0.01). Second, we compared specific differences in the
distribution of emotions between misinformation and true
information. +e details are shown in Table 4.

It can be observed from Table 4 that “like” emotion
dominates both true information and misinformation,
which was also the reason why both true information and
misinformation can get many retweets. Combined with text
materials, both true information and misinformation con-
tained information that the public wanted to obtain, such as
diet collocation, health knowledge, anecdotes, etc., which
attracted the interest of the public. +erefore, in the dis-
tribution of emotions between true information and

misinformation, the “like” emotion became the dominant
emotion.

Secondly, in contrast, in addition to the emotion of
“like,” negative emotions dominated by “disgust” and
“sadness” occupied the mainstream in both misinformation
and true information, and the number was much larger than
other emotion types. +e analysis of textual materials
showed that the public tended to form emotions of “disgust”
and “sadness” in the face of disasters, crimes, and other kinds
of news. +is finding was also in line with our expectations
that when faced with natural disasters, accidents, or other
similar events, in reality, we are more likely to form “disgust”
and “sadness” emotions under the influence of factors such
as compassion and sense of justice.

At the same time, we also divided true information and
misinformation into different topic categories and compared
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Figure 5: Estimated diffusion characteristics of true information and misinformation based on the topic category by the number of
comments.

Table 4: Distribution of information veracity in different emotions.

Emotion type
Information veracity

True information Misinformation
Like 1715 1729
Disgust 300 277
Surprise 31 21
Happiness 29 56
Fear 24 23
Sadness 241 203
Anger 11 4
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the distribution of true information and misinformation on
emotions under different topic categories. +e specific
distribution information of information veracity on emotion
under different topic categories is shown in Table 5.

Based on the observation in Table 5, we found that there
was a relationship between misinformation and true in-
formation in terms of the content type and sentiment type.
In the topics of public security, the most common expres-
sions of emotion in true information and misinformation
were the emotions of like, disgust, and sadness. Among
them, the emotion of like came from the emergency man-
agement measures embodied in information and timely
response to events; the emotion of disgust came from the
harm brought about by public safety events to the country,
society, and individuals; and the emotion of sadness mainly
came from sympathy for victims. In the topic category of
food and product, emotions in true information and mis-
information were most reflected as like and disgust. Com-
bined with the text materials, the emotion of like lied in the
knowledge of food safety and products contained in the
microblog information, and the emotion of disgust lied in
the conflict and hatred of fake and shoddy food and
products. In the topic category of politics, like and disgust
were often reflected in true information, while like and
happy were usually reflected in misinformation. In com-
bination with the text materials, the emotion of like was
reflected in the information that satisfies the public’s curi-
osity about the political field, the emotion of disgust was
reflected in the dissatisfaction with some political events and
policies, and the emotion of happiness was often reflected in
the support for political figures and the approval of some
policies. In the topic category of celebrity, the emotions of
like and disgust became the mainstream in true information
and misinformation. +e emotion of like came from the
public’s love for some stars and celebrities, while the
emotion of disgust also came from the public’s resistance to
some stars and celebrities. In the topic category of crime,
emotions were mainly embodied in two types of emotions:
like and disgust. As the most direct source of information,
the public’s emotion of like is more obvious when they see
images of criminals being arrested and punished in media
reports, while the emotion of disgust was mainly from the
resistance to the crime. In the topic category of disaster, the
emotions of like and sadness were often reflected. Among
them, the emotion of like came from the solidarity and
common support of the public in the face of disaster, while
the emotion of sadness was mainly reflected in the loss of
personnel and property. In the topic category of social
events, like and disgust often occupied the dominant po-
sition. Among them, the emotion of like came from the
public’s curiosity about strange and usual stories, while the
emotion of disgust came from the fact that some social
events often contained contents that go against the social
conscience.

In addition, we also verified whether there was a sig-
nificant difference in the effect of subject category on
emotion between true information and misinformation. +e
results showed that compared with true information
(Pearson Chi-Square� 38.707, P> 0.05), the topic category

of misinformation had a more significant impact on the
emotion types (Pearson Chi-Square� 178.625, P< 0.01), and
there were significant differences in the emotional distri-
bution of different topics in misinformation. +erefore, it is
important to divide misinformation into different topics and
understand the emotional distribution of misinformation
from different topic categories for us to better understand
the diffusion pattern of misinformation in social networks.

4.6. Emotion Analysis of Network Diffusion Characteristics of
Misinformation. Related studies have confirmed that
emotion plays an important role in the spread of misin-
formation. On the one hand, under the influence of emotion,
the public will interact and communicate with each other
about different events, which will cause heated discussions.
On the other hand, information is also embedded with
public emotions in the process of information sharing and
spreading, and the spread of misinformation in social
networks is often promoted by different emotions. +ere-
fore, this paper compares the network diffusion character-
istics of misinformation and true information through
emotion analysis to further reveal the network diffusion
pattern of misinformation. Combined with the available
data, to further determine the specific correlation of each
topic in different emotions, we used Pearson’s Point Biserial
correlation coefficient to analyze the correlation between
information veracity and the corresponding network dif-
fusion characteristics. Among them, the direction of cor-
relation represents whether it had a dominant position in
network diffusion. Positive correlation meant that misin-
formation was more likely to be retweeted, favored, and
commented by network users in social networks than true
information, and negative correlation meant that true in-
formation was more likely to be retweeted, favored, and
commented by network users in social networks than
misinformation. +e stronger the correlation, the closer the
relationship between information veracity and network
diffusion. +e correlation between information veracity and
the number of retweets is shown in Figure 6. +e correlation
between information veracity and the number of favorites is
shown in Figure 7. +e correlation between information
veracity and the number of comments is shown in Figure 8.

From the perspective of topics, in the topic of public
security, misinformation containing like and sadness was
more likely to be retweeted by Internet users, while mis-
information containing disgust and fear was more difficult to
be retweeted by Internet users. Among them, the infor-
mation containing the emotion of like had statistical sig-
nificance in the correlation between veracity and the number
of retweets (P � 0.073< 0.1). In terms of the number of
favorites, misinformation with sadness was more likely to be
collected by Internet users, while misinformation with like,
disgust, and fear was less likely to be collected by Internet
users. Among them, the information containing the emotion
of disgust had statistical significance in the correlation be-
tween veracity and the number of favorites (P � 0.066< 0.1).
In terms of the number of comments, misinformation with
emotions of like and sadness was more likely to be
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commented on by Internet users, while misinformation with
emotions of fear and disgust was more difficult to be
commented on by Internet users.

In the topic of food and product, the veracity of in-
formation under different emotional types was positively

correlated with the number of retweets, and misinformation
was more likely to be retweeted in social networks. Among
them, the information containing the emotions of like
(P � 0.000< 0.001), disgust (P � 0.001< 0.01), and sadness
(P � 0.02< 0.05) had statistical significance in the

Table 5: Distribution of topic types of information veracity in different emotions.

Topic type
Emotion type

Like Disgust Surprise Happiness Fear Sadness Anger
True information
Public security 107 16 2 1 4 15 0
Food and product 1144 218 27 20 18 185 6
Politics 56 11 0 1 0 5 1
Celebrity 20 4 0 0 0 2 0
Crime 215 30 1 6 1 14 2
Disaster 61 6 1 0 1 10 0
Social events 54 14 0 1 0 9 0
Misinformation
Public security 207 25 0 1 1 24 1
Food and product 1035 194 16 29 16 137 3
Politics 58 6 0 19 1 3 0
Celebrity 7 2 0 0 0 0 0
Crime 292 32 3 5 4 22 0
Disaster 36 5 2 1 0 5 0
Social events 70 11 0 1 1 11 0
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Figure 6: Correlation between information veracity and retweets’ volume.
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correlation between veracity and the number of retweets. In
terms of the number of favorites, the veracity of information
under different emotional types was negatively correlated
with the number of favorites, and true information was more
likely to be collected by network users. Among them, the
information containing the emotions of like
(P � 0.024< 0.05), fear (P � 0.03< 0.05), and sadness
(P � 0.004< 0.01) had statistical significance in the corre-
lation between veracity and the number of favorites. In terms
of the number of comments, the veracity of information
under different emotional types was positively correlated
with Internet users, and misinformation was more likely to
be commented on by Internet users. Among them, the in-
formation containing the emotions of like
(P � 0.000< 0.001) and disgust (P � 0.04< 0.05) had sta-
tistical significance in the correlation between veracity and
the number of comments.

In the topic of politics, misinformation in the emotions
of like, disgust, and sadness was more likely to be retweeted
by Internet users, while true information with happy
emotion was more likely to be retweeted by Internet users.
Among them, the information containing the emotions of
like (P � 0.09< 0.1) and disgust (P � 0.082< 0.1) had sta-
tistical significance in the correlation between veracity and
the number of retweets. In terms of the number of favorites,
misinformation with the emotions of like, disgust, and
sadness were more likely to be collected by Internet users,

while true information with happy emotion was more likely
to be collected by Internet users. In terms of the number of
comments, misinformation with like, disgust, happiness,
and sadness was more likely to elicit comments from In-
ternet users.

In the topic of celebrity, misinformation containing the
emotion of like was more difficult to be retweeted by Internet
users, and misinformation in the emotion of disgust was
more likely to be retweeted by Internet users. In the number
of favorites, misinformation in the emotions of like and
disgust was easier to be collected by Internet users. In terms
of the number of comments, the misinformation in the
emotion of like was less likely to be commented by users,
while the misinformation in the emotion of disgust was
more likely to be discussed by users.

In the topic of crime, misinformation containing
emotions of like, disgust, happiness, fear, and sadness was
more easily retweeted by Internet users, while misinfor-
mation under the emotion of surprise was more difficult to
be retweeted by Internet users. Among them, the infor-
mation containing the emotion of like (P � 0.023< 0.1) had
statistical significance in the correlation between veracity
and the number of retweets. In terms of the number of
favorites, misinformation under the emotions of like, fear,
and sadness was more likely to be collected by Internet users,
while misinformation under the emotions of disgust, sur-
prise, happiness, and sadness was more difficult to be
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collected by Internet users. In terms of the number of
comments, the misinformation containing emotions of like,
disgust, happiness, fear, and sadness was more likely to be
commented on by Internet users, while the misinformation
containing the emotions of surprise was more difficult to be
discussed and communicated by Internet users.

Among the topics of disaster and social events, misin-
formation containing the emotions of like, disgust, and
sadness was more likely to be retweeted by Internet users. In
terms of the number of favorites, misinformation containing
the emotion of like was more difficult to be collected by
network users, and misinformation containing the emotions
of disgust and sadness was more likely to be collected by
network users. Among the topic of social events, informa-
tion containing the emotion of disgust (P � 0.078< 0.1) had
statistical significance in the correlation between veracity
and the number of favorites. In terms of the number of
comments, misinformation containing the emotions of like,
disgust, and sadness was more likely to be discussed and
communicated by Internet users.

From the perspective of emotion, in the topic category
under the like emotion, misinformation under the topic of
celebrity was more difficult to be retweeted by Internet users,
and misinformation under the rest of the topic categories
was more likely to be retweeted by Internet users than true
information. Among them, the information containing the

topics of public security (P � 0.073< 0.1), food and product
(P � 0.000< 0.001), politics (P � 0.09< 0.1), and crime
(P � 0.023< 0.05) had statistical significance in the corre-
lation between veracity and the number of retweets. In terms
of the number of favorites, true information under the topics
of public security, food and product, disaster, and social
events were more likely to be collected by network users.
Misinformation under the topics of politics, celebrity, and
crime was more likely to be collected by Internet users.
Among them, the information containing the topic of food
and product (P � 0.024< 0.05) had statistical significance in
the correlation between veracity and the number of favorites.
In terms of the number of comments, misinformation under
the topic of celebrity was more difficult to be discussed by
online users, and misinformation under the remaining topic
categories was more likely to be discussed by online users
than true information. Among them, the information
containing the topic of food and product (P � 0.000< 0.001)
had statistical significance in the correlation between ve-
racity and the number of comments.

In the topic category under disgust emotion, true in-
formation under the topic of public security was more likely
to be retweeted by Internet users than misinformation.
Misinformation under the other types of topic categories was
more likely to be retweeted by network users. Among them,
information containing the topics of food and product
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(P � 0.001< 0.05) and politics (P � 0.082< 0.1) had statis-
tical significance in the correlation between veracity and the
number of retweets. In terms of the number of favorites, true
information under the topics of food and product, public
security, and crime were more likely to be collected by
Internet users, while misinformation under the topics of
politics, celebrity, disaster, and social events was more likely
to be collected by Internet users. Among them, information
containing the topics of public security (P � 0.066< 0.1) and
social events (P � 0.078< 0.1) had statistical significance in
the correlation between veracity and the number of favorites.
In terms of the number of comments, misinformation under
the topic categories of food and product, politics, celebrity,
crime, disaster, and social events was more likely to be
discussed by Internet users. Compared withmisinformation,
true information containing the topic of public security is
more likely to be commented on by network users. Among
them, the information containing the topic of food and
product (P � 0.04< 0.05) had statistical significance in the
correlation between veracity and the number of comments.

In the topic category under surprise emotion, misin-
formation under the topic of food and product was more
likely to be retweeted by Internet users. In the topic category
of crime, true information wasmore likely to be retweeted by
network users than misinformation. In terms of the number
of favorites, true information under the topics of food and
product, and crime was more likely to be collected by In-
ternet users. In terms of the number of comments, misin-
formation under the topic of food and product was more
likely to be discussed by Internet users. In the topic category
of crime, true information was more likely to be discussed by
Internet users than misinformation.

In the topic category under happiness emotion, misin-
formation under the topics of food and product, and crime
was more likely to be retweeted in social networks. In the
topic category of politics, true information was more likely
to be retweeted on the network than misinformation. In
terms of the number of favorites, true information under the
topics of food and product, politics, and crime was more
likely to be collected by Internet users. In terms of the
number of comments, misinformation under the topics of
food and product, politics, and crime was more likely to be
discussed by Internet users.

In the topic category under fear emotion, misinforma-
tion in the topic categories of food and product, and crime
was more likely to be retweeted in social networks than true
information. In the topic category of public security, true
information was more likely to be retweeted over the net-
work than misinformation. In terms of the number of fa-
vorites, true information under the topics of public security
and food and product was more likely to be collected by
Internet users, while misinformation under crime was more
likely to be collected by Internet users. Among them, the
information containing the topic of food and product
(P � 0.03< 0.05) had statistical significance in the correla-
tion between veracity and the number of favorites. In terms
of the number of comments, misinformation wasmore likely
to arouse users’ discussion in social networks in the topic
categories of food and product, and crime. In the topic

category of public security, true information was more likely
to be discussed by users on the network.

In the topic category under sadness, except for the topic
category of celebrity where there was no significant corre-
lation, misinformation in the rest of the topic categories was
more likely to be retweeted on the network than true in-
formation. Among them, information containing the topic
of food and product (P � 0.02< 0.05) had statistical sig-
nificance in the correlation between veracity and the number
of retweets. In terms of the number of favorites, true in-
formation under the topic of food and product was more
likely to be collected by network users, while misinformation
under the topics of public security, politics, crime, disaster,
and social events was more likely to be collected by network
users. Among them, information containing the topic of
food and product (P � 0.004< 0.01) had statistical signifi-
cance in the correlation between veracity and the number of
favorites. In terms of the number of comments, except for
the topic of celebrity where there was no obvious correlation,
misinformation under other topics was more likely to be
discussed by users on the Internet than true information.

In the topic category under anger, misinformation in the
topic of food and product was more likely to be retweeted
and commented on the network than true information. True
information on the topic of food and product was more
likely to be collected by Internet users. +ere was no sig-
nificant correlation among the rest of the topic categories.

To sum up, by comparing the correlation between in-
formation veracity and network diffusion characteristics of
each topic under different emotions, we can further provide
corresponding suggestions for public opinion governance
and prevention assessment of misinformation. When mis-
information spreads in social networks, its threat can be
effectively reduced by guiding the discussion content and
emotions, and the governance goal of maintaining network
order and social stability can be achieved.

5. Conclusions

As an important channel of information dissemination,
social media has not only become an important platform for
the communication of true information but has also con-
tributed to the spread of misinformation in social networks.
On the one hand, the spread of misinformation on social
media misleads the public and prompts them to make wrong
decisions. On the other hand, it also brings about great
threats to the public’s physical and mental health and
economic properties. +erefore, it is important to under-
stand the diffusion characteristics of misinformation on
social media. It can not only provide reference and basis for
the governance of misinformation in social media but also
maintain the order of network security. And, it is also
possible to prevent and control misinformation in advance
by understanding the diffusion rules of misinformation, to
reduce the spread of misinformation on social media more
effectively, and thereby reduce the harm caused by misin-
formation from the source. In this paper, we took the
misinformation spread on social media as the research
object, used the deep learning method to analyze the content
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characteristics and emotional characteristics of misinfor-
mation, and combined it with the network analysis method
to make a targeted analysis of the network diffusion char-
acteristics of misinformation in the social network. In ad-
dition, the study also introduced corresponding true
information for comparative study on the basis of the
analysis of misinformation to further reveal the propagation
law of misinformation in social networks.

Related studies have found different characteristics of
misinformation and true information dissemination in
social networks. In content analysis, there were differences
in the network distribution and diffusion characteristics of
misinformation and true information of different topics. In
emotion analysis, we also found that emotion was an
important factor influencing the spread of misinformation,
and the process of spread of misinformation in social
networks showed different changes due to the influence of
different emotions. On the one hand, these findings sup-
plement the research content with misinformation as the
object and broaden the research boundary of misinfor-
mation. On the other hand, they also provide a reference
for the public opinion management of misinformation. By
guiding the public to discuss different topics and contents,
and guiding the public to generate corresponding emo-
tions, it helps to achieve the management of misinfor-
mation, reduce the harm caused by misinformation, and
maintain the stability of social order. In addition, with the
help of the distribution of topics and emotions of misin-
formation on social media, we also have a deeper under-
standing of the propagation rules of misinformation on
social media. And, it also makes a deeper analysis of the
evolution characteristics of misinformation on social media
and the driving factors of the social network to misin-
formation. +is provides a basis for us to further explore
the propagation mechanism of misinformation on social
media. Meanwhile, in the future, we will further deepen the
research based on this paper and adopt different datasets
and methods to better reveal the propagation pattern of
misinformation in social networks.
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Virus spreading on the Internet will negatively affect cybersecurity. An intermittent quarantine immunization strategy to control
virus spreading when containing information diffusion is proposed herein. In this model, information and virus spread on
different subnetworks and interact with each other. We further develop a heterogeneous mean-field approach with time delays to
investigate this model and useMonte Carlo simulations to systematically investigate the spreading dynamics. For a relatively short
intermittent period, the optimal information transmission probability of the virus will be significantly suppressed. However, when
the intermittent period is extremely long; increasing the probability of information transmission can control the virus spreading as
well as suppress the increase in the intermittent period. Finally, it is shown that the average degree of the two subnetworks does not
qualitatively affect the spreading dynamics.

1. Introduction

Computer viruses are spreading widely on the Internet,
thereby significantly affecting the cyberspace security [1–4].
For instance, the WannaCry virus, one of the most influ-
ential viruses since Panda Burned Incense, has affected more
than 100 countries and regions. Researchers from different
fields, including computer science, network science, physics,
and mathematics, have attempted to eliminate the spread of
the virus [5–11]. In this study, we focused on network
science to address this problem, in which the ultimate aim is
to develop effective measures to control virus spreading
using mathematical modeling and network theory.

Network science researchers have developed many ef-
fective models to investigate the spread of viruses on the
Internet. Data analyses revealed that the topology of the
Internet exhibits the heavy-tail degree distribution [12–14];
hence, PastorCSatorras and Vespignani proposed a math-
ematical susceptible-infected-susceptible (SIS) model on
scale-free complex networks [5, 15]. *ey used a hetero-
geneous mean-field theory to describe the dynamics and

revealed that a few hubs resulted in vanishingly low values of
infection transmission probability that triggered virus
spreading on the Internet. Based on this finding, we can
design an effective approach to control virus spread. Target
immunization [15–19] is one of the most popular strategies,
which involve the immunization of hubs to suppress viruses
significantly. To implement the target immunization strat-
egy, the topology of the Internet must be determined, which
limits its applications. *erefore, researchers proposed the
acquaintance immunization strategy [20–23], which ne-
cessitates only information regarding local network struc-
tures. *e progress in state-of-the-art network
immunization has been reported in a recent review [24].

Computer users typically communicate with their
friends through social networks [25–28]. Hence, the in-
formation spread by a virus will diffuse in the social network
when the virus is spreading on the Internet. *erefore,
researchers have developed models to describe the dynamics
of virus-information spread. Scholars typically use epidemic
spreading models to model the spread of viruses, such as SIS
and susceptible-infected-removed (SIR) models. *erefore,
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we herein present some of the advancements in the field of
epidemic-information spreading dynamics that can be used
to investigate the spread of virus information. Funk et al.
[29] assume that an epidemic is spread on homogeneous
networks, whereas information regarding the epidemic is
also spread within the same network. Using a mean-field
approach, they discovered that information spreading can
significantly suppress the spread of an epidemic but cannot
alter the outbreak threshold. Granell et al. [30, 31] used the
unaware-aware-unaware (UAU)-SIS model, which assumes
UAU information spreading dynamics on social networks
and SIS epidemic spreading dynamics on face-to-face
contact networks. *ey used a discrete Markovian approach
to describe the interacting dynamics and revealed that the
epidemic outbreak threshold was determined by the to-
pologies of social networks, contact networks, and dynamic
information spreading parameters. Subsequently, re-
searchers investigated the effects of network topologies and
interacting mechanisms on spreading dynamics [32–37].
Wang et al. [38–40] used an asymmetrical interacting SIR-
SIRV model and discovered that the interlayer degree
correlation facilitated the control of epidemic spread.

To immunize virus spreading on the Internet, different
strategies can be adopted, e.g., barring Internet access,
implementing patches, and turning on the firewall. Addi-
tionally, advanced information-epidemic spreading dy-
namics can be adopted to describe more realistic scenarios.
Zhao et al. [41] developed a virus-information spreading
model to design an optimal allocation strategy for patches.
Once a virus spreads on the Internet, the simplest approach
to stop the spreading is to bar Internet access until the virus
is eliminated [42–44]. Because mathematical studies per-
taining to information spreading dynamics are scarce, we
herein propose a mathematical model to describe an in-
teraction model based on multiplex networks. We assume
that information regarding the virus spreads in the social
network, i.e., the virus spreads on the Internet and then
performs extensive numerical simulations to determine the
optimal intervention strength.

2. Model Descriptions

In this section, an interacting spreading dynamics model
based on the intermittent quarantine immunization strategy
on multiplex networks with NA � NB � N nodes is de-
scribed. *e multiplex networks comprise two subnetworks,
denoted as A and B, and each subnetwork represents a
communication platform. Each node in two subnetworks is
matched one-to-one, which implies that a node exists in
different communication platforms. *e two subnetworks
were constructed based on an uncorrelated configuration
model with degree distributions PA(kA) and PB(kB), sep-
arately. When the network size is N⟶∞, no inter- and
interlayer degree correlations exist in the multiplex sub-
network (as shown in Figure 1(a)).

Assume that subnetworks A and B represent the social
and virus networks, respectively. Information is typically
spread on social network A, whereas virus spreads on
subnetwork B. To describe information spreading, we used

the classic SIR epidemiological model [45–47], in which each
node can be susceptible, informed, or recovered at a spec-
ified time. At each time step, each informed node first
transmits the information to every susceptible neighbor with
probability βA and then recovers with probability cA. It is
noteworthy that the susceptible node in subnetwork A is
informed once its counterpart in subnetwork B becomes
infected. Hence, virus spread promotes information
spreading (as shown in Figure 1(b)).

For virus spreading on subnetwork B, we used a gen-
eralized SIR model. *e virus spreading dynamics is the
same as the information spreading dynamics on subnetwork
A but with different infection and recovery probabilities, i.e.,
βB and cB, respectively. We assume that the susceptible
node in subnetwork B adopts an intermittent quarantine
strategy to control virus spread. Specifically, the susceptible
node iB in subnetwork B will be quarantined for a period tb if
its corresponding node iA in subnetwork A is in the in-
formed state. After period tb, the susceptible node iB is
reconnected its neighbors, i.e., the intermittent quarantine
strategy is induced (as shown in Figure 1(c)). From the above
descriptions, we know the state of the node iA depends on
the information spreading and thus further determines the
adoption intermittent quarantine strategy for the node iA.
Hence, virus spreading on subnetwork B is suppressed.
According to the above descriptions, the differences between
the information diffusion and virus spreading are listed as
follows: (i) different dynamical parameters, i.e., transmission
and recovery probabilities, and (ii) an addition intermittent
quarantine state is induced in the virus spreading.

We randomly selected one node as the virus seed in
subnetwork B; subsequently, we set its counterpart in
subnetwork A as the information seed.*e remaining nodes
were set in a susceptible state. *e effective information
transmission and virus transmission probabilities are
expressed as λA � βA/cA and λB � βB/cB, respectively. *e
interacting spreading dynamics terminate once no node is
available in the informed or infected state. In Table 1, we
illustrate the definitions of the parameters in our model.

3. Results

*e results of this study are presented in this section.

3.1.'eoretical Analysis. To analyze the results of this study
quantitatively, we used a heterogeneous mean-field ap-
proach with time delays. We denote SA

kA
(t), IA

kA
(t), and

RA
kA

(t) as the fractions of the susceptible, informed, and
recovered nodes with degree kA in subnetwork A at time t,
respectively. Similarly, we denote SB

kB
(t), IB

kB
(t), RB

kB
(t), and

VB
kB

(t) to represent the fraction of nodes in the susceptible,
infected, recovered, and vaccinated states with degree kB in
subnetwork B at time t, respectively. Once the parameters
above are obtained, the fraction of nodes in each state can be
determined using the degree distributions of the two net-
works, denoted as PA(kA) and PB(kB), separately. For in-
stance, the fraction of nodes in the susceptible state in
subnetwork A is SA(t) � 􏽐kA

SA
kA

(t)PA(kA).
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Inspired by [38, 39], we developed a heterogeneous
mean-field approach to investigate virus-information
spreading dynamics. For the information spreading dy-
namics on subnetwork A, a susceptible node (e.g., node iA)
becomes infected via one of two approaches. (i) Node iA can
receive the information from its infected neighbors with
probability sA

kA
(t)βAkAΘA(t), where ΘA(t) is the probability

that node iA is connected to an infected neighbor. For
uncorrelated networks, ΘA(t) is expressed as

ΘA(t) �
􏽐kA
′ kA
′ − 1( 􏼁PA kA

′( 􏼁ρA
kA
′(t)

〈kA〉
, (1)

where 〈kA〉 � 􏽐kA
kAPA(kA) is the average degree of sub-

network A. (ii) Node iA receives the infection once its
corresponding node iB becomes infected, and the infection
probability is sA

kA
(t)βBΘB(t)􏽐kB

kBPB(kB), where ΘB(t) is

the probability that a susceptible node is connected to an
infected neighbor in subnetwork B. ΘB(t) is expressed as

ΘB(t) �
􏽐kB
′ kB
′ − 1( 􏼁PB kB

′( 􏼁ρB
kB
′(t)

〈kB〉
, (2)

where 〈kB〉 � 􏽐kB
kBPB(kB) is the average degree of sub-

network B. Combining the two approaches above, the
evolution of SA

kA
(t) can be expressed as follows:

dS
A
kA

(t)

dt
� − S

A
kA

(t) βAkAΘA(t) + βBΘB(t) 􏽘
kB

kBPB kB( 􏼁].⎡⎢⎢⎢⎣

(3)

Once the susceptible node is infected by the information,
it is regarded as infected. Hence, the evolution of IkA

(t) is
expressed as

1

1

2

3

2 4

3

4

5

5

3

31

42

5

5

(a) Communication-computer network

(b) Promoting
information spreading

(c) Intermittent quarantine

Susceptible

Infected

Removed

Vaccination

Figure 1: Illustration of information-virus spreading on communication-computer networks. (a) Communication-computer multiplex
network. (b) Virus spreading promotes the information spreading. (c) Information spreading induces the intermittent quarantine.

Table 1: Definitions of parameters and abbreviations.

Parameters/abbreviations Definitions
βA Information transmission rate
βB Virus transmission rate
cA Information recovery rate
cB Virus recovery rate
tB Intermittent quarantine period
〈kA〉 Average degree of subnetwork A

〈kB〉 Average degree of subnetwork B

ΘA(t) *e probability of a node connects to an infected neighbor in network A

ΘB(t) *e probability of a node connects to an infected neighbor in network B

SA
kA

(t) A node with degree kA in network A is in the susceptible state
SB

kB
(t) A node with degree kB in network B is in the susceptible state

IA
kA

(t) A node with degree kA in network A is in the informed state
IB

kB
(t) A node with degree kB in network B is in the infected state

RA
kA

(t) A node with degree kA in network A is in the recovered state
RB

kB
(t) A node with degree kB in network B is in the recovered state
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dI
A
kA

(t)

dt
� s

A
kA

(t) βAkAΘA(t) + βBΘB(t) 􏽘
kB

kBPB kB( 􏼁] − cAI
A
kA

(t),⎡⎢⎢⎢⎣ (4)

where cAIA
kA

(t) is the fraction of nodes recovered from the
infected state. *erefore, the evolution of RkA

(t) is expressed
as

dR
A
kA

(t)

dt
� cAI

A
kA

(t). (5)

For virus spreading on subnetwork B, the situation
becomes more complex. A susceptible node iB may be
quarantined for a period tb if its corresponding node iA
becomes the infected state. Mathematically, we use a new
state V to represent the quarantined nodes. We use VkB

(t) to
denote the fraction of nodes with degree kB in the quar-
antined state. *e fraction of nodes becomes a quarantined
state with probability pβAΘA(t)􏽐kA

SA
kA

(t)kAPA(kA). Hence,
for a randomly selected susceptible node, it becomes an
infected state with probability SB

kB
(t)βBkBΘB(t). *e evo-

lution of SA
kA

(t) is expressed as

dS
B
kB

(t)

dt
� − S

B
kB

(t)βBkBΘB(t) − − pβAΘA(t) 􏽘
kA

S
A
kA

(t)kAPA kA( 􏼁.

(6)

*e evolution of VB
kB

(t) is

dV
B
kB

(t)

dt
� pβAΘA(t) 􏽘

kA

S
A
kA

(t)kAPA kA( 􏼁. (7)

*e evolution of IkB
(t) occurs in one of two processes: (i)

the susceptible nodes become infected by their infected
neighbors with probability SB

kB
(t)βBkBΘB(t) and (ii) the

quarantined node experiences more time steps than tb and is
infected by neighbors with probability
􏽐t′�tb

VB
kB

(t − t′)βBkBΘB(t). *erefore, the evolution of
IB

kB
(t) is expressed as

dρB
kB

(t)

dt
� S

B
kB

(t)βBkBΘB(t)

+ 􏽘

t′�tb

V
B
kB

t − t′( 􏼁βBkBΘB(t) − cBI
B
kB

(t).

(8)

*e evolution of RkB
(t) is

dR
B
kB

(t)

dt
� cBI

B
kB

(t). (9)

3.2. Numerical Simulations. We performed extensive Monte
Carlo simulations on uncorrelated configuration networks
using the method proposed in [48]. Specifically, we gener-
ated an uncorrelated configuration network as follows. (i)
*e network size was determined based on the average
degree and degree distributions of the two subnetworks. We
set the network sizes of subnetworks A and B as

NA � NB � 104. *e degree distributions of the two net-
works were set based on a power law as PA(kA) � ξAk

− cA

A

and PB(kB) � ξBk
− cB

B , respectively, where cA and cB are the
degree exponents of the two subnetworks, separately: ξA �

􏽐kA
k

− cA

A and ξB � 􏽐kB
k

− cB

B . In the numerical simulations, we
set cA

D � cB
D � 3.0, and the recovery probability

cA � cB � 0.1.*emultiplex networks are denoted as SFCSF
multiplex networks. (ii) Degree sequences were generated
for each subnetwork based on the degree distributions, and
stubs were assigned for each node. (iii) For each, two stubs
were selected randomly, and an edge was built until no stubs
remained in the subnetwork. (iv) For each node in the two
subnetworks, we performed one-to-onematching randomly.

We first investigated the final information spreading size
RA and the virus spreading size RB for a specified quarantine
value for period tb, as shown in Figure 2. For a specified value
of λB, RA increased monotonically with λA (see Figure 2(a))
because the nodes in subnetwork A had a higher probability
of accessing the information. In addition, RA increased with
λB because the spread of the virus promoted information
spreading, as shown in Figures 2(a) and 2(b). In general, the
virus spreading size RB increased with λB for a specified λA.
However, we discovered an optimal information trans-
mission probability for which the virus spreading suppressed
significantly, as illustrated in Figures 2(c) and 2(d). Spe-
cifically, RB first decreased with λA because information was
obtained by more nodes, and the quarantine strategy was
adopted. However, as λA increased, more nodes adopted the
quarantine strategy for period tb. If tb (i.e., the virus
spreading terminal time) is sufficiently large, those nodes
will be protected from being infected by the virus. Other-
wise, the quarantined nodes will participate in virus
spreading. *erefore, RB increases with λA. It is noteworthy
that when λA is sufficiently large, many nodes are quaran-
tined, and only a fraction of quarantined nodes will par-
ticipate in virus spreading when their quarantine period is
completed. Hence, RB decreases with λA.

We further investigated the effects of the quarantine
period on the virus-information spreading dynamics, as
shown in Figure 3. For the case of tb � 40 (see Figures 3(a)–
3(d)), i.e., when the quarantine period was relatively small, a
similar phenomenon to that shown in Figure 2 was observed.
For a large value of tb, i.e., when tb � 90 (as shown in
Figures 3(e)–3(h)), a different phenomenon was observed,
and the optimal information disappeared. Specifically, RA

increased monotonically with λA or λB, whereas RB de-
creases monotonically. When tb was extremely large, the
quarantined nodes did not participate in the virus spreading
dynamics when they completed their quarantine period.
Hence, we conclude that increasing the information
transmission probability can contain virus spreading for a
long quarantine period.

Next, we investigate whether an optimal quarantine
period can significantly suppress virus spreading. Hence, we
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systematically investigated the spread of virus information
for different values of λA and λB, as shown in Figure 4. We
discovered that RA decreased with tb, regardless of the values
of λA and λB. In terms of virus spreading, RB decreased
monotonically with tb because the larger value of tb resulted
in fewer nodes participating in virus spreading when they
complete their quarantine period.

Finally, we investigated the effects of the average degree
of the multiplex networks on virus-information spreading,
as shown in Figure 5). It is noteworthy that varying the
values of 〈kA〉 and 〈kB〉 do not qualitatively affect the
phenomena presented in Figure 2. In other words, an op-
timal information transmission probability exists at which
the spread of virus will be significantly suppressed.
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Figure 2: Virus-information spreading dynamics on SFCSF networks. (a) Final information outbreak size RA and (b) epidemic outbreak
size RB vs. information transmission probability λB under different epidemic transmission probabilities λB � 0.3, 0.5, and 0.8. (c) RA and (d)
RB vs. λB under λA � 0.3, 0.5, and 0.8. We set the intermittent breaking period as tb � 60, and average degree of two subnetworks are
〈kA〉 � 〈kB〉 � 8.
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Figure 3: Virus-information spreading dynamics on SFCSF networks. (a) Final information outbreak size RA and (b) epidemic outbreak
size RB vs. information transmission probability λA under different epidemic transmission probabilities λB � 0.3, 0.5, and 0.8 when tb � 40.
(c) RA and (d) RB vs. λB under λA � 0.3, 0.5, and 0.8 when tb � 40. (e) RA and (f) RB as a function of λA under λB � 0.3, 0.5, and 0.8 when
tb � 90. (g) RA and (h) RB vs. λB under λA � 0.3, 0.5, and 0.8 when tb � 90. Average degree of two subnetworks are 〈kA〉 � 〈kB〉 � 8.
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Figure 4: Continued.

6 Security and Communication Networks



0

0.5

1

RA

λA=0.5,λB=0.3
λA=0.5,λB=0.5
λA=0.5,λB=0.8

0 10050
tb

(c)

0

0.5

1

RB

λA=0.5,λB=0.3
λA=0.5,λB=0.5
λA=0.5,λB=0.8

100500
tb

(d)

0

0.5RA

1

0 10050
tb

λA=0.8,λB=0.3
λA=0.8,λB=0.5
λA=0.8,λB=0.8

(e)

0

0.5RB

1

100500
tb

λA=0.8,λB=0.3
λA=0.8,λB=0.5
λA=0.8,λB=0.8

(f )

Figure 4: Virus-information spreading dynamics on SFCSF networks. Average degrees are 〈kA〉 � 8 and 〈kB〉 � 8. We set the intermittent
breaking period as tb � 40.
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4. Conclusions

Controlling the spread of virus on the Internet is vital to
cyberspace security. *e spread of virus on the Internet
triggers information spreading on social networks. Hence,
we proposed an interacting virus-information spreading
dynamics model for multiplex networks, in which a node
receiving information is intermittently quarantined for a
specified period. *e spreading dynamics were described
using a time-delay heterogeneous mean-field approach. By
performing Monte Carlo simulations, we investigated the
spreading dynamics of SFCSF networks and identified two
situations. For relatively small intermittent periods, virus
spreading suppressed significantly at the optimal informa-
tion transmission probability. For large intermittent periods,
i.e., the intermittent period was larger than the virus
spreading time. *erefore, increasing the information dif-
fusion probability will likely facilitate the control of viruses.
Furthermore, we discovered that increasing the intermittent
period suppressed virus spreading. Finally, we changed the
average degrees of the two subnetworks and discovered that
the above mentioned phenomena were not qualitatively
affected.
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