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Network security situation assessment (NSSA) is an important and effective active defense technology in the field of network
security situation awareness. By analyzing the historical network security situation awareness data, NSSA can evaluate the
network security threat and analyze the network attack stage, thus fully grasping the overall network security situation. With
the rapid development of 5G, cloud computing, and Internet of things, the network environment is increasingly complex,
resulting in diversity and randomness of network threats, which directly determine the accuracy and the universality of NSSA
methods. Meanwhile, the indicator data is characterized by large scale and heterogeneity, which seriously affect the efficiency of
the NSSA methods. In this paper, we design a new NSSA method based on the autoencoder (AE) and parsimonious memory
unit (PMU). In our novel method, we first utilize an AE-based data dimensionality reduction method to process the original
indicator data, thus effectively removing the redundant part of the indicator data. Subsequently, we adopt a PMU deep neural
network to achieve accurate and efficient NSSA. The experimental results demonstrate that the accuracy and efficiency of our
novel method are both greatly improved.

1. Introduction

Network security situation assessment (NSSA) technology is
one of the most effective active defense technologies to eval-
uate the threats of network security, by which the network
administrators not only can comprehensively understand
the security risk situation but also can understand the secu-
rity threats which are faced by the current network and infor-
mation system. Hence, the network administrators can
manage the dynamic network security situation and judge
the development trend of the network security situation [1,
2]. As a result, NSSA attracts increasing attention.

Nowadays, plenty of NSSA methods have been pro-
posed, while there still exist many inherent deficiencies in
the existing methods, resulting in a lot of severe challenges
that need to be solved solidly. Firstly, most of the existing

NSSA methods pay too much attention to subjective judg-
ment and prior knowledge. Meanwhile, they ignore plenty
of other external factors and the time sequence property of
the indicator data. As a result, they are not suitable for the
long-term assessment over the network security situation.
Secondly, the existing NSSA methods are not efficiency
attractive. Specifically, the current indicator data is charac-
terized by large scale, multifeature, heterogeneity, high
dimensionality, and nonlinearity. Hence, the existing NSSA
methods need to pay very expensive computational over-
head to process these indicator data before evaluating the
network security situation. Last but not least, some existing
NSSA methods only consider part of the network security
threats and attacks. However, the current network threats
and attacks are characterized by diversity and randomness,
resulting in very low accuracy in some existing methods.
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Therefore, how to design a novel method to effectively and
accurately achieve NSSA has become one of the most impor-
tant problems in the field of network security.

1.1. Contributions. We study an essential but challenging
problem in this paper, i.e., accurate and efficient NSSA in
large-scale network environment. Then, we design a novel
NSSA method based on the autoencoder (AE) and parsimo-
nious memory unit (PMU), which can efficiently and accu-
rately achieve NSSA. Therefore, the main contributions of
this paper can be described as the following two aspects.

(1) In the current large-scale network environment, the
indicator data is characterized by heterogeneity,
large scale, multifeature, high dimensionality, and
nonlinearity. Therefore, we design an AE-based data
dimensionality reduction method to process the
original indicator data, thus reducing the dimensions
of the indicator data. Subsequently, we can efficiently
extract the situation assessment elements on the pre-
mise of guaranteeing the integrity of the data
features

(2) We adopt PMU to design a novel NSSA method for
the current large-scale network environment, in
which PMU is utilized for feature representation
and time-varying learning of situation assessment
elements. Meanwhile, we offer the theoretical com-
putational complexity comparison. Finally, we
implement our novel method and provide the per-
formance evaluation, which can intuitively demon-
strate the high efficiency and accuracy of our novel
method

1.2. Related Work. NSSA has been extensively studied in
both academia and industry, resulting in a rich body of solu-
tions. Generally speaking, the existing NSSA methods can be
summarized into three categories: mathematical statistics-
based assessment method, knowledge reasoning-based
assessment method [3], and machine learning-based assess-
ment method [4, 5].

Wang et al. [6] designed a hierarchical NSSA method
based on an analytic hierarchy process (AHP), which used
the hierarchical cyber threat situation assessment (CSA)
indicator system constructed by AHP to decide the network
threat weight values. Wang et al. [7] proposed an AHP-
based NSSA and quantification method, which utilized the
AHP and hierarchical situation assessment model to sim-
plify the NSSA problem. Li et al. [8] adopted fuzzy optimal
clustering criteria combined with c-means clustering to pro-
cess the indicator data, thus getting the number of clusters
and the optimal clustering center. Then, they got the final
NSSA results by utilizing AHP to construct an assessment
model. Zhang et al. [9] presented a distributed denial of ser-
vice (DDoS) attack NSSA model based on fuzzy clustering
algorithm fusion features, which can effectively evaluate
the security status of DDoS attack. Although the above
methods can effectively implement NSSA, they not only
need a lot of subjective judgments but also are not conducive
to long-term assessment.

Yi et al. [10] designed a NSSA method based on fuzzy
theory. Their method used fuzzy theory to weaken the index
factors with low credibility and eliminate the uncertainty,
thus making the assessment results more accurate. Liu
et al. [11] utilized D-S evidence theory to fuse the measured
indexes for obtaining the device threat value. Then, they uti-
lized AHP to calculate the weights for different devices and
finally obtained the network threat situation value by the
weighting method. Codetta-Raiteri et al. [12] designed a
NSSA method based on decision networks (DN), which
can achieve a reasonable tradeoff between computational
complexity and analysis efficiency. To quantitatively assess
the network security risk, Wang et al. [13] designed a NSSA
model based on the Bayesian approach. Fan et al. [14] pre-
sented a security evaluation method based on a software-
defined network (SDN), which used multiple observation
hidden Markov model (HMM) to obtain the security evalu-
ation value of SDN, by quantifying the network state. To
more completely describe the network security situation,
Liao et al. [15] designed a NSSA method based on the
extended HMM. Although the above knowledge reasoning-
based methods can improve the NSSA accuracy, they rely
on too much prior knowledge and have no advantages in
efficiency.

Nowadays, the support vector machine (SVM) [16] and
neural network [17, 18] are also widely used in NSSA. Chen
et al. [19] adopted the SVM and gravitational search algo-
rithm (GSA) to design a NSSA method, which has a better
global optimization function. Qiang et al. [20] utilized an
optimized cuckoo search back propagation neural network
(BPNN) to design a new NSSA method. In their method,
they used a cuckoo search (CS) algorithm based on conju-
gate gradient to optimize the initial parameters of BPNN
and increase the training efficiency of the neural network.
Shi and Chen [21] utilized a dual-SVM model for data learn-
ing and parameter estimation in command information sys-
tem security situation samples, thus evaluating the
command information system security situation. Gao et al.
[22] designed the SVM information system security risk
assessment model, which was optimized by an artificial fish
swarm algorithm (AFSA). In their method, the AFSA was
used to optimize the SVM, resulting in great accuracy and
fast convergence. Han et al. [23] adopted convolutional neu-
ral networks (CNN) to design a quantitative network secu-
rity situation evaluation method for an intelligent robot
cluster under the wireless connection. Yang et al. [24]
adopted a deep autoencoder (DAE) and deep neural net-
works (DNN) to study NSSA. Subsequently, they designed
a new method to improve the network attack identification
accuracy and the NSSA flexibility. Although the above
methods can improve the accuracy, they cannot learn the
correlation of time series. Therefore, they cannot be suitable
for the NSSA over the indicator data which is characterized
by the time sequence.

1.3. Organization. The rest of the structure of this paper is as
follows. In Section 2, we describe the AE and PMU. In Sec-
tion 3, we adopt AE and PMU to propose a novel NSSA
method. Then, we implement the proposed method and
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provide the experiment results in Section 4. Finally, we sim-
ply summarize this paper in Section 5.

2. Preliminaries

2.1. Autoencoder. An autoencoder (AE) [25, 26] is a com-
mon unsupervised learning algorithm, which utilizes the
original input data as a reference for self-supervised learning
to reduce dimension. AE generates information elements
with more obvious features and lower dimensions than the
original data element. AE maps the original data to the
encoding layer to achieve encoding, then maps the encoded
data to the decoding layer for decoding, and takes the final
decoded data as the output data (see Figure 1).

We utilize X = ½X1, X2,⋯, Xl�T ∈ Rl×1 and We =
½Wð1Þ

e ,Wð2Þ
e ,⋯,WðnÞ

e �T ∈ Rn×1 to represent the input data
and the weight of the encoder, respectively. At the same

time, we denote by he = ½hð1Þe , hð2Þe ,⋯, hðnÞe �T ∈ Rn×1 the out-

put of the encoding layer. Then, we could utilize Wd =

½Wð1Þ
d ,Wð2Þ

d ,⋯,WðnÞ
d �T ∈ Rn×1 to represent the weight of the

decoder. The output result can be expressed as X ′ =
½X1′ , X2′ ,⋯, Xl′�

T ∈ Rl×1, where l represents the data dimen-
sions. Note that the AE requires that the final input result
is almost equal to the output result, that is, X = X ′.

The encoding process of the AE can be expressed as fol-
lows:

he = f e WeX + beð Þ, ð1Þ

where the bias of the encoding part can be represented as
be and the activation function of the encoding part can be
represented as f e.

The decoding process of the AE decoding layer can be
expressed as follows:

X ′ = f d Wdhe + bd
� �

, ð2Þ

where the bias of the decoding part can be represented as bd

and the activation function of the decoding part can be rep-
resented as f d .

The MSE loss function is usually used in AE training,
and it can be expressed as

L X, X ′
� �

=
1
2k

〠
k

j=1
Xj − Xj′

� �2
, ð3Þ

where X represents the input variable, X ′ represents the out-
put variable, LðX, X ′Þ represents the loss function, and k
represents the number of samples.

2.2. Parsimonious Memory Unit. A parsimonious memory
unit (PMU) is a new recurrent neural network, which can
be viewed as an improved version of a gated recurrent unit
(GRU) [27]. PMU is characterized by better managing the
latent relations between short- and long-term dependencies

[28]. Note that there are two gate structures in the GRU
model, i.e., reset gate and update gate. However, there is only
one gate structure in PMU, i.e., unit gate, as seen in Figure 2.
Specifically, PMU integrates the update gate and the reset
gate of GRU into a new unit gate, resulting in fewer param-
eters in PMU. Moreover, due to the fact that the PMU can
better manage the latent relations between short- and long-
term dependencies, PMU has better convergence and speed
in training.

In Figure 2, we utilize Ut to represent the unit gate,
which is used to control the learning of long-term correla-
tion and short-term correlation of the data. When Ut is 1,
PMU learns the long-term dependence of the data, while
when Ut is 0, PMU learns the short-term dependence of
the data. The learning mode of PMU can be described as
follows.

Firstly, the state of the unit gate is obtained by the eval-
uation state ht−1 transmitted from the previous node and the
input xt of the current node:

Ut = σ Wu∙ ht−1, xt½ �ð Þ: ð4Þ

Secondly, the state of the current time memorized on the

current candidate set eht can be expressed as

eht = tanh W~h∙ Ut × ht−1, xt½ �ð Þ: ð5Þ

Thirdly, in the stage of updating memory, PMU updates
ht through the following formula:

ht = 1 −Utð Þ × ht−1 + eht : ð6Þ

Finally, the output of forward propagation is

yt = softmax Wo∙htð Þ: ð7Þ

In the forward propagation process of PMU, we need to
learn the following three parameters: Wu, W~h, and Wo,
where

Wu =Wux +Wuh,

W~h =W~hx +W~hh,

Wo =Wo:

ð8Þ

Then, the output yt is the network domain security situ-
ation score value.

3. Method

In this section, we initially describe the system structure.
Then, we introduce our AE-PMU-based NSSA method in
detail.

3.1. System Structure. With the rapid development of mod-
ern network technology, the complexity of the current net-
work environment is continuously increasing. In particular,
with the development of cloud computing [29–31] and
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Internet of things [32, 33], the modern network is character-
ized by new features, such as dynamic virtualized manage-
ment methods and multilevel service models. As a result,
the network threats have the characteristics of diversity
and randomness. Meanwhile, the indicator data is large-
scale and has heterogeneity, resulting in plenty of new prob-
lems in NSSA. Specifically, the large volume of indicator
data seriously affects the efficiency of the assessment
method. Moreover, the diversity and randomness of network
threats directly determine the accuracy and the universality
of the assessment method. To handle the above challenges,
we propose a novel NSSA method (as seen in Figure 3),
which is mainly composed of AE-based data dimensionality
reduction and PMU-based assessment method. Specifically,
we first adopt AE to process the original indicator data to
achieve data dimension reduction. Then, we extract the situ-
ation assessment elements efficiently. By taking AE, our
method can greatly improve the efficiency and reduce the
data loss. Then, we adopt PMU to design an efficient NSSA
method. Compared with other deep neural networks (e.g.,
GRU), PMU is more suitable for managing the latent rela-

tions between short- and long-term dependencies. Mean-
while, our PMU-based assessment method is more efficient
than the GRU-based assessment method.

3.2. AE-PMU-Based NSSA Method. In this part, we provide
the detailed description of our proposed AE-PMU-based
NSSA method. The algorithm pseudocode is shown in
Algorithm 1.

As described in Algorithm 1, M represents the dimen-
sion of data dimensionality reduction, n represents the train-
ing period, and C represents the situation value after the
evaluation of the test set. The main processes are as follows.

(1) Initialize the data dimension reduction dimensionM
and the number of training period n

(2) Use AE to extract the situation assessment elements
from the initialized overall indicator dataset to
achieve data dimensionality reduction

(3) Input the situation assessment elements of the train-
ing set into the PMU-based NSSA training model to
implement the model training

(4) Input the situation assessment elements of the test-
ing set into the PMU-based NSSA model to get the
situation value C

4. Time Complexity Analysis and Experiment

We initially analyze the time complexity in this section.
Then, we implement our AE-PMU-based NSSA method
and provide the experimental results, including the preci-
sion, the efficiency, and the fit between the assessed indicator
value and the real indicator value.

4.1. Time Complexity Analysis. Time complexity is a signifi-
cant index to judge the merits of the algorithm. We will

We Wd
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Figure 1: Basic structure of AE.

ht–1

Ut

Xt

ht

ht

×

×

˜

×

σ

tanhC

C

+

1–

Figure 2: The construction of PMU.

4 Wireless Communications and Mobile Computing



analyze and compare the forward propagation time com-
plexity of the GRU-based NSSA method and the PMU-
based NSSA method.

We can assume that the dimension of the data input ism
and the number of PMU hidden units is n. Firstly, according
to formula (4), the number of operations for Ut can be rep-
resented as Tðn ×m + n2 + nÞ. Secondly, according to for-
mula (5), the number of operations for calculating the
current state candidate set is Tðn ×m + 2 × n2 + nÞ. Thirdly,
according to formula (6), the number of operations in the
memory update phase is Tðn2 + 2 × nÞ. Finally, the total
number of operations of PMU is Tð2 × n ×m + 4 × n2 + 4
× nÞ. Overall, the time complexity is Oðn2Þ.

Compared with PMU, GRU has one more gate structure,
which has the same number of operations as the Ut gate of
PMU. In addition, the memory update phase of the GRU
is different from that of PMU. GRU uses Zt to control
whether the candidate set state is added to the memory
update phase in this state. Therefore, the number of opera-
tions in the memory update phase of the GRU is Tð2 × n2

+ nÞ. The operation time of other parts of GRU is the same
as that of PMU. Therefore, the total number of GRU opera-
tions is Tð3 × n ×m + 6 × n2 + 4 × nÞ. In summary, the time
complexity is Oðn2Þ.

As shown in Table 1, in general, although the time com-
plexity of PMU is the same as that of the GRU, the total

number of operations in PMU is much less than that in
GRU. Therefore, the PMU-based NSSA is much more
efficient.

4.2. Experimental Settings

4.2.1. Experimental Environment and Dataset. In our simu-
lation experiment, the public dataset UNSW-NB15 is uti-
lized as the experimental dataset [34, 35]. In UNSW-NB15,
there are 9 different modern attacks. Meanwhile, every data
record contains 43 elements and a corresponding label.
UNSW-NB15 is divided into 4 different Comma-Separated
Values (CSV) files, which contain a total of 2540044 data
records. Moreover, there are 300000 abnormal traffic data
records, as shown in Table 2.

As shown in Table 2, the dataset covers 9 different attack
categories; the detailed categories are as follows:

(1) Analysis: an intrusion method that penetrates web
applications through email, web scripts, ports, etc.

(2) Backdoors: an intrusion method that bypasses the
system security mechanism through technical secrets
to evaluate the computer or its data

(3) DoS: a method of deliberately attacking the imple-
mentation defects of the network protocol or directly

NSSA origin
data set

Data
Pretreat-

ment

Situation
indicator

data

AutoEncoder

PMU NSSA
method train

NSSA model

Model evaluation

Situation assessment stage
Data processing stage

Figure 3: The system model.

Input: X-train dataset, Y-test dataset, Real-label, M-dimension, n-number of epoch.
Output: evaluation results.
1 Initialize the size of M and n.
2 X ⟵AutoEncoder(X − train,M)
3 Y ⟵AutoEncoder(Y − test, M)
4 fori = 0tondo
5 PMU ⟵ PMUiðXÞ
6 end for
7 C⟵ PMUðYÞ
8 return result ⟵C

Algorithm 1: AE-PMU-based NSSA method.
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using brute force to exhaust the resources of the
attacked object, so as to achieve an attack that makes
the target network unable to use services or resources

(4) Exploits: a type of attack that exploits the attacker’s
knowledge of security vulnerabilities in the operating
system or software

(5) Fuzzers: an attack type in which an attacker provides
a large number of random numbers to the program
or the network to make it down

(6) Generic: use hash functions for conflicts regardless
of password configuration

(7) Reconnaissance: attacks used to collect computer
information, also called probes

(8) Shellcode: the attacker uses shell commands and a
small amount of code to control the attack mode of
the attacked host

(9) Worms: worm attack, a virus attack that can repli-
cate itself to the control host without any operation

For the convenience of experiment, we make statistics
every ten minutes according to the time stamp in all the
extracted dataset. A total of 144 sample data composed
of the situation value is generated; among them, 100 are
intercepted as the training set and 44 as the testing set.
In addition, the network security situation value is 0-10.
In the process of establishing the situation risk level, we
will denote the situation value of 0-2 as safe, the situation
value of 3-4 as low risk, and the situation value of 5-6 as
medium risk. The situation value of 7-8 indicates a high
risk, and the situation value of 9-10 indicates an
emergency.

4.2.2. Experimental Criteria. In this experiment, Accuracy,
Precision, Recall, and F1 score are used to evaluate the effec-
tiveness of our NSSA method and some of these concepts are
defined as follows.

True positive (TP): TP means that the positive samples
are evaluated as positive samples

False positive (FP): FP means that the negative samples
are evaluated as positive samples

True negative (TN): TNmeans that the negative samples
are evaluated as negative samples

False negative (FN): FN means that the positive samples
are evaluated as negative samples

We use a confusion matrix to represent TP, FP, TN, and
FN, as shown in Table 3.

Then, the Accuracy, Precision, Recall, and F1 score are
defined as follows:

Accuracy =
TN + TP

TP + TN + FP + FN
,

Precision =
TP

FP + TP
,

Recall =
TP

FN + TP
,

F1score = 2 ×
Precision × Recall
Precision + Recall

:

ð9Þ

Accuracy represents the proportion of the number of
correctly identified samples in the total sample. Precision
represents the proportion of actual positive samples among
the number of positive samples identified. Recall represents
the percentage of positive examples in the sample that are
predicted to be correct. However, it is unreasonable to eval-
uate the performance of the model only from Precision or
Recall. To make the evaluation be more convincing, except
for Precision and Recall, it is generally necessary to use F1
score as the model evaluation standard.

4.3. Evaluation Experimental Result. In this part, we evaluate
the proposed AE-PMU-based assessment method, the
PMU-based assessment method, the GRU-based assessment
method, and BPNN-based assessment method from the
points of effectiveness, fitting degree, and efficiency.

4.3.1. Effectiveness Evaluation. We compare the effectiveness
of our AE-PMU-based assessment method, PMU-based
assessment method, GRU-based assessment method, and
BPNN-based assessment method, as shown in Figure 4.

Figure 4 measures the effectiveness of four different
assessment methods from the Accuracy rate, Precision rate,
Recall rate, and F1 score. Among them, the AE-PMU-
based assessment method has the best performance. This is

Table 1: PMU and GRU time complexity.

Total number of operations Time complexity

PMU T 2 × n ×m + 4 × n2 + 4 × n
� �

O n2
� �

GRU T 3 × n ×m + 6 × n2 + 4 × n
� �

O n2
� �

Table 2: UNWS-NB15 dataset data type.

Type Quantity

Normal 2218761

Analysis 2677

Backdoors 2329

DoS 16353

Exploits 44525

Fuzzers 24246

Generic 215481

Reconnaissance 13987

Shellcode 1511

Worms 174

Table 3: Confusion matrix.

Positive Negative

True TP FP

False FN TN
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because BPNN-based assessment method does not consider
the time sequence of the indicator data; thus, it could not
evaluate the indicator data better. Although the GRU-
based assessment method can consider the timing of the
indicator data, compared with the PMU-based assessment
method, GRU cannot effectively manage gates based on the
latent relation between short- and long-term dependencies,
so its effectiveness is inferior to that of the PMU-based
assessment method. Because the data after AE dimensional-
ity reduction removes the redundant part, the effectiveness
of the AE-PMU-based assessment method is better than that
of the PMU-based assessment method. This shows that the
AE-based dimensionality reduction data fully retains the
effectiveness of the indicator data, and the effectiveness of
the PMU-based assessment method is better than that of
the GRU-based assessment method.

4.3.2. Goodness of Fit. We utilize a polyline graph to intui-
tively show the comparison of the fit between the assessment
value and the real value, as shown in Figure 5.

From Figure 5, we can see that when the sample num-
bers are 3, 13, 31, and 33, the network situation value fluctu-
ates significantly, indicating that the network threats are
relatively strong at these moments. In the third sample, a
warning of “medium-risk” level appeared, indicating that
the network is being threatened by a higher level attack,
and security defense countermeasures should be taken. The
“high-risk” level warnings appeared in the samples no. 13
and no. 31, indicating that the network suffers from
extremely great security threats, and timely protection or
rescue is required. According to the two fitting curves of
the real value and the assessment value, it can be seen that
the situation assessment result obtained by the proposed
method basically fits the real security situation. Except for
sample no. 31, which misjudged “high risk” as “safety,” all
other samples were correctly judged, which can more accu-
rately fit the real security situation of the current network.

Among other methods, the PMU-based assessment method
makes a mistake once, the GRU-based assessment method
makes a mistake twice, and the BPNN-based assessment
method makes a mistake three times.

Our analysis of the reasons is consistent with the above
“effectiveness evaluation” reasons. According to the above
experimental results, it can be shown that the AE-PMU-
based NSSA method can adapt to the NSSA under the mod-
ern network environment and can more accurately fit the
real network security situation changes.

4.3.3. Performance Evaluation. Among the above four
methods, although the network structure of BPNN is simple,
it is rarely used in practical applications because it cannot
fully characterize the data characteristics by using the time
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sequence of the data. Therefore, here we only compare the
performance (assessment time) of NSSA methods based on
PMU, GRU, and AE+PMU, as seen in Figure 6.

We can see from Figure 6 that the running time of the
AE-PMU-based assessment method is the smallest, the run-
ning time of the PMU-based assessment method is the sec-
ond, and the running time of the GRU-based assessment
method is the longest. This is because the GRU has two gate
structures. The reset gate helps the GRU decide which past
information needs to be forgotten, and the update gate helps
the GRU decide which past information needs to be passed
to the future. However, PMU uses a gate to complete the cal-
culation tasks of the GRU update gate and reset gate, thus
reducing the amount of calculation. Meanwhile, AE reduces
the dimension of the original indicator data. Hence, the
computational efficiency of the AE-PMU-based assessment
method is the best.

5. Conclusions

In large-scale network environment, the diversity of network
threats and the high dimensionality of indicator data make
the NSSA become more difficult. In this paper, we studied
the NSSA in large-scale network environment and then pro-
posed a novel NSSA method based on AE and PMU. Specif-
ically, we first used AE for data dimensionality reduction to
remove the redundant data. Then, we utilized PMU to
achieve NSSA. By taking the advantage of PMU, the pro-
posed method can effectively improve the performance of
the model. Finally, we implemented the proposed method
and provided the performance evaluation. The experimental
results can show that compared with the existing methods,
our method had significant advantages in efficiency, accu-
racy, and fit degree.
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The Internet of Things (IoT) contains a large amount of data, which attracts various types of network attacks that lead to
privacy leaks. With the upgrading of network attacks and the increase in network security data, traditional machine
learning methods are no longer suitable for network threat detection. At the same time, data analysis techniques and deep
learning algorithms have developed rapidly and have been successfully applied to a variety of tasks for privacy protection.
Convolutional neural networks (CNNs) are typical deep learning models that can learn and reconstruct features accurately
and efficiently. Therefore, in this paper, we propose a group CNN models that is based on feature correlations to learn
features and reconstruct security data. First, feature correlation coefficients are computed to measure the relationships
among the features. Then, we sort the correlation coefficients in descending order and group the data by columns. Second,
a 1D group CNN model with multiple 1D convolution kernels and 1D pooling filters is built to address the grouped data
for feature learning and reconstruction. Third, the reconstructed features are input to shadow machine learning models for
network threat prediction. The experimental results show that features reconstructed by the group CNN can reduce the
dimensions and achieve the best performance compared to the other present dimension reduction algorithms. At the same
time, the group CNN can decrease the floating point of operations (FLOP), parameters, and running time compared to
the basic 1D CNN.

1. Introduction

Application scenarios for the IoT are becoming increasingly
mature, which brings people to a new digital lifestyle by con-
necting everything [1]. However, as the IoT scope and scale
continue to expand, the threat of network intrusion has
become more serious than ever before [2, 3]. Malicious soft-
ware, DDoS attacks, vulnerability attacks, and other attacks
always occur in the IoT cyberspace, which inevitably leads
to privacy leaks [4–6]. These attacks harm not only physical
terminal equipment but also people’s lives and property [7].

In the IoT, there are three major security and privacy chal-
lenges: terminal authentication, network attack prevention,
and personal data protection [8, 9]. In terms of privacy chal-
lenges, blockchain-enabled technology using encryption
algorithm will not cause privacy data leakage [10–12]. In
terms of network attack prevention, network threat detection
technology is required to find network intrusions and meet
the demand of IoT assurance. In this situation, intrusion
detection [13], malicious code detection [14], malware detec-
tion [15], malicious URL detection [16], and vulnerability
mining [17] based on machine learning algorithms are
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considered to be effective network threat behavior detection
measures. With the upgrading of attacks and the increase in
network security data, traditional machine learning methods
are no longer suitable. At the same time, data analysis tech-
niques and deep learning algorithms have developed rapidly
and have been successfully applied to natural language pro-
cessing, image recognition, and video detection [18, 19]. In
the field of network security, many research studies have used
deep learning technology to detect network threats and have
garnered many achievements [13, 20].

Big data analysis techniques include oversampling imbal-
anced datasets, dimension reduction of high-dimensional
data, and correlation analysis between features [21]. Correla-
tion analysis studies the correlation coefficients among two
or more random variables [22]. In probability theory, the cor-
relation coefficient can reflect that there is a close relationship
between variables. The range of the correlation coefficient is ½
−1, 1�. The closer the absolute value of the correlation coeffi-
cient is to 1, the closer the linear relationship between the
two variables is. In contrast, the closer the absolute value of
the correlation coefficient approaches to 0, the weaker the lin-
ear relationship between the two variables will be. Therefore,
we use a correlation coefficient matrix to measure the relation-
ships among the column vectors in the data matrix.

Machine learning algorithms are divided into shallow
learning and deep learning [13, 22, 23]. Shallow learning is
treated as a traditional machine learning technique that
achieves desirable effects to address a small amount of data.
Shallow learning algorithms, including support vector
machines (SVMs), random forests (RFs), decision trees
(DTs), and K-means algorithms, have been employed to dis-
tinguish abnormal data from network activities [13, 20].
Comparing rule-based intrusion detection systems (IDSs),
shallow learning methods do not rely on the domain knowl-
edge and can extend their generalization ability to detect the
attack variants and unknown attacks. However, shallow
learning is no longer suitable to address the complexity of
the dataset and the diversity of the features [13]. In this situ-
ation, it emerges that deep learning is required.

Deep learning, also known as deep neural networks
(DNNs), is designed from hierarchical structures composed
of multiple neural layers [24]. Deep learning can extract
and learn information to generate the reconstruction features
from the input raw data through layer-by-layer neural pro-
cessing. Benefitting from their feature reconstruction charac-
teristics, deep learning algorithms, including CNNs,
recurrent neural network (RNNs), and generative adversarial
networks (GANs) [25–31] have been widely used not only for
visual recognition and language understanding but also for
network threat detection. Studies in [32] show that deep
learning algorithm-based methods can achieve better perfor-
mance when working on reconstructed features.

CNN, as one of the typical DNN models, was first pro-
posed to solve the problem of 2D image recognition. 2D
CNNs have been successfully used to learn and reconstruct
features from raw data and have developed into the domi-
nant approach for accomplishing recognition and detection
tasks of image and speech analysis [33]. Due to the good
characteristics of CNN learning, 1D CNN has been proposed

to address 1D signals based on 2D CNN and has achieved
superior performance with high efficiency [34, 35]. To adapt
to the data characteristics of 1D signals, comparing 2D
CNNs, the hierarchical architecture of 1D CNNs is simplified
[36]. For example, in the structure of 1D CNN, the data of the
convolution kernels and pooling filters are 1D. In the struc-
ture of 2D CNN, the data of the convolution kernels and
pooling filters are 2D. Therefore, in the structure and run-
ning process, 1D CNN is simpler than 2D CNN [34]. There-
fore, we build a 1D CNN for analyzing network security data.

However, with the deepening of the network layers, the
number of parameters increases exponentially [37]. For exam-
ple, in a traditional basic 2D CNN, if the size of the input image
feature is C ∗H ∗W, the number of convolution kernels is N,
the size of each convolution kernel is K ∗ K, and the size of
the feature map is M ∗M. The total number of parameters in
all convolution layers is C ∗N ∗ ðK ∗ K + 1Þ ∗ ðM ∗MÞ.
Obviously, the number of parameters is large. To reduce the
number of parameters and improve the efficiency of the
CNN, a group CNN is proposed to group the convolution ker-
nels separately [38]. Suppose that the convolution kernels are
divided into T groups, the number of convolution kernels in
each group is N/T, the size of each convolution kernel is K ′
∗ K ′, and the size of the feature map is M ′ ∗M ′. The total
number of parameters in the convolution layers is C ∗ ðN/TÞ
∗ ðK ′ ∗ K ′ + 1Þ ∗ ðM ′ ∗M ′Þ. When grouping, the sizes of
the convolution kernel and the feature maps are considered to
be smaller, and the total number of parameters of all of the con-
volution layers is reduced. At the same time, the performance of
the algorithm is improved. Therefore, we use a group CNN to
address the big network data.

When analyzing the security data for network threat
detection, we determined that each threat behavior had 1D
characteristics, which makes the threats similar to 1D signals.
Additionally, the group CNN can improve the efficiency.
Therefore, learning from the successful experience of using
1D CNN to process 1D signals, we build a 1D group CNN
model to perform feature learning and reconstruction of the
security dataset. In this paper, we combine shadow learning
and deep learning algorithms to build a network threat detec-
tion model. First, correlation coefficients are computed to
measure the relationships of the features. Then, we sort the
correlation coefficients in descending order and group the data
by the columns. Second, a 1D group CNN model with multi-
ple 1D convolution kernels and 1D pooling filters is built for
feature learning and reconstruction. In each convolution layer
and pooling layer, the convolution kernels and pooling filters
are grouped. Third, the reconstructed features are input to
the shadow learning models for threat prediction.

The proposed method includes the following advantages:

(1) Compared with the traditional basic 1D CNN, the
proposed group CNN model with grouped convolu-
tion kernels and pooling filters reconstructs the fea-
tures layer by layer and reduces the FLOP,
parameters, and running time

(2) The proposed data grouping, which is based on cor-
relation coefficients between the features, can
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enhance the structural information used by group
CNN to address the data

(3) The proposed group CNN model can reduce the
dimensions by generating fewer reconstructed fea-
tures and can achieve high performance

(4) The FLOP and parameter counts of the group CNN
are calculated and are less than those of the basic
1D CNN

The remainder of this paper is organized as follows. Sec-
tion 2 discusses the related work using shallow learning algo-
rithms and deep learning technology in network threat
detection. A description of the 1D group CNN model is pro-
vided in Section 3. Experimental results and analysis are pre-
sented in Section 4. The work is concluded in Section 5.

2. Related Work

Machine learning techniques, including shallow learning and
deep learning algorithms, have been used for anomaly detec-
tion since the early 2000s and can automatically mine hidden
information on the differences between normal and
malicious behaviors.

Shallow learning algorithms, such as traditional machine
learning algorithms, were previously applied to analyze sys-
tem logs, malicious software, and network traffic and to out-
put the predicted labels of the input data. By comparing the
predicted labels with the true labels, the performance of the
shallow learning algorithms can be achieved. The most
widely used algorithms include SVM, DT, NB, and K-
means [39, 40]. Buczak et al. [39] provided a summary as a
survey to describe some machine learning and data mining
methods, such as DT, SVM, RF, and NB, which were used
for cybersecurity intrusion detection. Kruczkowski and Szyn-
kiewicz [41] used SVM with kernels to build a malware
detection model. The results revealed that SVM was a robust
and efficient method for data analysis and it increased the
efficiency of malware detection. Bilge et al. [42] presented
the EXPOSURE system to analyze large-scale and passive
domain name service (DNS) data. The classifier is built by
J48 DT. The experimental results suggested that the mini-
mum error was achieved by a decision tree. Aung and Min
[43] used K-means and classification and regression tree
(CART) algorithms to mine the KDD’99 dataset for intrusion
detection. The experimental results showed that the hybrid
data mining method could achieve good accuracy in perfor-
mance analysis with time complexity. Mo et al. [44] discussed
three data clustering algorithms, including K-means, fuzzy C
means (FCM), and expectation maximization (EM), to cap-
ture abnormal behavior in communication networks. The
experimental results showed that FCM was more accurate.

More recently, deep learning technology is developing
rapidly and has been successfully been applied to a variety
of tasks, such as natural language processing, image recogni-
tion, and computer vision [45]. CNNs, as typical DNN
models, have feedforward neural networks with convolution
calculations and deep structures, which can learn and recon-
struct features more accurately and efficiently. According to

the type of raw data, 1D CNN and 2D CNN models should
be built. A 1D CNN is constructed to process one-
dimensional sequence signal data and natural language, and
a 2D CNN is constructed to address two-dimensional image
and video data [36]. Because the CNN can learn and recon-
struct features, both 1D CNN and 2D CNN are used for net-
work threat detection.

Xiao et al. [46] proposed a network intrusion detection
model based on a CNN. The original traffic data were
reduced in dimensions through principal component analy-
sis (PCA) and an autoencoder (AE), and then, the data were
converted into a 2D image format. Next, the 2D data were
input to the CNN model to evaluate the performance. Wang
et al. [47] proposed a method that represented raw flow data
as an image and used the CNN for classification and identifi-
cation without manually selecting and extracting features.
Experimental results showed that this method had high avail-
ability and high accuracy in malicious traffic identification.
Zhang et al. [48] proposed a feature-hybrid malware variant
detection approach based on 2D CNN and 1D BPNN. A
2D CNN was designed to compute the dot product and com-
press the dimension of the PCA-initialized opcode matrix.
Experimental results showed that the method achieved more
than 95% malware detection accuracy. Zhang et al. [49] pro-
posed converting opcodes into a 2D matrix and adopted the
CNN to train the 2D opcode matrix for malware recognition.
Experimental results showed that their approach could sig-
nificantly improve the detection accuracy by 15%. Yan et al.
[50] proposed converting Android opcode into 2D gray
images with fixed size and adopted a CNN to train and detect
Android malware. Through the above literature, we can
determine that the input data of the 2D CNN model must
be converted into 2D data first.

Ma et al. [51] proposed a hybrid neural network com-
prised of 1D CNN and DNN to learn the characteristics of
high-dimension network flows for network anomaly detec-
tion. Experimental results showed that the proposed method
was better than those of other algorithms on the comprehen-
sive performances. Azizjon et al. [52] proposed a 1D CNN
model to serialize the TCP/IP packets in a predetermined
time range as an invasion Internet traffic model for the IDS.
Experimental results showed that 1D CNN and its variant
architectures had the capability to extract high-level feature
representations and outperformed the traditional machine
learning classifiers. Wei et al. [53] proposed a 1D CNN-
based model to identify phishing websites on a URL address
text, which was converted to one-hot character-level repre-
sentation. This mode liked the 1D CNN to analyze natural
language. Experimental results showed that the method was
faster to detect zero-day attacks. Zhang et al. [54] designed
a flow-based intrusion detection model called SGM-CNN,
which first integrated SMOTE and GMM to make an imbal-
anced class process and used 1D CNN to detect the network
traffic data with high accuracy. Experimental results showed
that SGM-CNN was superior to the state-of-the-art methods,
and effective for large-scale imbalanced intrusion detection.

The group convolution was first proposed and used in
AlexNet by Krizhevsky et al. [37] for distributing the model
over two GPUs to handle the memory insufficient issue.
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AlexNet was designed as a the group convolution method
could increase the diagonal correlations between the convo-
lution kernels, reduce the training parameters, and be not
easy to overfit. Zhang et al. [38] proposed interleaved group
CNNs called IGCNets, which contained a pair of successive
interleaved group convolutions, i.e., the primary group con-
volution and the secondary group convolution. IGCNets
was wider than a regular convolution. Experimental results
demonstrated that IGCNets was more efficient in parameters
and computation complexity. Xie and Girshick [55] pro-
posed a simple, highly modularized network architecture
named ResNeXt, which was based on AlexNet and con-
structed by repeating a building block. The idea of ResNeXt
was consistent of group convolutions. Without increasing
the complexity of the parameters, the accuracy of the model
could be improved, and the number of super parameters
could be reduced. Lu et al. [39] proposed a novel repeated
group convolutional kernel (RGC) to remove the filter’s
redundancy from group extent. SRGC-Nets worked well in
not only reducing the model size and computational com-
plexity, but also decreasing the testing and training running
time.

In the 2D CNN-based model, the input data are con-
verted to the image format. In the 1D CNN-based model,
the input data are treated as timing serial signals, similar to
natural language. Compared with a 2D CNN, the structure
of a 1D CNN is simpler, which makes the computational
complexity lower. Therefore, we intend to learn from the
experience of applying the 1D CNN to address the data and
to construct a network threat detection model for feature
learning and reconstruction.

3. Proposed Solution

The architecture of the proposed network threat detection
model, which combines the 1D group CNN algorithm and
machine learning classification methods, is shown in
Figure 1. First, correlation coefficients are computed to mea-
sure the relationships between the features. Then, we sort the
correlation coefficients in descending order and group the
data. Second, a group CNN model with multiple groups of

convolution kernels and pooling filters is built for feature
learning and reconstruction. In the group CNN model, the
input data are divided into multiple groups. Similarly, convo-
lution kernels and pooling filters in each layer are divided
into multiple groups. Each group of data is computed by each
convolution kernel and is then computed by each pooling
filter.

Finally, a concatenating layer is used to concatenate mul-
tiple groups of data to form one group of reconstructed data.
Third, the reconstructed data are input to the shadow
machine learning model for threat prediction. In the shadow
machine learning model, traditional machine learning algo-
rithms are used to identify normal or abnormal samples from
reconstruction data. Then, the accuracy, precision, recall, and
F1, which are the detection performance indicators, are com-
puted according to the statistics of the confusion matrix.

3.1. Group Convolutional Neural Network for Feature
Reconstruction. The convolutional neural network (CNN) is
one of the representative algorithms for deep learning. It is
a type of deep feed forward neural network that has convolu-
tion calculations [56]. CNNs have the capability of represen-
tation learning to generate reconstruction features. At the
same time, by the convolution operation and pooling opera-
tion, a CNN can achieve the purpose of reducing the dimen-
sions of the input data [57]. Additionally, grouped
convolution kernels and pooling filters can reduce the num-
ber of parameters and improve the performance [39]. There-
fore, we use 1D group convolution kernels to build a 1D
group CNN model in this work.

The 1D group CNN includes multiple convolutional
layers, multiple pooling layers, a full connection layer, a
concatenating layer, and an output layer. In each convolu-
tional layer, the convolutional kernels are divided into multi-
ple groups. At the same time, in each pooling layer, the
pooling filters are divided into multiple groups. The fully
connected layer determines the dimensions of the recon-
struction features of each group. The concatenating layer is
used to concatenate the reconstruction features of each group
to form the final results. The combination of multiple layers
makes the group CNN output the low-dimensional

Input data

Group
convolution

Group
pooling

Softm
ax

True
labels

Loss

Shallow machine learning classifier
Confusion

matrix

Accurracy
precision

recall
F1

Reconstruction
data

Adam optimizer

ę

Full
connection

Loss
function

Group
convolution Group

pooling

Feature
correlation

Convolution
mapping matrix

Pooling
mapping matrix

Pooling
mapping matrix

Convolution
mapping matrix 

Predic
tion

Group
data

Group
convolution

kernel

Group
Convolution

kernel

Support vector machine

1D groupCNN

Conca
tenate

Figure 1: The architecture of the 1D group CNN.
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reconstruction features, which can not only strengthen the
original data’s features but also relatively reduce the
dimension.

3.2. Feature Correlation. In this work, we assume that the
input data are X = ðx1, x2,⋯, xn,⋯xNÞ, xn =
ðxn1, xn2,⋯, xnDÞT , n = ð1, 2,⋯,NÞ, containing N indepen-
dent D-dimensional samples. Usually, the malicious samples
have some similar values of the same features and so are the
benign samples. Thus, there are certain correlations between
the futures and the labels.We calculate the correlations between
the data features and labels based on the correlation coefficients.

First, we calculate the correlations between the data fea-
tures and labels based on the correlation coefficients to form
a correlation coefficient matrix R. Then, we randomly select
one row vector Ri and rank the correlation elements in
descending order. Furthermore, we divide the data into T
groups by columns equally according to the descending cor-
relations. Usually, each group has the same number of fea-
tures, which is D/T . The input data in the tth (0 < t ≤ T)
group are expressed as Xt = ðx1,t , x2,t ,⋯, xn,t ,⋯xN ,tÞ. So the
correlation coefficients of the first group data are the biggest,
and that of the last group data are the smallest.

3.3. Group CNN.After the data are grouped, we start to estab-
lish the group CNN model, which contains L convolution
layers, L pooling layers, a full connection layer, a concatenat-
ing layer, and an output layer. Like the group counts of the
input data, the convolution kernels and pooling filters in each
layer are also divided into T groups. Further, there are M
convolution kernels in each group.

Suppose that the mth (0 <m ≤M) convolution kernel in
the tth (0 < t ≤ T) group of the lth (0 < l ≤ L) convolution
layer is expressed as Km,t

l . Convolution operations are con-
ducted between the grouped data Xt and the convolution ker-
nel, or the output Rm,t

l−1 of the previous pooling layer. Then,
activation function is working to generate the feature maps.
Suppose the feature map in the tth group of the lth convolu-
tion layer by the mth convolution kernel is Sm,t

l , which is
expressed as follows:

Sm,t
l =

Re LU conv1D Km,t
l , Xt

� �
+ bm,t

l

� �
, l = 1,

Re LU conv1D Km,t
l , Rm,t

l−1
� �

+ bm,t
l

� �
, 1 < l ≤ L,

(

ð1Þ

where Re LUð·Þ is the nonlinear activation function. conv1D
ð·Þ is the 1D convolution function. Rm,t

l−1 is the output of the
mth pooling filter in tth group of the ðl − 1Þth pooling layer.
bm,t
l is the bias of the tth group in the lth convolution layer.

After the convolution layer, a pooling layer not only
reduces the dimensions of feature maps from the upper con-
volution layer to reduce the computational cost but also pro-
vides basic translation invariance. The lth pooling layer is
immediately after the lth convolution layer. Suppose the m
th pooling filter of the tth group in the lth pooling layer is
Pm,t
l . The input data of the lth pooling layer is the output of

the lth convolution layer, and the output data of the tth group

in the lth pooling layer is Rm,t
l , which is expressed as follows:

Rm,t
l = Re LU max pooling Sm,t

l , Pm,t
l

� �� �
, ð2Þ

wheremax poolingð·Þ is the pooling function. The max pool-
ing is adopted in this paper.

After the last pooling layer is the full connection layer.
Last pooling layer is connected to a fully connected layer.
After the convolution operations and pooling operations,
the original data is converted into the feature maps. In
the full connection layer, the tth feature map is mapped
to the group reconstruction features Xt ′ by a global con-
volution operation:

Xt ′ = Re LU 〠
m

conv1D Km,t
full, R

m,t
L

� �
+ bm,t

L

� �
 !

, ð3Þ

where Km,t
f ull is the convolution kernel of the full connec-

tion layer. bm,t
L is the bias of the full connection layer.

Further, the fully connected layer is connected to the
concatenating layer. The T groups of the reconstructed fea-
tures Xt ′ are concatenated to form the final reconstructed
features X ′:

X ′ = concatenate Xt ′
� �

, ð4Þ

where concatenateð·Þ is the reconstruction features’
concatenated function.

The size of X ′ isN ×D′. WhenD′ is less thanD, it means
that the dimension of D′ is less than that of D. In other
words, 1D CNN realizes the generation of reconstruction fea-
tures and the dimension reduction of features.

3.4. Floating Point of Operations and Parameters. Floating
point of operations (FLOP) is used to calculate the times of
multiplications and additions, which are related to the overall
running time of the model [58]. In this section, we want to
calculate the FLOP and parameter counts of the group
CNN. However, the group CNN is proposed on the basic
1D CNN. So, we first calculate the FLOP and parameter
counts of the basic 1D CNN. Then, we calculate the FLOP
and parameter counts of the group CNN based on that of
the basic 1D CNN.

3.4.1. FLOP and Parameter Counts of the Basic 1D CNN. Sup-
pose that the basic 1D CNN with fully connected layers is
used for feature reconstructed. First, FLOP is computed.
We assume that the input data are X, containing N indepen-
dentD-dimensional samples. In the basic 1D CNN, the num-
ber of the input convolution channels is Cin, the number of
the convolution kernels isM ′, and the size of the convolution
kernels is 1 ∗W1′. The size of the feature map of the convolu-
tion operation is 1 ∗W2′. The numbers of the output convo-
lution channels are Cout. The FLOP performed by a
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convolution layer is as follows:

N ∗ Cin ∗M ′ ∗ 1 ∗W1′ + 1
� �

∗W2′ ∗M ′ ∗W1′ ∗ Cout, ð5Þ

where ð1 ∗W1′ + 1Þmeans that a multiplication is performed
by one convolutional kernel sampling the input data. ð+1Þ is
to add the bias.

∗W2′ means the number of multiplications performed by
one convolutional kernel to get the feature maps of the out-
put convolution operation. The definition of W2′ is W2′ = ðD
+ 2padding −W1′Þ/stride + 1, where padding = 0, stride = 1.

∗M ′ means multiple convolutional kernels computing in
the operation.

∗M ′ ∗W1′ means the number of addition from the fea-
ture map of the convolution operation to the output feature
map of the convolution layer.

It is noted that the operations of Re LUð·Þ and the pool-
ing layers do not contain multiplication and addition opera-
tions. Therefore, the FLOP does not consider the operations
of Re LUð·Þ and the pooling layers.

∗Cin and ∗Cout means repeating calculation in multiple
input channels and output channels.

∗N means repeating calculation of all the samples.
Basic 1D CNN has L convolution layers, so the FLOP of

the basic 1D CNNmodel equals the sum of the FLOP of each
convolution layer, which can be computed as follows:

〠
L

l=1
N ∗ Cl,in ∗Ml′∗ 1 ∗Wl,1′ + 1

� �
∗Wl,2′ ∗Ml′∗Wl,1′ ∗ Cl,out:

ð6Þ

Then, the bias term is ignored and the FLOP calculation
formula (6) is written as follows:

ο 〠
L

l=1
N ∗ Cl,in ∗M ′2l ∗W ′2l,1 ∗Wl,2′ ∗ Cl,out

 !

: ð7Þ

It can be seen that FLOP is determined by the number of
the samples, the number of the convolutional layers, the
number of the convolutional kernels per layer, the size of
each convolutional kernel, the length of the feature map of
the convolution operation, and the number of the input
and output convolution channels.

Next, we computed the parameter count of basic 1D
CNN. The parameter count is to get the statistics of the
parameters during the basic 1D CNN operating, containing
weighting parameters and bias parameters, which appear in
the running process of the model. In the above basic 1D
CNN, in the case of a single channel and a single convolution
kernel, the number of the parameters is ðW1′ + 1Þ. When the
number of the convolution kernels is M ′ and the number of
the convolution layers is L, the parameter count of each layer
is ∑L

l=1N ∗ Cl,in ∗Ml′∗ ðWl,1′ + 1Þ ∗ Cl,out. Then, the bias term
is ignored and the parameter count calculation formula is

written as follows:

ο 〠
L

l=1
N ∗ Cl,in ∗Ml′∗Wl,1′ ∗ Cl,out

 !

: ð8Þ

It can be seen that the parameter count is determined by
the number of the samples, the number of the convolutional
layers, the number of the convolutional kernels per layer, the
size of each convolutional kernel, and the number of the
input and output convolution channels.

3.4.2. FLOP and Parameter Counts of the Group CNN. Like
basic 1D CNN, the FLOP and parameter count of group
CNN can be computed. Suppose that the input data is X,
containing N independent D-dimensional samples, which
are grouped to T groups. It means that the dimension of each
group data isD/T . The numbers of the input and output con-
volution channels are Cin and Cout. The structure of group
CNN contains L convolution layers and L pooling layers.
There are T group convolution kernels in each convolution
layer. The pooling layer is the same. There areM convolution
kernels in each group convolution kernels. The size of each
convolution kernel is 1 ∗W1. The size of the feature map of
the convolution operation is 1 ∗W2. Therefore, the FLOP
of each group is

N ∗ Cin ∗M ∗ 1 ∗W1 + 1ð Þ ∗W2 ∗M ∗W1 ∗ Cout, ð9Þ

where W2 = ððD/TÞ + 2 padding −W1Þ/stride + 1, where
padding = 0, stride = 1.

Total FLOP of the model equals the sum of the FLOP of
each convolution layer, which can be computed as follows:

〠
L

l=1
〠
T

t=1
N ∗ Cl,t,in ∗Ml,t ∗ 1 ∗Wl,t,1 + 1ð Þ ∗Wl,t,2 ∗Ml,t

∗Wl,t,1 ∗ Cl,t,out:

ð10Þ

Then, the bias term is ignored and the FLOP in formula
(6) is optimized as follows:

ο 〠
L

l=1
〠
T

t=1
N ∗ Cl,t,in ∗M2

l,t ∗W2
l,t,1 ∗Wl,t,2 ∗ Cl,t,out

 !

: ð11Þ

Similarly, the parameter count of group CNN can be
computed as follows:

ο 〠
L

l=1
〠
T

t=1
N ∗ Cl,t,in ∗Ml,t ∗Wl,t,1 ∗ Cl,t,out

 !

: ð12Þ

It can be seen that the FLOP and parameter count are
determined not only by the number of the samples, the num-
ber of the convolutional layers, the number of the convolu-
tional kernels per layer, the size of each convolutional
kernel, and the number of the input and output convolution
channels, but also by the number of groups.

6 Wireless Communications and Mobile Computing



Now, let us compare the FLOP and parameter count of
group CNN with that of basic 1D CNN. From formula (7),
formula (8), formula (11), and formula (12), we can find that
there are many parameters to decide the FLOP and parame-
ter count. We cannot compare them directly. But we can
assume some comparison conditions. Because the length of
input data in group CNN to that of basic 1D CNN is 1/T ,
we assume that the length of convolutional kernels in each
layer of group CNN to that of basic 1D CNN is 1/T , that is,
W1′ = T ∗W1. Similarly, W2′ ≈ T ∗W2. According to the
comparison of formula (7) and formula (11), it can roughly
be seen that the FLOP of group CNN is smaller than that of
1D CNN. Similarly, according to the comparison of formula
(8) and formula (12), it can roughly be seen that the param-
eter count of group CNN is smaller than that of 1D CNN.
Actually, in experiments, we set completely different values
of the parameters for the two models to achieve the best fea-
ture representation effect. More specifically, a comparison of
the results are seen in Section 4.3.5.

3.5. Shallow Machine Learning Classifier. Shallow machine
learning has good performance and high efficiency. There-
fore, in this work, we use SVM as a shallow machine learning
algorithm to build the classification model and identify the
malicious samples in the dataset.

Shallow machine learning is consisted of two stages:
training stage and testing stage [59]. In the training stage,
the high-dimensional original dataset is reconstructed to
the low-dimensional features by the training of the group
CNN. Then, the dataset containing low-dimensional recon-
struction features is input to the shallow machine learning
classifier to train and obtain the optimal model structure.
In the testing stage, the high-dimensional original testing
dataset is input to the trained group CNN model to obtain
the low-dimensional reconstructed features [60, 61]. Then,
the dataset containing low-dimensional reconstructed fea-
tures is input to the trained shallow machine learning classi-
fier to get the labels of the predicted testing data.

In the experiment, the true labels of the testing dataset
have been known, so the performance of the shallowmachine
learning models, such as accuracy, precision, recall, and F1,
can be obtained by comparing the true labels with the pre-
dicted labels and calculating the confusion matrix.

The confusion matrix for binary classification includes
four index items, such as true positive (TP), false negative
(FN), false positive (FP), and true negative (TN). Then, other
evaluation metrics as performance are defined as follows:

Accuracy = TP + TN
TP + FN + FP + TN

, ð13Þ

Precision =
TP

TP + FP
, ð14Þ

Recall =
TP

TP + FN
, ð15Þ

F1 =
1 + β2� �

× precision × recall
β2 × precision + recall

=
2 × TP

2 × TP + FN + FP
β = 1ð Þ:

ð16Þ
4. Experiments

4.1. Dataset. The data come from the public datasets in
cyberspace and contain the data of the network threat behav-
ior. The details of the datasets are shown in Table 1.

KDDCUP99 [61] is the most famous and frequently cited
dataset on intrusion detection. The whole dataset is very big
and classified to 5 classes. In our work, we just randomly
extract a small part, and only use them in 2 classes consisting
of the normal and abnormal samples. The data set contains
41 features, which are divided into 4 categories: 9 basic fea-
tures of the TCP, 13 content features of the TCP, 9 statistical
features of the traffic based on time, and 10 statistical features
of the traffic based on host.

CICMalDroid2020 [62] is downloaded from the website
of Canadian Institute for Cybersecurity datasets. The original
dataset contains 5 categories of Android samples. In our
work, we just use the whole banking datase, which contains
2100 malware samples, and the whole benign datase, which
contains 1795 benign samples. CICMalDroid2020-139
consists of 139 extracted features including the frequencies
of system calls. CICMalDroid2020-470 consists of 470
extracted features including the frequencies of system calls,
binders, and composite behaviors.

For most machine learning-based classification tasks,
imbalanced datasets could cause the classification surfaces
of the classifiers bias to the majority class, which leads to
the misclassification of the minority class. Generally, the net-
work threat data is treated as the minority class. Therefore, in
our experiment, the ratios of “Normal” and “Abnormal”
instances in all the three datasets are close to 1, which can
void the imbalanced problem.

4.2. Machine Learning Classifiers. There are many shallow
machine learning classifiers, e.g., NB, RF, and LR. Through
our previous experimental results and analysis of the existing
literature, we find that SVM is the most commonly used
classifier.

SVM has many advantages: (1) It has good stability,
which in many cases can maintain good classification perfor-
mance. (2) It can deal with the noise and outlier data well by
introducing relaxation variable. (3) It can effectively solve the
problem of nonlinear and high-dimensional data. (4) It can
keep good classification efficiency and effect for small data
sets.

Table 1: Details of the datasets.

Dataset
Number of
features

Number of samples
(normal/abnormal)

KDDCUP99 41 10200 (5000/5200)

CICMalDroid2020-
139

139 3795 (1795/2100)

CICMalDroid2020-
470

470 3795 (1795/2100)
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To sum up, combined with the characteristics of our
dataset, which is high-dimensional and small, we choose
SVM as the classifier in our experiment.

All experiments are performed in JetBrains PyCharm
2017 with Python 3.6 interpreter on a laptop Intel CORE
i5-6200U 2.3GHz with 8GB RAM running the Windows
10 OS.

4.3. Experiment Results and Discussion

4.3.1. Comparison of the Reconstructed Features. In this sec-
tion, the performances of the reconstructed features at differ-
ent ratios are compared. According to the output size of the
fully connected layer, the dimensions of the reconstructed
features are different. In this section, to identify the perfor-
mance of the reconstructed features, the lengths of the recon-
structed features are set according to different situations.
Specifically, the ratios of the reconstructed feature length to
the original data length are set to 5%, 10%, 15%, 20%, 25%,

and 30%. First, the original data are input to group CNN
models to generate the reconstructed features. Second, the
data composed of reconstructed features are input to SVM,
and then, the accuracy, precision, recall, and F1 are com-
puted to evaluate the performance of the reconstructed fea-
tures. The performances of the reconstructed features at
different ratios are plotted in Figure 2. In addition, it should
be noted that the number of iterations of the group CNN
algorithms is 1000. The recorded results are the average of
5 experiments.

According to the curve of the performance of the recon-
structed features at different ratios in Figure 2, including the
accuracy, precision, recall, and F1, we can obtain some con-
clusions. First, the performances of the reconstructed feature
data at some low ratios are better than those of the original
data, whose ratio is 100%. In particular, the performances
of the KDDCUP99 dataset are more obvious. Therefore, it
is necessary to reduce the data dimensions by using the group
CNN to reconstruct the features, which cannot reduce the
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Figure 2: The performance of the reconstruct features at different ratios.
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data quality. Second, the higher the dimension of the original
data is, the lower the ratio of the reconstruction features with
better performance.

For example, KDDCUP99 is a low-dimension dataset,
whose highest accuracy and F1 are at 15%.
CICMalDroid2020-139 is a middle–high-dimensional data-
set, whose highest accuracy and F1 are at 10%. Meanwhile,
CICMalDroid2020-470 is a high-dimensional dataset, whose
highest accuracy and F1 are at 5%. To sum up, we can con-
clude that reconstructed features are helpful to reduce the
data dimensions and improve the performance.

4.3.2. Comparison of the Group CNN and the Basic 1D CNN.
Both the group CNN and the basic 1D CNN can reconstruct
features. In this part, we compare the performance of the
reconstructed features by these two methods. First, the orig-
inal data are input to group CNN and basic 1D CNNmodels,
respectively. Different ratios from 5% to 30% of the recon-
structed features are generated. Second, the data composed
of reconstructed features are input to SVM, and the accuracy
are computed to evaluate the performance of the recon-
structed features. The parameters of their network structures
are shown in Table 2. The performance of different ratios of
the reconstructed features are recorded in Table 3. In addi-
tion, it should be noted that the number of iterations of the
CNN algorithms is 1000. The recorded results are the average
of 5 experiments.

The original data are directly input to SVM, and the accu-
racy is recorded in the last column of Tables 3(a) and 3(b). By
contrast, the accuracy at different ratios from 5% to 30% of
the reconstructed features are recorded in other columns.
Comparing the results in Table 3(a), we find that in some sit-
uations the accuracy of the reconstructed features by the
basic 1D CNN is higher than that of the original data.
KDDCUP99 achieves the highest accuracy at 25%.
CICMalDroid2020-139 achieves the highest accuracy at
10%. And CICMalDroid2020-470 achieves the highest accu-
racy with the original data. Comparing the results in
Table 3(b), we find the accuracy of the reconstructed features

by the group CNN is higher than that of the original data.
KDDCUP99 achieves the highest accuracy 0.9764 at 15%.
CICMalDroid2020-139 achieves the highest accuracy
0.8091 at 10%. And CICMalDroid2020-470 achieves the
highest accuracy 0.8111 at 5%. Comparing the results in
Table 3(a) with that in Table 3(b), we find that the accuracy
by the group CNN is generally higher than that by the basic
1D CNN. And the highest accuracy of each dataset in
Table 3(b) by group CNN is higher than that in Table 3(a)
by the basic 1D CNN. Furthermore, the datasets get the high-
est accuracy by the group CNN at the lower ratios. For exam-
ple, KDDCUP99 gets the highest accuracy by the group CNN
at 15%, but gets the highest accuracy by basic 1D CNN at
25%. Finally, we can conclude that the performance of the
group CNN is better than that of basic 1D CNN mainly
because grouped data based on the feature correlation helps
to improve the inside stickiness of the data of each group.

4.3.3. Training Loss of the Group CNN.During training stage,
the training loss is achieved based on the cross entropy loss
function to compare the probability that the predicted labels
of the reconstructed features are close to the real labels. The
smaller the training loss is, the closer the predicted labels to
the true labels of each data. In this section, we study the trend
of the training loss of the group CNN. KDDCUP99 and
CICMalDroid2020-139 are grouped to two groups, while
CICMalDroid2020-470 is grouped to four groups. The
grouped data are separately input to the group CNN to train
the models. Then, different ratios from 5% to 30% of the
reconstructed features are generated. During the training of
the group CNN, the loss of each iteration is recorded and
plotted in Figure 3. The number of iterations in the training
stage is 1000.

From the curves in Figure 3, on the one hand, we find that
some training loss curves of the grouped data are closer to
each other and approaching to 0. For example, in
Figure 3(a), the training loss curves of 20% reconstructed fea-
ture data of KDDCUP99, which are grouped to two groups,
are closer. So are the training loss curves of 15%

Table 3: Accuracy of group CNN and basic 1D CNN.

(a) Accuracy of basic 1D CNN

Datasets
Accuracy

5% 10% 15% 20% 25% 30% 100%

KDD99 0.9605 0.9566 0.9599 0.9627 0.9667 0.9548 0.8788

CICMalDroid2020-139 0.7760 0.7854 0.7721 0.7587 0.7733 0.7724 0.7094

CICMalDroid2020-470 0.6783 0.7065 0.6808 0.6320 0.6127 0.6246 0.7171

(b) Accuracy of group CNN

Datasets
Accuracy

5% 10% 15% 20% 25% 30% 100%

KDD99 0.9612 0.9717 0.9724 0.9764 0.9696 0.9692 0.8788

CICMalDroid2020-139 0.7681 0.7988 0.8091 0.7945 0.7967 0.7891 0.7094

CICMalDroid2020-470 0.8111 0.8058 0.7937 0.8108 0.7985 0.7983 0.7171
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Figure 3: Continued.
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Training loss of CICMalDroid2020-139 dataset
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reconstructed feature data of CICMalDroid2020-139 in
Figure 3(b), and the training loss curves of 5% reconstructed
feature data of CICMalDroid2020-470 in Figure 3(c).

Furthermore, the ratios of the closer training loss curves
in Figure 3 are the same as that of the highest accuracy in
Table 3(a). On the other hand, we find that when the curves
converge, the training loss curve of group 1 is under that of
group 2 in Figures 3(a) and 3(b), and the loss curves are the
same in Figure 3(c), where the loss curve of group 1 is at
the bottom and the loss curve of group 4 is on the top. That
is because the data are grouped based on the feature correla-
tion. We first calculate the correlations between features, and
rank the correlations in descending order. Then, we divide
the data into several groups equally according to the descend-
ing correlation coefficients. So, the correlation coefficients of
the first group are biggest, and that of the last group are smal-
lest. Therefore, the loss of reconstructed features are smaller
when the correlation coefficients are larger.

4.3.4. Comparison of the Dimension Reduction Algorithms.
The group CNN can reconstruct features and reduce the
dimensions of the features. Therefore, the group CNN can
be seen as a dimension reduction algorithm. At present, there
are many dimension reduction algorithms, such as PCA, FA,
ICA, and SVD. In this section, we choose PCA and SVD to

compare with the basic 1D CNN and the group CNN. Like
in Section 4.3.1, first, the dimensions of the original data by
the dimension reduction algorithms are reduced to 5%,
10%, 15%, 20%, 25%, and 30%, separately. Then, the dimen-
sion reduction data are input to SVM. Accuracy and F1 are
calculated to evaluate the performance of the low-
dimensional data. The accuracy and F1 of the dimension
reduction algorithms are recorded in Figure 4. In addition,
it should be noted that the number of iterations of the basic
1D CNN and the group CNN algorithms are 1000. The
recorded results are the average of 5 experiments.

According to the accuracy and F1 of different dimension
reduction algorithms in Figure 4, we can obtain some conclu-
sions. First, for the low-dimensional dataset, such as
KDDCUP99, the ratios of the highest accuracy and F1 are
high. For the high-dimensional dataset, the ratios of the high-
est accuracy and F1 are low, such as CICMalDroid2020-470.
Furthermore, the highest accuracy and F1 at the low ratios
are even higher than that of the original data. Therefore, we
think that it is quite necessary to reduce the data dimensions
by the dimension reduction algorithms. Second, the accuracy
and F1 of different ratios by the group CNN are the highest.
Therefore, we can obtain that the group CNN is the best
dimension reduction algorithm. At the same time, the accu-
racy and F1 of the basic 1D CNN are less than that of the
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Figure 3: Training loss of group CNN.
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(a) The accuracy and F1 of KDDCUP99 by the dimension reduction algorithms
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(b) The accuracy and F1 of CICMalDroid2020-139 by the dimension reduction algorithms
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Figure 4: The accuracy and F1 of the dimension reduction algorithms.
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group CNN, but higher than that of PCA and SVD, which are
traditional methods. Furthermore, we can conclude that the
results of the deep learning methods are better than that of
the traditional methods. Therefore, we suggest to apply deep
learning algorithms to reduce the dimensions.

4.3.5. Comparison of Running Time. In theory, we have
already proved that the parameter counts and FLOP of the
group CNN are smaller than that of basic 1D CNN. In this
section, we compare the values of FLOP, parameter counts,
and running time between the basic 1D CNN and the group
CNN. The basic 1D CNN and the group CNN are built with
different structures to analyze the datasets. In particular, the
numbers of layers and the parameters of each layer are shown
in Table 4.

The basic 1D CNN and the group CNN have similar
structures, when dealing with the same dataset. It should be
noted that the count of convolutional kernels in each layer
of the basic 1D CNN is equal to that of the group CNN,
which means that the count of convolutional kernels in each
layer of the basic 1D CNN is equal to the numbers of the
groups multiplied by the counts of convolutional kernels in
each group. When the models are operating to analyze the
data, running time is recorded. At the same time, FLOP
and parameters are computed. The results are shown in
Table 4.

Table 4 shows the structures, FLOP, parameters, and run-
ning time of the basic 1D CNN and the group CNN. It is easy
to find that the more layers of the structures have, the larger
the FLOP, parameters, and running time in Table 4(a) and

Table 4: The structures, FLOP, parameter counts, and running time of the basic 1D CNN and the group CNN.

(a) The structures, FLOP, parameter counts, and running time of the basic 1D CNN

Datasets Structures of the basic 1D CNN FLOP Parameter counts Running time (S)

KDD99

Layers: 3
Layer 1: Cin = 1, Cout = 40, M ′ = 40, W1′ = 10, W2′ = 32
Layer 2: Cin = 40, Cout = 40, M ′ = 40, W1′ = 8, W2′ = 25
Layer 3: Cin = 40, Cout = 80, M ′ = 80, W1′ = 8, W2′ = 18

4:63 ∗ 109 45700 602.68

CICMalDroid2020-
139

Layers: 4
Layer 1: Cin = 1, Cout = 30, M ′ = 30, W1′ = 20, W2′ = 128
Layer 2: Cin = 30, Cout = 20, M ′ = 20, W1′ = 20, W2′ = 109
Layer 3: Cin = 20, Cout = 40, M ′ = 40, W1′ = 10, W2′ = 100
Layer 4: Cin = 40, Cout = 20, M ′ = 20, W1′ = 10, W2′ = 91

6:69 ∗ 109 86798 852.84

CICMalDroid2020-
470

Layers: 5
Layer 1: Cin = 1, Cout = 249, M ′ = 249, W1′ = 10, W2′ = 461
Layer 2: Cin = 249, Cout = 100, M ′ = 100, W1′ = 40, W2′ = 422
Layer 3: Cin = 100, Cout = 50, M ′ = 50, W1′ = 80, W2′ = 343
Layer 4: Cin = 50, Cout = 20, M ′ = 20, W1′ = 40, W2′ = 304
Layer 5: Cin = 20, Cout = 20, M ′ = 20, W1′ = 20, W2′ = 285

1480:39 ∗ 109 3768915 48213.86

(b) The structures, FLOP, parameter counts, and running time of the group CNN

Datasets Structures of the group CNN FLOP Parameter counts Running time (S)

KDD99

Groups: 2; layers: 3
Layer 1: Cin = 1, Cout = 20, M ′ = 20, W1′ = 5, W2′ = 16
Layer 2: Cin = 20, Cout = 20, M ′ = 20, W1′ = 4, W2′ = 13
Layer 3: Cin = 20, Cout = 40, M ′ = 40, W1′ = 4, W2′ = 10

0:82 ∗ 109 13994 595.77

CICMalDroid2020-139

Groups: 2; layers: 4
Layer 1: Cin = 1, Cout = 15, M ′ = 15, W1′ = 10, W2′ = 60
Layer 2: Cin = 15, Cout = 10, M ′ = 10, W1′ = 10, W2′ = 51
Layer 3: Cin = 10, Cout = 20, M ′ = 20, W1′ = 5, W2′ = 47
Layer 4: Cin = 20, Cout = 10, M ′ = 10, W1′ = 5, W2′ = 43

4:90 ∗ 109 61180 484.02

CICMalDroid2020-470

Groups: 4; layers: 5
Layer 1: Cin = 1, Cout = 63, M ′ = 63, W1′ = 3, W2′ = 115
Layer 2: Cin = 63, Cout = 25, M ′ = 25, W1′ = 10, W2′ = 106
Layer 3: Cin = 25, Cout = 12, M ′ = 12, W1′ = 20, W2′ = 87
Layer 4: Cin = 12, Cout = 5, M ′ = 5, W1′ = 10, W2′ = 78
Layer 5: Cin = 5, Cout = 5, M ′ = 5, W1′ = 5, W2′ = 74

23:52 ∗ 109 98976 3237.18
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Table 4(b). Furthermore, the FLOP, parameters, and running
time of the group CNN in Table 4(b) are less than that of the
basic 1D CNN in Table 4(a), when these two CNN models
deal with the same datasets.

In particular, more FLOP, parameter counts, and run-
ning time of the group CNN on CICMalDroid2020-470
decrease, compared to that of the group CNN on KDD99
and CICMalDroid2020-139. Maybe, we can infer that the
larger the group count is, the more FLOP, parameter counts,
and running time reduce. It should be noted that the struc-
tures of the basic 1D CNN and the group CNN in this section
are set to compare the running time, which are not used in
other sections. On the contrary, in other sections, the struc-
tures of basic 1D CNN and group CNN are set to obtain
the highest performance, which are totally different from that
in this section.

5. Conclusions

In this paper, we present a 1D group CNN model to recon-
struct the features and reduce the dimensionality. The main
characteristic is that grouped data are based on feature corre-
lations, which means that the data are grouped by column.
CNN model grouping occurs in convolution kernel group-
ing. In summary, first, compared to all features, our group
CNN can achieve the best performance with fewer features.
Second, compared to the basic 1D CNN, the group CNN out-
performs the basic 1D CNN on the features at different ratios.
Third, compared to the dimension reduction algorithms, the
accuracies and F1 of the group CNN are the highest. Fourth,
compared to the basic 1D CNN, the FLOP, parameters, and
running time of the group CNN are lower. Therefore, from
the evaluations of all of the aspects, the group CNN spends
less time but achieves better performance with fewer features.
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Adoption of the Internet of Things (IoT) in education brings many benefits. However, the poor implementation of access control of
educational data produced by the IoT devices has brought students’ and teachers’ privacy into danger. Attackers can access
educational data that they are not permitted to access and even erase the records during access. To tackle this problem, we
employ blockchain technology to guarantee the integrity of access control rules and trace the records of access events. In this
paper, we propose a blockchain-based access control scheme for the data produced by IoT devices. The scheme consists of three
components: (1) a well-implemented data collection module that is deployed in smart classrooms, which collects and uploads
data about the real-time situation inside the smart classroom to the data center; (2) a MongoDB-based data center and its
control module that makes access control decisions based on the verification of the permissions of visitors, where the
permissions are managed by blockchain; and (3) a customized blockchain system that stores and keeps security policy updates
of the role-based access control module and records access events in a trusted way. Our analysis indicates that the proposed
access control scheme guarantees the correctness of the access control process and makes the access of collected educational
data auditable and responsible. Our system collectively analyzes the context of the smart classroom and is capable of detecting
multiple scenarios such as absence, lateness, and gunshot. We show how the scheme preserves students’ and teachers’ privacy by
carrying out extensive experimental studies. The results indicate that the proposed data management system can give correct
responses as quickly as a traditional data server does while preserving privacy.

1. Introduction

With the rapid development of Internet of Things (IoT), cit-
ies around the world are becoming smarter and smarter. One
of the most widespread application scenarios of smart city is
smart education, where educational big data is collected
through multiple IoT devices deployed in smart campuses
and smart classrooms and stored for a variety of data pro-
cessing and analysis tasks.

Adoption of IoT in education has been widely studied.
Marquez et al. [1] proposed a model to integrate objects to
Virtual Academic Communities (VAC). Their results indi-
cate that the adoption of IoT yields a more engaging learning
environment for learners, and the instructors can obtain
more information about the learning process, which in turn

enhances the pedagogical process. Moreira et al. [2] conducted
a study to provide personalized education to learners by using
the data collected through IoT, cloud computing, and learning
analytical tools. It is indicated that this approach is able to pro-
vide personalized curricula that depend on the abilities of each
student. Last but not least, Bagheri and Movahed [3] showed
that the use of IoT in education is not limited to teaching
and learning. Their study indicated that IoT in education
can be used to (1) manage energy and monitor ecosystem;
(2) implement secure campus and classroom access control;
and (3) monitor student’s health. In one word, adoption of
IoT in education brings many benefits.

However, the access of the educational data produced
during the work flow of these applications is not carefully
controlled. Particularly, the privacy of the involved teachers
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and students is in danger of being violated. There exist many
instances demonstrating the severity. Here are a couple of
examples. InBloom was a nonprofit educational technology
company, which developed educational technology products
to provide students with personalized learning services. But
inBloom survived only 15 months. The main reason lies in
that the information collected by the company involves too
much privacy of students, and the company shared these data
with other companies. Eventually, public protests and pres-
sure from public opinion caused the company to apologize
and shut down [4]. In September 2016, a high school student
in Tianjin broadcasted the scenes of her classmates’ learning,
breaks, outdoor activities, etc., on a live broadcast platform,
without the attention of her classmates. There were hundreds
of people viewing the live broadcast, and some of them
posted explicit information and messages, which include
the personal information of the students [5].

As more and more schools are in progress of having
smart campuses and smart classrooms, more and more IoT
devices are used by students and teachers to interact. The
involved privacy problems brought by IoT urge to be solved,
which can be summarized as follows:

(1) The uses of the sensors and the data produced by the
sensors are unlimited. Access control schemes of the
educational data are not well implemented. Attackers
can cross the access restrictions by tampering with
the access rules using methods such as SQL injection

(2) The access of the data is not auditable. Attackers can
erase the records of their visits using simple methods

To address these issues, we propose a blockchain-based
access control scheme to ensure that the probability at which
an adversary successfully accesses the data is a negligible prob-
ability. Our scheme consists of (1) a well implemented data
collection module that is deployed in smart classrooms to col-
lect and upload data to the data center; (2) a MongoDB-based
data center and its control module that checks permissions on
the blockchain and implements the results of the permissions;
and (3) a role-based access control module maintained by a
customized blockchain system that manages the access per-
missions and records access events in a trusted way.

The contributions of this paper are summarized as
follows:

(1) We propose an educational data access control
scheme to support trustworthy educational data
management. We use blockchain as a trusted, distrib-
uted database to store and keep the updates of the
security policies involved in the role-based access
control scheme, thus achieving secure and trusted
data management. We illustrate that our scheme is
effective to preserve privacy for IoT-assisted educa-
tional big data management. By using blockchain to
record the visit events of educational data, we make
the access of educational data auditable

(2) We fully implement an educational data collection
and access control system. The system includes a data

collection module deployed in a smart classroom, a
MongoDB-based data center and its control module,
and a role-based access control module running on
top of a customized blockchain system. Our system
collectively analyzes the context of the smart class-
room and can detect multiple scenarios such as
absence, lateness, and gunshot

(3) We test the correctness and performance of our sys-
tem. The results indicate that our system gives correct
responses to users in less than one second, which is
an acceptable performance for most application
scenarios

The paper is organized as follows. Background and related
works are presented in Section 2. Our blockchain-enabled
access control scheme for educational data is proposed in Sec-
tion 3. Experimental studies are reported in Section 4, and the
paper is concluded in Section 5 with a discussion.

2. Previous Knowledge and Related Work

2.1. Previous Knowledge. Here, we introduce the key technol-
ogies and their related concepts used in our work.

2.1.1. Role-Based Access Control. We use the role-based
access control (RBAC) model to represent andmanage access
privileges of the educational data. Role-based access con-
trol is a policy-neutral access-control mechanism defined
around roles and privileges. Within an organization, users
are grouped into different roles. The permissions to access
certain series of data or to perform certain operations are
assigned to specific roles rather than specific users. RBAC
play a role as the bridge between users and permissions. A
role represents a set of users and takes place of the users to
be assigned permissions to, for simplification, clearance,
and performance. In fact, there exist many other access con-
trol schemes such as attribute-based access control (ABAC),
access control matrix (ACM), access control list (ACL), and
capability-based access control (CapBAC). RBAC is proved
to be equivalent to ACM with respect to the policies they
can represent. Besides, RBAC is one of the most wide-
spread, clear, and easy-to-develop access control models.
The components of RBAC such as role-permission, user-
role, and role-role relationships make it simple to perform
user assignments, especially for user assignments on block-
chain, because role-permissions, user-role, and role-role
relationships are highly isomorphic with transactions on
blockchain. And by maintaining RBAC with a blockchain
system, we can guarantee that all access privileges are cor-
rectly stored and cannot be tampered with.

2.1.2. Blockchain. In our scheme, role-based access control is
maintained by a blockchain system. Blockchain has served as
a trustworthy environment for many different applications,
ranging from secure transactions to trusted verifiable com-
puting. Generally, blockchain can be regarded as a distrib-
uted ledger, which is kept by a series of computers called
blockchain nodes. To make sure that every blockchain node
keeps the same ledger, blockchain systems use consensus
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algorithms. There are many kinds of consensus algorithms
such as Proof-of-Work (PoW), Proof-of-Stake (PoS), and
Delegated Proof-of-Stake (DPoS). Practical Byzantine Fault
Tolerance (PBFT) represents the consensus algorithms from
the Byzantine Fault Tolerance (BFT) consensus family.
Although BFT consensus algorithms are well studied, their
performance and scalability are still restricting their applica-
tions. In this paper, we choose PoW to be the consensus algo-
rithm of our blockchain system. We make this choice for two
reasons. On the one hand, PoW is the consensus algorithm
for the first blockchain: bitcoin blockchain [6]. On the other
hand, PoW is the most widely adopted consensus algorithm
in blockchain community.

In blockchain, events recorded on the ledger are called
transactions, and transactions are packed into blocks to be
added to the end of the blockchain. In PoW, nodes compete
to get the right of packing blocks. To get this right, nodes
need to find a nonce, by appending the nonce to the block
and calculating its hash; the outcome hash is smaller than a
predefined threshold. This process is called mining. As the
outcome of the hash process can be seen as completely ran-
dom, the only way to find such a nonce is to guess and try.
Then, we can expect that nodes need to try many times to
find a valid nonce and add the block to the blockchain. In
our experiment, the difficulty of finding a valid nonce was
decreased to make the blockchain system run faster.

2.2. Related Work. Before cloud computing becomes preva-
lent, most information and data are stored locally in users’
computers. As cloud computing and mobile network prevail,
educational programs, applications, and data are stored in
clouds, and users do not know the specific storage location
of personal data. In [7], Madeth raised awareness of privacy

issues in E-learning that implicate user tracking and personal
data usage for instructional purposes. In response to these
privacy problems, a widely adopted method is to evaluate
privacy-preserving technology of educational technology
products. In fact, many schools and districts in the United
States conducted privacy technology reviews on commonly
used educational technology products with the help of tech-
nology review organizations [8]. The results indicate that
most educational technology products cannot protect pri-
vacy. To solve the privacy problem fundamentally, a secure
and trusted data management system is needed.

In fact, people have been trying to protect education pri-
vacy. Specifically, the main practices of American society to
protect student privacy include three aspects: (1) publishing
education privacy laws and regulations [9], (2) setting dedi-
cated student privacy protection position at education
departments [10], and (3) carrying out technical privacy
reviews for educational products. At the technical level, pre-
serving IoT data privacy in crowdsourcing with blockchain
was studied by [11, 12]. Blockchain-based privacy preserving
schemes on data uploading, trading, and sharing were
explored by [13–15]. Blockchain systems addressing wireless
challenges such as channel variation and adversarial jam-
ming under IoT settings were thoroughly studied in [16,
17]. A cloud-enabled blockchain to support IoT applications
taking advantage of the advances such as remote direct mem-
ory access and shared memory technology was presented in
[18]. Trust extension from on-chain to off-chain and
ground-truth data collection to blockchain were, respectively,
investigated by [19, 20]. To the best of our knowledge, there
is a lack of decentralized, trusted, automated access control
solution to protect educational privacy, which is what this
paper intends to address.

Smart classroom

Data center

Data

Role-based
access control

Blockchain

IoT sensors

1. IoT sensors upload the
collected data to the data
center

Visitor2. The visitor requests to visit the data

3. The data center
checks if the visitor is
allowed to visit the
requested data

4. The data center
replies to the visitor
based on 3.

MongoDB Control module

Fetch data

Figure 1: Abstract architecture of the system
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3. Blockchain-Based Access Control of
Educational Data

In this section, we describe the details of our blockchain-
based access control scheme of educational data. As illus-
trated in Figure 1, our scheme consists of a smart classroom
with IoT devices, a data center, and a role-based access con-
trol module running on a blockchain system.

3.1. Smart Classroom. IoT devices continuously monitor and
collect data in smart classrooms. The collected data is
uploaded to the data center for further processing and analy-
sis. In this paper, our IoT devices include sound sensors,
RFID sensors, and cameras. Sound sensors can be used to
monitor whether most students are studying attentively or
just chatting with each other. They can also be used as gun-
shot detectors, to set up alarm and notify the police when
gunshot is detected. RFID sensors can be used to record
attendance of teachers and students, by giving each teacher
and student an RFID card. Cameras can take photos and
videos of the interior of the classroom. They can be very use-
ful, because based on Artificial Intelligence and Computer
Vision technologies, photos and videos can be used to recog-
nize human faces, analyze students’ focus and emotion, and
extract many other useful information.

For privacy concern, we use a sound detection module as
the sound sensor. It only senses the sound intensity of the
environment without collecting detailed sound information
such as the timbre, frequency, phase or, any other informa-
tion about the waveform. So, the content of conversations
in the classroom is not recognized. The sound detection
module outputs a value between 0 and 1023 representing

the current sound intensity in the environment. A larger out-
put value means a louder environment. Particularly, as our
experiment shows in Section 4, the output value ranges
between 21 and 24 in a relatively quiet environment, and goes
up to between 30 and 50 when a loud sound is detected.

Most schools, companies, and organizations use RFID
sensors to take check-in and check-out records for their
members. We do not explain how RFID sensors work here
in detail, as it does not affect the design of our system. But
we introduce how we use RFID sensors to collect important
data. When a check-in action is detected (someone has
tapped his/her RFID card or RFID tag at the RFID sensor),
the user’s RFID (usually a 4-byte array), the type of action
(check-in or check-out), user’s name, role, and the time and
location of the action are collected. Besides, we calculate the
SHA256 hash [21] of a record as its digest. Formally,

Hash = SHA256 action + RFID + name + roleð
+ time + location + GPSÞ: ð1Þ

Using hash, we can setup a trusted digest to the activity,
verify the integrity of data, and increase difficulty for
attackers to tamper with the records.

All the collected data including sound, RFID records, and
photos are uploaded and stored in the data center, for further
processing and analysis.

3.2. Data Center. Collected educational data are stored in the
data center. Teachers, parents of students, education man-
agers, or someone else may need to access these data for dif-
ferent reasons, such as making educational decisions,

(a) A sound record (b) A check-in record

(c) A photo record

Figure 2: Data stored in data center.
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guarding safety of the school, and teaching enrichment. In
our scheme, these educational data are stored in a MongoDB
database.

MongoDB is a popular NoSQL, nonrelational database
for modern app development [22]. When compared to rela-
tional databases, NoSQL databases are often more scalable
and can provide superior performance. SQL databases are
most often implemented in a scale-up architecture, which is
based on larger computers with more CPUs and more mem-
ory to improve performance, while NoSQL databases are cre-
ated in Internet and cloud computing eras that make it
possible to more easily implement a scale-out architecture.
In addition, the flexibility and ease of use of their data models

can speed up development in comparison to the relational
model, especially in IoT and cloud computing environments.

In our design, the database stores three kinds of data:
sound records, check-in and check-out records, and photo
records. For a sound record, we store 5 fields: record hash,
time, value, location, GPS: a check-in and check-out record
contains 8 fields: record hash, action type, RFID, user’s name,
user’s role, time, location, and GPS. And a photo record con-
tains 5 fields: record hash, time, value, location, and GPS.
Figure 2 shows one example of each kind of data.

We attach each record of data its hash as its index in both
the data center and the blockchain. To protect privacy of stu-
dents and teachers, access of these data should be under con-
trol. Data center should only allow authenticated access of
designated data. In our access control scheme, we adopt the
role-based access control model and deploy it on a custom-
ized blockchain system. When a visitor requests to access
some data, the data center checks on the blockchain whether
the visitor’s role is allowed to access the requested data. If so,
the data center grants to the visitor the access right to the
data. Otherwise, the data center refuses the visitor’s request.
Based on this principle, we propose a control module of the
data center to process visitors’ access requests and verify

1: Initialization: Synchronize the blockchain object bc with blockchain nodes to get the newest state of the access model. Connect to
the MongoDB database and get an object db.
2: // verify the permission of an access request
3: function VERIFY(uid, hash, sig)
4: // check if the user is offering correct signature to be identified as user uid
5: if bc.verifySignature(uid, sig) == false then
6: return false
7: end if
8: role = bc.getRole(uid)
9: tags = bc.getTags(hash)
10: for tag in tags do
11: if bc.findState(role, tag) == false then
12: return false
13: end if
14: end for
15: for tag in tags do
16: if bc.findState(role, tag) == true then
17: return true
18: end if
19: end for
20: return false
21: end function
22: function RUNSERVER
23: while true do
24: uid, hash, sig, addrFrom = getRequestParams()
25: if verify(uid, hash, sig) == false then
26: sendMessage("Authorization failed.")
27: else
28: sendMessage("Authorization suceed.")
29: data = db.getData(hash)
30: sendData(addrFrom, data)
31: end if
32: end while
33: end function

Algorithm 1: Data center control utilities.

Table 1: Access control rules in our experiment.

Sound Check-in & check-out Camera

Students ✓ ✗ ✗

Parents ✓ ✓ ✗

Teachers ✓ ✓ ✓

Education managers ✓ ✓ ✓

Unauthorized people ✗ ✗ ✗
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the permissions of visitors’ access on the blockchain. Specif-
ically, the control module is programmed to synchronize
the state of RBAC module as a blockchain node and makes
access control decisions based on the state of the RBACmod-
ule. Algorithm 1 shows the main frame of the control mod-
ule’s workflow.

In our implementation, the main thread of the control
module runs the runServer function, which continuously
waits for access requests. When receiving a request, runServer
parses parameters of the request and verifies whether it is
permitted or not, using the core part of the control module,
verify function.

The verify function first checks the signature to make sure
that the access request is sent by the corresponding user uid.
Then, it extracts the tags of the data and examines the role of
uid. Following that are two for loops, with the first one check-
ing if the role of uid has been banned from some tag of the
data and returns false if it is true and the second one checking
if the role of uid has been authorized to access the data and
returns true if it is true.

3.3. RBAC Blockchain System. As mentioned earlier, role-
based access control (RBAC) is a policy-neutral access-
control mechanism defined around roles and privileges.
The components of RBAC such as role-permission, user-role,
and role-role relationships make it simple to perform user
assignments. A study by NIST has demonstrated that RBAC
addresses many needs of commercial and government orga-
nizations. RBAC can be used to facilitate administration of
security in large organizations with hundreds of users and
thousands of permissions. Although RBAC is different from
mandatory access control (MAC) and discretionary access
control (DAC) frameworks, it can enforce these policies
without any complication. Under the role-based access con-
trol model, users are grouped into several roles. Access
actions of users are permitted or refused based on their roles.

For example, in our experiment described in Section 4,
the roles and access control rules are designated as Table 1
shows. There are 5 roles in total: students, students’ parents,
teachers, education managers, and unauthorized people.

In our access control scheme, we use a blockchain sys-
tem to implement the RBAC model. We authenticate user
identities using SHA256 signatures and public cryptogra-
phy schemes. The identities are registered on the block-
chain via an authenticated trusted blockchain node. After
registration, a public-private key pair is generated for each
user, and the trusted node broadcasts a user-registration
transaction on the blockchain. The transaction includes
designated role for the user, and the public-private key
pair can be used to verify whether the role in the transac-
tion is designated to the user by verifying the SHA256 sig-
nature. To achieve role-based access control features, we
implement 4 transaction types:

(i) User-registration: as described above, we use user-
registration transactions to register an identity for a
user. The format of a user-registration transaction
is fuser − reg, pkuid , roleg, in which uid is the user’s
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id, pkuid is the public key generated for the user, and
role is the designated role for the user

(ii) Role-registration: like user-registration transactions,
role-registration transactions are used to register a
new role for the system. For a role-registration trans-
action frole − reg, roleg, role is the name of the role
being registered

(iii) Rule-edit: we use rule-edit transactions to create or
edit role-based access control rules. For example,
transaction frule − edit, role, tag, true/f alseg cre-
ates or edits a rule to allow/forbid users of role role
to access data with tag tag

(iv) Access-result: the blockchain system employs access-
result transactions to respond to the data center’s
query about whether a user can access some data.
Transaction fresult, uid, tag, t, true/f alseg means
the user of id uid can or cannot access the data of
tag tag, where t is the timestamp of the request

action. Access-result transactions play the role of an
immutable access log and make the request action
auditable and responsible

The main benefit of running an RBAC model on a block-
chain lies in that as all transactions are confirmed by all
blockchain nodes, and no adversary can change any user’s
role at its own will.

4. Experiment

In this section, we report the evaluation results of our system
in a practical scenario. We implemented the blockchain-
based educational data access control system and used the
system to perform the whole process of the educational data
from collection, storage, to controlled access.

4.1. Setup. As shown in Figure 3, we used a data collection
module to simulate the IoT devices in a smart classroom.
The data collection module was implemented on an Arduino

36°21'46.5"N

36°21'47"N

36°21'47.5"N

36°21'48"N

120°41'24"E

Esri, HERE, Garmin, USGS 50 ft 
 10 m

Location 1:
1c8f6e... check-in
fe0879... check-in
ee9bfd... check-out
c0d131... check-out

Location 2:
5c2bf8... check-in
d283f1... check-in
736393... check-in
937516... check-out
d67513... check-out
affebb... check-out

Figure 5: Check-in record.

Table 2: RFID record.

Record hash Action RFID Name Role Time Location GPS

1c8f6e... Check-in E1 0D 2D 21 Teacher1 Teacher 08:05:17 Location 1 36.363, 120.689

fe0879... Check-in D1 D7 51 02 Teacher2 Teacher 08:05:26 Location 1 36.363, 120.689

5c2bf8... Check-in 06 7F FB AD Student1 Student 08:25:38 Location 2 36.363, 120.690

d283f1... Check-in 82 3F B1 58 Student3 Student 08:25:43 Location 2 36.363, 120.690

736393... Check-in 6D B6 6B 4A Student2 Student 08:25:49 Location 2 36.363, 120.690

937516... Check-out 6D B6 6B 4A Student2 Student 17:01:23 Location 2 36.363, 120.690

d67513... Check-out 06 7F FB AD Student1 Student 17:01:48 Location 2 36.363, 120.690

affebb... Check-out 82 3F B1 58 Student3 Student 17:01:59 Location 2 36.363, 120.690

ee9bfd... Check-out E1 0D 2D 21 Teacher1 Teacher 18:00:16 Location 1 36.363, 120.689

c0d131... Check-out D1 D7 51 02 Teacher2 Teacher 18:00:29 Location 1 36.363, 120.689
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UNO, which was connected to several sensor modules,
including the following:

(1) OV7670, a camera module

(2) SY-M213, a sound sensor module

(3) RFID-RC522, an RFID module

At the Arduino UNO, we develop and assemble the
drivers of the camera module, sound sensor module, and
RFID module in C language. The Arduino UNO board was
a microcontroller board based on the ATmega328P, which
supports USB connection with a computer [23]. At every sec-
ond, the camera module uploaded a 320 ∗ 240-sized grayscale
image and the sound sensor module uploaded its output (it
measures the sound intensity of the environment). The RFID
module uploaded a record each time an action was detected.

All the collected data were uploaded to a Lenovo G580
PC running Windows 10 Professional 20H2 through serial
port. We developed a Python program to display the data
read from serial port. It ran on the Lenovo G580 PC and
uploaded data to the data center while displaying the col-
lected data.

For the data center, we developed a control module using
Python to process visitors’ access requests and verify the

authentication of visitors’ access permissions on the block-
chain. This module operated as both a server and a block-
chain node. It read role-based access control information in
on-chain transactions. If a visitor’s access permission was
authenticated, the control module would fetch data from
the MongoDB database and send the data to the visitor by
writing the data into the response body of the HTTPS con-
nection. The control module and MongoDB ran on a 16-
inch 2019 MacBook Pro with 8-Core Intel i9 @ 2.4GHz
and 16GB memory that operated on macOS 11.3.

We developed our own blockchain system using Golang
for the best flexibility of customization. Golang is a popular
programming language in blockchain community and has
become a go-to language for developing decentralized sys-
tems [24]. We used PoW consensus algorithm, which has
practically the best performance and scalability. The PoW
difficulty was reduced to 16 leading zero bits as we did not
have as much computing power as the bitcoin network has
to produce blocks in an acceptable time. That is, mining
nodes needed to find a nonce that by appending the nonce
to the block data, the produced SHA256 hash had 16 zero bits
in the front. So, the expected try times of different nonces for
mining a block were 216 = 65536. We ran the blockchain sys-
tem on three computers, with each having 8-Core Intel i7-
9700 CPU @ 3GHz and 16GB memory and running
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Windows 10 Professional 20H2. One blockchain node ran
on each of the three computers. Figure 4 shows the aver-
age time the blockchain network takes to mine a block,
under different difficulty settings. In our implementation
(targetBits = 16), the difficulty-reduced PoW blockchain net-
work takes 526ms to produce a block in average.

4.2. Evaluation

4.2.1. Data Collection. Using the RFID module, we recorded
check-in and check-out actions at two different locations
(shown in Figure 5). Each time a teacher or a student checks
in (swipes his/her RFID card at the RFID sensor), informa-
tion of his/her identity and the check-in and check-out action
including time, location, and hash are collected and uploaded
by the RFID module. In our experiment, location 1 is the
office of the teacher, and location 2 is the classroom where
the students study. Details of these actions are shown in
Table 2.

In this experiment, we monitored the environment sound
intensity in a classroom with the sound sensor module. As
shown in Figure 6, three patterns of environment sound
intensity were recorded. In the first pattern (Figure 6(a)),
the classroom was relatively quiet, and the uploaded value
from the sound sensor module was ranged from 21 to 24.
In the second pattern (Figure 6(b)), the classroom was noisy,
so the sound sensor module uploaded value higher than 25
with a high frequency. In the third pattern (Figure 6(c)), we
simulated a gunshot scene with a loud speaker. From the
110 seconds to the 200 seconds, we used the speaker to a play

gunshot sound at the entrance of the classroom. After the
sound was played, from the 200 seconds, students in the
classroom began to scream; then, the classroom became as
noisy as it was in the second pattern.

We also used the camera module to take photos of the
interior of the classroom. Limited by the performance of
the OV7670 camera module, only one photo per second
was taken. Figure 7 shows three representative scenes in the
classroom: students studying in the classroom (Figure 7(a)),
students leaving the classroom when the class was over while
several students chose to stay for discussions (Figure 7(b)),
and an empty classroom (Figure 7(c)).

These educational data were all uploaded and stored in
the MongoDB database. Further analysis and data process
can be done after access control.

4.2.2. Access Control of Collected Data. For simplicity and
convenience, we ran the three nodes of the blockchain sys-
tem, the data center, and the data collection module in the
same local area network. This resulted in low network
latency. By sending role-registration transactions and user-
registration transactions, we registered 8 users of 5 roles: 3
students, 2 parents, 1 teacher, 1 education manager, and 1
unauthorized person. By sending rule-edit transactions, we
created the following role-based access control rules:

(i) Students can access the sound monitor data, to get
noticed when gunshot is detected

(ii) Parents can access the check-in records of their chil-
dren and the sound monitor data, to see if their

(a) Students are studying (b) Class is over

(c) Empty classroom

Figure 7: Camera recording.
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children have gone to school after leaving home and
to be aware of students’ study environment

(iii) The teacher and the education manager can access
all the educational data, for teaching evaluation
and enrichment, educational decision making,
school safety guarding, etc.

(iv) The unauthorized person cannot access any data, as
he or she is not authorized

Then, we tested our educational data access control sys-
tem. We used different uid-skuid pairs to simulate different
users and sent requests to the data center to access the data
collected from the smart classroom. We sent 100 requests,
50 of them were good ones that should be accepted, while
the other 50 were bad that should be refused. As a result,
our access control system worked correctly. That is, for all
the 50 good requests, the data center sent data to the user,
and for all the 50 bad ones, the data center refused to offer
data to the requester. Besides, the result of each request was
logged on the blockchain in the form of an access-result
transaction. We also analyzed the performance of our access
control system. In our observation, it costs the user 13ms in
average to get a refuse message (Figure 8(a)) or 157ms in
average to get the requested data (Figure 8(b)), counting
from sending a request to the data center. It can be concluded
that the response time of our educational data access control
system under local area network is acceptable.

5. Conclusions

In this paper, we proposed a scheme to preserve privacy in
educational application of IoT. We achieved our privacy
preservation goal by implementing a blockchain-based access
control system. We implemented the full system including
the components of collecting educational data, storing the
data in a data center, and maintaining a role-based access
control on educational data. Our scheme consists of a data
collection module, a MongoDB-based data center, and the
role-based access control module running on top of a block-
chain system. Our educational data access control system

guarantees correct execution of the access control rules and
makes the access events of educational data auditable and
responsible. Our experiment results indicate that our access
control system gives a correct response as quickly as a tradi-
tional data server. What is more, our access control system
was designed to be relatively general-purpose. So, it can be
easily extended to other application fields, by including nec-
essary IoT devices and implementing drivers for them.
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Hackers on the Internet usually send attacking packets using compromised hosts, called stepping-stones, in order to avoid being
detected and caught. With stepping-stone attacks, an intruder remotely logins these stepping-stones using programs like SSH or
telnet, uses a chain of Internet hosts as relay machines, and then sends the attacking packets. A great number of detection
approaches have been developed for stepping-stone intrusion (SSI) in the literature. Many of these existing detection methods
worked effectively only when session manipulation by intruders is not present. When the session is manipulated by attackers,
there are few known effective detection methods for SSI. It is important to know whether a detection algorithm for SSI is
resistant on session manipulation by attackers. For session manipulation with chaff perturbation, software tools such as Scapy
can be used to inject meaningless packets into a data stream. However, to the best of our knowledge, there are no existing
effective tools or efficient algorithms to produce time-jittered network traffic that can be used to test whether an SSI detection
method is resistant on intruders’ time-jittering manipulation. In this paper, we propose a framework to test resistency of
detection algorithms for SSI on time-jittering manipulation. Our proposed framework can be used to test whether an existing or
new SSI detection method is resistant on session manipulation by intruders with time-jittering.

1. Introduction

Hackers on the Internet usually send attacking packets using
compromised hosts, called stepping-stones, in order to avoid
being detected and caught. With stepping-stone attacks, an
intruder remotely logins these stepping-stones using pro-
grams like SSH or telnet, uses a chain of Internet hosts as
relay machines, and then sends the attacking packets. To
launch a stepping-stone attack, the intruder enters the attack-
ing commands on his/her local machine which are relayed
through the stepping-stone machines until the attacking
packets arrive at the final target machine. It is well-known
that every such TCP session between a server and a client is
independent of one another even if they are relayed sessions.
Such a nature of the TCP protocol makes it much more chal-
lenging to know the attacker’s geographical location while
accessing a remote machine via multiple relayed TCP ses-
sions. The final target machine can only see the TCP packets
from the last hub of the connection chain. Therefore, a target

machine can hardly learn any information regarding the
origin of the intrusion.

To launch a stepping-stone attack, the intruder could use
a remote login program (SSH, telnet, or rlogin) and create a
connection chain as shown in Figure 1. In this figure, Host
0 is the intruder’s machine, Host N is the final target host,
and Host 1, Host 2,⋯, andHostN − 1 are the stepping-
stone machines. With stepping-stone intrusion detection
(SSID), the detection program can be installed at any of the
stepping-stones. The stepping-stone host with the detection
program installed is called a detecting sensor. In Figure 1,
we assume that Host i is the (detecting) sensor. The purpose
of SSID is to know if the detecting sensor Host i is employed
as a stepping-stone machine. Two important concepts
related to a detecting sensor of a connection chain are the
incoming and outgoing connections. The connection from
Host i − 1 to Host i is called an incoming connection to Host
i, and the connection from Host i to Host i + 1 is called an
outgoing connection fromHost i. If the detecting sensor Host
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i is employed as a stepping-stone machine, then, there exists
at least one matched pair between all of its incoming connec-
tions and all of its outgoing connections.

1.1. Definitions of Send/Echo Packets. The definitions of Send
and Echo packets will be illustrated using Figure 1. Assuming
that Host i is the detecting sensor. First, let us look at its
incoming connection. Send packets are those TCP packets
with the flag bit TCP.Flag.PSH set to TRUE that are sent
fromHost i − 1 to Host i; Echo packets are those TCP packets
with the flag bit TCP.Flag.PSH set to TRUE that are sent
fromHost back to Host i − 1. Now, let us look at the outgoing
connection. Send packets of the outgoing connection from
Host i are those TCP packets with the flag bit TCP.Flag.PSH
set to TRUE that are sent from Host i to Host i + 1; Echo
packets are those TCP packets with the flag bit TCP.Flag.PSH
set to TRUE that are sent from Host i + 1 back to Host i.

Which Send packet is matched with which Echo packet?
Let us answer this question by using an example on the
command line. If an attacker enters the command “ps” on a
command line in a terminal, the command could be sent to
the target machine with one or two TCP packets. For simplic-
ity, we assume that the command “ps” is delivered to the
target host with two different TCP packets, one for “p” and
the other one for “s.” When the attacker types “p” on the
command line, its packet is delivered to the target host. After
this Send packet is echoed, an Echo packet is sent back to the
attacker’s machine, and then the letter “p” is visible on the
screen of the attacker’s host. The Send packet associated with
the command “p” and its Echo packet are referred to as a
matched pair, or sometimes called a relayed pair. Based on
the TCP protocol design, an Echo packet may echo more
than one Send packets. Similarly, a Send packet may be
echoed by more than one Echo packets.

1.2. The Distribution of Packets’ RTTs for a Connection
Chain. In a TCP connection, a packet RTT is the sum of four
delays including queuing delay, transmission delay, process-
ing delay, and propagation delay. For connection chain-
based SSI detection, packet RTTs can be used to estimate a
connection chain length. The network traffic can be repre-
sented by the RTTs calculated from the matched pairs of a
Send packet and an Echo packet. In the work [1] by Yang
et al., the authors proved that a connection chain length is
the same as the number of clusters that are generated by
employing the RTTs calculated from the connection chain.

The work [2] by Paxson and Floyd discovered that the
packet RTTs calculated from a connection chain follow the
Poisson distribution. This important discovery can be
employed to match TCP packets as well as calculate a con-

nection chain length. Figure 2 shows that the packet RTTs
obtained from a connection chain follow the Poisson distri-
bution. In this figure, the RTTs were obtained from the
TCP packets collected from a connection chain whose length
is four. Based on this experiment in a connection chain with
four connections, most RTT values are very close to the aver-
age μ which is 138,500 (microsecond) of all the RTT values.
Clearly, at least 95% of the RTTs are larger than 137,000
(microsecond) as well as less than 141,000 (microsecond).

If a random variable X obeys the Poisson distribution, its
mean and standard deviation are represented by μ and σ,
respectively. It is well-known that

∣X − μ∣ ≤ 2σ: ð1Þ

According to the above inequality, the majority values of
the random variable X should be around its mean value μ.
The absolute value of the difference between X and μ is at
most 2σ. Therefore, the packet RTT values calculated from
captured network traffic from a TCP connection chain follow
the Poisson distribution. That is, most values of the packet
RTTs calculated from a connection chain of fixed length
must be close to its mean value which is inside a circle
centered at X of radius 2σ.

1.3. Session Manipulation by Intruders Using Chaff-
Perturbation or Time-Jittering. A great number of detection
approaches for SSI have been developed in the literature
[2–12]. However, malicious attackers never stop developing
new session manipulation approaches to evade detection.
The two most popular such techniques used by attackers
are time-jittering and chaff perturbation. Time-jittering is
a method that an attacker’s host does not transmit packets
immediately. Instead, every packet will be hold for a
random period of time, and then it will be released. The
timestamp of each packet will be jittered. Therefore, if the
network traffic is manipulated by intruders using the time-
jittering technique, the timestamp of every packet is modi-
fied. As a result, all the existing approaches for time-based
SSID do not work anymore.

Chaff perturbation is a session manipulation approach
with which attackers can create some meaningless packets
and then insert them into a normal network traffic. Due to
the injection of these meaningless packets into a normal
network traffic, the total number of packets is changed, so
are the time gaps between the normal packets. Therefore, if
the network traffic is manipulated by intruders using chaff
perturbation technique, the total number of packets and
the time gaps of packets are all modified. As a result, those
existing approaches (SSID) that are based on the amount
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Figure 1: A sample connection chain.

2 Wireless Communications and Mobile Computing



of network traffic or time gaps of packets do not work
anymore. Therefore, it is very important to know whether
an existing or new SSID method is resistant to intruders’
session manipulation.

For chaff perturbation, software tools such as Scapy have
been developed to inject meaningless packets into data
streams. These software tools can be used to test whether a
SSID algorithm is effective in resisting intruders’ session
manipulation with chaff perturbation. Scapy is a software
for packet manipulation in computer networks. Its first ver-
sion was implemented in Python. It can create or decode
packets and then send them to the Internet. It can also capture
the packets and match an Echo packet with its corresponding
Send packet. Moreover, scanning, tracerouting, attacks, and
network probing and discovery can all be done using Scapy.

However, to the best of our knowledge, there are no exist-
ing software tools or effective algorithms to test resistency of
SSID algorithms on session manipulation with time-jittering.
In this paper, we propose a framework to test resistency of
detection approaches for SSI on time-jittering manipulation.
Our proposed framework can be used to test whether an
existing or new SSID method is resistant on session manipu-
lation by intruders with time-jittering. The output file gener-
ated by our proposed algorithm satisfies the following
properties: (1) it remains a valid list of captured TCP
packets as for each Send packet with jittered timestamp,
and its timestamp is still less than that of every following
Echo packet; (2) only the timestamps of a given percentage
of the Send packets will be jittered; (3) those Send packets
whose timestamps will be jittered are randomly selected;
and (4) for every Send packet whose timestamp will be jit-
tered, the increment of its timestamp is a random and
independent value.

Table 1 lists all the notations used in this paper to help
readers for easy referencing.

The remaining of this paper is organized as follows. In
Section 2, we give literature review on many existing and
significant SSID methods. In Section 3, we present a frame-
work to test resistency of detection algorithms for SSI on
time-jittering manipulation by intruders. This paper will be
summarized in Section 4, and the funding information of this
research work will be provided in Acknowledgments.

2. Literature Review on SSID

Network security experts and researchers have proposed
many SSID approaches since Staniford-Chen and Heberlein
published their seminar work in SSID in 1995 [7]. In this
section, we will conduct a literature review on SSID methods
since 1995. There are two different types of SSID
approaches: host-based SSID and network-based SSID. A
host-based SSID approach is to detect stepping-stone intru-
sion by comparing all the outgoing connections with all the
incoming connections of a single host (that is, the detecting
sensor) to see if there exists a matched pair in these two
connections. A network-based SSID is to estimate the length
of the connection chain (the number of connections in the
connection chain).

Let us begin with reviews on host-based SSID. Staniford-
Chen and Heberlein [7] proposed a content-thumbprint
method to find a matched pair on a single machine by com-
paring all the outgoing connections with all the incoming
connections of the host. As law content of packets is used
for the comparison, this content-thumbprint method does
not work if the network traffic is encrypted. In order to over-
come the problem of this content-thumbprint method,
Zhang and Paxson [12] proposed a time-thumbprint method
for SSID. As the timestamps of packets are usually not
encrypted, this time-thumbprint method could work effec-
tively if the network traffic is encrypted. If intruders send
encrypted attacking packets to launch attacks by using SSH,
for example, it makes the detection process of SSID much
more challenging. Furthermore, if intruders use session
manipulation techniques such as chaff perturbation and/or
time-jittering to evade detection, it will make the SSID pro-
cess even more challenging.

There are quite a few SSID methods have been proposed
for network traffic with session manipulation by attackers
using chaff perturbation and/or time-jittering to evade detec-
tion. He and Tong [9] proposed the packet counting approach
aimed at addressing such challenges caused by intruders’
session manipulation. The authors of [9] assumed that
network traffic is encrypted, and the session is manipulated
by intruders using the time-jittering and chaff perturbation
techniques. Furthermore, an attacker can inject chaff packets
into an attacking stream. This paper developed two detection
algorithms for SSID that deal with the time-jittering and chaff
perturbation manipulation. Donoho et al. [4] employed a
gateway router as the detecting sensor and proposed detection
algorithms for SSID. This paper considered that a stepping-
stone host maybe a single machine on the Internet or a whole
network associated with the gateway router.

As we mentioned earlier, Zhang and Paxson [12] pro-
posed detection algorithms for SSID that work for encrypted
network traffic. However, those approached proposed in [12]
have problems when the session is manipulated by attackers
using time-jittering and chaff perturbation. The detection
algorithms for SSID developed in [12] depend on accurate
timestamps of network packets; otherwise, these SSID
approaches do not work effectively, even if packets’ time-
stamps are slightly jittering. Yoda and Etoh [13] proposed a
better approach to address this issue. This method for SSID

0.45

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05

0
140000 145000 150000 155000 160000

–0.05
RTT value (𝜇sec)

Pr
ob

ab
ili

ty

135000 165000

Figure 2: The distribution of packets’ RTTs for a connection chain.

3Wireless Communications and Mobile Computing



is called a deviation-based approach as the deviations
between an existing intruder stream and all other concurrent
data streams in the network are computed. This method tries
to discover a set of data streams that could match the stream
sent from the intruder. He and Tong [9] proposed a better
way to resist attackers’ session manipulation using chaff per-
turbation. The detection algorithms work effectively when
the network traffic having meaningless packets chaffed into
the data stream. These algorithms for SSID still work if the
number of chaffed packets is proportional to the total num-
ber of packets sent from the attacker’s machine. Yang et al.
[14] used random walks to design a method for SSID to
handle intruders’manipulation using chaff perturbation eva-
sion. In this paper, the difference between the number of
responses and the number of requests is modelled as a ran-
dom walk. Yang and Zhang [15] proposed a better way of
using random walks to design detection algorithms for SSID.
The method used in [15] is referred to as an RTT-based ran-
dom walk approach. The key idea of this paper is to decide if
an outgoing connection and an incoming connection are a
matched pair by applying the number of RTTs in a connec-
tion as well as the idea of random walks. The detection algo-
rithms proposed in [15] work effectively when the network
traffic is manipulated by attackers using time-jittering and/or
chaff perturbation evasion.

Ding et al. [16] took a different approach that detected
SSI at the target victim machine. This paper used and consid-
ered the time delay between the attacker completing typing
an attacking command and the time when the next letter is
entered. Later, Huang et al. [17] improved the detection algo-
rithm for SSID proposed in [16]. The authors in [16, 17]
assumed that cross-over packets must be present in a long
connection chain. Huang et al. [17] discovered that a longer
connection chain should produce more cross-over packets.
Wang and Reeves [18] proposed a watermark-based method
for SSID. This paper assumed that a unique watermark is
injected into the network traffic. The matching between an
incoming connection and an outgoing connection is based
on the injected watermark.

Yang et al. [6] developed a computer program to inject
TCP/IP packets into network traffic. The program developed
in this paper could help network security researchers better
understand how session manipulation works and design
more innovative detection algorithms for SSID that are resis-

tant to time-jittering and/or chaff perturbation manipula-
tions by intruders.

Because stepping-stones may be employed by legal appli-
cations for remote access, host-based SSID approaches could
produce high false positive errors. To avoid the problem
caused by host-based detection methods, network-based
detection approaches were proposed. This type of detection
method for SSID is to calculate the length of a connection
chain. It is well-known that most hosts access a remote server
using at most three stepping-stones. If a host uses more than
three stepping-stones to access a remote server, it is most
likely an intrusion. This is the rationale of all network-
based detection approaches.

Next, we present the literature review on network-based
detection approaches for SSI. The first known detection
algorithm via the network-based approach was presented
in [19] in 2002. The key idea of this paper is to compute
the RTT of a Send packet and then attempt to match this
Send packet with its corresponding acknowledgment
(ACK) packet transmitted from the next adjacent host in
the connection chain. The method proposed in [18] reduced
the false positive error a little bit. However, this method for
SSID produces high false negative error as the ACK packet
from the next adjacent host instead of the actual Echo packet
was used for the matching. The problem with the work pre-
sented in [19] was that the way to set up the connection
chain was not proper.

To overcome the problem caused by the improper con-
nection chain setup in the paper [19], a step-function detec-
tion method was developed to calculate the length of a
connection chain in [20] in 2004. The step-function method
developed in this paper reduced both the false positive and
false negative errors in the case of local area networks
(LANs). The connection chain was properly created in [20]
so that the corresponding Echo packet of a Send packet can
be used for the matching. In this paper, a Send packet was
matched with its corresponding Echo packet, and then the
packet RTTs was calculated using the step-functions. The
drawback of this detection approach presented in [20] is that
this method works effectively only in LANs, but it does not
work well in the context of the Internet. The conservative
and greedy packet matching method for SSI detection
presented in [21] worked effectively in the context of the
Internet, but this detection method can only match very

Table 1: All notations used in this paper.

X A random variable

μ Mean of a random variable

σ Standard derivation

p Percentage of which timestamps of Send packets will be jittered

N Total number of Send packets in the input file

M Largest integer less than or equal to pN

l_packets A list of all the packets in the input file

l_Send A list of all Send packets in the input file

l_random An increasing list of M random numbers in the range 0~N − 1

4 Wireless Communications and Mobile Computing



few TCP packets, and thus, it is not practical in SSID for
computer networks connected with the Internet.

The data mining approach with clustering and partition-
ing proposed in [5] is a very effective connection chain-based
detection approach SSI. In this work, the packet RTTs are
obtained by applying the maximum-minimum distance
(MMD) clustering method, and all the possible packets were
checked during packet matching. The clusters’ number out-
putted by theMMD algorithm gives the length of the connec-
tion chain. Also, the detection method based on MMD
reduced largely the false negative errors as well as the false
positive. A drawback of this detection algorithm for SSI is
that a large number of TCP packets must be captured and
analyzed. Therefore, the detection method based on MMD
presented in [5] is not efficient in terms of processing time.
A SSID method using the k-means clustering approach was
developed in [22] in order to overcome the weakness of the
MMD-based SSID algorithm proposed in [5]. This k
-means-based detection algorithm is very efficient as it did
not require to capture and analyze a large number of TCP
packets. It is well-known that packet RTTs cluster around a
number of levels [5, 20]. In general, the k-means data mining
algorithm has been widely used to put data-set items into
groups of related observations without none of the prior
knowledge regarding their relationships. As long as most of
the RTT outliers are removed from the captured RTTs in
the input file, the k-means-based SSID algorithm proposed
[22] works effectively in LANs.

It is worth mentioning some recent significant results
that are related to network security. Using a combination
of social relationship and nonsensitive attributes, Cai et al.
[23] investigated how social networks are exploited and an
inference attack is launched. With differential privacy, Cai
et al. [24] proposed a mechanism that employed a sampling
approach to generate rough counting results. In theory,
these counting results are verified to satisfy privacy guaran-
tee as well as unbiasedness. An innovative method to
upload data in smart cyber-physical systems was proposed
in [25]. The method proposed in this paper considered pri-
vacy preservation as well as energy conservation. A frame-
work to mimic the behaviors of stepping-stones was
proposed in [3]. The proposed framework in [3] contains
tools for evasion and some other tools that can be used
for evaluating detection rates of existing SSID approaches.
With industrial Internet of Things, a privacy-preserved data
sharing scheme was proposed in [26] where competing
customers can coexist in different stages of the IoT system.
Gamarra et al. [27] developed a model that describes the
propagation of SSI attacks in the IoT systems using a
vulnerability graph whose topology is fixed as well as
switching. The model can be expanded to a more realistic
scenario when the vulnerability graph changes because the
attack is discovered or the intrusion detection system of
the IoT is trigged. Liu et al. [28] proposed an adaptive
intrusion detection approach using the fuzzy rough set
theory and a new pattern learning. Using a greedy
approach, the authors of [28] introduced a Gaussian mix-
ture model clustering method aiming at obtaining the
intrinsic structure of instances of computer networks.

3. A Framework to Test Resistency of SSID
Methods on Time-Jittering Manipulation

In this section, we first propose a framework to test resistency
of detection algorithms for SSI on time-jittering manipula-
tion. Our proposed framework can be used to test whether
an existing or new SSID method is resistant on session
manipulation by intruders with time-jittering. Then, we pres-
ent the properties of the output generated by our proposed
algorithm with jittered timestamps. Finally, the significance
of our proposed framework is discussed.

3.1. An Algorithm to Test Resistency of SSID Methods on
Time-Jittering. The algorithm for testing resistency of SSID
methods on time-jittering manipulation is described in
Algorithm 1.

Next, we explain the above Algorithm 1 for testing resis-
tency of SSID methods on time-jittering manipulation.

Both the input file input.txt and the output file output.txt
contain two columns: one lists packet timestamp and the
other column lists the packet type for each packet. The input
file is obtained from a PCAP file captured in the Internet
environment. The output file contains jittered timestamps
in the first column and the same packet type in the second
column as in the input file, and the only timestamps of a
given percentage of the Send packets will be jittered.

The algorithm begins with copying the content of
input.txt into output.txt. Let p denote the percentage with
which of Send packets’ time stamps will be jittered, N the
total number of Send packets in the file input.txt, and M
the largest integer less than or equal to pN. Clearly, M is
the number of Send packets that will be jittered.

Then, we generate M random numbers in the range
0~N − 1, sort them in an increasing order, and store them
in a list l_random. These random numbers are the indices
of the Send packets in the list l_Send whose timestamps will
be jittered, where l_Send represents the list of all the Send
packets in the file input.txt.

After that, the for loop iterates each Send packet in the list
l_Send. For each Send packet in l_Send, if its index belongs to
the list l_random, then its timestamp will be jittered. The
increment will be a random value between zero and diff,
where diff represents the timestamp difference between this
Send and the first following Echo packet in the list l_packets.
Finally, update this Send’s timestamp in the file output.txt by
adding the increment to its original timestamp.

3.2. Properties of the Output Generated by the Above
Algorithm 1 with Jittered Timestamps. Clearly, the output file
output.txt generated by the above Algorithm 1 satisfies the
following important properties:

(1) It remains a valid list of captured TCP packets as for
each Send packet with jittered timestamp, its time-
stamp is still less than that of every following Echo
packet

(2) Only the timestamps of a given percentage of the
Send packets will be jittered
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(3) Those Send packets whose timestamps will be jittered
are randomly selected

(4) For every Send packet whose timestamp will be jit-
tered, the increment of its timestamp is a random
and independent value

3.3. Significance of the Proposed Framework. Stepping-stones
have been widely used by hackers to launch their attacks,
especially after the emerging of the Internet. Network secu-
rity researchers have been proposing approaches for SSID
during the last two decades since Staniford-Chen and Heber-
lein published their seminar work [7] in 1995. However,
intruders have also been developing new techniques to evade
our detection. When SSI attacks are launched, intruders tend
to use session manipulation techniques to evade detection.
By far, the most two popular session manipulation tech-
niques used by intruders for evasion are time-jittering and
chaff perturbation. All the known SSID methods to handle
intruders’ time-jittering and/or chaff perturbation for detect-
ing intruder’s evasion either are not feasible to implement or
do not work effectively. Some of such methods can only
detect an intruder’s evasion with very limited capacity.
Therefore, newly proposed SSID methods should be resistant
to intruders’ session manipulation so that they can be used to
protect practical computer networks against SSI attacks.

For chaff perturbation, software tools such as Scapy have
been developed to inject meaningless packets into data
streams. These software tools can be used to test whether a
SSID algorithm is effective in resisting intruders’ session
manipulation with chaff perturbation. Currently, there are
no existing software tools or effective algorithms to test resis-
tency of SSID algorithms on session manipulation with time-
jittering. Our proposed framework in this paper can be used
by network security researchers to test whether their pro-

posed SSID algorithms are resistant on session manipulation
by intruders with time-jittering.

4. Conclusion

In this paper, we developed a framework to test resistency of
detection approaches for SSI on time-jittering manipulation
by intruders. Network security researchers have been propos-
ing approaches for SSID during the last two decades. How-
ever, intruders have also been developing new techniques to
evade our detection. When SSI attacks are launched,
intruders tend to use session manipulation techniques to
evade detection. Therefore, newly proposed SSID methods
should be resistant to intruders’ session manipulation so that
they can be used to protect practical computer networks
against SSI attacks. Currently, there are no existing software
tools or effective algorithms to test resistency of SSID algo-
rithms on session manipulation with time-jittering. Our pro-
posed framework in this paper can be used by network
security researchers to test whether their proposed SSID
algorithms are resistant on session manipulation by intruders
with time-jittering.

As a future research direction, we will develop new effec-
tive methods for SSID that are efficient and resistant to
intruders’ evasion manipulation using time-jittering and/or
chaff perturbation. Our proposed framework can be used to
verify the resistency of the proposed SSID methods on
time-jittering manipulation by intruders.

Data Availability

All data generated or analyzed during this study are included
in this published article.

Input: a TXT file input.txt with two columns (including packet timestamps and the packet type) obtained from the packets cap-
tured in the Internet environment

Output: a TXT file output.txt with two columns (including packet timestamps and the packet type) and the timestamps of a given
percentage of Send packets have been jittered

copy the file input.txt into the file output.txt
p = percentage; /∗ timestamps of this percentage of Send packets will be jittered ∗/
N = total number of Send packets in the file input.txt;
M = largest integer less than or equal to pN;
/∗ number of Send packets that will be jittered ∗/
l_packets = a list of all the packets in the file input.txt
l_Send = a list of all Send packets in the file input.txt
l_random = an increasing list of M random numbers in the range 0~N-1
/∗ the Send packets in the list l_Send with these indices in l_random will be jittered ∗/
for each Send packet in the list l_Send, do

if its index equals a number in the list l_random
/∗ jitter its timestamp ∗/
diff = timestamp difference between this Send and the first following Echo packet in the list l_packets
incr = a random number in the range 0~diff
increase the timestamp of this Send packet by incr
update this Send’s timestamp in the file output.txt

Algorithm 1: An efficient algorithm for testing resistency of SSID methods on time-jittering.
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With the rapid development of Internet social platforms, buyer shows (such as comment text) have become an important basis for
consumers to understand products and purchase decisions. The early sentiment analysis methods were mainly text-level and
sentence-level, which believed that a text had only one sentiment. This phenomenon will cover up the details, and it is difficult
to reflect people’s fine-grained and comprehensive sentiments fully, leading to people’s wrong decisions. Obviously, aspect-level
sentiment analysis can obtain a more comprehensive sentiment classification by mining the sentiment tendencies of different
aspects in the comment text. However, the existing aspect-level sentiment analysis methods mainly focus on attention
mechanism and recurrent neural network. They lack emotional sensitivity to the position of aspect words and tend to ignore
long-term dependencies. In order to solve this problem, on the basis of Bidirectional Encoder Representations from
Transformers (BERT), this paper proposes an effective aspect-level sentiment analysis approach (ALM-BERT) by constructing
an aspect feature location model. Specifically, we use the pretrained BERT model first to mine more aspect-level auxiliary
information from the comment context. Secondly, for the sake of learning the expression features of aspect words and the
interactive information of aspect words’ context, we construct an aspect-based sentiment feature extraction method. Finally, we
construct evaluation experiments on three benchmark datasets. The experimental results show that the aspect-level sentiment
analysis performance of the ALM-BERT approach proposed in this paper is significantly better than other comparison methods.

1. Introduction

E-commerce is a thriving industry with increasing impor-
tance to the global economy. Particularly with the rapid
development of social media, more and more users begin to
express their sentiments on various online platforms. These
comments reflect the sentiments of users and consumers
and provide sellers and governments with a lot of valuable
feedback on the quality of goods or services [1–3]. For exam-
ple, before purchasing a product, the users can browse a large
number of comments about the product on the e-commerce
platform to determine whether the product is worth buying.
Similarly, governments and companies can collect a large
number of public comments directly from the Internet and
analyze users’ opinions and satisfaction from them, so as to
meet their needs. Therefore, as a basic and key work of natu-

ral language processing (NLP), sentiment analysis has
attracted widespread attention from the theoretical and prac-
tical circles [4]. However, the classic sentiment analysis task
can only determine the users’ sentiment polarities (e.g., pos-
itive, negative, and neutral) of the product or event from the
entire sentences and cannot determine the sentiment polarity
of a particular aspect of the sentence, let alone identify the
multiple sentiments existing in a single sentence. In contrast,
aspect-based sentiment analysis is a more fine-grained classi-
fication task, which can identify the sentiment polarities of
multiple aspects in a sentence. Specifically, this scene is
shown in Figure 1, where a sentence as a whole has an overall
sentiment, and there are also multiple aspect-level senti-
ments. We can observe from the comment text: in the “It
didn’t come with any software installed outside of windows
media, but for the price, I was very pleased with the condition
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and the overall product,” the emotional polarity of “software”
is negative, “Windows Media” is neutral, and “price” and
“very satisfied” are positive. Among them, these different
sentiment words are called aspect words.

In recent years, researchers have proposed various
methods to complete aspect-level sentiment analysis. Among
them, the supervised machine learning algorithm has the best
effect [5–7]. However, such statistical-based methods rely on
carefully designed manual features on large-scale datasets,
resulting in a lot of waste of manpower and time [8, 9]. The
neural network model can automatically learn the low-
dimensional representation of reviews without relying on
artificial feature engineering. This feature allows neural net-
works to be used for aspect-level sentiment analysis tasks
and has attracted the attention of researchers [10, 11].

Unfortunately, the existing methods mainly use recurrent
neural network (RNN) [12] or convolutional neural network
(CNN) [6] to mine the semantic information of aspect word
and its context, which is easy to ignore the fact that they are
insensitive to the location of key components [10, 13].
Researchers have proved that the emotional polarity of the
aspect word is highly correlated with the word order of the
aspect word information [4], which means that the emotional
polarity of aspect words is more easily affected by the con-
text of aspect words with similar distance [14]. Besides,
the neural network is difficult to capture long-term depen-
dencies between aspect words and context, which causes a
loss of valuable information. Even if the attention mecha-
nism [15] can be positioned in the right context to allevi-
ate this problem, but the problem still remains and limits
their performance.

For the sake of solving the aforementioned problems, on
the basis of Bidirectional Encoder Representations from
Transformers (BERT) [16], this paper establishes an aspect-
level sentiment analysis approach based on BERT and aspect
feature location model (i.e., ALM-BERT). The core idea of
the ALM-BERT approach is to recognize the emotion of dif-
ferent aspect words in the text, consider the contextual inter-
action information of aspect words, and reduce the
interference of irrelevant words, thus forming an effective
aspect-based sentiment analysis framework. The main con-
tributions of this paper are as follows:

(i) Based on the pretrained general model BERT, we
have constructed a multiangle text vectorization
mechanism that can obtain high-quality contextual

information representation and aspect information
representation. In addition, we also construct an
aspect-based sentiment feature extraction method.
This method utilizes an encoder based on the multi-
head attention mechanism to learn the expression
features of the aspect words and the interactive
information of the aspect word context, which can
effectively distinguish different sentences and differ-
ent contributions of different aspect words

(ii) We construct an aspect feature location model to
capture the aspect information when modeling sen-
tences and integrate the complete information of the
aspect words into the interaction semantics. This
model can effectively reduce the influence of noise
words that have nothing to do with aspect words
and improve the integrity of aspect word information

(iii) We conduct aspect-level sentiment analysis evalua-
tion experiments on three benchmark datasets. The
experimental results show that the accuracy and
macro-F1 score of our proposed model (i.e., ALM-
BERT) on the Restaurant dataset are 13.66% and
29.76% higher than those of the baseline MGAN
models, respectively. At the same time, the accuracy
of the ALM-BERT model on comment texts of dif-
ferent lengths is also better than other comparison
methods. This shows that the ALM-BERT approach
can better mine the users’ aspect-level sentiments

We organize the remainder of this paper as follows: in
Section 2, we introduce some related works on aspect-based
sentiment analysis task briefly, the problem formulation is
described in Section 3, we present the proposed model and
its training process in detail in Section 4, experimental evalu-
ation and result analysis are given in Section 5, and we con-
clude the paper and briefly discuss the future work in
Section 6.

2. Related Works

The core goal of aspect-based sentiment analysis is to recog-
nize the sentiment polarity of different aspect words in a
given text, which means that it can mine more fine-grained
sentiments, so it has become a research hotspot in the current
sentiment analysis field. Currently, aspect-based sentiment
analysis methods are mainly divided into two categories:

It didn’t come with any so�ware installed outside of
windows media, but for the piece, I was very pleased
with the condition and the overall product.

Negative Neutral Positive

Positive

User

Figure 1: An example of consumer review with three aspect terms. Black represents sentence level sentiment analysis, while red, green, and
blue represent the sentiment of corresponding aspect word, respectively.
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classic aspect-based sentiment analysis methods and neural
network-based sentiment analysis methods.

2.1. Classical Aspect-Based Sentiment Analysis Methods. In
the field of aspect-based sentiment analysis, early research
mainly focused on traditional machine learning methods,
including rule-based methods [17] and statistical-based
methods [18]. These studies generally relied on laborious
manual annotation and feature engineering and then
employed traditional machine learning to establish a senti-
ment classifier [19]. For example, Qiu et al. [20] analyzed
the relationship between aspect words and sentiment polarity
according to the grammatical features. Analogously, Liu et al.
[21] proposed a word alignment model to identify aspect
words and sentiment polarity based on grammatical infor-
mation. Subrahmanian and Reforgiato [22] proposed a com-
prehensive framework that fully considered the information
of adjectives, verbs, and adverbs. Jing et al. [23] presented a
topic modeling method and utilized grammatical features
to help separate aspect words and sentiment words. Wu
et al. [24] introduced the concept of phrase dependency pars-
ing and took phrase fragments as an important part of iden-
tified polarity of sentiment. Zhao et al. [19] proposed a novel
method, which decided the sentiment polarity of aspect
words according to the grammatical features of the words
related to aspect words. Kiritchenko et al. [25] adopted a sup-
port vector machine algorithm based on n-gram features,
parse features, and lexical features.

Although these methods have achieved certain results,
they rely too much on manual annotation and feature engi-
neering, which means that there are performance bottlenecks
that are difficult to break through.

2.2. Neural Network-Based Sentiment Analysis Methods. Dif-
ferent from the traditional methods mentioned above, the
neural network can automatically learn continuous and
low-dimensional representation features from the text with-
out relying on manual feature engineering. In other words,
the neural network can effectively solve the problems of
excessive dependence on manual annotation and feature
engineering in the above-mentioned traditional methods.
Therefore, more and more researchers have constructed a
series of aspect-based sentiment analysis methods based on
neural networks. Tang et al. [26] constructed a Target-
Dependent Long Short-Term Memory (TD-LSTM) model
based on two LSTM networks, which concatenates the left
context representation and right context representation of
the aspect as the final context representation for predicting
the sentiment. Moreover, neural network models based on
attention mechanism, which was proposed in machine
translation task, have been successfully applied in aspect-
based sentiment analysis. Wang et al. [27] designed an
LSTM model based on the attention mechanism, which
can focus on the important parts related to aspect words in
a sentence. Chen et al. [28] utilized a bidirectional LSTM
and multiple attention mechanism to pick up important fea-
tures to predict the final sentiment. Ma et al. [29] employed
an interactive attention mechanism to obtain the context
representation and aspect word representation. Ou et al.

[4] established a neural network with an attention-over-
attention model based on LSTM. The neural network
models aspect words and context at the same time, which
can mine important auxiliary information in aspect words
and context.

Recently, the pretraining model BERT, which can not
rely on labeled data, has attracted the attention of academia
and industry. Specifically, the BERT model can train a gen-
eral model with preliminary natural language features only
by using a large amount of unlabeled text [16]. Of course,
the BERT model needs to be further fine-tuned using labeled
data to complete the training of the predictor. For instance,
Song et al. [30] regarded the BERT model as the embedding
layer to obtain the vector representation of context and have
achieved good results. Qui et al. [31] proposed a novel aux-
iliary sentence construction method and transformed
aspect-based sentiment classification task into a sentence-
pair classification task. Gao et al. [32] constructed a BERT-
based encoder to determine the sentiment polarity of aspect
words.

The above-mentioned research has made some prog-
ress, but there are still many problems. For example, the
standard BERT model only provides local context informa-
tion [33], ignoring the differences in the emotional polarity
and importance of words in different aspects. In addition,
most of these existing studies do not explicitly model the
complete information of the aspect words in a sentence.
However, other researchers have indicated that the irrele-
vant information to aspect words would severely degrade
the performance of the model [18]. Therefore, it remains
a challenging task to identifying the sentiment polarity of
different aspects.

3. Problem Formulation

Aspect-based sentiment analysis refers to the process of out-
putting the sentiment polarity of each aspect word in a sen-
tence with a sentence and some predefined aspect words as
input data. We will utilize some real comment examples to
illustrate aspect-level sentiment analysis tasks.

Obviously, as shown in Table 1, each example sentence
contains two aspect terms, and each aspect term has four dif-
ferent sentiment polarities (i.e., positive, neutral, negative,
and conflict). The aspect-based sentiment analysis can be
defined as follows:

Definition 1. Formally, we give a comment sentence S = fw1,
w2,⋯,wng, where n is the total number of words in S. A =
fa1,⋯, ai,⋯, amg with length m represents an aspect
vocabulary of length m, where ai denotes the ith aspect
word in aspect vocabulary A, and A is a subsequence of
sentence S. P = fp1,⋯, pj,⋯, pCg denotes the candidate
sentiment polarities, where C denotes the number of cate-
gories of sentiment polarity and the pj is the jth sentiment
polarity.

Problem 2. The goal of the aspect-based sentiment analysis
model is to predict the most likely sentiment polarity of
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specific aspect word in a sentence, which can be formulated
as follows:

input :
S = w1,w2,⋯,wnf g,
A = a1,⋯ai,⋯amf g,

(

output : pk = ϕmax ai, pj ∣ S
� �

,

constraints : A ∈ S,m ∈ 1,N½ �,

ð1Þ

where ϕ represents a function that quantifies the degree of
matching between the aspect word ai and the sentiment
polarity pj in the sentence S. Finally, the model outputs the
sentiment polarity with the highest matching degree to be
the classification result. The notation and their description
in this model are summarized in Table 2.

4. Our Proposed Model

In word-level sentiment analysis and sentence-level senti-
ment analysis, the details of sentiment analysis will be
covered up, and it also cannot accurately reflect people’s
fine-grained emotional expressions. In order to conduct a
more complete sentiment analysis and discover the senti-
ment information expressed by different angles (i.e., aspects)
of text reviews, this paper proposes an aspect-location model
based on BERT for aspect-based sentiment analysis (i.e.,
ALM-BERT), which can mine different aspects of sentiment
in comment details, to avoid incorrect results in real-world
applications such as recommendation systems and question
answering systems. The overall framework of the ALM-
BERT approach is shown in Figure 2, which mainly includes
four parts: multiangle text vectorization mechanism, impor-
tant feature extraction model, fusion layer, and sentiment
predictor.

Firstly, we employ the pretrained model BERT to gener-
ate a high-quality word vector of sequence, which provides
effective support for subsequent steps (such as Section 4.1).
Then, we build a new feature extractor (i.e., important fea-
ture extraction model) of multihead attention mechanism
and position feedforward network to extract important con-
text and target information (such as Section 4.2.1) and build
an aspect feature location model, which can select informa-
tion related to aspect words from context feature representa-
tion (such as Section 4.2.2). Finally, on the basis of fusing the

context and relevant important information related to the
target, we use a sentiment predictor at the aspect level to pre-
dict the probability of different emotion polarities (such as
Section 4.3).

4.1. Multiangle Text Vectorization Mechanism. The word
embedding maps each word to a high-dimensional vector
space, which mainly assists machines in understanding natu-
ral language. Its mainstream methods include Word2vec and
Glove. Both of these methods belong to context-based word
embedding models and have achieved good performance in
aspect-level sentiment analysis tasks. However, previous
research has already demonstrated that these two word
embedding models cannot capture the enough information
in the text [34], which leads to poor classification accuracy
and reduces the performance of the aspect-based sentiment
analysis model. Therefore, a high-quality word embedding
model has an important influence on improving the accuracy
of classification results [35].

The key of aspect-level sentiment analysis is to under-
stand natural language processing effectively. This idea usu-
ally highly relies on large-scale high-quality annotation text.
Fortunately, BERT is a language pretraining model that can

Table 1: Some examples of aspect-based sentiment analysis.

Comments Aspect
Sentiment polarities

Positive Negative Neutral Conflict

All the money went into the interior decoration, none of it went to the chefs.
Interior decoration ✓

Chefs ✓

Great Indian food and the service is incredible.
Indian food ✓

Service ✓

The lobster sandwich is $24, and although it was good,
it was not nearly enough to warrant that price.

Lobster sandwich ✓

Price ✓

Table 2: The used symbols and their description.

Symbols Description

S The comment sentence

A The aspect vocabulary

C The number of categories of sentiment polarity

al The length of aspect words

pj The jth alternative sentiment polarity

Ec The context representation

Ea The aspect representation

ccc The long-term dependent information of the context

tca The context-aware information to aspect word

haf The important features of aspect word

hcm The final interaction hidden state of a context interaction

ham
The final interaction hidden state of context and aspect

words

f s :ð Þ The attention score function

f e :ð Þ The energy function
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effectively use unlabeled text. The model utilizes a method of
randomly covering some words, utilizes a multilayer two-
way converter encoder to extract a general natural language
recognition model from a large amount of unlabeled text,
and further uses a small amount of labeled data for fine-
tuning to generate high-quality text feature vectors. Inspired
by this idea, the ALM-BERT approach mentioned in this
paper adds special word breaker tags [CLS] and [SEP] at
the beginning and end of a given word sequence, respectively,
and finally divides a given sequence into different segments.
That is, the word embedding vector input in this way
includes generating vectors such as token embeddings, seg-
mentation embedding, and position embedding for different
segments. In the ALM-BERT approach, we convert the
comment text and aspect word into the form of “[CLS] +
comment text + [SEP]” and “[CLS] + target + [SEP]”, respec-
tively. Finally, we obtain the context representation Ec and
aspect representation Ea:

Ec = we CLS½ �,we1,we2,⋯,we SEP½ �
n o

,

Ea = ae CLS½ �, ae1, ae2,⋯, ae SEP½ �
n o

,
ð2Þ

wherewe½CLS�, ae½CLS� denotes the vector of classification mark
[CLS], and the we½SEP� and ae½SEP� expressions the vector of
separator [SEP].

4.2. Aspect-Based Sentiment Feature Extraction Method. In
order to extract the implicit features of the aspect words
and their context and to consider the auxiliary information
contained in the aspect words, we design an aspect-based
sentiment feature extraction method inspired by a trans-
former encoder [36]. The basic idea of this method is to inte-
grate the information of aspect words and context and to
model the interaction between context and target words. Fur-
thermore, we hold the opinion that the accuracy of sentiment
classification can be improved by capturing the feature infor-
mation of aspect words in context.

4.2.1. Important Feature Extraction Model. A transformer
encoder is a novel feature extractor based on multihead
attention mechanism and position-wise feed-forward net-
works, which can learn different important information in
different feature representation subspaces. Not only that,
the transformer encoder can also directly capture the long-
term dependencies in the sequence, and it is easier to paralle-
lize than recurrent neural network and convolutional neural
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networks, which greatly reduces the training time. Based on
the same principle, we design the important feature extrac-
tion model as shown below.

Specifically, we first construct a multihead attention
mechanism composed of multiple self-attention mecha-
nisms. This mechanism employs different heads to capture
the implicit information of the text from different aspects
and can achieve high-performance parallel computing inde-
pendently of RNN and CNN. Among them, the different
aspects include query sequence (Q), key-value pairs (K and
V). The attention score f sð:Þ in the self-attention mechanism
is calculated as follows:

f s Q, K , Vð Þ = σ f e Q, Kð Þð ÞV , ð3Þ

where σð:Þ stands for the normalized exponential function,
and f eð:Þ is the energy function to learn the correlation fea-
tures between K and Q, which can be calculated by using
the following formula:

f e Q, Kð Þ = QKTffiffiffiffiffi
dk

p , ð4Þ

where
ffiffiffiffiffi
dk

p
denotes the scale factor, and the dk is the dimen-

sion of the query and key vectors.
The attention score of multihead attention mechanism

f mhð:Þ is obtained by concatenating attention score of self-
attention mechanism:

f mh Q, K , Vð Þ = a1 ; a2 ;⋯ ; ai ;⋯ ; an−head
h i

Wd ,

ai = f is Q, K , Vð Þ,
ð5Þ

where ai represents the ith attention score, ½;� denotes concat-
enates of the vector, and Wd is the weight matrix.

Secondly, we input the context representation and aspect
representation into the multihead attention mechanism to
capture the long-term dependencies of the context and
decide which context is crucial for determining the sentiment
of the aspect word, which is shown in the following:

ccc = f mh Ec, Ecð Þ,
tca = f mh Ec, Eað Þ,

ð6Þ

where ccc and tca denote the long-term dependent informa-
tion of the context and the context-aware information to
aspect word, respectively.

Then, we utilize the transform encoder to take ccc and tca
as the input of the position-wise feed-forward network and
dig out the hidden states hc and ha. Formally, the position-
wise feed-forward networks PFN, hc, and ha are defined as
follows:

hc = PFN cccð Þ,
ha = PFN tcað Þ,

PFN hð Þ = ζ hW1 + b1ð ÞW2 + b2,
ð7Þ

where ζð:Þ expressions the rectified linear unit, b1 and b2 rep-
resent biases, and W1 and W2 denote learnable weights.

Finally, after the mean pooling operation of hc and ha, we
get the final hidden states hcm and ham.

4.2.2. Aspect Feature Location Model. The above-mentioned
important feature extraction model captures the long-term
dependence of the context and also generates the interactive
semantic information between the aspect word and the
context. On this basis, in order to further highlight the
importance of different aspect words, we build an aspect
feature positioning model based on the maximum pooling
function (which is shown in Algorithm 1). This model
divides the extracted aspect words and their context hiding
features into multiple regions (i.e., line 3) and selects the
maximum value in each region to represent the region
(i.e., lines 4-5). In this way, the model can also locate core
features and reduce the influence of noise words that are
not related to aspect words, thereby improving the integrity
of aspect word information. In other words, capturing
aspect features and the different importance of aspect fea-
tures can further improve the accuracy of aspect-level emo-
tion classification.

Specifically, combining the characteristics of the position
and length of the aspect word, the feature location algorithm
extracts the most important relevant information of the
aspect word af from the context representation ec. Moreover,
We applied max-pooling to af to get the most important fea-
tures AF.

AF =Maxpooling af , dim = 0ð Þ: ð8Þ

Require: the context representation ec; the position i of aspect words in a sentence; the length al of aspect words; the batch size bs;
1: repeat
2: for each ec ∈ bs do
3: Select lines (i + 1 and i + 1 + al) of ec to obtain aspect feature af ;
4: Calculate the most important features AF according to Eq. (8);
5: Apply the dropout operation to all the important features to get the haf ;
6: end for;
7: until Accuracy and macro-F1 tend to be stable.

Algorithm 1: Aspect feature location algorithm.
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Afterwards, we perform a dropout operation on AF and
obtain the important features haf of the aspect word in the
context representation.

4.3. Sentiment Predictor.One of the cores of ALM-BERT is to
utilize multiple self-attention mechanisms to obtain multian-
gle text hidden expression features, and after processing by
aspect feature positioning models, we have obtained a wealth
of aspect-level auxiliary features and contextual interaction
of aspect word information. In order to effectively utilize
these complete and rich features, this paper uses fully con-
nection layer to fuse and preprocess the features in advance
and uses the softmax function to map the features to the
[0,1] interval, so as to achieve effective mapping from fea-
tures to sentiment classification. Specifically, we concatenate
the hcm, ham, and haf first to obtain the comprehensive repre-
sentation r, which is shown as follows:

r = hcm ; ham ; haf
� �

: ð9Þ

Subsequently, we use a linear function to preprocess the
data of r, as shown in the following:

x =Wur + bu, ð10Þ

where Wu represents the weight matrix, and bu denotes the
bias.

At last, we utilize a softmax function to compute the
probability Pr that the sentiment polarity of the aspect word
a in a sentence is p, as shown in the following:

Pr a = pð Þ = exp xp
� �

∑C
i=1 exp xið Þ

, ð11Þ

where C denotes the number of categories of sentiment
polarity.

On the whole, the ALM-BERT approach, which is pro-
posed in this paper, is an end-to-end computing process.
Moreover, in order to optimize the parameters of the ALM-
BERT approach, so as to minimize the loss between the pre-
dicted sentiment polarity y and the correct sentiment polarity
ŷ, we adopt cross-entropy with L2 regularization as the loss
function to train our model, which is defined as

loss = −〠
D

j=1
〠
C

i=1
yji log ŷ

j
i + λ θk k2, ð12Þ

where Dmeans all training data, and j and i denote the index
of a training data sample and a sentiment class, respectively.
λ represents the factor for L2 regularization, and θ denotes
the parameter set of the model.

5. Experimental Evaluation

For the sake of evaluating the rationality and effectiveness of
the ALM-BERT approach, this section describes the details of
experiment settings and designs comparative experiments.
Moreover, we also analyze the experimental results.

5.1. Datasets. For our experiments, we conduct experiments
on three public English review datasets. The statistical infor-
mation of these datasets is illustrated in Table 3. Among
them, in the Restaurant and Laptop datasets provided by
SemEval 2014 [37], each sentence contains some aspect
words and the corresponding emotional polarity (polarity is
marked as positive, negative, neutral, and conflict); in the
twitter dataset collected by Tan et al. [38], users’ comments
are marked with emotional polarity, and the emotional
polarity is positive, negative, and neutral, respectively. These
three datasets are currently popular review datasets, which
have been widely used in aspect-based sentiment analysis
tasks.

5.2. Baselines and Evaluation Metrics. In order to verify the
effectiveness of our model, we compare the ALM-BERT
approach with many popular aspect-based sentiment analy-
sis models, as listed in the following:

(i) TD-LSTM [26] is a classic model, which improves
the accuracy of classification by integrating the cor-
relation information between aspect words and
context into the LSTM-based classification model

(ii) ATAE-LSTM [27] is a classification model that
attaches the embedded representation of aspect
words to the embedded representation of sentence
as input and then applies the attention mechanism
to calculate the weight

(iii) MemNet [39] is a data-driven model that utilizes
multiple attention-based computational layers to
capture the importance of each context word

(iv) IAN [29] proposes interactive attention networks
to model aspect words and context separately
and generate the representations for targets and
contexts

(v) RAM [28] constructs a framework based onmultiat-
tention mechanism, as to capture the long-distance
features in the text and enhance the representation
ability of the model

(vi) TNet [40] utilizes bidirectional LSTM to generate
the hidden representation of context and aspect
words and then utilizes a CNN layer to extract
important features from the hidden representation
instead of the attention mechanism

Table 3: The statistical information of datasets.

Dataset Overall Positive Neutral Negative Conflict

Laptop-train 2373 994 870 464 45

Laptop-test 654 341 128 169 16

Restaurant-train 3699 2164 807 637 91

Restaurant-test 1134 728 196 196 14

Twitter-train 6248 1561 3127 1560 —

Twitter-test 692 173 346 173 —
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(vii) Cabasc [41] proposes two kinds of attention
enhancement mechanisms to focus on aspect
words and context, respectively, and comprehen-
sively considers the relevance between context
and aspect words

(viii) AOA [4] constructs an attention-over-attention
model to associate sentiment words with aspect
words. Moreover, the attention-over-attention
model automatically generates mutual attentions
from aspect-to-text and text-to-aspect

(ix) MGAN [42] proposes a multigrained attention
model to capture the interactive information

between aspect words and context from coarse to
fine

(x) AEN-BERT [30] is a model based on attention
mechanism and BERT and shows good perfor-
mance in aspect-based sentiment analysis tasks

(xi) BERT-base is an aspect-based sentiment analysis
model based on pretrained BERT, which has a full
connection layer and a softmax layer for classification

For the sake of measuring the performance of the model
fairly, we extend the AOA, IAN, and MemNet models by
replacing the embedding layer of these models with BERT,
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Figure 3: The scores of ROUGE on parameter optimization.
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to obtain AOA-BERT, IAN-BERT, and MemNet-BERT
models. The structure of the rest models is consistent with
those described in the corresponding paper.

In addition, in order to objectively evaluate the perfor-
mance of the ALM-BERT model, similar to existing aspect-
level sentiment analysis tasks, we use macro-F1 score (F1)
and accuracy (Acc) as evaluation indicators.

Accuracy (Acc) is defined as

Acc = SC
N

, ð13Þ

where SC denotes the number of samples correctly classified,
and N represents the total number of samples. Generally, the
higher the accuracy, the better the performance of the model.

In addition, macro-F1 is used to truly reflect the perfor-
mance of the model, which is the weighted average of preci-
sion and recall. The macro-F1 is calculated according to the
following formula:

Pr eCi
=

TCi

TCi
+ FPCi

,

RCi
=

TCi

TCi
+ FNCi

,

macro‐F1 = 1
C

〠
C

i=1

2 ∗ Pr eCi
∗ RCi

� �
Pr eCi

+ RCi

� �
( ) !

,

ð14Þ

where T represents the number of samples correctly classi-
fied as sentiment polarity i, FP denotes the number of sam-
ples incorrectly classified as sentiment polarity i, FN
represents the number of samples whose sentiment polarity
i is misclassified as other sentiment polarities, C denotes the
number of categories of sentiment polarity, Pr eCi

indicates

the precision of sentiment polarity i, and RCi
denotes the

recall of sentiment polarity i. In our experiment, for a
more comprehensive evaluation of the performance of
our model, we divided the categories of sentiment polarity
into 3C = fpositive, neutral, negativeg and 4C = fpositive,
neutral, negative, conflictg.
5.3. Parameter Optimization. The training process of the
ALM-BERT model mainly introduces BERT to generate vec-
tor representations of context and aspect words. Therefore,
we use BERT’s standard parameter BERTBASE to complete
the model training, that is, the number of conversion models,
the number of hidden neurons, and the number of self-
attention heads are 12, 768, and 12, respectively. Further-
more, we have optimized the training process of the model
as follows.

The dropout [43] refers to the probability of discarding
some neurons during the training process of neural network,
which is used to enhance the generalization ability of the
model. We initialize the value of dropout to 0:3 and then
search for the optimal value at intervals of 0:1. As shown in
Figure 3(c), the experimental results demonstrate that when
the dropout is 0:5, the ALM-BERT has the best accuracy
and F1 value on the three datasets.

The learning rate determines whether and when the
objective function converges to the local minimum. In our
experiments, we use the Adam optimization algorithm to
update the parameters of the model and explore the best
learning rate parameters in the range of [10−5, 0:1]. As shown
in Figure 3(c), when the learning rate is 2 ∗ 10−5, ALM-BERT
has the best performance.

The L2 regularization parameter is a hyperparameter,
which can prevent the model from overfitting. According
to the results of Figure 3(c), the ALM-BERT performs best
when the value of L2 regularization parameter is set to
0.01. Meanwhile, we initialize model weights by Glorot

Table 4: Some examples of aspect-based sentiment analysis.

Word embedding Models
Laptop Restaurant Twitter

Accuracy Macro-F1 Accuracy Macro-F1 Accuracy Macro-F1

Embedding

LSTM 0.6144 0.4401 0.7304 0.533 0.6474 0.6058

ATAE-LSTM 0.6019 0.4909 0.7375 0.5725 0.6864 0.6501

Cabasc 0.6301 0.5297 0.7241 0.5245 0.6171 0.5657

IAN 0.6191 0.4671 0.7268 0.4897 0.6618 0.6251

MGAN 0.5878 0.4264 0.7179 0.4974 0.6373 0.5856

MemNet 0.7915 0.7576 0.8241 0.7313 0.6936 0.6772

RAM 0.5956 0.4308 0.7152 0.4656 0.6358 0.5998

TNet 0.7022 0.6404 0.7688 0.6269 0.6994 0.6827

BERT

IAN-BERT 0.7696 0.7179 0.808 0.722 0.7269 0.7048

AOA-BERT 0.7774 0.7407 0.7341 0.7173 0.7341 0.7173

MemNet-BERT 0.7915 0.7576 0.8241 0.7313 0.6936 0.6772

AEN-BERT 0.7947 0.7544 0.8125 0.7069 0.7168 0.7052

BERT-base 0.768 0.7288 0.8375 0.7613 0.7442 0.7271

LCF-bert 0.7837 0.7441 0.8509 0.7894 0.7254 0.7113

ALM-BERT 0.8009 0.7603 0.8545 0.795 0.7413 0.73
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initialization [44] and set the batch size to 16 and train a
total of 10 epochs.

5.4. Evaluation Experiment of All Comparison Methods. As
shown in Table 4, the results of sentiment classification when
sentiment polarity C = 3. We can easily observe from the
experimental results that the accuracy and macro-F1 of BE
RTBASE are significantly higher than those of Glove and
Word2vec based models. Particularly for Restaurant dataset,
the accuracy and macro-F1 of ALM-BERT are 12.77% and
30.97% higher than those of the classical IAN model, respec-
tively. This shows that in the field of NLP, the introduction of
BERT to build a pretrained word embedding model can
indeed better express the semantic and grammatical features

of the text. Meanwhile, we find that the ALM-BERT
approach presented in this paper achieves the best classifica-
tion performance on the three datasets.

Specifically, compared with the performance of the AEN-
based model on Restaurant dataset, the ALM-BERT can
improve the accuracy and macro-F1 by 4.2% and 8.81%. In
addition, it is not difficult to find that the classification accu-
racy and macro-F1 of the ALM-BERT on the Laptop dataset
are 3.29%, 3.15% higher than those of the BERT-base model.
This proves that our aspect feature location model plays a
positive role in aspect-based sentiment analysis.

5.5. Evaluation Experiment for Mining Long-Term
Dependencies. For the sake of verifying the performance of
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different methods to capture long-term dependencies, we
construct a series of verification experiments in texts of dif-
ferent lengths.

As shown in Figures 4(a)–4(c), the ALM-BERT approach
obtains higher accuracy and macro-F1 than TD-LSTM on
the whole, which means that our transform encoder can sim-
ulate the implicit relationship between contexts better than
LSTM-based encoder. In addition, compared with AEN, as
shown in Figure 1, the prediction accuracy and macro-F1
of the ALM-BERT model in different length sentences are
improved by 3.1% and 6.56%, respectively. This shows that
ALM-BERT makes better use of aspect information than
AEN and reduces the interference of aspect independent
information.

To sum up, these experiments reveal that the ALM-BERT
can get higher accuracy and macro-F1, which further verifies
that the BERT and aspect information is feasible and effective
in the task of aspect-based sentiment analysis.

6. Conclusion

In this paper, we establish a transformer encoder based on
BERT to capture the long-term dependencies of the context
and generate the interactive semantic information between
aspect words and context. Then, we propose an aspect feature
location model to extract more aspect features from context
information. Experiments on several datasets demonstrate
that our proposed approach (i.e., ALM-BERT) is superior
to other methods. In addition, with the increase of text
length, our proposed approach continues to maintain excel-
lent performance. In other words, the ALM-BERT approach
is better able to handle long text data and better excavate the
users’ aspect-level sentiment.

In our proposed approach, we mainly focus on utilizing
natural language texts to identify users’ sentiment. However,
people’s way of expression on social platforms has become
more abundant. Therefore, we are interested in combining
with image processing technology to analyze multimodal
data in the future.

Data Availability

For our experiments, we conduct experiments on three pub-
lic English review datasets. Among them, the Restaurant and
Laptop datasets are provided by SemEval 2014; each sentence
in those datasets contains some aspect words and corre-
sponding sentiment polarity, which are labeled with positive,
negative, neutral, and conflict. The last datasets consist of
user comments collected from twitter; the sentiment polarity
is labeled with positive, negative, and neutral. These three
datasets are currently popular review datasets, which have
been widely used in aspect-based sentiment analysis tasks.
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As a large number of mobile terminals are connected to the IoT, the security problem of IoT is a challenge to the IoT technology.
Blockchain technology has the characteristics of decentralization, data encryption, smart contract, and so on, especially suitable in
the complex heterogeneous network. However, sequential access based on block files in the blockchain hinders efficient query
processing. The problem is due to current blockchain solutions do not support temporal data processing. In this paper, we
propose two index building methods (TISD and TIF) to address this issue in Hyperledger Fabric System. TISD (temporal index
based on state databases) segments the historical data by time interval in the time dimension and indexes events at the same
time interval. TIF (temporal index based on files) builds the index of files by the block transaction data, which is arranged in
chronological order and is stored at a certain time interval. In the experimental part, we compare the query time on two datasets
and analyse the query performance. Experiments demonstrated that our two methods are relatively stable in overall time
performance on different datasets in the Hyperledger Fabric System.

1. Introduction

The Internet of Things is made up of devices that generate,
process, and exchange large amounts of security-critical data,
so IoT devices are often the target of various cyberattacks [1,
2]. Due to cost constraints and harsh application scenarios,
most IoT devices have general functions and limited comput-
ing and storage capabilities [3]. These devices must use most
of their resources for computing and executing core applica-
tions, so they cannot consume too many resources in terms
of security and privacy [4]. In terms of protecting user pri-
vacy, the existing IoT system has obvious defects, which will
hinder the IoT application service program from providing
normal services. Therefore, the IoT needs a lightweight, scal-
able, and distributed security privacy-protection mechanism.
Blockchain technology supports distributed, secure, and
confidential security mechanisms, which are suitable for pro-
viding security protection for the IoT.

Blockchain is an accounting technique that is maintained
jointly by multiple parties and uses cryptography to ensure
the security of transmission and access [5]. It can achieve
consistent data storage and difficultly to tamper with and
prevent denial. It is also known as a typically distributed led-
ger technology [6, 7]. The blockchain uses transaction signa-
tures, consensus algorithms, and cross-chain technology to
ensure the consistency of the distributed ledgers of both
parties to the transaction and realize the automatic disclosure
of information [8].

In 2015, Linux Foundation led an open-source block-
chain project—Hyperledger-developed Fabric [9, 10], Saw-
tooth, Burrow, and Iroha multiple blockchain projects. One
of the most concerned is Fabric, different from the currency
and etheric fang public blockchain projects, such as Hyperl-
edger Fabric as chain alliance specially designed for enter-
prise applications, introduced the members of the identity
authentication [11].
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The popularity and engagement of Fabric mainly come
from its open-source and rapid iteration. At present, the
frame has also undergone a relatively big change in the latest
2.0 version [12]. The main technology is as follows: pluggable

consensus mechanism, more flexible intelligent contract, and
participant identity-management mechanism [13].

First, Fabric uses a pluggable consensus mechanism [14].
More projects have different requirements on transaction
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effectiveness, timeliness, and throughput in different scenar-
ios, so the requirements on consensus are different. In Fabric,
different consensus algorithms (such as Solo, Kafka, Raft, and
PBFT) are provided to adapt to different network and trading
environments and meet corresponding performance
requirements.

Then, Fabric also expands and improves on the smart
contract, eliminating the need for a specific programming
language and virtual machine like Ethereum [15, 16]. Fabric
can support intelligent contracts written in C, Java, Java-
Script, Go, and other languages and complete deployment
to reduce the difficulty of learning [17].

Finally, according to the number and roles of the parties
involved in different usage scenarios, Fabric defines the rights
of users and ensures the security of private data, issues certif-
icates, and controls the rights of users. It makes the deploy-
ment of intelligent contracts more secure and flexible.

With the rapid development of blockchain technology, it
has a natural advantage in such industries as certificate stor-
age and source tracing. At the same time, it also faces great
challenges in the process of system construction and practical
application. In the Hyperledger Fabric System, querying his-
torical data can only be done through the GetHistoryForKey
interface [18, 19]. In the execution process, the chain code ID
needs to get the block location and transaction number from
history-DB, then parse out the corresponding value from dif-

ferent block files. This has a great impact on the temporal
query in this state. With the continuous growth of transac-
tion time, the corresponding data volume, and block file
quantity increase, the speed of temporal query is bound to
decline rapidly [20].

If the IoT system uses the traditional temporal indexes of
the Hyperledger Fabric System, the speed of the temporal
query will reduce in IoT [21, 22]. So we propose two index
building methods (TISD and TIF). The TISD method is
building the temporal indexes based on state databases. The
TIF method is building the temporal indexes based on files.
These two methods can solve slow query problems, and ser-
vice deployment processes complicated problems in the
Hyperledger Fabric System. These two methods reduce the
query time and improve the efficiency of the query. Mean-
while, these two methods also solve the temporal index prob-
lem of the Hyperledger Fabric System in IoT. We compared
the query times on two datasets and verified our method.

2. Related Works

In this section, we will introduce the work related to the use
of blockchain technology in IoT.

2.1. Blockchain. The blockchain was used as the underlying
technology for Bitcoin in the early stage and applied to virtual
machines and intelligent contracts in Ethereum [23]. Now,
the blockchain as the most widespread technology has been
imported into the Hyperledger Fabric System. Each stage
represents the different stages of blockchain technology
development, but each has the most basic chain structure,
organized by block files in order, and each block is linked
in chronological order by hash value [24]. In Figure 1, block
files include the header section and the block body part. The
block header contains the hash value of the last block header,
Merkle Tree information, etc. Blocks recorded data related to
trading, and each block file links from a chain structure in
chronological order by hash value [25]. The blockchain, as
a distributed ledger, needs to ensure to reach a consensus
between the input and output values of the transaction in
the distributed environment. It also maintains the consis-
tency of the data of all parties in the process of bookkeeping
[26]. To solve this problem, Bitcoin proposed the concept of
consensus algorithm; the algorithm is used to ensure the con-
sistency of the data of each node, so as to achieve the stable
development of the network in the presence of malicious
nodes to participate in transactions. The current consensus
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k, 𝜃 𝜀(k, 𝜃){value(1), value(2),..., value(n)}

Figure 5: TISD structure.

Input: key k and value event
Output: index state
1: if current θ still valid then
2: Get current state of εðk, θÞ from StateDB
3: Append event to εðk, θÞ
4: Update εðk, θÞ to StateDB
5: else
6: Write hðk, θÞ, εðk, θÞi to block file
7: Update εðk, θÞ to HistoryDB
8: Generate new θ
9: Append event to εðk, θÞ
10: end if
11: return state

Algorithm 1. TISD generate ðk, eventÞ.
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algorithms are mainly divided into three types: Proof of
Work (PoW [27]), Proof of Stake (PoS [27]), and traditional
distributed consensus algorithm.

On the block data structure, each blockchain platform
uses the Merkle Tree to process transaction data [19]. Merkle
Tree is normally a full binary tree; as shown in Figure 2, the
bottom of each leaf node represents a transaction data on
the blockchain. T0 is the hash value of Tx0’s transaction data.
T1 is the hash value of Tx1,H1 is the hash value of T0 and T1,
and T2 is the hash value of Tx2’s transaction data. T3 is the
hash value of Tx3, and H2 is the hash value of T2 and T3.
After the hash computation of every layer, it can produce a
hash and store in the block header.

2.2. Hyperledger Fabric Framework. The Hyperledger project
was established in 2015, led by the Linux Foundation, and
attracted projects including IBM, Intel, and other companies
contributed several blockchain platforms like Fabric [28].

Fabric is an open-source enterprise blockchain platform,
which provides a highly modular and configurable architec-
ture. It can be widely applied to multiple industries [29]. At
present, Fabric has been applied in many fields such as bank-
ing, financial institutions, and insurance.

Fabric needs to be more flexible in the context of enter-
prise usage. So far, the following options are provided in dif-
ferent versions of Fabric: Solo, Kafka [30], SBFT [31], and
Raft.

Solo mode is the single-node communication mode. In
this environment, there is only one sort of service node,
and messages sent from Peer point are sorted by this node.
The availability and scalability are limited, so it is not suitable
for production environment and is generally used for devel-
opment and test environment.

Kafka mode is the processing of sorting information pro-
vided by Kafka service. Kafka is an open-source project of
Apache that mainly provides distributed message processing
and distribution services. Each Kafka cluster is composed of
multiple nodes and supports fault tolerance.

SBFT is a simple Byzantine algorithm. Compared with
Kafka, it can tolerate fault nodes and a certain number of
malicious nodes.

In Fabric, there are four kinds of nodes participating in
the network: Peer node, Orderer node, Certificate Authority
node, and Client node [32].

The Peer node is divided into four nodes: accounting
node, endorsement node, master node, and anchor node.
Each Peer node is a billing node in the channel, responsible
for receiving and verifying data blocks sent from the sorting
service while maintaining a copy of the ledger.

The Orderer node is received transactions containing
endorsement signatures, packages them into blocks, and
broadcasts them to Peer nodes. It can ensure the logical order
of transactions and ensure that all nodes on the chain receive
the same message.

Certificate Authority node is to issue identity information
to other nodes in the network, which is the certificate author-
ity in Fabric.

Client node is an entity directly operated by users. It par-
ticipates in the communication of the blockchain network by
connecting to a Peer node or an Orderer node.
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Figure 6: TISD construction process.

Input: key k, time interval τ
Output: list of events
1: Events = ϕ
2: Get current θðkÞ
3: for θðkÞ has next do
4: if relationðθ, τÞ is Join or Inclusion then
5: Append θ to oðθðkÞ, τÞ
6: end if
7: end for
8: for j = 0 ; j < lengthðoðθðkÞ, τÞÞ ; j++do
9: res = GHFKðoðθðkÞ, τÞ½j�Þ
10: for res has next do
11: Timeporal Join with τ
12: Delete event not in τ
13: Add events in time interval τ to Events
14: end for
15: end for
16: return Events

Algorithm 2. TISD query ðk, τÞ.

File name, file path, file state𝜃

Figure 7: TIF construction process.
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Fabric’s data is stored in block file and database, respec-
tively. Block file mainly stores transaction information,
including hash value and block packaging time. For the data-
base, from the perspective of database type, it can be divided
into Couch DB [33] and LevelDB [34], which can be specified
through the configuration file, and LevelDB is selected by
default. From the perspective of database usage, there is a led-
ger index for storing account ID, a block index for storing
block, a state database for the current latest state of transac-
tions on the storage chain, and a history database for storing
valid parts of the transaction information [35].

2.3. Level DB. LevelDB is a key-value storage engine devel-
oped by Google. LevelDB, like most KV systems, also has a
simple operation interface and basic operations that include
writing record, reading record, and deleting record [36].
LevelDB is widely used in various projects. The general archi-
tecture of LevelDB is shown in Figure 3.

Memtable is a storage mode in memory, with the data
structure of skip table as the default mode [37]. When per-

forming a data write, it writes to Memtable first, and immu-
table Memtable changes to read-only Memtable when its data
size reaches the threshold; and then, compression threads in
the background change immutable Memtable to an SSTable
file for storage on disk.

SSTable is a data persistence file, which is an orderly
arrangement of keys within the file [38]. The first part of
the file is the data, followed by the metadata for the index.

MANIFEST file contains the key range and the hierarchy.
The version of MANIFEST file is changed when the database
is reopened. If the database is opened, a new file will be gen-
erated each time.

CURRENT file is the file name of MANIFEST files [39].
CURRENT file can be used to locate the MANIFEST file to
restore the database in the event of a failure, such as a power
outage.

LOCK file is used to control multiprocess access to the
database [37]. When a process opens the database, an exclu-
sive file lock will be added to the file. If the process finishes,
the lock will be automatically released.
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...

k value(n+1)

... ...
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k, 𝜃 ...
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𝜃 file

Memory
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Figure 8: TIF construction process.

Input: transaction key and value
Output: index state
1: if current θ still valid then
2: if cache full then
3: Write cache data to θ file
4: Update state ðθ, f ileÞ
5: Index state=write key value to cache
6: else
7: Index state=write key value to cache
8: end if
9: else
10: Generate new θ
11: Update θ
12: Index state=Generate index based on file ðkey, valueÞ
13:end if
14:return Index state

Algorithm 3. TIF generate ðkey, valueÞ.
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2.4. IoT System. The IoT system connects the Internet and
information-sensing equipment to achieve intelligent control
and management of all objects. It can be divided into three
layers: Perception Layer [40], Network Layer, and Applica-
tion Layer. Perceptual Layer is responsible for object collec-
tion and data processing. Network Layer is responsible for
transmitting the collected data. Application Layer provides
IoT-based applications [41].

The IoT system usually includes embedded devices with
resource constraints. As an important part of IoT, sensors
will face some technical challenges in practical applications
[42]. First, due to the limitations of low cost, low power con-
sumption, and small size of sensors, these limit sensors’ com-
puting, storage, and communication capabilities, thereby
affecting the expansion capabilities of the network [43]. Sec-
ond, most sensors are deployed in unattended areas, so sen-
sor security issues are particularly prominent. Third, since
the monitoring and recording capabilities of sensors are often
opaque, when sensors share data information, they will cause
data information leakage. The IoT system is being integrated
with various technologies to solve various problems, such as
Liang W who proposed a fast defogging image recognition
algorithm based on bilateral hybrid filtering to solve IoT
image issues in foggy weather [44].

Blockchain has significant cryptographic security and
immutability [8]. With its characteristics of decentralization,
consensus mechanism, and nontamper ability, IoT can use
the advantages of blockchain to solve its security and scalabil-
ity issues [45]. The decentralization of blockchain enables
IoT devices to directly obtain information without a central
server, which reduces the problem of high operating costs

for central institutions. But the IoT system uses the tradi-
tional temporal indexes that cannot meet IoT’s needs. We
propose two index building methods to solve this issue.

3. Efficient Temporal Index

Fabric distinguishes between the historical state and the cur-
rent state of the data [46]. The data of transactions are stored
in LevelDB in the form of key-value pairs. For each key in the
transaction, there are multiple states corresponding to it. The
latest state is called the current state, and other states are
called historical state [47].

The state database stores the current state of the key,
while the history database stores only the index location of
the historical data on the block file, which is stored on disk
[48]. The historical data is inserted in chronological order
and distributed in different block files, so the efficiency of
processing the historical data is relatively low.

In Fabric, there is no interface for temporal queries in the
system. When we need to analyse the historical data, we call
the GHFK function to get an iterator. Through the data
obtained by iterator that is connected with the corresponding
time interval in memory, we realize the temporal query.
GHFK function can return all the history data for the com-
mitted valid k. The calling process is shown in Figure 4.

For example, there is many trading information in the
time interval ½0, T1�. If we want to query the transaction
information in the time interval ½0, T2�ðT2 < T1Þ, we need
to call GHFK function to access large amounts of data, deser-
ialize the block file, and connect the data to the time interval.
If we want to query the transaction information in the time
interval ½T2 < T1�, we should connect the data to the time
interval ½0, T1�. In other words, the data is useless in the time
interval ½0, T2�. It is a waste to read and deserialize the data in
the time interval ½0, T2�.

As time goes on, the block file that needs to be deseria-
lized is increasing by transaction volume and data volume
[49]. It will inevitably lead to the decline of query efficiency
with the change of query interval.

In this part, we propose two methods which are temporal
indexes based on state database and file in Fabric to solve this
problem. It can improve the efficiency of temporal query in
Hyperledger Fabric.

3.1. Temporal Index Based on State Databases. The reason for
the low efficiency of Fabric temporal query is greatly related
to the number of reads and writes to the database and the
number of accesses to the file; especially, when the query vol-
ume is relatively large, the efficiency will significantly
decrease. In our method, we divide the transaction into cor-
responding intervals according to such criteria as time inter-
vals and add indexes to the intervals to speed up the temporal
query. In this section, we will introduce how to create a tem-
poral index (TISD: temporal index based on state databases).

In the process of constructing a temporal index, let t1 be
the starting time of the temporal index and t2 be the starting
time of the next build process. For each entity k in the trans-
action, we divide ½t1, t2� into many time frames θðkÞ = fθ1,

Input: key k, time interval τ
Output: list of events
1: Events=ϕ
2: Get θ from StateDB
3: for θ has next do
4: if relationðθ, τÞ is Join of Inclusion then
5: Append θ to oðθ, τÞ
6: end if
7: end for
8: for j = 0 ; j < lengthðoðθ, τÞÞ ; j++ do
9: s = GetState ðθÞ
10: if s! = nil then
11: Read file to memory
12: Parse file
13: Events=temporal
14: else
15: Read memory
16: Events=temporal join
17: end if
18: end for
19: for i = 0 ; j < lengthðEventsÞ ; i++ do
20: if Events ½i� not belong to k then
21: Remove Events ½i� from Events
22: end if
23: end for
24: return Events

Algorithm 4. TIF query ðk, τÞ.
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θ2,⋯, θmg, and every time frame θi is adjacent. We build
temporal index for every k in every time frame θi.

In Figure 5, for entity k, let εðk, θÞ represent a set of events
that relate to k and occur in time frame θ. Let the key-value
<ðk, θÞ, εðk, θÞ > insert the state database, where ðk, θÞ
respresents the composite value and εðk, θÞ represents the
value. It is useful to speed up the temporal index.

When the data is submitted to the state database, we
build an index of the time state of the data. The construction
process of the index is as shown in Algorithm 1. First, you
need to determine the current time interval θn to verify and
the current time interval is valid. If θn is valid, we use GetSt
ateð<k, θn > Þ to obtain εðk, θnÞ and update the current
status.

As shown in Figure 6, the status of <k, θn > is updated
from n to n + 1; it also means the current event valuen+1 is
added to εðk, θnÞ. At the same time, the value of k is updated
from valuen to valuen+1. If θn satisfies the separation condi-
tion, it will generate a new time interval θn+1. If θn is invalid,
the status of <k, θn > will update to <k, θn, }} > and generate
a new event <ðk, θn+1Þ, εðk, θn+1Þ > .

Algorithm 1: TISD generate ðk, eventÞ.Input: key k and
value event

Output: index state

1: if current θ still valid then

2: Get current state of εðk, θÞ from StateDB

3: Append event to εðk, θÞ
4: Update εðk, θÞ to StateDB

5: else

6: Write hðk, θÞ, εðk, θÞi to block file

7: Update εðk, θÞ to HistoryDB

8: Generate new θ

9: Append event to εðk, θÞ
10: end if

11: return state

During index building, we need to divide the time into
some time intervals θ, the time intervals are continuous,
and all data events are included. We use three times interval
segmentation methods: FI (fixed time interval), FE (fixed
event number), and DI (dynamic interval).

FI: In the total length of time, it builds a temporal index
in the fixed time interval. Each entity may match a different
number of events in each time interval by different trading
situations. Therefore, the efficiency may be erratic.

FE: In this model, time intervals θ are determined only by
a fixed event number. The length of temporal index may have
a big gap in each entity by different trading situations. For
frequently updated entity values, the index is also frequently
updated. There may be multiple time intervals in a short
period of time, and the database may be accessed multiple
times during the query.

DI: The time interval is determined by calculating the
time and measuring the number of events. A time interval
or several events are fixed, and the time interval must be
determined in one of two ways. One is that the number of
events must equal or exceed the specified number of events
when the time interval is equal to a fixed value. Another is
that the interval must be at least fixed when the number of
events is equal to a fixed value, so it is able to avoid that
events occur too much or too little in a time interval.

3.2. TISD Query Process Analysis. To illustrate the query pro-
cess, we define four relations: temporal joined relation, tem-
poral connected relation, temporal included relation, and
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Figure 9: Dataset UD, network structure T1, and TISD query time.
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no temporal relation [50]. Let

relation θi, θj
� �

=

Join θi ∩ θi ≠ ϕ

Connection ∃θm ⇒ θi ∩ θm ≠ ϕ, θm ∩ θi ≠ ϕ

Inclusion θi ⊆ θi

None otherwise,

8>>>>><
>>>>>:

ð1Þ

where Join represents temporal joined relation, Inclusion
represents temporal included relation, Connection represents
temporal connected relation, and None represents no rela-
tion between two intervals.

The query process is shown in Algorithm 2, εðk, τÞ is all
events about k in the time interval τ. The algorithm queries

k and time interval θðkÞ by the iterator returned of GetState
ByRange and obtains oðθðkÞ, τÞ, where oðθðkÞ, τÞ represents
an interval that has temporal joined relation or temporal
included relation between θðkÞ and the target query interval.
There is a temporal connected relation between the first θ
and the last θ in oðθðkÞ, τÞ.

Algorithm 2: TISD query ðk, τÞ.Input: key k, time inter-
val τ

Output: list of events

1: Events = ϕ

2: Get current θðkÞ
3: forθðkÞ has next do
4: ifrelationðθ, τÞ is Join or Inclusion then
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0 10 20 30 40 50 60 70 80 90 100
Query time interval (ks)

0

10

20

30

40

50

60

70

80

90

100

Ex
ec

ut
io

n 
tim

e (
s)

FI
FE

DI
M1

0 10 20 30 40 50 60 70 80 90 100
Query time interval (ks)

100

120

140

160

180

200

220

Ex
ec

ut
io

n 
tim

e (
s)

Fabric

Figure 11: Dataset ZD, network structure T1, and TISD query time.

8 Wireless Communications and Mobile Computing



5: Append θ to oðθðkÞ, τÞ
6: end if

7: end for

8: forj = 0 ; j < lengthðoðθðkÞ, τÞÞ ; j + +do
9: res =GHFKðoðθðkÞ, τÞ½j�Þ
10: for res has next do

11: Timeporal Join with τ

12: Delete event not in τ

13: Add events in time interval τ to Events

14: end for

15: end for

16: return Events

For each θ in oðθðkÞ, τÞ, GHFKð<k, θ > Þ is performed.
The block file is parsed through the returned iterator. For

the interval with temporal included relation, the data parsed
by the iterator is appended to the result sets. For the interval
with temporal joined relation, the data returned by the itera-
tor is traversed to remove the data not in the interval τ.

In the temporal query process, the efficiency of the query
is mainly measured by the query time, which depends on the
rate of events, the size of the index interval, and the size of the
query interval. Therefore, how to choose the appropriate
index interval becomes a key problem.

For the temporal query performed by Fabric, Tqkτ is used
to represent the query time of the historical state of the key-
word k in the time interval τðts, teÞ, which can be expressed as

Tqkτ = num E k, τð Þð Þ × Tit , ð2Þ

where EðkÞ represents events about the keyword k and num
ðÞ represents the number of events in the query time.

In the normal process of data insertion, we useVk to rep-
resent the insertion rate of events related to the keyword k,
which can be expressed as

Vk =
num E k, Tð Þð Þ

T
, ð3Þ

where T represents the total length of time the event inserted.
Since the first transaction in the system needs to be iter-

ated in the Fabric query process, T can be expressed as a
period of time, starting from the initial transaction point t0
and ending at a larger time point in the target query interval
τ. So

Tqkτ =Vk × T × Tit =Vk × max ts, teð Þ − t0ð Þ × Tit: ð4Þ

For the FI method, the index construction is determined
by a fixed time length. For the total time length T and the
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Figure 12: Dataset ZD, network structure T2, and TISD query time.

Table 1: TISD data insertion time comparison (seconds).

Dataset
TISD

Fabric
FI FE DI

UD 239.19 231.72 232.31 227.26

ZD 259.12 262.79 255.63 228.59

Table 2: TISD data insertion space comparison (megabytes).

Dataset
TISD

Fabric
FI FE DI

UD 191.97 191.96 191.80 103.5

ZD 191.81 191.97 191.78 103.5
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given fixed time length T f , let

num θ, Tð Þ = T
T f

, ð5Þ

where θ represents the time interval divided, numðÞ repre-
sents the number of partitions for all time intervals.

The query time of the historical state Tqkτ can be defined
as

Tqkτ = o θ kð Þ, τð Þ × Tit : ð6Þ

The target query interval must be less than or equal to the

total length of time, so

Tqkτ ≤
T
T f

× Tit : ð7Þ

With the increase of T f , the query time will be reduced
correspondingly. In the limit, it only needs one iteration to
realize the query, but this situation is not realistic in the prac-
tical application.

For the FE method, the division of time intervals is con-
trolled by a fixed number of events. Let

num θ, Tð Þ = num E k, Tð Þð Þ
C

, ð8Þ
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where C is the fixed number of events set. So

Tqkτ ≤
Vk

C
× T × Tit: ð9Þ

When the FE method is used to divide the time interval,
within the normal range, the temporal query time is nega-
tively correlated with the number of fixed events and posi-
tively correlated with the event occurrence rate.

For the DI method, the division of time interval is deter-
mined by the number of fixed events and the length of fixed
time. Let

num θ, Tð Þ ≤min T
T f

, num E k, Tð Þð Þ
C

 !
, ð10Þ

where numðθ, TÞ represents the number of intervals gener-
ated in total time T . In the query, Tqkτ represents the query
time of the historical state of the keyword k in the time inter-
val τ, and the target time interval τ of the query is not more

than the total time length T , so

Tqkτ ≤ num θ, Tð Þ × Tit ≤min T
T f

, Vk × T
C

 !
× Tit : ð11Þ

Therefore, in the DI method, the temporal query time of
the keyword k is negatively correlated with the fixed time
interval T f and the fixed number of events C. It is positively
correlated with the event occurrence rate Vk.

During the query, the GHFK function is used in Fabric.
When the traditional method is used to query the keyword
k, the GHFK will generate a lot of access to the ledger index,
as well as the access, deserialization, and parsing of files. But
using temporal index only needs to deserialize oðθðkÞ, τÞ
times files, that is to say, using reasonable time intervals to
build temporal index can greatly reduce the number of file
access.

3.3. Temporal Index Based on Files. When TISD (temporal
index based on state databases) builds indexes, it will increase
the number of database accesses and the size of block files. It
may have an impact on normal transactions on the block-
chain as the data volume is extremely large or the disk space
is high. Considering the impact of index construction on
database read-write and block file growth, we propose TIF
(temporal index based on files) that builds indexes without
affecting the normal blockchain storage.

In order to reduce the impact on the blockchain storage
space, we will explain by two aspects. One is for state data-
base: TIF only saves the latest state of the interval and the
corresponding index file information. Another is for block
files: TIF will not write temporal index data to the block file.

The TIF structure is shown in Figure 7. For time interval
θ, index files related to θ are marked such as file name, file
path, and file state, and index data is not added to block files
in the form of transactions.

The index construction process is as shown in Figure 8
and Algorithm 3. After the verified transaction data is gener-
ated, it writes the corresponding data to the status database,
updates the database to the latest state, and checks the cur-
rent existing time interval θ. If θ is invalid, it will regenerate
θ, update the latest information to the database, and regener-
ate the index.

If θ is valid, it will check enough space allocated in mem-
ory. If memory space is enough, it will append the events gen-
erated to memory in the agreed format and classify the events
by the corresponding time interval. It also updates the latest
information.

Algorithm 3: TIF generate ðkey, valueÞ.Input: transac-
tion key and value

Output: index state

1: if current θ still valid then

2: if cache full then

3: Write cache data to θ file

4: Update state ðθ, f ileÞ

Table 3: Dataset UD, network structure T2, and TIF query time (s).

Query range
TIF

M1 Fabric
FI FE DI

0-10K 5.21 7.01 5.68 8.02 42.09

10-20K 5.43 6.72 5.71 8.29 53.42

20-30K 5.52 6.83 5.72 8.55 64.55

30-40K 5.58 6.75 5.69 8.48 71.12

40-50K 5.57 7.12 6.01 8.53 86.53

50-60K 5.71 7.03 5.84 8.32 103.44

60-70K 5.69 7.33 5.91 8.67 125.98

70-80K 5.82 6.95 5.77 8.54 140.86

80-90K 5.53 7.11 5.92 8.61 150.39

90-100K 5.44 7.08 6.08 8.78 152.33

Table 4: Dataset ZD, network structure T2, and TIF query time (s).

Query range
TIF

M1 Fabric
FI FE DI

0-10K 4.77 36.54 4.6 72.18 158.12

10-20K 3.21 3.82 3.41 22.03 180.23

20-30K 2.63 3.43 2.43 10.17 195.35

30-40K 2.51 2.72 2.21 5.21 199.74

40-50K 2.26 2.37 1.92 4.03 201.46

50-60K 2.20 2.37 1.97 3.82 203.14

60-70K 2.08 2.65 1.38 3.61 206.18

70-80K 1.86 1.57 1.55 3.39 206.57

80-90K 1.93 1.45 1.32 3.03 206.89

90-100K 1.88 1.39 1.39 2.81 207.48
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5: Index state=write key value to cache

6: else

7: Index state=write key value to cache

8: end if

9: else

10: Generate new θ

11: Update θ

12: Index state=Generate index based on file ðkey, v
alueÞ
13:end if

14:return Index state

3.4. TIF Query Process Analysis. The TIF query process algo-
rithm is shown in Algorithm 4, where εðk, τÞ represents all
events about k in the time interval τ. The iterator returned
by GetStateByRange queries the interval partition and
divides θ. Let oðθ, τÞ represent a time interval that is joined
and included between the target time interval and θ by rela-
tion function. For each θ of oðθ, τÞ, it will get the file name,
file path, file state, and other information by GetState(θ).
Then, the file state identifies whether the data has been writ-
ten into memory. If the data is in memory, it will join and cal-
culate the temporal directly, filter the keyword, and return
the query results. If the data is not in memory, it will take
the data into the memory, parse the data, make temporal
connection to the parsed data, filter the results of the tempo-
ral connection, and select the keyword k as the returned
value.

Algorithm 4: TIF query ðk, τÞ.Input: key k, time interval
τ

Output: list of events

1: Events=ϕ

2: Get θ from StateDB

3: forθ has next do

4: ifrelationðθ, τÞ is Join of Inclusion then

5: Append θ to oðθ, τÞ
6: end if

7: end for

8: forj = 0 ; j < lengthðoðθ, τÞÞ ; j + +do
9: s =GetStateðθÞ
10: ifs! = nilthen

11: Read file to memory

12: Parse file

13: Events=temporal

14: else

15: Read memory

16: Events=temporal join

17: end if

18: end for

19: fori = 0 ; j < lengthðEventsÞ ; i + +do
20: if Events ½i� not belong to kthen

21: Remove Events ½i� from Events

22: end if

23: end for

24: return Events

In terms of temporal query time, the use of temporal
index can reduce the consumption of time to some extent,
improve query efficiency, and speed up the query, but in
the process of building and maintaining temporal index,
there will be some extra costs, and the main costs are time
consumption and storage space consumption.

In the storage space consumption, using TIF to build an
index requires only one key-value pair associated with the
time interval. The value is maintained in the database. When
the time interval is updated or the memory capacity reaches
the threshold, the value is updated. So TIF can reduce read-
write times and space usage on database.

In the time consumption, the generation of indexes is
carried out at the same time as the transaction. First, the data
is written into memory, the data in memory is classified, the
index is established, and then the file is written. Writing to
the file can be done asynchronously, so the time consump-
tion of this process is mainly memory reading and writing.
Due to the memory bandwidth, the time consumption has
little impact on the business logic.

TISD takes advantage of the fast reading and writing of
the database, determines the time interval in various ways,
and builds the index for the data in chronological order. It
reduces the reading and deserialization of the block file and
speeds up the query of the historical data. With the minimiz-
ing influence of the system efficiency, TIF stores transaction
information by using memory as cache and file as a subject.
It avoids the state database and historical database many
times to read and write and takes up the space of the
database.

4. Experiments and Results

In this section, we will introduce the experimental data and
experimental results.

4.1. Experimental Data. Since there is no dataset specific to
blockchain query in Fabric, we generate two datasets based
on usage scenarios: UD (uniform distribution data) and ZD
(Zipf distribution data).

UD: There are 520 entities, including 400 cargoes, 100
containers, and 20 truck entities. The events of the transac-
tion include the loading and unloading of cargo, the loading,
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and unloading of containers and require each entity to pro-
duce 2,000 transactions in a total of 100,000 seconds. All
events are even inserted into the blockchain in chronological
order.

ZD: The number of entities, number of events, and total
length of time are the same as UD. But events are inserted
into the blockchain in a chronological Zipf distribution.

The Fabric platform is deployed using the following two
network architectures:

T1: There are 1 Peer node and 1 Orderer sorting node,
and the sorting service adopts solo.

T2: There are 4 Peer nodes and 1 Orderer sorting node,
and the sorting service adopts solo.

4.2. Experimental Results

4.2.1. TISD Query. First, we evaluate the query time using
TISD on datasets UD and ZD ♦and network structures T1
and T2. Then, the time and space costs during index building
are also evaluated.

Figure 9 is TISD query time on dataset UD and network
structure T1. Due to the GHFK function, the query time
increases with the temporal query interval, while the M1
model and TISD trend basically remain stable with the tem-
poral query interval. Due to the reason of interval division,
FI, FE, and DI differ to some extent. However, compared
with the original method in M1 and Fabric, they have better
performance, which verifies the high efficiency of TISD
structure.

Figure 10 is TISD query time on dataset UD and network
structure T2. The temporal query trend is similar to that in
Figure 9. That is to say, the network structure has little effect
on the temporal query.

Figure 11 is TISD query time on dataset ZD and network
structure T1. Due to the GHFK function and dataset ZD, the
query time increases with the temporal query interval.
Figure 12 is TISD query time on dataset ZD and network
structure T2. The temporal query trend is similar to that in
Figure 11.

When using indexes, there is also a certain amount of
time and space overhead in the index building process. In
Table 1, the construction of index consumes many times in
the process of data writing, but it consumes a small propor-
tion of the total time on network structure T1. The extra time
by index building has increased by up to about 2.2% on data-
set UD. The extra time by index building has increased by up
to about 14.9% in dataset ZD.

In Table 2, it shows the comparison of the disk space
occupied on network structure T2. Due to the construc-
tion of the index, the size of the block file will increase
significantly. Since the size of the transaction data will
not be different due to different data distribution and time
interval division, the data distribution and time interval
division basically have no impact on the size of the gener-
ated block file.

4.2.2. TIF Query. In this part, we evaluate the query time
using TIF on datasets UD and ZD and network structure T1.

Figure 13 is TIF query time on dataset UD and network
structure T1. The query time of Fabric is the most time-con-
suming, while the other methods take less time to execute
and performmore steadily. FI and DI have similar time inter-
val divisions, so the performance of query time is nearly con-
sistent. The temporal query using TIF is superior to Fabric
and M1.

Figure 14 is TIF query time on dataset ZD and network
structure T1. The query time of Fabric is the most time-
consuming. Due to the uneven distribution of data, the exe-
cution time of FI, FE, and DI is relatively high in the initial
stage. But in general, the query time of FI, FE, and DI is better
than that of Fabric and M1.

Tables 3 and 4 show the performance of TIF in query
time using FI, FE, and DI time segmentation methods on net-
work structure T2.

Table 3 is TIF query time on dataset UD and network
structure T2.

Table 4 is TIF query time on dataset ZD and network
structure T2.

All experimental results show that, for different business
scenarios, different index building methods and time interval
partitioning methods have different performance in temporal
query efficiency. In terms of overall performance, TIF has
certain advantages compared with other methods under DI.

5. Conclusion

This paper proposes two temporal indexes (TISD and TIF)
on the Hyperledger Fabric blockchain platform. The experi-
mental results show that the two temporal indexes and three
time interval partitioning methods proposed in this paper
can improve the efficiency of temporal query in Fabric to a
certain extent on different distributed data while ensuring
certain time and space overhead. It can also solve the prob-
lem of a low access speed of using temporal indexes of the
Hyperledger Fabric System in IoT. Our research can use
blockchain technology in IoT system more seamlessly.
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The device group based on the Internet of Things (IoT) has been used in face recognition in real life, so it is more necessary to
discuss the current data security issues and social hot issues. The Internet of Things device combines edge conditions and many
recognizers to generative adversarial networks. On the premise of meeting the needs of partial occlusion of users, face recovery
is completed through information reorganization. CelebA training set is used to simulate face occlusion, and the model is
trained and tested. The results show that the method can recover the complete image of the protection for the facial privacy of
specific people. At the same time, the IoT device using this method ensures that the face information is not easy to have
tampered with when attacked.

1. Introduction

IoT is “Internet of Things.” They are built based on the
expansion of the Internet, and with the Internet as the core,
the client extends to any object and between objects. These
devices can sense each other. By connecting various informa-
tion sensing devices with the network to form a network, the
data can be interconnected and shared anytime and any-
where [1, 2]. The IoT has been applied to people’s daily life.
In public places, face recognition devices of IoT extract to
face data and prompt other devices to get information. With
the help of blockchain and cloud computing [3–5], informa-
tion sharing and management between IoT devices become
more convenient. Also, the application of edge computing
[6–8] provides support for the rapid popularization of the
IoT, which has more advantages than the traditional commu-
nication between home and public equipment sensors.

Universal recognition equipment will be applied to image
recognition technology. Devices in the IoT can perceive the
outside world through image recognition, which can make
data collection [9, 10] more efficient, and provide users with
more humanized data displays and life suggestions. At the
same time, industrial IoT [11–14] also requires recognition
equipment with perceptual capabilities. The equipment in

each production link handles different functions, and they
interact with each other so that the production process and
production plans become more flexible and reliable.

With the development of image processing technology,
the predecessors proposed pixel-by-pixel filling [15], finding
matching blocks [16], using image sets on the Internet to fill
similar blocks [17], and suggestions based on matching block
technology, such as block completion algorithm and statisti-
cal block probability repair method [18, 19]. These methods
enable the device to penetrate the limited occlusion of the
face when recognizing the face and accurately obtain the
user’s identity information.

However, in the case of facial defects, the user must
remove the occlusion for recognition. This may have poten-
tial adverse effects on the user’s psychology. In addition,
identification devices will also encounter some personal pri-
vacy issues related to data collection [20, 21]. For example,
in the face of flaws, users still have to perform facial authen-
tication. Since the identification device is part of the IoT, data
collection is unavoidable, and sharing with other devices will
involve information security [22–24] related issues.

Machine learning [25–28] proposed a solution to
improve the recognition of human faces through machine
learning, so on improve the recognition ability of face
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recognition equipment through fitting and classification.
Later, the generative adversarial network developed based
on deep learning [29, 30], through the adversarial network
to improve the level of generated images and the level of
image recognition, so on preventing facial spoof attacks,
and at the same time further improve the restoration of the
face under concealment conditions for recognizing the face
to determine the identity of the user.

Therefore, an end-to-end workflow from edge recovery
to face recovery is proposed, and a deep learning network
based on edge conditions and multiple discriminators is pro-
posed to judge whether the generated pixels are filled accord-
ing to the required edge structure. This overcomes these
challenges. Fill in the corresponding pixel information
according to the integration of different levels of complete
image styles and features. A complete module based on
self-care mechanism is proposed and applied to Image-
inpaint network. So, the face recognition device can restore
the entire face from a multifeature level.

The structure of this article is as follows. The second part
introduces some technical details of the implementation. The
third part introduces the end-to-end deep learning network
structure based on edge conditions, including multiple dis-
criminators and self-attention mechanism. After reviewing
the literature, the fourth part will introduce in detail the
application of multiple local dividers in the Image-inpaint
network. The fifth part includes the discussion and conclu-
sion of our survey results.

2. Related Work

Under the influence of generative adversarial network tech-
nology, Pathak et al. [31] propose an Encoder-Decoder pipe-
line model, which uses an unsupervised visual feature
learning algorithm driven by context pixel prediction to use
surrounding image information. To infer the missing loca-
tion, Iizuka et al. [32] propose a global discriminator and a
local discriminator based on the Context-Encoder to pro-
mote the learning of the missing parts and use local convo-
lution to increase the attention of partial blocks by the
network to enhance the details of specific parts. The situa-
tional attention network proposed by Yu et al. [33] and the
self-attention generation adversarial network proposed by
Zhang et al. [34] solve the problem that the structure of
the surrounding area is distorted, or the texture is not con-
sistent with the fuzzy texture. They can not only synthesize
new image structures but also make full use of the surround-
ing image features as a reference. Among them, the self-
attention mechanism proposed to reference [34] can also
be weighted according to the importance of features to cor-
relate important information on each other. After that, Yu
et al. [35] also combined the contextual attention mecha-
nism and the proposed gat convolution. The discriminator
is no longer a combination of local and global discriminators
but uses SN-Batch GAN; on the premise of meeting the
Lipschitz constraint, the information of the weight matrix
of the discriminator is saved to the maximum extent so that
the training process is more stable. Kun et al. [36] proposed
a face completion algorithm based on a conditional genera-

tion adversarial network. The algorithm generates faces that
meet the conditional features, but it is still a relatively simple
information extraction based on Encoder-Decoder. More-
over, multiple convolutional blocks are not used for suffi-
ciently deep feature extraction. Xie et al. [37] proposed an
image restoration method based on a learnable two-way
attention map, which can deal with irregular hole repair,
and proposed to merge forward and backward attention
maps into a learnable two-way attention map. To further
improve the visual quality of the image, but because there
is no constraint on edge information, the details of specific
parts of the portrait are still not ideal. In EdgeConnect
[38], Nazeri et al. proposed the concept of “ lining first, then
color” through image restoration based on edge conditions.
The repaired edge information is obtained through the edge
generator, and then based on the obtained edge repair image
as a condition, the incomplete image data is spliced and
input into the image repair network, thereby using the edge
information to restore the image. Get images of the image
completion network. Its essence is to divide the steps of
image restoration of high-frequency information and low-
frequency information. Yet, only the discriminator that uses
the network has a global identity. Compared with the local
recognition network and the facial feature recognition
network, the repair details are compared with the image
generation, which is inferior to the method of multiple
discriminators.

The spectral normalization proposed byMiyato et al. [39]
reduces the calculation amount of network normalization
and makes the calculation of the discriminator more stable.
In addition, the reason for using multiple discriminators
[32, 33] as a supervisory network is that multiple discrimina-
tors have been proven many times in practical applications to
form multilevel constraints on the generated results of more
aspects. And let the generator produce better results. Using
partial convolution [40], there are only connections to the
local area, and the receiving field adopts a connected method,
and the interval between the receiving fields adopts a local
connection and a convolutional connection. Compared with
full convolution, this method will introduce additional
parameters in multiples, but it has stronger flexibility and
expressive power. Compared with a local connection, it can
control the number of parameters and proposed a new con-
volution to replace the general convolution, which will pre-
vent the training results from generating chessboard artifacts.

For face recognition equipment, the combination of con-
volutional computer vision and computer image processing
can make the face recognition equipment perform better
under specific facial features, detail recovery, and state
recovery.

To solve the problem that the edge completion method
only pays attention to the integrity of the image and ignores
the visual connectivity of the complete part and the facial fea-
tures, based on EdgeConnect, puts forward the following
ideas:

(a) The method of a discriminator for face parts (eyes,
nose, and mouth) is proposed. After the complemen-
tary edge image and damaged image are processed by
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the image completion network, the eyes, nose, and
mouth of the generated complementary face image
are discriminated. So the facial features of the face
image are more consistent with the semantic
rationality

(b) Propose a gated convolution block based on edge
condition to enhance the difference between regions.
At the same time, the self-attention mechanism is
used to automatically enhance the difference between
occluded and nonoccluded areas. The information of
the input data is enhanced according to different fea-
ture levels, to distinguish the occluded area and the
nonoccluded area more accurately

(c) Propose to use a local discriminator. When the com-
pleted image is processed by the image completion
network, the completed image will have better visual
connectivity as a whole

2.1. Deep Learning. Deep learning-based recommendation
methods can incorporate multisource heterogeneous data
for the recommendation, including explicit or implicit feed-
back data from users, user portrait and project content data,
and user-generated content. Deep learning methods use mul-
tisource heterogeneous data as input and use an end-to-end
model to automatically train prediction models, which can
effectively integrate multisource heterogeneous data into
the recommendation system, thereby alleviating the data
sparseness and cold start in traditional recommendation sys-
tem problems and improving the ability of the recommenda-
tion system. The application of deep learning to corpus
mining is a research hotspot. After 2006, with the publication
of Hinton and Salakhutdinov [41], it was wildly sought after
by scholars in the artificial intelligence world. This model is
based on a neural network model, but it is more complex
than a simple neural model, and the problems it deals with
are more complex and diverse. Deep learning methods have
been successfully used in many applications in the computer
field, including speech recognition, speech search, natural
language understanding, information retrieval, and robotics.
Mokris and Skovajsova [42] applied the neural network
model to have a high degree of relevance. It retrieved
Slovak-related documents, processed keyword parts of
speech, and greatly improved accuracy and recall. Based on
the highly nonlinear characteristics of neural network algo-
rithms, using BP network to optimize the weight of each
parameter in the entire neural network, constantly revising
the weights, Xu et al. [27] constructed a personalized behav-
iour based on users. Latreche and Guezouli [43] use the cor-
relation characteristics of neighbor nodes in the neural
network to combine all documents into a neural network
and retrieves the most relevant document according to
Query.

The method (Figure 1) consists of two parts, namely, the
Edge-inpaint network and the Image-inpaint network.
Among them, the Edge-inpaint network is responsible for
repairing the edges of the defective face image, and the
Image-inpaint network is responsible for completing the face
image based on the condition of the completion of the edges.

Before applying the model, the network is trained to gen-
erate the model. The data processing in the training process is
divided into two steps: First, take the unmasked edge map as
the target, and enter the masked, masked Canny Edge maps
and masked grayscale images, through training the Edge-
inpaint network model, enable the Edge-inpaint network to
generate a predicted completion edge map; second, use the
prediction completion edge map output by the Edge-
inpaint network, combined with the incomplete color face
image is input to the Image-inpaint network, and the pre-
dicted repaired face image is output. The two networks form
an end-to-end solution so that the identification device based
on the IoT can ensure that the user can still accurately obtain
the correct information of the user when the user is covering
his specific part.

3. Networks

3.1. Edge Completion Generative Adversarial Network. The
Edge-inpaint network (Figure 2) is composed of an edge
completion generation network (edge generator, hereinafter
referred to as G1) and an edge completion discriminator net-
work (edge discriminator, hereinafter referred to as D1).
Among them, G1 network generates edge completion image,
inputs masked gray image, masked edge image, and mask,
takes real edge image as label, generates a completion edge
image after G1 operation, and then calculates adversarial loss
and feature matching loss [44] through D1, and this loss
value is used to backpropagate the network associated with
it. The purpose of G1 is to minimize the gap between the gen-
erated edge image and the real edge image to improve the
quality of the image generated by the generator, while D1 is
to expand this gap as much as possible, thus making the
progress of G1 more difficult; of course, the result will be
better.

G1 is composed of 3 convolutional layers, 8 residual
blocks, and 3 deconvolutional layers cascaded. Among them,
the convolution kernel of the convolution layer is composed
of 7∗7, 4∗4, and 4∗4, and the deconvolution layer is com-
posed of convolution kernel sizes of 4∗4, 4∗4, and 7∗7. Con-
volution both the layer and the deconvolution layer have
spectral normalization processing and setting the ReLU acti-
vation function after the convolution operation. The first
convolution of the convolution layer and the last convolution
of the deconvolution layer are done separately reflective fill-
ing treatment.

D1 takes the real edge face image as the target (label) and
fights against G1. When G1’s ability becomes stronger and
stronger, D1 can also improve the complementary edge
image generated by G1 with reasonable parameter settings.
The Canny edge detector is used to extract the edge features
of the image as the expected positive samples learned by the
discriminator, and the negative samples generated by the net-
work G1 that do not meet the experimental expectations and
Canny edge features are merged to improve D1 with its dis-
tinguishing ability and supervise G1 to generate an image
with edge information that is more in line with the original
image.
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The Edge-inpaint network allows the recognition device
to reconstruct the structural information of the face from
the occluded part of the face, thereby providing a basis for
the subsequent feature and texture completion. Through
spectral normalize processing of convolution, residual block
[45] and deconvolution, and fusion of different information
sources, deep texture features are extracted.

3.2. Image Completion Based on Self-Attention Mechanism

3.2.1. Composition of Image-Inpaint Network. The image
completion network (Figure 3) is composed of an image
completion generation network (Image-inpaint generator,
referred to as G2 hereinafter) and an image completion dis-
criminator network (Image-inpaint discriminator, hereinafter
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referred to as D2). The role of the G2 network is to generate a
complementary image, input the complementary edge map
and the incomplete face image, and use the real image as a
label and cascade the input data; after the G2 operation, gen-
erate the completed image and then pass the D2. Each dis-
criminating network calculates adversarial loss, perceptual
loss, and style loss [44]. The loss of the image completion net-
work is the sum of the counter losses of the D2 Face-Part net-
work, and this loss value is used to backpropagate the network
associated with it. The purpose of G2 is to allow G2 to dynam-
ically learn the parameters through training to effectively dis-
tinguish between the effective area and the mask area and
reduce the adverse effect of the mask on the image completion
so that the color and structure of the image completion are
more reasonable and minimized. Generate the gap between
the completed image and the real image to improve the quality
of the image generated by the generator. And D2 is to widen
this gap as much as possible, so that G2 and D2 identify the
network combination to fight and promote the progress of G2.

G2 is composed of 3 convolutional layers, 4 proposed
gated convolutions, and 3 deconvolutional layers in cascade.
Among them, the convolution kernel of the convolution
layer is composed of 7∗7, 4∗4, and 4∗4, and the deconvolu-
tion layer is composed of the convolution kernel size of 4∗4,
4∗4, and 7∗7. The convolution layer and the deconvolution
layers all have spectral normalization processing and setting
of the LeakyReLU activation function after the convolution
operation. The first convolution of the convolution layer
and the last convolution of the deconvolution layer are,
respectively, filled with reflection.

D2 takes the real face image as the target and fights
against G2. When G2’s ability is getting stronger and stron-
ger, D2 can improve its ability to discriminate the comple-
mentary image generated by G2 and use G2 to generate it

with reasonable parameter settings. The edge feature of the
mask completes the image. As the expected positive samples
learned by the discriminator, the negative samples generated
by the network G2 that do not meet the experimental expec-
tations and the mask edge features are merged to improve the
discrimination ability of D2 and supervise G2 to generate
images that are more in line with the original image.

3.2.2. Design and Implementation of Self-Attention
Mechanism. Ordinary convolution has limitations in com-
pleting the image under any mask. It extracts local features
in a sliding manner, and the pixels under the sliding window
are all valid by default. But for image completion, when the
window contains the boundary of the mask, its invalid pixels
and effective pixels will be processed by the convolution win-
dow, which will cause the information to be blurred, and the
sides of the complement part do not match the actual results.

The gated convolution module is used to automatically
learn the soft occlusion mechanism from the data through
self-attention, dynamically identify the effective pixel posi-
tion in the image, and process the transition between the
masked area and the unmasked area. The proposed gated
convolution not only can retain features at long distances
that the residual block has but also has the ability of the gated
convolution itself to enhance the distinction between features
on both sides of the edge. The following formula (1) is the
operation of gated convolution [33]

Gatingy,x =〠〠Wg ⋅ I,

Featurey,x =〠〠Wf ⋅ I,

Oy,x = ϕ Featurey,x
� �

⊙ ϕ Gatingy,x
� �

:

8>>>><
>>>>:

ð1Þ
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Among them, y, x is the center point of the current sliding
area; Wg is the convolution filter that selects mask and non-
mask space; Wf is the convolution filter to distinguish
between mask and non mask, and I/O is input convolution
filter and output convolution filter, respectively. Gating con-
volution and sigmoid (Figure 4(a)) [46] activation function
realize dynamic feature selection, that is, selecting mask cov-
erage space and normal space; feature convolution and Lea-
kyReLU activation function realize feature extraction, that
is, select part of the transition map of the masked and non-
masked areas and then use the dot product of gating and fea-
ture to more effectively select useful information. The
proposed gated convolution has stronger pixel selectivity so

that the convolution can accurately describe local features
even with a larger range of pixel deletions.

At the same time, the general gated convolution still has a
small amount of boundary blur on both sides of the mask
boundary, which will cause the problem of invalid pixels as
valid pixels when the window of the gated convolution is slid-
ing, which will cause the concealed information will be
regarded as part of the face itself rather than blocked, making
the device unable to effectively restore the original informa-
tion of the face. On this basis, different features generated
by different subgated convolution are added to the input to
get clearer feature differences on both sides of the mask
boundary (Figure 4(b)), to distinguish the differences on both

Sigmoid

LeakyReLU

(a)

Sigmoid

LeakyReLU

SigmoidSigmoid

LeakyReLU LeakyReLU

(b)

Figure 4: Results produced under different gated convolutions: (a) normal gated convolution; (b) proposed gated convolution.
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sides of the edge more accurately. The boundary pixels
between the region and the normal region affect the visual
connectivity of the whole image. If the defective part of the
mask edge is close to the normal part of the pixels, gated con-
volution can easily confuse the two, and different types of fea-
tures are strengthened by feature addition to achieving more
effectiveness on both sides of the mask edge. The feature dis-
tinction of, so that the image completion network is better
targeted at the completion part, and the part of the human
face itself and the covered part are logically distinguished
effectively.

4. Discriminator Network for
Partial Completion

4.1. Local Discriminator Network Combining Structure and
Texture. Aiming at the problem that the Image-inpaint net-
work only has a global discriminator network and the partial
restoration is not ideal, a local discriminator network is
proposed.

The local discriminator network proposed in this paper is
a part of D2 Local in Image-inpaint network. Its network
structure is the same as the D2 Global, it consists of five con-
volution blocks, and each convolution block contains a layer
of Convolution, Spectral Normalize, and LeakyReLU (the last
convolution block has no leakyrelu activation layer).

The completion part and the real part of the correspond-
ing position are input into the global discrimination network
to generate two 15 × 15matrices, and then, these matrices are
input into the adversarial network. The process is calculated
by

Ladv,l = E Igt,l ,Ccomp,lð Þ ln D2 Igt,l, Ccomp,l
� �� �

+ Ecomp,l ln

� 1 −D2 Ipred,l, Ccomp,l
� �� �

:
ð2Þ

Among them, Ipred,l is the completion part; Igt,l is the real part
of the corresponding position; Ccomp,l is the local comple-
ment edge map; this formula is the loss function of the local
adversarial network. It is responsible for identifying the
authenticity of the complete part so that the complete result
will not deviate from the authenticity.

The general local discriminator network is based on
authenticity, but because it only judges the authenticity of
the complete part itself, the style of the generated part is
weak, and the generated part affects the visual connectivity
of the whole image. Moreover, in the reconstruction of
high-level feature levels, factors such as color, texture,
and exact shape of the face are not taken into consider-
ation. Therefore, it is proposed to use style loss and percep-
tual loss for additional constraints. The recognition device
can also restore the occluded part under the condition of
conforming to the subject characteristics of the face. Style
loss is

Lstyle,l = Lϕ,jstyle ŷ, yð Þ = Gϕ
j ŷð Þ − Gϕ

j yð Þ
��� ���2

F
, ð3Þ

where Gϕ
j is the activation map of the j-th layer of the pre-

trained network and j is a set of integers from 1 to 5,
which corresponds to the activation maps of the relu1_1,
relu2_1, relu3_1, relu4_1, and relu5_1 layers of the pre-
trained VGG-19 [47] network. These activation maps are
also used to calculate the style loss to measure the differ-
ence between the covariances of the activation maps. The
Euclidean distance of each image feature is used to mea-
sure the degree of dissimilarity between perception and
the real part.

Although the style loss corrects the texture and pixel
completion error to a certain extent, it does not well preserve
the shape and structure of the image completion part. To
solve the loss of style, only the texture and color information
are retained, but the shape and structure information is not
effectively retained. The perceptual loss is proposed to
restrict the structure and shape of the generated result.
Perception loss as

Lperc,l = E 〠
i

1
Ni

Φi Igt
� �

−Φi Ipred
� ��� ��

1

" #
, ð4Þ

where Φi is the activation map of the i-th layer of the pre-
training network and i is the set of integers from 1 to 4, which
corresponds to the activation maps of the relu2_2, relu3_4,
relu4_4, and relu5_2 layers of the pretrained VGG-19 [47]
network. Igt and Ipred are the real image and the generated
image, respectively. The structure and shape features are
extracted from each activation graph, and the Euclidean dis-
tance between activation is calculated to promote the recon-
struction of high-level information.

Add formulas (2), (3), and (4) to obtain the total loss
formula (5) of the local discriminator network and the
Image-inpaint network

Llocal = Ladv,l + Lstyle,l + Lperc,l: ð5Þ

The main function of the local discriminator network is to
measure some blocks generated by the image and obtain
the combined losses to ensure the semantic rationality of
the complement.

Figure 5(a) is the result obtained when only formula (2) is
used as the loss function; Figure 5(b) is the result obtained
when formula (5) is used as the loss function, and
Figure 5(c) is the original image. The processed portrait is
the information after the occluded part is restored. The
restored part should not only pay attention to its authenticity
to the whole portrait but also consider its authenticity. There-
fore, the function of formulas (3) and (4) is to pay attention
to the generic structure and style of the restored part on the
premise that the global discriminator network also pays
attention to the generation structure and style of the genera-
tion part. Let the image completion network be subject to
more restrictions in training, just as human beings learn to
pay attention to more information when considering a
problem.
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4.2. Discriminator Network Based on Face Local Position
Constraint. Since the general local discriminator network is
essentially the same as the global discriminator network, it
only focuses on integrity, and it is difficult for the local dis-
criminator network to describe the texture of the face image
in detail when the face is completed. Therefore, a special local
discriminator network is proposed to deal with the genera-
tion details of human face parts, so that the completed part
and the whole image meet the visual connectivity.

The face-part discriminator network (D2 Face-Part)
(Figure 6) is a special partial discriminator network. The
face-part discriminator network is composed of four subnet-
works. These four subnetworks are the left-eye discriminator
network and the right-eye discriminator network, eye dis-
criminator network, nose discriminator network, and mouth
discriminator network. It targets the key parts of the human
face, namely, the left eye, right eye, mouth, and nose. The
four subnetworks of D2 Face-Part will extract the left eye,
right eye, nose, and mouth and send them to the face recog-
nition network. The network will be sent to the correspond-
ing four networks, and finally, four scores will be generated.
Calculate the respective adversarial losses, where the adver-
sarial loss is 1 as true and 0 as false. After these scores are
calculated for the adversarial loss, the four adversarial loss

values are added and averaged. The four values of the adver-
sarial loss are added and averaged to obtain

Ladv,f p =
1
4〠

4

i=1
Egt,i ln D2 Igt,i

� �� �
+ EIpred,i

1 − ln D2 Ipred,i
� �� �� �

: ð6Þ

Formula (6) is the loss function of D2 Face-Part and G2
adversarial, where Igt,i is the i-th real Face-Part and Ipred,i is
the i-th Face-Part of the completed image. The purpose of
this function is to hope that G2 (image completion generation
network) will pay more attention to the reliability of the gen-
eration of the facial “features” during training and to pay more
attention to its effects on the microlevel of the face.

Same as the improved local network, to overcome the
drawbacks of only paying attention to the true and false of
the image itself, which is brought about by the counter loss,
and not paying attention to its texture and structure. It is pro-
posed to use the style loss function and the perceptual loss
function for the discriminator of each part of the face so that
the generated part makes the whole image have better visual
connectivity. Formula (7) and formula (8) are the style loss
function and the perceptual loss function of the human face,
respectively.

(a) (b)

(c)

Figure 5: Effects under different losses: (a) adversarial loss; (b) combined losses; (c) original.
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Lstyle,f p = Lϕ,jstyle ŷ, yð Þ = 1
4〠

4

i=1
Gϕ

j ŷið Þ −Gϕ
j yið Þ

��� ���2
F
, ð7Þ

Lperc,f p = E
1
4〠

4

j=1
〠
i

1
Ni

Φi Igt,i
� �

−Φi Ipred,i
� ��� ��

1

" #
: ð8Þ

The ŷi and yi in formula (7) are the restored part and the
corresponding real part, respectively, the i in formula (8) is
consistent with that in formula (3), and the j is an integer
set from 1 to 4, representing the four parts of the face,
respectively.

Formula (7) is the style loss of different parts of the face.
Its function is to calculate the style loss through the activation
map to measure the difference between the covariance of the
activation map. The Euclidean distance of each image feature

is used to measure the degree of perception different from the
real part. Taking the features extracted in the calculation as
the style, the Euclidean distance difference is calculated to
constrain the texture of the face to be compensated and
ensure that the texture and pixels are consistent with the
theme of the whole image.

Formula (8) is the perception loss of different parts of the
face. Its function is to limit the overall “features” of the com-
pleted face image, keep the structure of the restored part in
line with the requirements of the original image, and improve
the visual connectivity of the “features” after completion.

In order to measure the difference between the covari-
ance of the activation map, the Euclidean distance of each
image feature is used to measure the similarity between the
perceptual part and the real part. The features extracted in
the calculation are used as the style features of the face image,
and the Euclidean distance is used to calculate the degree of

(a) (b)

(c)

Figure 6: This is the result of each method under different mask conditions: (a) restoration results of different techniques under block mask;
(b) restoration results of different techniques under random mask; (c) restoration Face-Part of different techniques under random mask.
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difference in style between the real Face-Part and the comple-
mented Face-Part, to compare the completed face. The loca-
tion is subject to texture constraints, to ensure that the
texture and pixels conform to the theme of the whole image.
Constrain the overall “features” of the completed face image
to improve the visual connectivity of the “features” after the
completion. The face-part discriminator network also uses
the normalized convolution filtering in the network to recon-
struct the style of the unmasked part of the face, so that the
facial features are clearer and texture. The subject of the face
image is closer. The effect is shown in Figure 7.

Figure 7 shows the effect of face part generation. Each
part of D2 Face-Part network is equipped with adversarial
loss, style loss, and perception loss, which restrict the authen-
ticity, texture, and structure of the image, respectively, so that
the details of the eyes, nose, mouth, and other parts of the
portrait are more in line with common sense that people
should have.

Add formulas (6), (7), and (8) to get the total loss of G2
and D2 Face-Part losses (formula (9))

Lf p = Ladv,f p + Lstyle,f p + Lperc,f p: ð9Þ

In general, the discriminator network for image comple-
tion is composed of three discriminator networks, which are
based on the integrity of the face image completion, the ratio-
nality of the face image completion part, and the generation
of facial image “facial senses.” It is logical. Use D2 Face-
Part to analyze the structure of the face, so that the structure
of the glasses, nose, and mouth is closer to the real shape.
Through the constraint of external loss, the overall, partial,
texture, structure, and pixel supervision of G2 can be
achieved.

5. Experiment and Evaluation

5.1. Experimental Setting. Use 202599 data sets in CelebA
[48] for training, testing, and evaluation. Before training,
each face image is rescaled to 256 pixels × 256 pixels × 3
pixels.

The experimental environment is Windows 10 as the
platform, with Pytorch 1.7 implemented on Python 3.8, the
processor is i5-9400F 2.9GHz, the memory is 32GB, and
the graphics card is RTX2070 SUPER 8GB.

The learning rate is 0.0001 by default, and the Adam [49]
gradient descent method is used to backpropagate the

(a) (b)

(c)

Figure 7: Effects under different losses: (a) adversarial loss; (b) combined losses; (c) original.
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update gradient, and the Beta 1 and Beta 2 are, respectively,
0.0 and 0.9.

5.2. Results and Analysis. To compare the experimental
results more intuitively, the classical algorithms with better
performance in recent years are adopted, which are
Context-Encoder in [31], Globally-Locally in [32], and Edge-
Connect in [38]. To intuitively express the superiority of the
proposed complementary algorithm, the peak signal-to-noise
ratio (PSNR) is used to measure the distance between the
complementary image and the original image. The larger
the value of PSNR, the better the performance of the comple-
mented image. At the same time, to reflect the authenticity of
the proposed algorithm in the structure of the complemen-
tary image, the structure similarity (SSIM) is used to measure
the difference between the structure of the complementary
image and the original image. SSIM uses 0 as the lowest score.
The higher the score, the structure of the complementary
image. Logically, the more it conforms to the standard of
the original image structure, the highest score is 1.

Figures 6(a) and 6(b) are the results of block occlusion
completion and irregular occlusion completion, respectively.
There are 8 rows and 7 columns. The rows represent different
test images, and the columns represent the performance of
the same type or the same method in different images.
Among them, the first column represents the original image
occluded by a specific mask, the second column is the mask
image of a specific type of occlusion original image, and the
third to sixth columns are article [31], article [32], article
[38], and the completion results of the proposed method
under different masks. The seventh column is the original
image.

Figure 6(c) has 5 rows and 4 columns, and each row
represents the results of different methods. They are the
Context-Encoder method of article [31], the Globally-
Locally method of article [32], the EdgeConnect method of
article [38], the method and original image proposed in this
article. Each column represents the left eye, right eye, nose,
and mouth.

5.2.1. Analysis of Occlusion Restoration and Completion
Results. It can be seen from the results in Table 1 that the
effect of the proposed method is better than that of other
control groups.

From the perspective of qualitative analysis, in
Figures 6(a) and 6(b), there are still some noises after the
completion of the image in the third column, the recovery
level of details is generally poor, and the hue and brightness
of the generated part are different from that of the complete
image. The fourth column of facial features is too flat, and

the feature recovery rate of each part of the face is low, which
cannot reflect the facial features of the face well. The fifth col-
umn is better in the case of random occlusion, but it is not
good in the case of block occlusion, and the complementary
color does not match the basic tone of the whole image.
The sixth column was based on the control group. In addi-
tion to basically avoiding noise, the hue and facial contour
of the complementary color part are more consistent with
the original image, and the detail texture of facial features is
also better.

From the perspective of quantitative analysis, the recon-
struction loss formula of the third column fits the sur-
rounding texture according to its results. It is essentially a
linear operation using L2 distance, and its fitting ability is
not as good as that of adversarial loss. The fourth column
uses multiple discriminators to calculate, which not only
makes the generated part more specific but also takes into
account the overall information. However, because it is
unconditional input and there is no edge information as
the condition, the visual connectivity of the image restora-
tion results is poor, but its score shows that this idea is fea-
sible. The fifth column method uses multiple loss functions
and takes edge conditions as input, which greatly improves
the visual connectivity of the generated results, but the
results are slightly lower than the fourth column method.
Based on the fifth column, the sixth column method further
enhances the generated results.

5.2.2. Analysis of the Results of Face-Part Completion. LE, RE,
N, and M in Table 2 represent the English abbreviations for
the left eye, right eye, nose, and mouth, respectively. Combin-
ing the results of Figure 6(c), the proposed method has a bet-
ter ability to restore Face-Part than the control group.

From the perspective of qualitative analysis, the details of
the facial parts after the completion of the first line in the fig-
ure are blurred; there are obvious noises, and the structure is
unclear. The complete structure of the second line is not
obvious, the texture of the complete effect is flat, and the
facial parts are not clear. The hue expression in the third line
deviates too much from the entire image, and the supplemen-
tary details of Face-Part are not ideal. The repair effect is
slightly worse when the fourth line is defective, but overall,
the repair effect of the facial part is better than the control
group, and the color tone and brightness are consistent with
visual connectivity.

From the perspective of quantitative analysis, the
Context-Encoder method in the first line only focuses on
the wholeness of the local generation to fit the visual connec-
tivity of the entire image, resulting in the inadequate genera-
tion of Face-Part (LE, RE, N, and M) details. The method

Table 1: PSNR/SSIM of Figures 6(a) and 6(b).

Figure 6 no. Context-Encoder Globally-Locally EdgeConnect Ours Ground-Truth

a
21.03 26.88 23.96 27.89 Inf

0.9467 0.9218 0.8653 0.9508 1

b
14.89 18.08 21.00 22.76 Inf

0.7824 0.8871 0.7731 0.8297 1
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proposed in the second line also has the problem of the
method in the first line, but it is more closely related to the
local generation and the overall generation, and the genera-
tion effect is better. Although the method in the third row
is not good in terms of data performance, it is a portrait res-
toration based on edge conditions, and its performance in the
reconstruction of texture and structure is more in line with
the look and feel of real portraits. The method in the fourth
line uses a gated convolution block with a self-attention
mechanism to identify both sides of the mask boundary more
accurately. At the same time, it uses a loss function and mul-
tiple discriminators that focus on different factors of the por-
trait, giving a human-like Face-Part (LE, RE, N, and M) that
are more real.

6. Conclusion

We have determined that GAN can be trained on external
standard datasets. To generate face occlusion recovery in
the adversarial network, a complete structure based on edge
conditions, a convolution block based on self-attention
mechanism, and a discriminator based on multiple discrimi-
nators are introduced in the GAN. The hidden part is
repaired by an edge generator, and the hidden part is distin-
guished from the normal part by self-attention convolution
block. Based on the constraints of local and facial feature
parts, multiple discriminators are used to completing the
recovery results of style texture and different levels. To verify
the validity of this method, three methods, Context-Encoder,
Globally-Locally, and EdgeConnect, are used to compare.
The results show that the comprehensive level of the pro-
posed method is higher than that of the control group.

However, the method still has some deficiencies in the
details of face integrity, and the effect for small-sized parts
of the face still needs to be improved. In the complex texture
part, the restoring effect is also limited, and the restoring
effect is relatively simple. So overcoming these problems is
also our future work. We have determined that image
inpainting based on edge conditions and deep learning using
a GAN can effectively solve this problem. Next, we will fur-
ther improve the image quality based on the latest research
results and the advantages of the proposed method.

Data Availability

The URL of the public dataset used to support the results of this
study is http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work is supported in part by the National Key R&D Pro-
gram of China under grant numbers 2017YFC0821602,
2019QY1604, and 2019YFE0122600; in part by the National
Natural Science Foundation of China under grant number
U1836217; and in part by the Open Platform Innovation
Foundation of Hunan Provincial Education Department
under grant number 20K046.

References

[1] M. A. Al-Garadi, A. Mohamed, A. K. Al-Ali, X. Du, I. Ali, and
M. Guizani, “A survey of machine and deep learning methods
for Internet of Things (IoT) security,” IEEE Communications
Surveys & Tutorials, vol. 22, no. 3, pp. 1646–1685, 2020.

[2] Z. Xiao, F. Li, H. Jiang et al., “A joint information and energy
cooperation framework for CR-enabled macro–femto hetero-
geneous networks,” IEEE Internet of Things Journal, vol. 7,
no. 4, pp. 2828–2839, 2020.

[3] Y. Xu, C. Zhang, G. Wang, Z. Qin, and Q. Zeng, “A
blockchain-enabled deduplicatable data auditing mechanism
for network storage services,” IEEE Transactions on Emerging
Topics in Computing, p. 1, 2020.

[4] C. Zhang, Y. Xu, Y. Hu, J. Wu, J. Ren, and Y. Zhang, “A
blockchain-based multi-cloud storage data auditing scheme
to locate faults,” IEEE Transactions on Cloud Computing, p.
1, 2021.

[5] Y. Xu, J. Ren, Y. Zhang, C. Zhang, B. Shen, and Y. Zhang,
“Blockchain empowered arbitrable data auditing scheme for
network storage as a service,” IEEE Transactions on Services
Computing, vol. 13, pp. 289–300, 2020.

[6] Z. Jiale, Z. Yanchao, C. Bing, H. Feng, and Z. Kun, “Survey on
data security and privacy-preserving for the research of edge
computing,” Journal on Communications, vol. 39, pp. 1–21,
2018.

Table 2: PSNR/SSIM of Figure 6(c).

Face-Part Context-Encoder Globally-Locally EdgeConnect Ours Ground-Truth

LE
18.99 18.66 16.16 19.37 Inf

0.6798 0.6675 0.6640 0.7051 1

RE
17.74 18.94 15.28 19.19 Inf

0.6252 0.6797 0.3602 0.7411 1

N
19.50 21.96 17.14 22.28 Inf

0.6493 0.7736 0.5731 0.7628 1

M
20.99 23.36 21.17 23.41 Inf

0.6565 0.8133 0.7407 0.7618 1

Average
19.30 20.73 17.44 21.06 Inf

0.6527 0.7335 0.5898 0.7374 1

12 Wireless Communications and Mobile Computing

http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html


[7] Z. Xiao, X. Dai, H. Jiang, and D. Wang, “Vehicular task off-
loading via heat-aware MEC cooperation: a game-theoretic
method with correlated equilibrium,” IEEE Internet of Things
Journal, vol. 7, pp. 2038–2052, 2019.

[8] Y. Wu, Q. Liu, R. Chen, C. Li, and Z. Peng, “A group recom-
mendation system of network document resource based on
knowledge graph and LSTM in edge computing,” Security
and Communication Networks, vol. 2020, Article ID 8843803,
11 pages, 2020.

[9] Z. Cai and Z. He, “Trading private range counting over big IoT
data,” in 2019 IEEE 39th International Conference on Distrib-
uted Computing Systems (ICDCS), pp. 144–153, Dallas, TX,
USA, July 2019.

[10] X. Zhou, W. Liang, K. I. K. Wang, R. Huang, and Q. Jin, “Aca-
demic influence aware and multidimensional network analysis
for research collaboration navigation based on scholarly big
data,” IEEE Transactions on Emerging Topics in Computing,
vol. 9, no. 1, pp. 246–257, 2021.

[11] X. Zheng and Z. Cai, “Privacy-preserved data sharing towards
multiple parties in industrial IoTs,” IEEE Journal on Selected
Areas in Communications, vol. 38, no. 5, pp. 968–979, 2020.

[12] X. Zhou, X. Xu, W. Liang et al., “Intelligent small object detec-
tion based on digital twinning for smart manufacturing in
industrial CPS,” IEEE Transactions on Industrial Informatics,
p. 1, 2021.

[13] X. Yan, Y. Xu, X. Xing, B. Cui, Z. Guo, and T. Guo, “Trustwor-
thy network anomaly detection based on an adaptive learning
rate and momentum in IIoT,” IEEE Transactions on Industrial
Informatics, vol. 16, no. 9, pp. 6182–6192, 2020.

[14] X. Zhou, Y. Hu, W. Liang, J. Ma, and Q. Jin, “Variational
LSTM enhanced anomaly detection for industrial big data,”
IEEE Transactions on Industrial Informatics, vol. 17, no. 5,
pp. 3469–3477, 2021.

[15] A. Telea, “An image inpainting technique based on the fast
marching method,” Journal of Graphics Tools, vol. 9, no. 1,
pp. 23–34, 2004.

[16] F. Tang, Y. Ying, J. Wang, and Q. Peng, “A novel texture syn-
thesis based algorithm for object removal in photographs,” in
Advances in Computer Science - ASIAN 2004. Higher-Level
Decision Making. ASIAN 2004. Lecture Notes in Computer Sci-
ence, vol 3321, M. J. Maher, Ed., pp. 248–258, Springer, Berlin,
Heidelberg, 2004.

[17] J. Hays and A. A. Efros, “Scene completion using millions of
photographs,” Communications of the ACM, vol. 51, no. 10,
pp. 87–94, 2008.

[18] C. Barnes, D. B. Goldman, E. Shechtman, and A. Finkelstein,
“The PatchMatch randomized matching algorithm for image
manipulation,” Communications of the ACM, vol. 54, no. 11,
pp. 103–110, 2011.

[19] J. Sun, “Computing nearest-neighbor fields via Propagation-
Assisted KD-Trees,” in 2012 IEEE Conference on Computer
Vision and Pattern Recognition, pp. 111–118, Providence, RI,
USA, June 2012.

[20] Z. Cai, Z. He, X. Guan, and Y. Li, “Collective data-sanitization
for preventing sensitive information inference attacks in social
networks,” IEEE Transactions on Dependable and Secure Com-
puting, vol. 15, pp. 577–590, 2018.

[21] Z. Cai and X. Zheng, “A private and efficient mechanism for
data uploading in smart cyber-physical systems,” IEEE Trans-
actions on Network Science and Engineering, vol. 7, no. 2,
pp. 766–775, 2020.

[22] Y. Xu, C. Zhang, Q. Zeng, G. Wang, J. Ren, and Y. Zhang,
“Blockchain-enabled accountability mechanism against infor-
mation leakage in vertical industry services,” IEEE Transac-
tions on Network Science and Engineering, p. 1, 2020.

[23] Y. Xu, Q. Zeng, G. Wang, C. Zhang, J. Ren, and Y. Zhang, “An
efficient privacy-enhanced attribute-based access control
mechanism,” Concurrency and Computation: Practice and
Experience, vol. 32, no. 5, pp. 1–10, 2020.

[24] L. Qi, C. Hu, X. Zhang et al., “Privacy-aware data fusion and
prediction with spatial-temporal context for smart city indus-
trial environment,” IEEE Transactions on Industrial Informat-
ics, vol. 17, no. 6, pp. 4159–4167, 2021.

[25] X. Yan, Y. Xu, B. Cui, S. Zhang, T. Guo, and C. Li, “Learning
URL embedding for malicious website detection,” IEEE Trans-
actions on Industrial Informatics, vol. 16, no. 10, pp. 6673–
6681, 2020.

[26] X. Zhou, W. Liang, S. Shimizu, J. Ma, and Q. Jin, “Siamese
neural network based few-shot learning for anomaly detec-
tion in industrial cyber-physical systems,” IEEE Transactions
on Industrial Informatics, vol. 17, no. 8, pp. 5790–5798,
2021.

[27] Y. Xu, X. Yan, Y. Wu, Y. Hu, W. Liang, and J. Zhang, “Hierar-
chical bidirectional RNN for safety-enhanced B5G heteroge-
neous networks,” IEEE Transactions on Network Science and
Engineering, p. 1, 2021.

[28] X. Zhou, Y. Li, and W. Liang, “CNN-RNN based intelligent
recommendation for online medical pre-diagnosis support,”
IEEE/ACM Transactions on Computational Biology and Bioin-
formatics, vol. 18, no. 3, pp. 912–921, 2021.

[29] I. Goodfellow, J. Pouget-Abadie, M. Mirza et al., “Generative
adversarial networks,” Advances in Neural Information Pro-
cessing Systems, vol. 3, pp. 2672–2680, 2014.

[30] Z. Cai, Z. Xiong, H. Xu, P.Wang,W. Li, and Y. Pan,Generative
Adversarial Networks: A Survey Towards Private and Secure
Applications, ACM Computing Surveys, 2021.

[31] P. Krahenbuhl, J. Donahue, T. Darrell, and A. Efros, “Context-
encoders: feature learning by inpainting,” in 2016 IEEE Con-
ference on Computer Vision and Pattern Recognition (CVPR),
pp. 2536–2544, Las Vegas, NV, USA, June 2016.

[32] S. Iizuka, E. Simo-Serra, and H. Ishikawa, “Globally and locally
consistent image completion,”ACMTransactions on Graphics,
vol. 36, no. 4, pp. 1–14, 2017.

[33] J. Yu, Z. Lin, J. Yang, X. Shen, and X. Lu, “Generative image
inpainting with contextual attention,” in In Proceedings of the
2018 IEEE Conference on Computer Vision and Pattern Recog-
nition, pp. 5505–5514, Salt Lake City, UT, USA, 2018.

[34] H. Zhang, I. Goodfellow, D. Metaxas, and A. Odena, “Self-
attention generative adversarial networks,” 2018, https://
arxiv.org/pdf/1805.08318.pdf.

[35] J. Yu, Z. Lin, J. Yang, X. Shen, X. Lu, and T. Huang, “Free-form
image inpainting with gated convolution,” in In Proceedings of
the 2019 IEEE/CVF International Conference on Computer
Vision (ICCV), pp. 4470–4479, Seoul, Korea(South), 2019;.

[36] C. Kun, W. Fei, L. Lizhi, Y. Zhaokun, andW. Qian, “Face com-
pletion algorithm based on condition generation adversarial
network,” Transducer and Microsystem Technologies(China),
vol. 38, pp. 129–132, 2019.

[37] C. Xie, S. Liu, C. Li et al., “Image inpainting with learnable
bidirectional attention maps,” in In Proceedings of the 2019
IEEE/CVF International Conference on Computer Vision
(ICCV), pp. 8857–8866, Seoul, Korea(South), 2019.

13Wireless Communications and Mobile Computing

https://arxiv.org/pdf/1805.08318.pdf
https://arxiv.org/pdf/1805.08318.pdf


[38] K. Nazeri, E. Ng, F. Joseph, F. Qureshi, and M. Ebrahimi,
“EdgeConnect: generative image inpainting with adversarial
edge learning,” 2019, https://arxiv.org/pdf/1901.00212v3.pdf.

[39] T. Miyato, T. Kataoka, M. Koyama, and Y. Yoshida, Spectral
Normalization for Generative Adversarial Networks, Interna-
tional Conference on Learning Representations, Vancouver
Convention Center, Vancouver Canada, 2018.

[40] G. Liu, F. Reda, K. Shih, T.-C. Wang, A. Tao, and B. Catanzaro,
“Image inpainting for irregular holes using partial convolu-
tions,” in In Proceedings of the European Conference on Com-
puter Vision, pp. 89–105, 2018.

[41] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimen-
sionality of data with neural networks,” Science, vol. 313,
no. 5786, pp. 504–507, 2006.

[42] I. Mokris and L. Skovajsova, “Proposal of cascade neural net-
work model for text document space dimension reduction by
latent semantic indexing,” in In Proceedings of the 2008 6th
International Symposium on Applied Machine Intelligence
and Informatics, pp. 79–84, 2008.

[43] A. Latreche and L. Guezouli, “Similarity measure for semi-
structured information retrieval based on the path and neigh-
borhood,” in In Proceedings of the 2012 International Confer-
ence on Information Technology and e-Services, pp. 1–5, 2012.

[44] J. Johnson, A. Alahi, and L. Fei-Fei, “Perceptual losses for real-
time style transfer and super-resolution,” in In Proceedings of
the Computer Vision - ECCV 2016, pp. 694–711, Amsterdam,
The Netherlands, 2016.

[45] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in In Proceedings of the 2016 IEEE Confer-
ence on Computer Vision and Pattern Recognition (CVPR),
pp. 770–778, Las Vegas, NV, USA, 2016.

[46] W. Fupin, L. Wenlou, L. Ying, L. Jin, and G. Yanchao, “Face
inpainting algorithm combining edge information with gated
convolution,” Journal of Frontiers of Computer Science and
Technology(China), vol. 15, pp. 150–162, 2021.

[47] K. Simonyan and A. Zisserman, “Very deep convolutional net-
works for large-scale image recognition,” Computer Science,
vol. 4, pp. 1409–1421, 2014.

[48] Z. Liu, P. Luo, X.Wang, and X. Tang, “Deep learning face attri-
butes in the wild,” in In Proceedings of the 2015 IEEE Interna-
tional Conference on Computer Vision (ICCV), pp. 3730–3738,
Sadversarial ago, Chile, 2015.

[49] D. Kingma and J. Ba, “Adam: a method for stochastic optimi-
zation,” Computer Research Repository, vol. 12, pp. 1–6, 2014.

14 Wireless Communications and Mobile Computing

https://arxiv.org/pdf/1901.00212v3.pdf


Research Article
A Blockchain-Based Medical Data Sharing Mechanism with
Attribute-Based Access Control and Privacy Protection

Yingwen Chen,1 Linghang Meng,1 Huan Zhou ,1 and Guangtao Xue2

1College of Computer, National University of Defense Technology, Changsha 410073, China
2School of Electronic Information and Electrical Engineering, Shanghai Jiao Tong University, Shanghai 200240, China

Correspondence should be addressed to Huan Zhou; huanzhou@nudt.edu.cn

Received 11 December 2020; Accepted 10 June 2021; Published 1 July 2021

Academic Editor: Yaguang Lin

Copyright © 2021 Yingwen Chen et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The rapid development of wearable sensors and the 5G network empowers traditional medical treatment with the ability to collect
patients’ information remotely for monitoring and diagnosing purposes. Meanwhile, the health-related mobile apps and devices
also generate a large amount of medical data, which is critical for promoting disease research and diagnosis. However, medical
data is too sensitive to share, which is also a common issue for IoT (Internet of Things) data. The traditional centralized cloud-
based medical data sharing schemes have to rely on a single trusted third party. Therefore, the schemes suffer from single-point
failure and lack of privacy protection and access control for the data. Blockchain is an emerging technique to provide an
approach for managing data in a decentralized manner. Especially, the blockchain-based smart contract technique enables the
programmability for participants to access the data. All the interactions are authenticated and recorded by the other participants
of the blockchain network, which is tamper resistant. In this paper, we leverage the K-anonymity and searchable encryption
techniques and propose a blockchain-based privacy-preserving scheme for medical data sharing among medical institutions and
data users. To be specific, the consortium blockchain, Hyperledger Fabric, is adopted to allow data users to search for encrypted
medical data records. The smart contract, i.e., the chaincode, implements the attribute-based access control mechanisms to
guarantee that the data can only be accessed by the user with proper attributes. The K-anonymity and searchable encryption
ensure that the medical data is shared without privacy leaking, i.e., figuring out an individual patient from queries. We
implement a prototype system using the chaincode of Hyperledger Fabric. From the functional perspective, security analysis
shows that the proposed scheme satisfies security goals and precedes others. From the performance perspective, we conduct
experiments by simulating different numbers of medical institutions. The experimental results demonstrate that the scalability
and performance of our scheme are practical.

1. Introduction

Data sharing is crucial for promoting the research of disease
tracking and treatment. For instance, the sharing of substan-
tial medical data can help government agencies make correct
decisions in public health or help medical research institu-
tions conduct scientific research to promote the progress of
medical science. The fight against to current epidemic of
COVID-19 also proves that efficient medical information
sharing among different institutions can effectively trace the
disease and accelerate the vaccine development. The applica-
tion of wearable medical devices and health-related mobile
apps alleviate the difficulty of personal medical data collec-

tion and retrieving, but for the following stages of data man-
agement, the security and privacy of the data have become
the top concern at the same time.

Traditional approaches are based on clouds to store data
remotely and different institutions share the data in a central-
ized manner. The top two challenges for these methods are
privacy and security.

For the privacy issue, any data user should not infer a
specific patient private information, including the name,
address, and phone number, from querying the stored med-
ical records. If the privacy of the patient is not well protected
during data sharing, the patient would be reluctant to share
their medical data [1]. In addition, for sharing purposes,
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the data is stored remotely on clouds. The patients and med-
ical institutions have to trust that the cloud provider would
not leak out the data, if the data is not encrypted. However,
the encrypted data would hinder the sharing process.

K-anonymity [2] and differential privacy [3] are two
commonly adopted techniques to protect data privacy. Com-
paring both, differential privacy is relatively new and got
more attention in recent years due to its strong privacy guar-
antee. Differential privacy is usually achieved through adding
noise to attributes or values [4], i.e., through simply adding or
deleting some less important data in the original dataset.
Though differential privacy defines an extremely strict attack
model for guaranteeing privacy, the noise data it introduces
may affect the statistical characteristics of the data. However,
for the medical research purpose, the statistical characteris-
tics are more important to study a disease instead of focusing
on some individual patients. Therefore, the K-anonymity [2]
technique is more suitable for preprocessing the medical
data, which obscures some sensitive data fields without
affecting the original data. The accuracy of the statistical
results on the data, therefore, can be preserved. On the other
hand, the medical data are encrypted and stored on untrusted
clouds. Searchable encryption is a potential solution which
allows the server to search on encrypted data without know-
ing the content of the data [5].

For the security issue, cloud-based data platforms have
problems of a single point of failure, vulnerability, and ineffi-
ciency. Besides, cloud-based data sharing relies on third-
party services and there may exist stealing, leakage, tampering,
or misusing of data. Although existing cryptography-related
solutions have solved some problems of the cloud, the single
point of failure problem cannot be solved. On the other hand,
the access control for medical data management is also cen-
tralized and usually based on roles. However, the RBAC
(role-based access control) model requires configuring com-
plex rules to restrict the accessibility of different types of data
users. Especially, the process of configuring and updating rules
is vulnerable that the attack may leverage the loophole and
easily elevate privileges to obtain the grant for the entire data-
set, due to the centralized data storage.

Blockchain is a distributed ledger, which has the char-
acteristics of decentralization, tamper resistance, and reli-
ability. Thus, blockchain is a potential solution to replace
centralized cloud storage. The blockchain-based smart con-
tract provides a decentralized manner to authenticate the
data access request among participants of different institu-
tions. The ABAC (attribute-based access control) model
can be further leveraged to simplify configurations for
restricting the data accessibility according to the users’
assigned attributes.

In this paper, we propose a privacy-preserving scheme
based on the blockchain for medical data sharing. To tackle
the two challenges mentioned above, the contributions of
our developed system are as follows:

(i) We adopt the K-anonymity technique to preprocess
the data for privacy preserving

(ii) We design the scheme based on searchable encryption
for storing the encrypted medical data on clouds and

enable the keyword search in a privacy-preserving
manner

(iii) We develop smart contracts based on Hyperledger
Fabric, and realize the secure keyword search and
the attribute-based access control model

(iv) We implement a prototype system with smart
contracts based on a chaincode of Hyperledger
Fabric (the URL of source code: https://github
.com/mythsand/privacy-preserving-medical-data)
and conduct experiments with simulating different
numbers of institutions

(v) We analyze the security properties and evaluate the
computational overhead

The rest of the paper is organized as follows. Section 2
explains the preliminaries related to this paper, including
K-anonymity, bilinear pairings, blockchain, and access con-
trol. Then, we formulate the problem with explaining the
security goal and notions. The system design and technique
details are introduced in Section 4. Security analysis and
experimental studies are demonstrated in Section 5 and Sec-
tion 6, respectively. Section 7 presents the related work and
Section 8 finally concludes the paper.

2. Preliminaries

2.1. K-Anonymity. K-anonymity was the first model pro-
posed to protect data privacy through syntax [2]. Its main
idea is to make reidentification infeasible by hiding K objects
in the same group. That is to say, K-anonymity requires that
each record in the anonymized data cannot be distinguished
from other at least K-1 records. Quasi-identifier attributes,
e.g., social security numbers, state liquor identification cards,
drivers’ licences, and even passports or national identity
cards, are concerned. Therefore, no identity in the K-
anonymous dataset will be linked to fewer than K records.
That is, the probability of correct reidentification is at most
1/K . Several definitions of K-anonymity related to this paper
are explained below. Here, we assume that all the informa-
tion is in a table S, which contains multiple tuples.

Definition 1. (quasi-identifier attribute set). A quasi-identifier
is a minimal set of attributes in table S that can be combined
with external information records to reidentify personal
information. This paper assumes that quasi-identifiers are
known based on empirical data and epistemology.

Definition 2. (equivalent class). The equivalent class in table S
indicates that each tuple is the same as several other tuples.

Definition 3. (K-anonymity property). Table S is a set of
determined values of the attribute group in K that is anon-
ymized to appear at least K times in S, i.e., each of the equiv-
alent classes is at least K in size.

2.2. Bilinear Pairings. The scheme of our encrypted search is
constructed based on bilinear maps, the definition of which is
described as follows:
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2.2.1. Bilinear Map. For two cyclic groups G1 and G2 of order
p, there is a bilinear map e between them: e : G1 ∗ G1 ⟶G2.
The map relation satisfies following three properties:

(1) Computability: given g1, g2 ∈G1, algorithms to com-
pute eðg1, g2Þ ∈G2 can finish within a polynomial
time

(2) Bilinearity: for any integers x, y ∈ ½1, p�, eðgx, gyÞ = e
ðg, gÞxy

(3) Nondegeneracy: if g is a generator of G1, then eðg, gÞ
is a generator of G2. In other words, this can be sim-
plified as eðg, gÞ ≠ 1

The size ofG1,G2 is determined by the security parameter.

2.2.2. Decisional Bilinear Diffie-Hellman (DBDH) Assumption.
Suppose an adversary chooses random a, b, c, z ∈Zp, the
DBDH assumption [6] means that there is no adversary,
who can distinguish the tuple (A = ga, B = gb, C = gc, Z = e
ðg, gÞabc from the tuple (A = ga, B = gb, C = gc, Z = eðg, gÞz,
within a probabilistic polynomial time with a nonnegligible
advantage.

2.3. Blockchain and Smart Contract. The consortium block-
chain provides a permissioned design, which is different from
the private blockchain and the public blockchain. It does not
require the same level of strict control and restriction as the
private blockchain. Meanwhile, it is not completely decentra-
lized as the public blockchain. The consortium blockchain is
maintained and operated by several trusted nodes. Besides,
the consortium blockchain has the advantages of promoting
openness and collaboration, marvelous data control, and
node management and speeding up the operation of the sys-
tem. In this paper, we build a medical data sharing system
based on Hyperledger Fabric. Hyperledger is an open source
project under the Linux Foundation and is supported by
companies such as IBM, Intel, and Sap. Hyperledger Fabric
is one of the implemented blockchains. This consortium
blockchain has the advantages of high throughput, low
latency, and scalability. It is a popular choice in the industrial
blockchain scenario.

2.4. Access Control. Attribute-based access control (ABAC) is
a type of access control technology that considers attributes,
objects, permission, and environment as input. It determines
whether to grant authorization by examining whether the
object contains the proper attributes. ABAC can provide
fine-grained access control, which can support a large num-
ber of input decision sets, define many possible rules, and
express many strategies, but with only limited computing
consumption and attributes. Such flexibility can decouple
the relationship between the subject and the object. For
instance, an employee is given attributes in the subject’s attri-
bute set, e.g., a nurse in a certain hospital. Objects are given
attributes when they are created, e.g., medical data of patients
with diabetes. Object owners will define attributes to set
access control rules at the beginning of the creation, e.g., all
nurses in the hospital can access the medical data of patients

with diabetes. Under attribute-based access control, access
decisions can be modified by simply changing the attribute
value without affecting the relationship between a single sub-
ject and an object. Hence, ABAC can provide more dynamic
and flexible access control management capabilities, reduc-
ing long-term maintenance costs. In addition, ABAC can be
performed without any knowledge of new subjects, which
means that there is no need to modify the existing rules.

3. Problem Formulation

3.1. Problem Scenario. There are four main roles in our prob-
lem scenario, data owner, medical institution, and data user.
The respective responsibility and operations of these roles are
as follows.

(i) Data owners, i.e., patients, share their medical data
with medical institutions, including personally iden-
tifiable information and medical data

(ii) Medical institutions extract medical data keywords,
perform keyword search, and conduct access control

(iii) Data users are entities that need to be authorized to
perform keyword searches and obtain the required
data, such as research institutions, insurance compa-
nies, or government departments. Data users need to
be authorized first by access control and then can
perform a keyword search on medical data

3.2. Security Goal. Here, we address the security goals as fol-
lows in our scheme.

3.2.1. Privacy Preserving. With all these patient personal
information and medical data involved in this scheme, the
major challenge is to preserve the privacy of all patients. No
matter who wants to approach the patients’ health data, the
identity information must be controlled or limited.

3.2.2. Security Search. If data users want to obtain patients’
health data, they have to get through the access control
mechanism. Meanwhile, the searching and query process
should not leak information related to the keywords.

3.2.3. Data Integrity and Reliability. In addition to data pri-
vacy issues, there are data security issues. The patient’s data
should not be tampered and deleted after uploading, i.e.,
the integrity and reliability of the data should be guaranteed.

3.3. Notions

(i) SID: the patient identifier, which can be used to
denote one specific patient, such as the social secu-
rity number

(ii) QID: quasi-identifier, such as zip code, address,
age, gender, and birthday

(iii) M: themedical institution collection, denoted as a set
of m medical institutions M = ðM1,M2,⋯,MmÞ

(iv) Di: the plain medical data text of Mi, denoted as a
set of n data Di = ðDi,1,Di,2,⋯,Di,nÞ
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(v) Ci: the ciphertext of medical data; medical data can
be encrypted by a medical institution, denoted as
Ci = ðCi,1, Ci,2,⋯, Ci,nÞ

(vi) W: the keywords of medical data that can represent
a medical data, denoted as a set of u keywords
W = ðw1,w2,⋯,wuÞ

(vii) Ŵ: encrypted keyword of W, medical institu-
tions’ encrypted keyword collection, denoted as
Ŵ = ðŵ1, ŵ2,⋯, ŵuÞ

(viii) ~W represents the queried keywords and the subset
of the keywords W, denoted as a set of q keywords
~W = ðw1,w2,⋯,wqÞ

(ix) T : the trapdoor for ~W, denoted as T = ðTw1
, Tw2

,
⋯, Twq

Þ
(x) Kpub: the public key

(xi) Kpriv : the private key

(xii) λ: the security parameter

4. System Design and Technique Details

To tackle the issue of privacy protection and access control
for sensitive medical data, we propose and develop a system
based on the consortium blockchain platform with K-
anonymity and searchable encryption techniques. The tech-
nologies adopted in this paper are designed and selected for
medical data and medical data application scenarios. Medical
data mainly has two kinds of privacy characteristics: data pri-
vacy and identity privacy. And the application scenarios of
medical data are the coexistence of multiple medical institu-
tions, similar to the P2P network in the computer network.
The following is a detailed analysis and explanation.

(1) For data privacy, this paper extracts keywords from
medical data and further encrypts and searches the
keywords with a searchable encryption technology,
which not only protects the privacy of data but also
ensures the availability of data

(2) As for identity privacy, the current technologies to
protect identity privacy include differential privacy
and K-anonymity. Based on the characteristics of
medical data, K-anonymity is chosen in this paper.
The main consideration is that differential privacy
will change the original statistical data characteristics
of medical data, and that is more important to
medical data. K-anonymity can retain the statistical
characteristics of data. Therefore, we choose K-
anonymity

(3) For the application scenario of medical data sharing,
this paper adopts the consortium blockchain. Each
medical institution is acting as one node of the con-
sortium blockchain. The consortium blockchain is
in line with the medical data sharing scenario of a

peer-to-peer network and authorized access. On the
contrary to the public blockchain, the data stored
and managed by the consortium blockchain can keep
being secured and private, instead of being totally
transparent

In this section, we first introduce the system overview
and then zoom into the detailed techniques adopted.

4.1. System Overview. Figure 1 shows the architecture over-
view of our system. We introduce the consortium blockchain
as the middleware to perform as the trust layer. After patients
upload data, i.e., medical data, to medical institutions. The
medical institutions need to preprocess the data with a K-
anonymity technique to blur some sensitive data fields which
can probably reflect the patient’s identity. Then, the key-
words are extracted from the dataset and form the index.
We design a scheme based on searchable encryption to
encrypt the dataset and the index, i.e., the keyword. The
entire encrypted dataset is uploaded to the cloud and man-
aged by the medical institution itself. The encrypted data
are uploaded to the consortium blockchain platform, which
is constructed by different medical institutions. Each med-
ical institution acts as a participant node in the platform.
We develop smart contracts and deploy them on the
blockchain platform. The smart contracts provide all the
related interfaces for medical institutions and data users
to leverage. One of the interfaces is designed for data users
to query with the keyword index. According to our search-
able encryption scheme, the corresponding results can be
fetched back to the data user from clouds without decrypt-
ing the secured data. The searching process is also imple-
mented by the smart contract. Besides, the smart contract
also provides the interface of access control based on the
attributes of data users.

In this paper, K-anonymity and searchable encryption
are different from traditional application scenarios. The
implementation of K-anonymity in this paper is different
from the traditional way of centralized processing and cen-
tralized storage. The process of the K-anonymity algorithm
adopted in this paper is processed by distributed nodes.
The results of processing are stored on the consortium block-
chain, and all nodes in the blockchain network can access
them. As for searchable encryption, in traditional application
scenarios, the processing and calculation modes are cen-
tralized. In this paper, the searchable encryption scheme
based on the blockchain platform is implemented with
smart contracts, including the calculation process of trap-
door generation and keyword matching, which are also
in a decentralized manner.

The consortium blockchain network in this paper is
based on blockchain nodes, and each medical institution acts
as one node of the blockchain network. For the newly joined
nodes, i.e., medical institutions, they need to apply for certif-
icates from the authority node and then join the blockchain
network with certificates. Among them, the authority node
is the root of trustworthiness in the consortium blockchain,
which can be played by the authoritative management
department of the medical institution.
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Figure 1 shows the entire architecture with multiple med-
ical institutions. For the following parts in this section, we
zoom into the details and explain how the techniques are lev-
eraged. Hence, for a specific medical institution, Figure 2
demonstrates how the medical institution preprocesses the
data and uploads the data to a remote cloud. The personal
SID is firstly removed and then the K-anonymity is adopted
to blur the QID. Afterwards, the preprocessed data is
encrypted and uploaded to the remote cloud. Finally, data
users can perform queries without decrypting the data. The
related technique is described as follows.

4.2. K-Anonymity. Mondrian multidimensional partitioning
[7] is a K-anonymous multidimensional partitioning algo-
rithm with K-anonymous processing in two steps. In the first
step, the multidimensional regions covering all the domain
space attributes are defined, i.e., the partition stage constructs
kd-trees [8]. The second step is to construct functions for
data recoding.

The partitioning algorithm is described in Algorithm 1.
In the algorithm, each dimension selects the dimension and
the value of the partition. In the literature of kd-trees, one
approach is to use the median as the value of the partition.
The partition is completed to get k-groups. and each k-
group spontaneously includes at least k records. Each k-

group is then generalized. Thereby, the QID of each group
is the same.

For the selection of parameter K in the algorithm, the
principle we follow is to get the value of the K-anonymity
parameter K after the practical test in the practical applica-
tion scenarios, so as to protect the patient’s identity privacy
and not make the system query results too redundant.
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Data owner
(patient)

Data owner
(patient)

Medical institution

Medical institution

Medical institution

Uploaded data
671

Uploaded data
671

Uploaded data
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Encrypted index
PHI

Encrypted index
PHI

Encrypted index
PHI

Consortium
blockchain

Data users

Corresponding result
search index

Access control (decryption keys)

Figure 1: The system architecture overview.

Data owner
user

Cloud storage

Data (patient)

Upload data
(SID/QID/HMI)
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Encrypt index
and upload

Reencrypted index
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Figure 2: The process of medical data preprocessing, uploading, and querying with searchable encryption.

Input: Table S to be partitioned.
Output: Partitioning result.
1: Anonymize(partition)
2: if (no allowable multidimensional cut for partition) then
3: return ϕ: partition ⟶ summary
4: else
5: dim ⟵ choose_dimension()
6: fs ⟵ frequencySet(partition, dim)
7: splitVal ⟵ find.median(fs)
8: lhs ⟵ t ∈ partition: t.dim ≤ splitVal
9: rhs ⟵ t ∈ partition: t.dim > splitVal
10: return Anonymize(rhs) ∪ Anonymize(lhs)
11: end if

Algorithm 1: Mondrian partitioning algorithm.
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4.2.1. Before Processing. For example, supposing that the
patient data structure is shown in Table 1, QID includes the
age, sex, and zip code. These attributes that appear in private
personal data may also appear in public datasets. If the two
sets of data are linked together, the patient’s private data
may be leaked. Therefore, these attributes need to be proc-
essed by the K-anonymous algorithm to avoid privacy
leakage.

4.2.2. After Process. The multidimensional anonymization of
patients is shown in Table 2. It shows that with the condition
of 2-anonymity, each record has another one record, whose
QID attributes are exactly the same.

4.3. Searchable Encryption. In this paper, we assume that
there are several medical institutions with different keys that
participate. Then, we are faced with the problem of how to
search the different key encrypted keywords in multiple med-
ical institutions. To achieve a secure search for multiple med-
ical institutions, we have adopted a secure search scheme that
satisfies the following three conditions:

(i) Different medical institutions encrypt keywords
with their own keys

(ii) The data user does not need to know the key when
generating the trapdoor

(iii) After retrieving the trapdoor, the cloud server can
search for the corresponding data content through
the keywords without knowing the specific value,
as the keywords are encrypted by multiple medical
institutions

The cloud server mentioned in this section refers to the
computing and storage resources provided by the public
cloud service provider (CSP), to form a running unit and

provide services to clients. In addition, the middle server is
provided by a specific trusted organization to provide the sys-
tem with completely credible and reliable services, such as
secret keys and crucial information storage.

Figure 2 shows the detailed process of using searchable
encryption to manage the data. It is worth mentioning that
the encrypted index is stored in the consortium blockchain
and the encrypted dataset is uploaded to a remote cloud
managed by a third party. In order to explain the procedure
shown in Figure 2, we use an example to illustrate the details
of this scheme. Medical institution i, i.e.,Mi, needs to encrypt
Di into Ci with its own key before sharing medical dataDi. At
the same time, in order for the data user to be able to perform
search, the medical institution needs to extract the keyword
wi,h from the document and send the encrypted keyword
ŵi,h = ðEa′, E0Þ to the middle server. The middle server is fur-
ther encrypted, Ea′ to Ea, and obtains ŵi,h = ðEa, E0Þ; then,
the result is sent to the cloud server. Next, assume data user
U wants to search for a document related to the keyword
wh′. Basically, he needs to generate a trapdoor T′wh′ and
upload it to the middle server. The middle server then reen-
crypts the trapdoor T′wh′ to obtain Twh′, while generating
secret data Sa. Then, Twh′ and Sa are uploaded to the cloud
server. The cloud server finally calculates êðEo, T3Þ = êðEo,
T1Þ · êðSa, T2Þ for keyword search.

4.3.1. Encryption Construction. The construction is based on
a bilinear map. We define g to be the generators of the cyclic
groups, G1 and G2, whose orders both are p. ê is a bilinear
map ê : G1 ×G1 ⟶G2. In the process of encryption con-
struction, the random key generation algorithm generates
different keys for different inputs. km1 ∈ℤ

+
p , km2 ∈ℤ

+
p , ki,w ∈

ℤ+
p , ki,d ∈ℤ

+
p ⟵ ð0, 1Þ∗. km1 and km2 are the private keys of

the middle server; ki,w and ki,d are the private keys used to
encrypt keywords and data of medical institutionMi, respec-
tively. Hð·Þ, located in ℤ+

p , is a hash function.

4.3.2. Keyword Encryption. The keys of different medical
institutions are different in this system, and the ciphertext
generated each time for the same keyword is different. There-
fore, even if the key is lost, the data cannot be leaked, since
the cloud server cannot obtain any information about the
keyword. For the hth keyword of the medical institution Mi,
i.e., wi,h,. the process of encryption calculation is as follows.

ŵi,h = gki,w ·ro ·H wi,hð Þ, gki,w ·ro
� �

, ð1Þ

where ro is a number generated randomly each time, which is
leveraged to calculate E′a = gki,w ·ro ·Hðwi,hÞ and Eo = gki,w ·ro .

The medical institution submits ŵi,h = ðE′a, EoÞ to the
middle server, and the middle server reencrypts E′a with its
own keys, km1 and km2, to obtain Ea, as follows.

Ea = Ea′ · gkm1
� �km2

: ð2Þ

Table 1: Patient data.

Age Sex Zip code Disease

25 Male 53711 Flu

25 Female 53712 Hepatitis

26 Male 53711 Bronchitis

27 Male 53710 Broken arm

27 Female 53712 AIDS

28 Male 53711 Hang nail

Table 2: A 2-anonymity example.

Age Sex Zip code Disease

[25−26] Male 53711 Flu

[25−27] Female 53712 Hepatitis

[25−26] Male 53711 Bronchitis

[27−28] Male [53710−53711] Broken arm

[25−27] Female 53712 AIDS

[27−28] Male [53710−53711] Hang nail
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Finally, the middle server submits the ŵi,h = ðEa, EoÞ to
the cloud server. In the entire process, the middle server is
always unable to know the specific value of the keyword.

4.3.3. Trapdoor Generation. In the scheme that we propose,
data users do not need to know the key of the medical insti-
tution and the trapdoors generated for the same keyword
each time are different. The trapdoor is generated in two
steps. First, the data user generates a trapdoor based on the
search key and the random number and then submits the
trapdoor to the middle server. Second, the middle server
reencrypts the trapdoor. Here, we assume that the data user
wants to search for the keyword wh′ and the encryption is
calculated as follows.

T′wh′ = gH wh ′ð Þ·ru , gru
� �

, ð3Þ

where ru is a random number generated randomly each time.
After receiving the T′wh′, the middle server generates a ran-

dom number rm and reencrypts T′wh′ as follows.

Twh′ = gH wh′ð Þ·ru ·km1·km2·rm , gru ·km1 , gru ·km1·rm
� �

: ð4Þ

Let us make T1 = gHðwh′Þ·ru ·km1·km2·rm , T2 = gru ·km1 , T3 =
gru ·km1·rm , i.e., Twh′ = ðT1, T2, T3Þ. Finally, the middle server

submits Twh′ to the cloud server.

4.3.4. Keyword Matching. In the scheme that we proposed in
this paper, the cloud server stores encrypted data and key-
words for all medical institutions. The middle server needs
to transfer a secret data Sa = gkm1·km2·rm to the cloud server.
After receiving the search request, the cloud server performs
a global search to match all stored keywords, in order to
obtain the corresponding medical data. The searching pro-
cess is described as follows. First of all, the cloud server per-
forms the following calculations, after getting trapdoors,
Twh′ and ðEa, EoÞ.

ê Sa, T2ð Þ = ê gkm1·km2·rm , gru ·km1·rm
� �

= ê g, gð Þrm ·km1·km2·ru ·km1 :

ð5Þ

Then, the cloud server judges whether wh equals to wh′,
according to the following equation.

ê Ea, T3ð Þ = ê gki,w ·ro ·H wi,hð Þ · gkm1

� �kkm2 , gru ·km1·rm
� �

= ê g, gð Þ ki,w ·ro ·H wi,hð Þ+km1ð Þ·ru ·km1·rm

= ê g, gð Þki,w ·ro ·H wi,hð Þ·ru ·km1·rm · ê Sa, T2ð Þ
= ê gki,w ·ro , gH wi,hð Þ·ru ·km1·rm

� �
· ê Sa, T2ð Þ

= ê Eo, T1ð Þ · ê Sa, T2ð Þ:

ð6Þ

4.4. Consortium Blockchain and Attribute-Based Access
Control. The consortium blockchain is the crucial part of

the entire scheme. All new nodes must get the certification
from the fabric-CA before participating in the consortium
blockchain. The consortium blockchain implements a chain-
code of searchable encryption and ABAC. At the same time,
the blockchain exposes interfaces for users to access block-
chain data, including access control interfaces and data
interfaces. The functions implemented by the consortium
blockchain are as follows:

(i) The chaincode implements the function for upload-
ing encrypted data to the ledger of the blockchain

(ii) The chaincode provides the function of searchable
encryption

(iii) The chaincode provides ABAC to manage the per-
missions for user access

For the ABAC part, policy management and access
control are separated. Policies may vary with the actual
scenario, for instance, by increasing or decreasing the
number of attributes to accommodate larger or smaller
scenarios. The key part of ABAC is the attribute which
can be defined as A ∈ fS,O, P, Eg. The definition of each
field is as follows:

(i) A indicates the attribute. Each attribute has an
identifier

(ii) S indicates the subject’s attributes, i.e., the identity
and characteristics of the subject which can perform
the access request, for instance, the entity’s name,
age, and occupation

(iii) O indicates the object’s attributes, i.e., the informa-
tion related to the accessed resource, for instance,
resource type, service location, and protocol

(iv) P indicates the permission, i.e., the operation of the
subject which can be performed on the object, for
instance, reading, writing, and executing

(v) E indicates the environment, i.e., the environment
information when the access request is initiated,
for instance, time and location

The attribute-based access control policy can be defined
as fS ∧ or∨O ∧ or∨P ∧ or∨Eg, which indicates the access
control rules of the subject to access the object. It expresses
the required attribute set for accessing the protected
resources. The above expression means that the XOR rela-
tionship among the subject, object, permission, and environ-
ment constitutes the access grants of the access control
mechanism.

The attribute-based access control request can be defined
as fA ∧O ∧ P ∧ Eg, as mentioned above, which is a set of
attributes. It indicates the operation of the subject on the
object under the environment. When users access the ABAC
system, the attribute set constitutes the access request oper-
ation, which is used as the input parameter to initiate the
access request of the access control mechanism in the
system.
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5. Security Analysis

In this section, we discuss that our scheme satisfies the fol-
lowing security goals.

5.1. Privacy Preserving. Patient’s personal information and
medical data are protected by searchable encryption and
attribute-based access control. Medical institutions encrypt
medical data, and the consortium blockchain provides access
control, which is a proper way to avoid privacy disclosure to
malicious entities.

5.2. Security Search. Data users need to obtain authorization
of access control before they can search on the consortium
blockchain. Therefore, malicious entities cannot initiate
searches after access control, which guarantees the security
of the data.

5.3. Data Integrity and Reliability. The patients’medical data
with encrypted keywords are uploaded by the medical
institutions to the consortium blockchain. Thus, during
the process of data storage and transmission, no one can
modify or read data without the authorization of the med-
ical institutions.

5.4. Scheme Properties.As for scheme properties, we compare
the properties of our scheme with [9, 10] of the cloud-based
one and [11] of the blockchain-based one. As shown in
Table 3, our scheme can meet all the scheme properties
which are vital properties of medical data sharing schemes.

6. Experimental Study

In this section, we implement the proposed scheme on the
Hyperledger Fabric platform and evaluate its performance.
Especially, we simulate different numbers of medical institu-
tions to construct the blockchain platform for testing the per-
formance and scalability of our system. For testing purposes,
we leverage the docker to build a consortium blockchain plat-
form with Hyperledger Fabric, which is contrusted using
CloudsStorm [12] in the Cloud environment. The program-
ming language is Python3.7 and Go1.12; the Fabric edition
is 1.4. For the underlying server, we set up the environment
with a virtual machine from the ExoGENI [13] cloud. The
entire virtual machine is only for this purpose. The configu-
ration of the virtual machine is the type of “XOXLarge,”
which contains 4 CPU cores and a 12GB RAM.

6.1. Computational Cost. In order to evaluate this scheme
quantificationally, we have also conducted some experiments
based on our scheme. We provide the details of the computa-
tional cost of functions in Table 4.

In our scheme, the KeyGen function is responsible for
generating the public key and private key. And, the function
Enc is used to encrypt the keywords of medical data. The
trapdoor can be generated by the function of TdGen. Finally,
the function of Search is for searching the expected keyword
and the result can be “True” or “False.”

Due to the fact that the computational cost of these algo-
rithms is related to keyword numbers, we test our algorithms

by setting keyword numbers as w = 10, 50, and 100. As
shown in Table 4, we can find out that the time cost of all
functions, including KeyGen, EncIndex, TdGen, and Search,
increases with the size of keyword amounts linearly.

Among these four main operations, three of them are
implemented in the smart contracts of the consortium block-
chain, including Enc, TdGen, and Search. Hence, to test the
system performance for these on-chain operations, we mea-
sure the computational cost of these operations varying with
different frequencies of operation requests, i.e., the medical
data accessing rate in TPS (transactions per second). The
number of keywords to be processed is set to once in each
transaction, i.e., for each data accessing request. Five medical
institutions are simulated here to construct the 5-node block-
chain network. The experimental results are shown in
Figure 3. It shows that the computational cost of all the on-
chain operations is linear with the medical data accessing
rate, which demonstrates that our system is scalable.

Table 3: Scheme properties.

Liu
[9]

Wang
[10]

Azaria
[11]

Proposed
scheme

Blockchain N N Y Y

Access control Y Y N Y

Privacy preserving Y Y N Y

Searchable
encryption

N Y N Y

Table 4: Computational cost (in milliseconds).

KeyGen Enc TdGen Search

w = 10 71.49 115.66 83.39 620

w = 50 359.70 575.78 432.45 3510

w = 100 712.46 1168.90 880.17 6830
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Figure 3: The computational cost of on-chain operations varying
with different data access rates.
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6.2. Performance of the Smart Contract. In this subsection, we
mainly test the performance of two types of chaincodes, i.e.,
smart contracts. One is designed for storing and searching
the dataset, and the other is for attribute-based access control
(ABAC). For this experiment, we simulate that there are five
medical institutions, i.e., five nodes construct the experimen-
tal blockchain platform. Figure 4 shows the chaincode
processing performance of the searching operation with
searchable encryption when increasing the medical data
accessing rate. In this scenario, the processing rate of the
chaincode for searching operations increases linearly accord-
ing to the increased medical data accessing rate. The system
is able to handle all the requests when the accessing rate is
not high. However, when the rate of accessing requests comes
to 70 TPS, the processing rate cannot increase anymore. It
demonstrates that the throughput of our system with 5 med-
ical institutions is around 70 TPS. For the chaincode of the
ABAC model, the performance is similar as shown in
Figure 5. But the throughput for the ABAC chaincode is bet-
ter than the chaincode with searching operations, which is
around 200 TPS. As the medical information sharing is
mainly for research purposes, the amount of requests is not
at a large scale. Hence, the performance of our system is
acceptable.

On the other hand, the memory consumption of the
chaincode for realizing searchable encryption is also mea-
sured. The measurements are performed within the node
where the chaincode for encryption is invoked. For testing,

we input the system with different rates of medical data
accessing requests. The experimental results shown in
Figure 6 also demonstrate that the system is able to handle
the accessing rate blow of approximately 80 TPS. When the
accessing rate further increases, the memory consumption
stays steady afterwards. The reason is that the system has
reached its capacity. Meanwhile, it is worth mentioning that
the maximum memory consumption for running searchable
encryption chaincodes is around 170MB. It is, therefore, prac-
tical for each medical institution to operate a server for run-
ning the chaincode and participant of the blockchain network.

6.3. Scalability. In this section, we test the scalability of our
implemented prototype. We still mainly test two types of
chaincodes, i.e., for searchable encryption and ABAC. Since
these two parts are crucial to our system, the scalability of
these chaincodes can determine the scalability of the entire
system. Hence, we assume various scenarios, under which
there are different numbers of medical institutions. To check
the trend, we simulate 5, 10, 15, and 20 medical institutions.
It means that the scales of the blockchain platform are 5, 10,
15, and 20. Then, we increase the medical data accessing rate
as system inputs until the chaincode processing rate is getting
steady. The procedure is similar to the experiment conducted
in Section 6.2. In this way, the capacity of system throughput
is achieved.

Figures 7 and 8 show the experimental results of chain-
codes for searchable encryption and ABAC, respectively.
For both of these two types of chaincodes, the descending
rates of their performance are not even linear to the increased
number of blockchain participants, i.e., medical institutions.
However, with the configurations of our experiments, the
system capacity has not decreased much for each type of
chaincode when the number of simulated medical institu-
tions increases from 5 to 20 (70 TPS to 60 TPS and 200
TPS to 165 TPS, respectively). In practice, not all the medical
institutions construct a single federation to share medical
data; the scalability of our system is still feasible. However,
for a large-scale federation with many institutions, the system
still needs to be further optimized.

7. Related Work

The data privacy and security are hot topics in recent years.
Some papers consider the issue related with different stages
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of the data management, including data uploading [14], audit-
ing [15], and sharing [16]. Other papers consider these issues
in a special scenario, e.g., in a wireless environment [17]. We
focus on the same issue in the field of medical data [18, 19].

Medical data usually includes the types of health reports,
medical records, examination results, etc. These types of data
not only have great research value but also have privacy pre-
serving requirements. Meanwhile, the integrity of medical
data requires assurance. We also need to guarantee that these
data are not to be tampered with, destroyed, or deleted by
anyone without grants. The accessibility of medical data must
be controlled by the patients, but it cannot be modified by the
patient. In addition to this, patient data should also be able to
be circulated smoothly among medical institutions [20, 21].

7.1. Medical Data Privacy Preserving Based on Confusion and
Anonymity. The anonymized data or differential privacy was
introduced to protect the privacy of medical data [22].
Beaulieu-Jones et al. [23] used a deep neural network that
introduced differential privacy to generate artificial data
when sharing medical data, which solved the contradiction
between data sharing and data privacy to a certain extent.
However, in the context of multiple data types, the limitation
of this method is that the data would be modified. Cai et al.
[24] developed a differential-private framework to preserve
the sensitive information for taxi companies when sharing
taxi data. Sun et al. [25] proposed a method similar to the
above, using differential privacy to process medical data,

training a machine learning model, and publishing the train-
ing model instead of directly publishing private data.

7.2. Privacy Preserving of Medical Data Based on Encryption.
Searchable encryption is usually leveraged in the edge envi-
ronment for mobile computing [26], through being intro-
duced into data privacy-preserving schemes. For example,
Xu et al. [27] leverage a multikeyword searchable encryption
technology in medical data sharing to protect data privacy.
At the same time, they utilize searchable encryption to
achieve the goal of sharing. In the scenario of a body equip-
ment, the body sensor device is leveraged to encrypt the sen-
sor data and upload to the cloud in the stage of collecting the
data segment, which is similar to the scenario described by
the paper [28]. Meanwhile, the searchable encryption tech-
nology is also used to share the data. Besides, this solution
only requires little resource consumption, which is suitable
for the mobile devices. However, the problem of sensor
device credibility should also be considered.

7.3. Privacy Preserving Based on the Blockchain. Blockchain is
an emerging technology to enhance the trust for the legacy
systems, which has been applied in the cloud service level
agreement [29], crowdsourcing [30], etc. It is also applied
into aspects of data storage with privacy preserving, since
the blockchain has storage characteristics of high reliability,
high availability, low cost, and strong disaster tolerance. Do
and Ng [31] combine searchable encryption and blockchain
to ensure that data cannot be tampered with and deleted. It
also adopts smart contracts to implement access control
and searchable encryption, which constructs the distributed
system and solves the trust problem among nodes. Similarly,
the consortium blockchain combines searchable encryption
[32] that uses agents to achieve searchable encryption. The
consortium blockchain stores keywords and ciphertext. To
a certain extent, this solution guarantees the privacy-
preserving requirements of medical data, which can realize
the goal that the distributed medical data cannot be tampered
with. In the scheme proposed by Chen et al. [33], medical
data is stored on a public cloud and the index of medical data
is stored on the blockchain. Data users firstly need to be
authorized when they want to obtain data, so that data
owners can fully control their own data. However, it is a crit-
ical problem that the public cloud is not safe. Tian et al. [34]
propose the scheme of SIFF based on the fabric blockchain;
SIFF guarantees the granularity of data search. This scheme
ensures the privacy, availability, and integrity of medical
data. Zhang and Lin [35] propose a medical data sharing
architecture combining a private blockchain, which stores
full data, and a consortium blockchain, which stores key-
words. At the same time, searchable encryption is leveraged
to search for keywords. Encrypted medical data is obtained
by grants of access control. Likewise, Azaria et al. [11] use
blockchain to store medical data and access control is com-
bined with smart contracts. Utilizing blockchain ensures that
medical data cannot be tampered with and provides medical
data interconnection, interoperability, and data sharing fea-
tures. MedChain [36] is also a medical data sharing architec-
ture that combines blockchain and P2P networks to tackle
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efficiency issues. There are two types of nodes in MedChain;
one is a super node, which performs massive calculation and
storage, such as large hospitals. The other is an edge node,
such as clinics and community hospitals. Although this sys-
tem is not yet perfect, the scheme of MedChain still improves
efficiency, privacy, and security. In addition, MedBlock [37]
is also a system that uses blockchain to manage medical data.
It adopts a hybrid consensus mechanism, combined with
Delegated Proof of Stake (DPoS) and Practical Byzantine
Fault Tolerance (PBFT), which improves efficiency. It is
worth mentioning that the symmetric encryption algorithm
and access control are leveraged to improve privacy and
security.

8. Conclusions

In our proposed work, we have presented a consortium
blockchain-based medical data sharing system using K-ano-
nymity, keyword searchable encryption, and ABAC to
achieve data privacy-preserving and security among different
medical institutions. Firstly, we leverage the K-anonymity
technique to preprocess the medical data for blurring the
identity information. Secondly, we present a scheme for
medical data sharing using searchable encryption on key-
words to ensure data security and privacy-preserving. The
consortium blockchain is leveraged among different medical
institutions to provide the trust layer and host the smart con-
tract. Hence, the consortium blockchain stores the encrypted
keywords which are linked to the medical data of medical
institutions. The encrypted medical data can then be stored
safely on remote clouds. Thirdly, we design and implement
attribute-based access control with a smart contract. The
blockchain-based ABAC model simplifies the configurations
and secures the medical data. Furthermore, we conduct a
security analysis of the proposed scheme and protocol and
compare them with other related work. The security analysis
demonstrates that our scheme can meet the security goals of
our original design. Finally, we also implement the scheme
on the Hyperledger Fabric platform. Through simulating dif-
ferent medical data accessing rates and different numbers of
medical institutions, we evaluate the computational overhead
of encryption operations, the performance of implemented
chaincodes, and the scalability of our prototype. The experi-
mental studies demonstrate that our scheme and system
design are feasible and practical to encourage medical data
sharing among medical institutions.

Data Availability

Data are available using the following: https://github.com/
mythsand/privacy-preserving-medical-data.

Disclosure

The initial version of this paper [38] was presented at the
conference of “WASA: International Conference on Wireless
Algorithms, Systems, and Applications.”

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Thework is supported by theNational Key Research andDevel-
opment Program of China under grant 2018YFB0204301, the
National Natural Science Foundation (NSF) under grant
62072306, and Open Fund of Science and Technology on
Parallel and Distributed Processing Laboratory under grant
6142110200407.

References

[1] M. J. Steinberg and E. R. Rubin, The HIPAA Privacy Rule:
Lacks Patient Benefit, Impedes Research Growth, Association
of Academic Health Centers, 2009.

[2] P. Samarati and L. Sweeney, Protecting Privacy when Disclosing
Information: K-Anonymity and Its Enforcement through Gen-
eralization and Suppression, Electronic Privacy Information
Center, 1998.

[3] C. Dwork, “Differential privacy: a survey of results,” in Theory
and Applications of Models of Computation. TAMC 2008,
pp. 1–19, Springer, 2008.

[4] J. Soria-Comas, J. Domingo-Ferrer, D. Sánchez, and
S. Martínez, “Enhancing data utility in differential privacy via
microaggregation-based k-anonymity,” The VLDB Journal,
vol. 23, no. 5, pp. 771–794, 2014.

[5] Y. Wu, J. Su, and B. Li, “Keyword search over shared cloud
data without secure channel or authority,” in 2015 IEEE 8th
International Conference on Cloud Computing, pp. 580–587,
New York, NY, USA, 2015.

[6] E. Shi, J. Bethencourt, T. H. H. Chan, D. Song, and A. Perrig,
“Multi-dimensional range query over encrypted data,” in
2007 IEEE Symposium on Security and Privacy (SP'07),
pp. 350–364, Berkeley, CA, USA, 2007.

[7] K. LeFevre, D. J. DeWitt, and R. Ramakrishnan, “Mondrian
multidimensional k-anonymity,” ICDE, vol. 6, p. 25, 2006.

[8] J. H. Friedman, J. L. Bentley, and R. A. Finkel, “An algorithm
for finding best matches in logarithmic Expected time,” ACM
Transactions on Mathematical Software, vol. 3, no. 3,
pp. 209–226, 1977.

[9] J. Liu, X. Huang, and J. K. Liu, “Secure sharing of personal
health records in cloud computing: ciphertext- policy
attribute-based signcryption,” Future Generation Computer
Systems, vol. 52, pp. 67–76, 2015.

[10] X. Wang, A. Zhang, X. Xie, and X. Ye, “Secure-aware and
privacy-preserving electronic health record searching in cloud
environment,” International Journal of Communication Sys-
tems, vol. 32, no. 8, article e3925, 2019.

[11] A. Azaria, A. Ekblaw, T. Vieira, and A. Lippman, “Medrec:
using blockchain for medical data access and permission man-
agement,” in 2016 2nd International Conference on Open and
Big Data (OBD), pp. 25–30, Vienna, Austria, 2016.

[12] H. Zhou, Y. Hu, X. Ouyang et al., “CloudsStorm: a framework
for seamlessly programming and controlling virtual infra-
structure functions during the DevOps lifecycle of cloud appli-
cations,” Software: Practice and Experience, vol. 49, no. 10,
pp. 1421–1447, 2019.

11Wireless Communications and Mobile Computing

https://github.com/mythsand/privacy-preserving-medical-data
https://github.com/mythsand/privacy-preserving-medical-data


[13] I. Baldine, Y. Xin, A. Mandal, P. Ruth, C. Heerman, and
J. Chase, “Exogeni: a multi-domain infrastructure-as-a-service
testbed,” in Testbeds and Research Infrastructure. Development
of Networks and Communities, pp. 97–113, Springer, 2012.

[14] Z. Cai and Z. Xu, “A private and efficient mechanism for data
uploading in smart cyber-physical systems,” IEEE Transac-
tions on Network Science and Engineering, vol. 7, no. 2,
pp. 766–775, 2020.

[15] T. Wang, Y. Mei, X. Liu, J. Wang, H.-N. Dai, and Z. Wang,
“Edge-based auditing method for data security in resource-
constrained internet of things,” Journal of Systems Architec-
ture, vol. 114, p. 101971, 2021.

[16] Z. Xu and Z. Cai, “Privacy-preserved data sharing towards
multiple parties in industrial iots,” IEEE Journal on Selected
Areas in Communications, vol. 38, no. 5, pp. 968–979, 2020.

[17] X. Liu, M. S. Obaidat, C. Lin, T. Wang, and A. Liu, “Move-
ment-based solutions to energy limitation in wireless sensor
networks: state of the art and future trends,” IEEE Network,
vol. 35, no. 2, pp. 188–193, 2021.

[18] N. Li, N. Zhang, S. K. Das, and B. Thuraisingham, “Privacy
preservation in wireless sensor networks: a state-of-the-art
survey,” Ad Hoc Networks, vol. 7, no. 8, pp. 1501–1514, 2009.

[19] A. Ukil, “Privacy preserving data aggregation in wireless sen-
sor networks,” in 2010 6th International Conference on Wire-
less and Mobile Communications, pp. 435–440, Valencia,
Spain, 2010.

[20] M. Li, S. Yu, K. Ren, and W. Lou, “Securing personal health
records in cloud computing: Patient-centric and fine-grained
data access control in multi-owner settings,” in Security and
Privacy in Communication Networks. SecureComm 2010,
pp. 89–106, Springer, 2010.

[21] D. K. Mandl, P. Szolovits, and S. I. Kohane, “Public standards
and patients’ control: how to keep electronic medical records
accessible but private,” BMJ, vol. 322, no. 7281, pp. 283–287,
2001.

[22] M. Moussa and S. A. Demurjian, “Differential privacy
approach for big data privacy in healthcare,” in Privacy and
Security Policies in Big Data, pp. 191–213, IGI Global, 2017.

[23] B. K. Beaulieu-Jones, Z. S. Wu, C.Williams et al., “Privacy-pre-
serving generative deep neural networks support clinical data
sharing,” Circulation: Cardiovascular Quality and Outcomes,
vol. 12, no. 7, p. e005122, 2019.

[24] Z. Cai, X. Zheng, and J. Yu, “A differential-private framework
for urban traffic flows estimation via taxi companies,” IEEE
Transactions on Industrial Informatics, vol. 15, no. 12,
pp. 6492–6499, 2019.

[25] Z. Sun, Y. Wang, M. Shu, R. Liu, and H. Zhao, “Differential
privacy for data and model publishing of medical data,” IEEE
Access, vol. 7, pp. 152103–152114, 2019.

[26] Y. Guo, F. Liu, Z. Cai, N. Xiao, and Z. Zhao, “Edge-based effi-
cient search over encrypted data mobile cloud storage,” Sen-
sors, vol. 18, no. 4, p. 1189, 2018.

[27] C. Xu, N. Wang, L. Zhu, K. Sharif, and C. Zhang, “Achieving
searchable and privacy-preserving data sharing for cloud-
assisted e-healthcare system,” IEEE Internet of Things Journal,
vol. 6, no. 5, pp. 8345–8356, 2019.

[28] F. Altaf, M. Aditia, E. Saini, B. Rakshit, and S. Maity, “Privacy
preserving lightweight searchable encryption for cloud assisted
e-health system,” in 2019 International Conference on Wireless
Communications Signal Processing and Networking (WiSP-
NET), pp. 310–314, Chennai, India, 2019.

[29] H. Zhou, X. Ouyang, Z. Ren, J. Su, C. de Laat, and Z. Zhao, “A
blockchain based witness model for trustworthy cloud service
level agreement enforcement,” in IEEE INFOCOM 2019-IEEE
Conference on Computer Communications, pp. 1567–1575,
Paris, France, 2019.

[30] S. Zhu, Z. Cai, H. Hu, Y. Li, and W. Li, “zkcrowd: a hybrid
blockchain-based crowdsourcing platform,” IEEE Transac-
tions on Industrial Informatics, vol. 16, no. 6, pp. 4196–4205,
2019.

[31] H. G. Do and W. K. Ng, “Blockchain-based system for secure
data storage with private keyword search,” in 2017 IEEEWorld
Congress on Services (SERVICES), pp. 90–93, Honolulu, HI,
USA, 2017.

[32] Y. Wang, A. Zhang, P. Zhang, and H. Wang, “Cloud-assisted
ehr sharing with security and privacy preservation via consor-
tium blockchain,” IEEE Access, vol. 7, pp. 136704–136719,
2019.

[33] L. Chen, W.-K. Lee, C.-C. Chang, K.-K. R. Choo, and
N. Zhang, “Blockchain based searchable encryption for elec-
tronic health record sharing,” Future Generation Computer
Systems, vol. 95, pp. 420–429, 2019.

[34] H. Tian, J. He, and Y. Ding, “Medical data management on
blockchain with privacy,” Journal of Medical Systems, vol. 43,
no. 2, p. 26, 2019.

[35] A. Zhang and X. Lin, “Towards secure and privacy-preserving
data sharing in e-health systems via consortium blockchain,”
Journal of Medical Systems, vol. 42, no. 8, p. 140, 2018.

[36] B. Shen, J. Guo, and Y. Yang, “Medchain: efficient healthcare
data sharing via blockchain,” Applied Sciences, vol. 9, no. 6,
p. 1207, 2019.

[37] K. Fan, S. Wang, Y. Ren, H. Li, and Y. Yang, “Medblock: effi-
cient and secure medical data sharing via blockchain,” Journal
of Medical Systems, vol. 42, no. 8, p. 136, 2018.

[38] L. Meng, X. Hong, Y. Chen, Y. Ding, and C. Zhang, “K-anon-
ymous privacy preserving scheme based on bilinear pairings
over medical data,” inWireless Algorithms, Systems, and Appli-
cations, WASA 2020, pp. 381–393, Springer, 2020.

12 Wireless Communications and Mobile Computing



Research Article
AI-Driven Multiobjective Scheduling Algorithm of Flood Control
Materials Based on Pareto Artificial Bee Colony

Banteng Liu ,1 Junjie Lu,2 Yourong Chen,1 Ping Sun,1 Kehua Zhao,1 Meng Han ,3

Rengong Zhang,4 and Zegao Yin5

1College of Information Science and Technology, Zhejiang Shuren University, Hangzhou, Zhejiang 310015, China
2School of Computer Science and Artificial Intelligence, Changzhou University, Changzhou, Jiangshu 213164, China
3Data-Driven Intelligence Research (DIR) Lab, Kennesaw State University, Marietta, GA 30060, USA
4Zhejiang Yugong Information Technology Limited Company, Hangzhou, Zhejiang 310051, China
5College of Engineering, Ocean University of China, Qingdao, Shandong 266100, China

Correspondence should be addressed to Meng Han; mhan9@kennesaw.edu

Received 6 January 2021; Accepted 5 June 2021; Published 22 June 2021

Academic Editor: Carles Gomez

Copyright © 2021 Banteng Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Considering the competition between rescue points, we use artificial intelligence (AI) driven Internet of Thing (IoT) and regional
material storage data to propose a multiobjective scheduling algorithm of flood control materials based on Pareto artificial bee
colony (MSA_PABC). To address the scheduling of flood control materials, the multiple types of flood control materials, the
multiple disaster sites, and entertain both emergency and fairness of rescue need to be considered comprehensively. The MSA_
PABC has the constraints such as storage quantity constraint of warehouse materials, material demand constraint, and
maximum transportation distance of flood control materials. We establish the scheduling optimization model of flood control
materials for each disaster rescue point and the total scheduling optimization model for all flood control materials. Then, MSA_
PABC uses the modified Pareto artificial bee colony algorithm to solve the multiobjective models. Three types of initialization
strategies are proposed to calculate the fitness of each rescue point and the overall evaluation value of the food source. We
propose the employ bee operations such as niche technology and local search of the variable neighborhood, the onlooker bee
operations such as Pareto nondominated sorting and crossover operation, the scout bee operations such as maximum
evolutionary threshold, and end elimination mechanism. Finally, our proposed solution obtains the nondominated solution set
and its optimal solution. The experimental results show that no matter how the number of rescue points changes, MSA_PABC
can find the nondominated solution set and optimal solution quickly. It improves the convergence rate of MSA_PABC and
material satisfaction rate. Our solution also reduces the average maximum transportation distance, the standard deviation of
maximum transportation distance, and the standard deviation of material satisfaction rate. The evaluation also demonstrates
MSA_PABC outperforms the state-of-arts such as ABC (artificial bee colony), NSGA2 (nondominated sorting genetic algorithm
2), and MOPSO (multiobjective particle swarm optimization).

1. Introduction

China has a vast territory, and the precipitation partially con-
centrates. The precipitations time and space distribution are
uneven, and it does not match the distribution of population
and cultivated land. Therefore, disasters such as floods and
typhoons occur frequently, causing a large number of people
to suffer disasters and huge economic losses [1]. For instance,
in 2019, 130 million people are suffered from disasters such

as typhoons. The direct economic losses were 327.09 billion
RMB [2]. Zhejiang Province locates on the southeastern coast
of China. Due to its special geographic location and climatic
conditions, it is susceptible to typhoons and storms. How-
ever, the drainage capacity of Zhejiang Province is limited.
Once the flood disasters occur, it will cause serious economic
and loss of life to people. Therefore, flood prevention and res-
cue are particularly important [3]. In the past, rescue dis-
patching mainly issued dispatching instructions by means
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of communication. The problem lies in low efficiency and
chaotic command. Once the scale of rescue dispatching rises,
its order and efficiency will be more difficult to maintain.

With the rapid development of computer technology,
sensor technology, and Internet of Things technology, vari-
ous industries in the market are developing in the direction
of high automation and intelligence and hope to improve
the service ability of the industry through AI and IOT tech-
nology [4, 5]. The future development of flood control and
disaster reduction in the direction of intelligence is gradually
becoming a consensus in the industry. Internet of Things
technology as a basic support means to determine the quan-
tity and availability of materials through a variety of informa-
tion sensing equipment and electronic tags in the field of
flood control, and upload the relevant information to the
Internet platform for information interaction to achieve
intelligent management of materials. At the same time, it
provides data support for the subsequent solution of large-
scale orderly and efficient scheduling of materials. The
dynamic scheduling problem of rescue materials is NP hard
in nature. It is usually solved with various artificial intelli-
gence algorithms based on the existing Internet of Things
technology [6, 7].

At present, some scholars have achieved certain results in
emergency dispatch, but the characteristics of flood control
and rescue scheduling determine that the applicability of arti-
ficial intelligence algorithm needs to be analyzed objectively
to ensure that the application has a certain quality of service.
For instance, Song et al. [8] propose a double mutation
improved differential evolution algorithm with the Pareto
concept and establish a multisupply point to multirescue
point emergency material scheduling model in the case of
limited resources to minimize the total cost of distribution
expenses and the largest missing loss. Tian et al. [9] take
the urgency of different needs into consideration and estab-
lish a multiobjective mathematical model for dynamic distri-
bution scheduling. Then, they use a weighted particle swarm
optimization algorithm with swarm intelligence to solve the
model. However, the above algorithms are more likely to fall
into local optimum with the increase of scheduling scale,
which makes the reliability of rescue decline. Zhang et al.
[10] propose a hybrid intelligent search algorithm based on
two-dimensional NSGA-II and ant colony optimization to
establish a multiobjective optimization model for concurrent
allocation and scheduling of multiple emergency rescue
materials. Some scholars [11–14] focus on establishing a
material scheduling optimization model which considers
multiple parameters and using genetic algorithms (GA),
sequential linear programming algorithms (SLP), greedy
algorithms, and other algorithms to solve the optimization
model and obtain the optimal solution. However, the above
algorithms do not consider the dynamic change of material
demand in the rescue process to make the material schedul-
ing lag behind.

Some scholars [15–18] focus on establishing multiple tar-
get optimization models, such as minimizing the transporta-
tion time of materials and maximizing reliability. Then, they
use single or multiple hybrid algorithms, such as quick sort-
ing genetic algorithm, harmony algorithm, artificial bee col-

ony algorithm, Monte Carlo algorithm, and stepwise
method, to obtain the optimal scheduling schemes. Consid-
ering the processing time of emergencies, Wex et al. [19] pro-
pose a decision support model for allocating existing rescue
units to emergency action centers to improve the efficiency
of incident handling and reduce casualties and economic
losses in the reaction phase. Considering that the emergency
supplies provided to rescue points may be insufficient or
excessive, Chen et al. [20] take the minimization of the loss
caused by insufficient material distribution and oversupply
and the minimization of vehicle scheduling costs as optimi-
zation objectives and propose a vehicle scheduling optimiza-
tion model of disaster emergency logistics based on discrete
bee colony. In [8–20], they use intelligent optimization algo-
rithms to solve emergency rescue scheduling problems but
do not take account of the urgency and fairness of multiob-
jective rescue scheduling at the same time, only meet the res-
cue service requirements of individual rescue points, which
makes the overall rescue service quality poor, and only focus
on resource allocation, without considering the unexpected
factors that affect the service quality such as road damage
in the rescue process.

Therefore, based on the algorithms mentioned above, we
propose a multiobjective scheduling algorithm of flood con-
trol materials based on Pareto artificial bee colony (MSA_
PABC). Considering the convergence performance of the
algorithm, the feasibility of the actual road transportation
in the process of material allocation, and the satisfaction of
the allocation between rescue points and the whole rescue,
we establish the optimization model of flood control material
scheduling for each disaster relief point and the optimization
model of all flood control materials scheduling from the time
cost, task execution reliability, and service satisfaction.
According to the importance and easy measurement of ser-
vice quality parameters, we select service quality parameters
and establish a parameter system including four service qual-
ity parameters (transportation efficiency, satisfaction rate of
disaster site, transportation reliability, and actual availability
of material reserve), which is used as constraint function to
guide the optimization objective of an artificial intelligence
scheduling algorithm, that is, we propose the modified Pareto
artificial bee colony algorithm to solve the multiobjective
optimization model. In the initial phase, we propose a variety
of food source initialization strategies and calculate the fit-
ness of each rescue point and the overall evaluation value of
the food source. In the employed bee phase, we use niche
technology and variable neighborhood local search and other
employ bee operations to strengthen the local search of the
food source. In the onlooker bee phase, we use Pareto domi-
nate sorting, crossover operation, and other onlooker opera-
tions to expand the search capabilities of high-quality food
sources in areas with small distribution densities in the mul-
tidimensional solution space. In the scout bee phase, we use
the maximum evolution threshold and end-elimination
mechanism to continuously update old food sources to
ensure the diversity of solutions. Finally, MSA_PABC can
quickly find nondominated sets and optimal solutions,
thereby improving the convergence rate and material satis-
faction rate and reducing the average maximum transport
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distance, standard deviation of the maximum transport dis-
tance, and standard deviation of material satisfaction rate
for flood control materials to achieve the overall optimal res-
cue service quality with practical feasibility.

2. Scheduling Model Establishment

The flood control emergency scheduling is a prerequisite for
realizing rapid and accurate handling of dangerous situa-
tions. Therefore, it is necessary to take the actual storage of
warehouse materials and situations of disasters of each region
as influencing factors. According to flood control materials
constraints of storage capacity, demand, and transportation,
we establish the scheduling optimization model of flood con-
trol materials for each disaster rescue point and the total
scheduling optimization model of all flood control materials.
The details are as follows:

We set Hk
i to represent the storage capacity of flood con-

trol material k in warehouse i. Considering the number of
flood control material k allocated by the storage warehouse
i to all rescue points does not exceed the total storage of flood
control materials k in the storage warehouse i, the storage
capacity constrain of warehouse materials is

〠
j

Wk
ij ≤Hk

i ,∀i, k, ð1Þ

where Wk
ij represents the number of flood control material k

allocated by warehouse i to rescue point j.
To avoid wastage and use the flood control materials

effectively, it is required that the number of flood control
material k from all warehouses to rescue point j does not
exceed the required quantity of the flood control material k
in the rescue point j. Thus, the material demand constraint is

〠
i

Wk
ij ≤ Jkj ,∀j, k, ð2Þ

where Jkj represents the required quantity of the flood control
material k in the rescue point j.

According to the value Wk
ij, we can know the storage

warehouses and rescue points that need to be passed during
flood control materials transportation. We assume that the
transport capacity is adequate during the transportation of
flood control materials. Then, according to the GIS system
and the distribution of flood disasters, we determine the
shortest transportation distance Pk

ij of the flood control mate-
rial k between the storage warehouse i and the rescue point j
that can avoid flooding inundated roads [21]. Thus, we can
obtain the maximum transportation distance for finishing
the flood control material scheduling at rescue point j.

Dj =max Pk
ij,∀i, k

� �
, ð3Þ

whereDj represents the maximum distance required to finish
the transportation of flood control materials at rescue point j.

To meet the demand for rescue points for flood control
materials, the material satisfaction rate of rescue point j is

Rj =
∑k∑iW

k
ij

∑k J
k
j

, ð4Þ

where Rj represents the material satisfaction rate of rescue
point j.

In the aspect of disaster rescue points, each of them hopes
that the required flood control materials can meet the fastest
transportation time and the maximum satisfaction rate. We
establish a scheduling optimization model of flood control
materials for each disaster rescue point j.

min Dj/Rj

� �

s:t:〠
i

Wk
ij ≤ Jkj ,∀k

Formulas 1ð Þ, 3ð Þ, 4ð Þ
Wk

ij ≥ 0,∀i, k

: ð5Þ

In the aspect of flood control material scheduling man-
agement, the flood control materials can weigh the principle
of urgency and fairness. Therefore, we set the standard devi-
ation of the maximum transportation distance of flood con-
trol materials is

Stdw =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
j

Dj −〠
j

Dj/NJ

 !2

/NJ ,

vuut ð6Þ

where Stdw represents the standard deviation of the maxi-
mum transportation distances of flood control materials
and NJ represents the number of rescue points. The standard
deviation of the satisfaction rate of flood control materials is

Ratw =〠
j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rj −〠

j

Rj/NJ

 !2

/ NJ

� �
vuut , ð7Þ

where Ratw represents the standard deviation of the satisfac-
tion rate of flood control materials. Considering the emer-
gency of flood control materials, it is required to send all
flood control materials to all rescue points as quickly and as
fully as possible. And in terms of the fairness of flood control
materials, it is required that the maximum transportation
distance and satisfaction rate between rescue points are not
much different. The standard deviation of maximum trans-
portation distances and the standard deviation of material
satisfaction rates need to be minimized. Therefore, we estab-
lish the total scheduling optimization model of all flood con-
trol materials.
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min Dave × x1Stdw + x2Ratwð Þ/Raveð Þ
 s:t:Formulas 1ð Þ − 4ð Þ

Dave =〠
j

Dj/NJ

Rave =〠
j

Rj/NJ

Wk
ij ≥ 0,∀i, j, k

, ð8Þ

where Dave represents the maximum average distance
required to finish flood control materials transportation,
Rave represents the average material satisfaction rate of rescue
points, x1 represents the distance factor, x2 represents the sat-
isfaction rate factor, and x1 + x2 = 1.

3. Scheduling Model Establishment

Since the models (5) and (8) consider the selection of three
elements, such as the storage warehouse, rescue point, and
flood control material, the optimization model is compli-
cated and involves a lot of calculations. Therefore, we use
artificial intelligence to solve the optimization models (5)
and (8) and obtain the optimal plan by constantly searching
for the distribution scheme of reserve warehouses, rescue
points, and flood control materials. The inspiration of the
artificial bee colony algorithm (ABC) proposed by Karaboga
et al. [22] is based on bee foraging behavior. In ABC, the arti-
ficial bee colony comprises three kinds of bees, such as
employed bees, onlooker bees, and scout bees. The employed
bees are associated with a specific food source. The onlooker
bees observe the dance of employed bees in the hive to decide
to choose a certain food source and conduct a local search for
the selected food source. The scout bees randomly search for
food to avoid local optimal solutions. The traditional ABC
algorithm can effectively solve the optimization problem of
a single objective function. It has the characteristics of a few
parameters and fast convergence speed. However, according
to the model (5), there are multiple rescue points. Each rescue
point needs to make its optimization model as optimal as
possible. The problem of flood control material scheduling
optimization is a multiobjective optimization problem in
which multiple rescue points compete with each other.
Therefore, we introduce the Pareto nondominated sorting
and propose a multiobjective scheduling algorithm of flood
control materials based on Pareto artificial bee colony to
solve the scheduling problem of flood control materials
between rescue points. Then, we can obtain the nondomi-
nated sets and find the optimal solution in the nondominated
set based on the model (5). Thus, we obtain the flood control
material scheduling schemes that weigh disaster rescue
points and flood control scheduling management in the case
of multiple types of flood control materials and multiple
disaster rescue points.

3.1. Food Source Initialization. Since the traditional ABC
algorithm cannot be directly used to solve the scheduling
problem, we precode the problem solution and uses a one-

dimensional vector coding method with variable length to
solve the flood control material scheduling decision problem.
The food source code is shown in Figure 1.

Where the storage warehouse represents the storage loca-
tion of flood control materials in various regions, according
to the location of the rescue points and the demands of flood
control materials in advance, the algorithm needs to select
the storage warehouse set that can meet the flood control
materials all rescue points. a1 represents the storage ware-
house number 1. b1 represents the rescue point number 1.
The numbers in the table represent the amount of certain
flood control materials transported. A good initial solution
set can enable the algorithm to quickly find the areas with
great potential in the entire solution space and speed up the
algorithm’s convergence. Then, it provides a variety of differ-
ent types of food sources to avoid the algorithm from falling
into a local optimum [23]. In the paper, we use the following
three rules in the food source initialization phase.

(1) Large Storage Warehouse First. Due to the different
types of flood control materials stored in each storage
warehouse, each flood control material is also differ-
ent. According to the actual material storage quantity
of the warehouse, flood control materials are distrib-
uted based on roulette rules in the same set. The
warehouse with a large storage quantity can be a pri-
ority to assign scheduling tasks [24]

(2) Disaster Demand First. Different rescue points have
different demands for flood control materials. In the
same set, according to the demand for flood control
materials at each rescue point, flood control materials
are preferentially distributed based on roulette rules
to rescue points with high demand for materials

(3) Random Distribution. Flood control materials are
distributed randomly

The three rules mentioned above generate each initial
solution. The solution set ratios are, respectively, set to
30%, 30%, and 40%. In the distribution process, each initial
allocation value is the minimum of the warehouse material
storage and material demand [25] to meet the constraint
(1). Then, the food source is considered whether meets the
constraint (2); if the constraint (2) is not met, the overallo-
cated materials are reduced to avoid repeated scheduling
for materials. The food sources that met the constraints
(1)–(2) are obtained.

3.2. Fitness Value Calculation. For urgency and fairness of
flood control materials’ emergency scheduling, we establish
a scheduling optimization model of flood control materials.
In the phases of employed bees and onlooker bees, we need
to calculate the fitness Fj of each rescue point and perform
the operations such as niche and minimum dominating set
selection, which is

Fj =
1

Dj/Rj

� � : ð9Þ
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When the algorithm is solved, according to the minimum
dominating set, we obtained, calculating the overall evalua-
tion value Fz of all food sources in its set, and select the food
source with the maximum value as the optimal solution of
MSA_PABC.

Fz =Dave ×
x1Stdw + x2Ratw

Rave
: ð10Þ

3.3. Employed Bee Phase. According to the food sources gen-
erated in Section 3.1, employed bees divide the whole food
source into subcategories according to the number of rescue
points. After that, employed bees search for the unknown
solution space near each food source by variable neighbor-
hood local search operation to obtain multiple child food
sources. Then, we analyze the relationship between the
child’s food source and the father’s food source and obtain
the next food source. Finally, we use the elite retention and
exclusion strategy in the niche to restore the food source’s
size to the original size. The niche operation and variable
neighborhood local search operation are as follows.

3.3.1. Niche Operation. Niche is a conception of biology. It
refers to a living environment under a specific environment.
In the biological evolution process, organisms always live
with the same species and breed offspring together. Niche
technology divides each generation of individuals into several
categories and selects some individuals with greater fitness as
an outstanding representative class to form a species, then
uses the elite retention and exclusion strategy in the species
and between different species to generate a new generation
of individual groups.

For individual fitness value Fj mentioned in Section 3.2,
MSA_PABC calculates the fitness value Fj for each food
source and normalizes it. It classifies the food source into
the subclass population with the highest fitness value Fj after
normalization and divides the entire food source population
into subcategories. For the maximum fitness value ½Fj within
its child species, MSA_PABC performs the variable neigh-
borhood search operation to enhance algorithm’s the local
optimization algorithm and obtains multiple new food
sources. If the new food source dominates the old food
source, the old food source is updated. Otherwise, if the old
food source dominates the new food source, it deletes the
new food source and keeps the old food sources. Then, it
places the new food sources in the temporary food source
set. After finishing the variable neighborhood search opera-
tion, MSA_PABC merges the food source set and the tempo-
rary food source set into the next generation of species.

At last, MSA_PABC calculates the number of food
sources in the next generation. Suppose the number of food
sources exceeds the initial size. In that case, it randomly
selects multiple food sources in the population to form an
exclusion member set. It calculates the similarity between
other food sources and exclusion members in the next gener-
ation. It selects the current food source and calculates the
number of the same value at each same code position of each
exclusion committee. It chooses the maximum value as the
same degree Ai of the food and calculates the difference
sum of the values at the same code position of the food
source. Then, it selects the maximum value as the difference
degree Bi of the food source. According to the same degree,
MSA_PABC sorts those food sources from small to large. If
there are multiple food sources with the same degree, it sorts
those food sources from small to large according to the differ-
ent degree and obtains the sorted food sources. Then, it elim-
inates front foods in turn until the population returns to its
original size. If the eliminated food source is the optimal local
solution or the optimal global solution in the offspring popu-
lation, it skips the food source and reserves the elite solution.

3.3.2. Variable Neighborhood Local Search Operation. A var-
iable neighborhood local search method is an improved local
search method. It utilizes a neighborhood structure formed
by different actions to perform an alternate search and
achieves a good balance between concentration and evacua-
tion. The maximum loop search threshold is set as the termi-
nation condition to keep the efficiency and the accuracy of
the algorithm. To facilitate the search operation of variable
neighborhood, the initial food source has to be transformed
into a multidimensional real matrix Qijv . As shown in
Figure 2, where i represents the storage warehouse (row a).
j represents the rescue point (subordinate columns b). v rep-
resents the type of flood control material. Q represents the
quantity of flood control materials (the value in Figure 2).
Suppose some storage warehouses do not have a certain
amount of flood control materials. In that case, the Q value
is the Nan identifier; then, MSA_PABC skips the Nan identi-
fier automatically during the calculation to improve search
efficiency. The Niche strategy divides the food sources into
classes based on the number of rescue points (i.e., b1, b2, b3,
⋯, bn). For rescue point bi among food sources belonging
to the bi category, it performs the variable neighborhood
search to improve the resource scheduling optimization of
the rescue point and the mutual competitiveness between
the rescue points. Thus, it obtains some local optimal food
sources. As shown in Figure 2, we assume that it belongs to
the b1 category. Then, MSA_PABC conducts a variable
neighborhood search for the flood control material

2 1 1 7 11 3 2 4 8 4 5 9 3 7 7 5 2

a1 a2 a3

b1 b2 b3 b1 b2 b3 b1 b2 b3

(a) Storage warehouse (b)Rescue point

Figure 1: Example of one-dimensional encoding of food source.
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distribution at the rescue point b1. The specific steps of the
variable neighborhood search method are described as fol-
lows.

Qiwv =Qijv +Qiwv,Qijv = 0,∀i, ð11Þ

whereQijv represents quantityQijv of flood control material v
from each storage warehouse to the rescue point bj which
redistributes them to the rescue point bw.

Step 1. According to the bw category to which the food source
belongs, the method determines the rescue point bw that
needs to be searched by the variable neighborhood search
operation. Then, it initializes the maximum number of vari-
able neighborhood searches and selects the first column of
flood control materials in rescue point bw. The number of
neighborhood searches is 0.

Step 2. Getting current flood control material v, the method
searches for other rescue points with the flood control mate-
rials and selects a rescue point bj randomly.

Step 3. The method finds the quantity Qijv of flood control
material v from each storage warehouse to the rescue point
bj and redistributes them to the rescue point bw. The specific
formula is as follows:

If∑iQiwv > Jvj , the current quantity of flood control mate-
rials v which are allocated to rescue point j is too large, and
the excessive flood control materials have to return to rescue
point bj. In order to reduce the transportation distance of
flood control materials, we set L =∑iQiwv − Jvj .

Step 4. The method selects a nonzero value randomly among
Qiwv, ∀i. If Qcwv ≥ L, then Qcwv =Qcwv − L, Qcjv =Qcjv + L and
skip to step 5. Otherwise, Qcwv = 0, Qcjv =Qcwv, L = L −Qcjv

and return to step 4.

Step 5. If the method has completed the search for variable
neighborhoods of all flood control materials in the rescue
point bj, it skips stepping 6. Otherwise, it selects the next
flood control material and skips to step 2.

Step 6. If the method obtains a child food source and the
number of variable neighborhood searches is smaller than
the maximum number of variable neighborhood searches, it

reselects the first column of flood control materials in the res-
cue point bw; then, the number of variable neighborhood
searches adds 1 and skips to step 2. Otherwise, it ends and
outputs multiple new food sources.

As shown in Figure 2, we assume that the demands of
sandstone b1 are 20, and the demands of sandstone b3 are
30. Then, v = 1 and it only represents the sandstone. There
is no sandstone in b2, and b3 has sandstone; thus, Q011 = ½2,
4, 3�. The subscript 0 represents all of the storage warehouses
a1, a2, and a3. We randomly select the value of sandstone
material b3 as Q032 = ½2, 9, 12�. First, we set Q111 = 2 + 3 = 5,
Q211 = 4 + 9 = 13, and Q111 = 3 + 2 = 5. Due to the current
number of sandstone in b1 exceeds its demands, it does not
meet the constraints (1) and (2). Then, we randomly select
the storage warehouse and return the remaining value to
the rescue point b3. Finally, we operate on each flood control
material in b1, so as to realize variable neighborhood search
operation and output new food sources.

3.4. Onlooker Bees Phase. MSA_PABC calculates the fitness
value FjðiÞ of each rescue point for every food source by for-
mula (9) and obtains a Ns ×Nj data matrixM. Among them,
FjðiÞ represents the fitness value of rescue point j in food
source i. Ns represents the number of food sources. Nj repre-
sents the number of rescue points. According to each rescue
point’s fitness value, it sorts each column of data in the
matrix M to obtain the neighbor individuals i + 1 and i − 1
of each element in the matrix M and their fitness values.
Then, it calculates the crowdedness through the Euclidean
distance value between individual i + 1 and individual i − 1.
That is, it calculates the sum of the differences in the individ-
ual fitness value Fj for each target. The solution with the
maximum and minimum values is specified as the infinite
distance, that is, the boundary solution d1 = dy = infinity.

di =
∞, ∀i = 1 and y

〠
N J

j=1

Fj i + 1ð Þ − Fj i − 1ð Þ�� ��
Fmax
j − Fmin

j

, 1 < i < y

8>><
>>:

, ð12Þ

where di represents the crowdedness of the ith food
source, y represents the maximum boundary index, Fmax

j rep-
resents the maximum fitness value of rescue point j among all
food sources, and Fmin

j represents the minimum fitness value
of rescue point j among all food sources. In the solution set,
the part of solutions concentrates in a certain area and dis-
tributes sparsely in some areas; therefore, according to the
crowdedness of food sources, MSA_PABC sorts the solutions
in descending order to obtain the spatial measure of food
sources with surrounding neighbors. The selected probability
of the food source is calculated by the formula (13).

Pcon
i =

di
∑y

i=1di
, ∀di ≠∞

0, di =∞

8><
>:

, ð13Þ
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(a): Storage warehouse (b): Rescue point

Figure 2: Example of multidimensional coding in b1 category of
food sources.
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where Pcon
i represents the selected probability of the ith food

source in the solution set. According to the measurement
results, the crossover operation is performed on the entire
population, the search space is expanded, and the number
of solutions at each dominating level and the Pareto curve
are increased to provide more choices for decision-making.
Namely, MSA_PABC sets the crossover probability r in
advance and cyclically implements the following operations
until finishing the crossover of each type of flood control
materials: in the range [0,1], it randomly generates a
floating-point number r1. If r1 < r, it will cross the kth ele-
ment of the two selected food sources. Otherwise, it does
not change the amount of flood control materials in the food
source. After finishing the cross operation, it is necessary to
verify whether the newly generated food sources satisfy the
constraints (1) and (2). If it does not, the overallocated mate-
rials will be cut to obtain the new food sources which meet
the constraints. Then, new food sources add to contemporary
populations.

MSA_PABC implements the retain Pareto nondomi-
nated strategy by formula (12), that is, it compares the fitness
value of each rescue point of any two food sources. If the fit-
ness value of each rescue point in one food source is greater
than or equal to the fitness value of each rescue point in
another food source, and there is at least the fitness value of
one rescue point greater than the fitness value of the corre-
sponding rescue point in another food source, it represents
that the food source dominates another food source. There-
fore, it can obtain a set of nondominated solution sets MF
that are not dominated by other solutions.

Fj κð Þ ≥ Fj λð Þ, and∃Fε κð Þ > Fε λð Þ, j = 1,⋯ε⋯ ,Nj, ð14Þ

where κ and λ represent the two food sources in the entire set
of solution spaces and FjðÞ represents the fitness value of the
jth rescue point of the food source. If the number of food
sources in the solution set exceeds the initial scale, it sorts
the food sources in the population in descending order by
the overall evaluation value Fz and eliminates the poor food
source solutions to restore the population to its original scale.
Otherwise, it will add the initialized food sources to bring it
back to the original scale.

3.5. Scout Bee Phase. After completing the above two phases,
scout bees select the food source in the last certain proportion
of the food source population and implement the initialize
operation in Section 3.1 for the same number of times to ini-
tialize the food source. Then, it adopts the greedy strategy to
update old food sources. Because the entire food source pop-
ulation may have food sources with the same fitness value, it
chooses the duplicate and redundant food source and the
food source whose fitness value does not change after the
maximum number U of evolution iterations. Then, it uses
the food source initialization operation in Section 3.1 to ini-
tialize the food source to ensure the diversity of the entire
population and prevent it from falling into a local optimum.

4. Algorithm Implementation

As shown in Figure 3, we mainly use theMSA_PABC to solve
the model. In the initialization phase of the algorithm, it is
necessary to set the model’s data and the initial parameters
of the algorithm. The specific steps are as follows:

Step 1.MSA_PABC obtains each warehouse point a and res-
cue point b in the city and obtains the number of types of
materials and the number of specific materials in each ware-
house. Then, it sets the initial data, such as the total number
of food sources in the population, the maximum number of
evolution U , the maximum number of local searches m1 in
the variable neighborhood, and the number of onlooker bees
m2.

Step 2. According to the principle of large-scale storage ware-
houses first, disaster demands first and randomly distribu-
tion, MSA_PABC generates the initial food source, and the
proportion of food sources is 30%, 30%, and 40%. Then, it
modifies the food source by reducing the excessively distrib-
uted materials so that all food sources satisfy the constraints
(1) and (2).

Step 3. MSA_PABC calculates the individual fitness value FJ

and overall optimal evaluation value Fz of food sources.

Step 4. MSA_PABC enters the employed bee phase. Accord-
ing to the number of rescue points, it divides the entire food
source population into NJ-independent child populations by
the niche technology. It implements the variable neighbor-
hood search operation to find a locally optimal solution for
each food source. Thereby, it obtains m1 food sources. If
the new food source dominates the old food source, then it
updates the old food source. If the old food source dominates
the new food source, then it deletes the new food source. Oth-
erwise, it temporarily stores new food sources without chang-
ing the old food source and puts them in temporary food
source collections. Completing the variable neighborhood
search operation merges the food source set with the tempo-
rary food source set. Subsequently, it eliminates similar food
sources through the elite retention strategy and the niche
exclusion strategy to restore the food source collection’s size
to its original size.

Step 5. MSA_PABC enters the onlooker bee phase. Calculat-
ing the crowdedness among food sources by formula (11) to
determine the selected probability of each food source, it
implements the following operation form2 times and obtains
m2 ∗ 2 child food sources: it chooses a food source based on
the rules of roulette and selects the neighbor food source with
nearest European distance; then, it performs across the oper-
ation to generate two food sources and corrects the new two
food sources to obtain two-child food sources satisfying the
constraints (1) and (2). The m2 ∗ 2 child food sources and
the food sources in the current population combine into a
food source set, and MSA_PABC performs the Pareto domi-
nance strategy on the food source set to obtain a nondomi-
nated solution set. According to the overall evaluation
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optimal value Fz , it eliminates the poor food source solution
so that the population number returns to the original size.

Step 6. MSA_PABC enters the scout bee phase. It implements
the final elimination method to rerandomly initialize a certain
proportion of the food sources at the end of the ranking. Then,
it uses the greedy strategy to update the old food sources. After
U iterations, if the food source’s overall value does not change,
it reinitializes the food source. Simultaneously, the current pop-
ulation retains and updates the new global optimal solution
and historical optimal solution based on the greedy strategy.

Step 7. MSA_PABC determines whether the number of loop
iterations is equal to themaximumnumber of iterations. It out-
puts a nondominated solution set and outputs the optimal
solution for an overall evaluation. Otherwise, it goes to step (3).

5. Algorithm Simulation

5.1. Simulation Parameters Selection. To test and verify the
performance of MSA_PABC, as shown in Figure 4, we adopt
the factual information of all storage warehouses and flood
control materials in the management information system of
flood control materials and rescue teams in Zhejiang Prov-
ince of China developed by Zhejiang Yugong Information
Technology Co., Ltd. Then, according to the actual disaster

situation, it randomly generates disaster scenarios of different
rescue point locations and required flood control materials.
Using the simulation parameters shown in Table 1, we carry
out simulation experiments in simulated disaster scenarios.
We analyze the distribution of nondominated solution sets
and the convergence of MSA_PABC, the effects of the num-
ber of food sources, crossover probability, the maximum
number of evolutions, and end elimination ratio on the opti-
mal solution evaluation value in 10 different disaster scenar-
ios. Then, we calculate the average maximum transportation
distance, the average material satisfaction rate of rescue
points, the standard deviation of maximum transportation
distance, the standard deviation of satisfaction rate, and the
number of earliest completed convergence iterations of
MSA_PABC, ABC (artificial bee colony), NSGA2 (nondomi-
nated sorting genetic algorithm 2), and MOPSO (multiobjec-
tive particle swarm optimization) in 10 different disaster
scenarios. We take the average value as the simulation result
value. Among them, ABC utilizes the traditional artificial bee
colony algorithm to solve the optimization model (8) and
obtain the optimal solution. NSGA2 carries out the fast non-
dominated sorting strategy with elite retention. It selects the
solution with the most extensive evaluation value as the final
solution in the nondominated solution set. MOPSO realizes
the scheduling optimization of flood control materials
through the second set and adaptive grid method and selects

Obtain the data, such as storage warehouses, the types and quantities
of materials required by each rescue point and path distances.

Initialize the model parameters, such as number of food sources,
number of iterations, crossover rate.

Initialize the food source with the 3 rules.

Calculate the fitness value FZ and FJ

Enter the employed bee phase and implement the classification of niche

Implement the variable neighborhood local search method

Implement the crowding strategy and elite retention method

Enter the onlooker bees phase and implement pareto non-dominated sorting

Implement the cross operation (global search)

Implement the food source correction

Enter the scout bee phase and implement the maximum threshold evolution
and the end elimination method

Iteration termination

Output the non-dominated solution set and optimal solution

N

Y

Figure 3: Algorithm flow chart.
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the final resolution according to the evaluation value. The
average maximum transport distance is the average of the
maximum transport distance of all rescue points. The inter-
mediate material satisfaction rate is the average of the mate-
rial satisfaction rates of all rescue points. The earliest number
of iterations to complete convergence is the minimum num-
ber of iterations required when the algorithm converges to
the optimal value. The standard deviation of the maximum
transport distance, the standard deviation of the satisfaction
rate, and the evaluation value of the optimal solution are cal-
culated by formulas (6), (7), and (10), respectively.

5.2. Simulation Result Analysis

5.2.1. Nondominated Solution Set and Convergence Analysis.
We choose a disaster scene randomly and selects the number
of rescue points as 10 and other parameters in Table 1 to cal-
culate the nondominated solution set of MSA_PABC and
analyze its convergence. When the number of rescue points
is greater than 2, the rescue points compete, and their fitness
values are as optimal as possible. Since the number of rescue

points is 10 and it has more spatial dimensions, for the con-
venience of data display, we divide the rescue points into 2
groups and calculate the normalized fitness value sum of
the 2 groups in the nondominated set. Then, it analyzes the
Pareto distribution of those 2 groups of rescue points. As
shown in Figure 5, the scheduling problem of flood control
materials is the distribution problem of rescue points and
warehouses. Therefore, it is a combination of multiple distri-
bution schemes and is discrete. Its optimal Pareto nondomi-
nated solution set does not present continuous dense data
points and only offers a distribution of 10 points. However,
its data points achieve the optimal fitness value without
reducing the fitness values of another group and still show
the Pareto curve’s characteristics. As shown in Figure 6,
MSA_PABC uses a niche method and variable neighborhood
local search method in the employed bee operation to
improve the convergence ability and ensure that the offspring
can optimally inherit the current optimal food source as far
as possible. In the onlooker bee phase, MSA_PABC uses a
crossover strategy to enhance global search capability. In
the scout bee phase, MSA_PABC sets the bee colony’s maxi-
mum evolution threshold and uses an end elimination mech-
anism to update food sources with low evaluation values and
delete food sources that cannot be evolved again. It expands
the search capability, and the food source can grow faster in
a favorable direction. Simultaneously, through the calcula-
tion of congestion and the maintenance of Pareto nondomi-
nated sets, MSA_PABC can quickly find and retain the
optimal food source in history and improve its convergence
accuracy. Therefore, MSA_PABC can discover the optimal
evaluation value of the food source after 24 iterations.

5.2.2. The Influence of Parameters on MSA_PABC

(1) The Influence of the Number of Food Sources on MSA_
PABC. We select the number of food sources 20, 30, 40, 50,

Figure 4: The management information system of flood control materials and rescue teams in Zhejiang Province of China.

Table 1: Simulation parameter table.

Parameter Value

Number of food sources 50

Crossover probability 0.2

Maximum evolution times 2

End elimination ratio 0.1

Maximum iteration times 50

Number of rescue points 2-6

Material types 1-40

Number of exclusion member 2

Maximum loop search threshold 20
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60. The number of rescue points 2, 3, 4, 5, 6, and other
parameters in Table 1 calculate the average evaluation value
of output solution in 10 disaster scenarios with different
materials and analyze the influence of the number of food
sources.

As shown in Figure 7, when the number of rescue points
is 2, MSA_PABC can converge to the current optimal solu-
tion and obtain the optimal solution when solving the low-
dimensional answer of flood control material scheduling.
The evaluation values of the output solutions under different
numbers of food sources remain the same. However, with the
increase in the number of rescue points, the data dimension
increases. When the number of food sources is small and
the number of algorithm iterations is limited, in the process
of searching for the optimal solution, the output solution is
easy to fall into the optimal local solution, and the maximum

fitness value of the output solution is more considerable.
Therefore, under different numbers of rescue points, when
the number of food sources is 20, the output solution’s eval-
uation value is the largest. As the number of food sources
increases, the evaluation value of the output solution
becomes smaller. When the numbers of food sources are 50
and 60, MSA_PABC can obtain the current optimal solution.
The evaluation value of the output solution is the smallest,
and the difference is not large. Therefore, we choose 50 food
sources for a simulation experiment.

(2) The Influence of Crossover Probability on MSA_PABC.
We choose the crossover probability 0.1, 0.2, 0.3, 0.4, 0.5,
the number of rescue points 2, 3, 4, 5, 6, and other parameters
in Table 1 analyze the crossover probability’s influence on the
evaluation value of output solution.

As shown in Figure 8, when the number of rescue points
is 2, MSA_PABC has better convergence when solving multi-
objective low-dimensional data. They converge to the opti-
mal solution under different crossover probability, and their
evaluation values of output solution remain consistent. In
the explanation of high-dimensional discrete problems of
flood control materials, the low cross probability is difficult
to achieve the goal of crossover, and the small number of
food sources in the nondominated set and the high cross
probability destroy the overall quality of the food source,
which makes the algorithm more tend to be random. It also
reduces the convergence of MSA_PABC and converges to
the optimal local solution within a limited number of itera-
tions. Therefore, under the number of rescue points, when
the crossover probability is 0.2, the output solution’s evalua-
tion value is the smallest. When the crossover probability is
0.1, its evaluation value of the output solution is second. As
the crossover probability increases after 0.2, the output solu-
tion’s evaluation value becomes more extensive. Thus, we
choose the crossover probability 0.2 for a simulation
experiment.
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Figure 5: Distribution diagram of nondominated solution set in MSA_PABC.
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solution in MSA_PABC.
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(3) The Influence of the Maximum Number of Evolutions on
MSA_PABC. We select the maximum number of evolutions
1, 2, 3, 4, 5, and the number of rescue points 2, 3, 4, 5, 6,
and other parameters in Table 1 analyze the influence of
the maximum number of evolutions on the evaluation value
of output solution.

As shown in Figure 9, although a minimal evolution
threshold will improve the searchability of the solution space,
it is a high probability to prevent high-quality solutions from
being effectively inherited to the next generation of popula-
tions. It destroys the convergence effectiveness of MSA_
PABC. However, a considerable evolution threshold will

decrease the solution space’s searchability as the number of
algorithm iterations increases. Therefore, under different
numbers of rescue points, when the maximum number of
evolutions is 2, its evaluation value of the output solution is
the smallest. As the maximum number of evolutions
increases from 2, the output solution’s evaluation value
becomes more extensive, so we choose the maximum num-
ber of evolutions 2 for the simulation experiment.

(4) The Influence of the End Elimination Ratio on the MSA_
PABC. We select the different end elimination ratios 0.05,
0.1, 0.15, 0.2, and 0.25, the number of rescue points 2, 3, 4,
5, 6, and other parameters in Table 1 analyze the influence
of different end elimination ratios the evaluation value of
output solution.

As shown in Figure 10, the too small end elimination
ratio is not conducive to eliminate the part inadequate solu-
tions and reduce the convergence speed. And it converges
to the optimal local solution within a limited number of iter-
ations. The too large end elimination ratio will cause many
solution sets to be reinitialized, thereby reducing the food
source’s overall quality. Therefore, under different numbers
of rescue points, when the end elimination ratio is 0.2, the
output solution’s evaluation value is the smallest. When the
end elimination ratio is less than 0.2, its evaluation value of
the output solution becomes larger as the end elimination
ratio decreases. When the end elimination ratio is greater
than or equal to 0.2, the evaluation value of the output solu-
tion becomes larger. So we choose the end elimination ratio
of 0.2 for the simulation experiment.

5.2.3. Algorithm Performance Comparison. In Section 5.2.2,
when we choose the number of food sources 50, the crossover
probability 0.2, the maximum number of evolutions 2, and
the end elimination ratio 0.2, we can find the optimal solu-
tion of MSA_PABC, and the evaluation value of the output
solution is the smallest. Therefore, we choose those parame-
ters, the number of rescue points 2, 3, 4, 5, 6, respectively, the
corresponding material types 4, 13, 18, 23, 40, and the
parameters in Table 1 calculate the average maximum trans-
portation distance, the average material satisfaction rate of
rescue points, the standard deviation of maximum transpor-
tation distance, the standard deviation of satisfaction rate,
and the number of earliest completed convergence iterations
in MSA_PABC, ABC, NSGA2, and MOPSO under 10 ran-
domly generated different disaster scenarios. The average
values are used as the simulation results.

As shown in Figures 11 and 12, no matter how the num-
ber of rescue points changes, the average maximum distance
of MSA_PABC is lower than that of ABC, NSGA2, and
MOPSO. The material satisfaction rate of MSA_PABC is
larger than that of ABC, NSGA2, and MOPSO. That is
because MSA_PABC uses the transportation distance and
material satisfaction rate as the fitness parameters for calcu-
lating each rescue point and takes the optimal fitness values
of multiple rescue points as a multiobjective problem. To
solve the multiobjective problem, MSA_PABC uses niche
technology to group the offspring in the employing bee
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Figure 7: The influence of the number of different food sources on
the evaluation value of output solution in MSA_PABC.
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Figure 8: The influence of different crossover probabilities on the
evaluation value of output solution in MSA_PABC.
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phase. MSA_PABC also maintains the diversity of the popu-
lation and improves the generation efficiency of Pareto non-
dominated solutions. Then, MSA_PABC uses variable
neighborhood search operation and crossover operation to
improve the algorithm’s global search capabilities and local
update capabilities and ensure the solution’s quality. It uses
the Pareto control strategy to avoid falling into the optimal
local solution. Therefore, MSA_PABC can find the optimal
solution within the maximum number of iterations of 50.

As shown in Figures 13 and 14, regardless of the number
of rescue points, the standard deviation of the maximum
transportation distance and material satisfaction rate of
MSA_PABC are lower than those of ABC, NSGA2, and

MOPSO. That is because MSA_PABC solves the multiobjec-
tive problem of competition among rescue points through a
modified Pareto artificial bee colony algorithm to find a non-
dominated set covering multiple schemes. In the nondomi-
nated location, MSA_PABC takes the standard deviation of
the maximum transport distance and the material satisfac-
tion rate as parameters of the overall evaluation value. It bal-
ances the maximum transportation distance among rescue
points and the secular satisfaction rate and achieves the res-
cue points’ fairness. However, ABC only considers the com-
prehensive indicators of flood control material schedule but
does not consider the right among rescue points, resulting
in a higher standard deviation of the maximum transporta-
tion distance and material satisfaction rate. NSGA2 and

Maximum numbers of evolutions

100
1 2 3 4 5

200

300

400

500

600

700

800

900
Ev

al
ua

tio
n 

va
lu

e o
f o

ut
pu

t s
ol

ut
io

n

NJ = 2
NJ = 3
NJ = 4

NJ = 5
NJ = 6

Figure 9: The influence of different maximum numbers of
evolutions on the evaluation value of output solution in MSA_
PABC.
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Figure 10: The influence of different end elimination ratio on the
evaluation value of output solution in MSA_PABC.
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MOPSO use the Pareto strategy to solve the multiobjective
problems; their standard deviations are smaller than ABC
but are significantly worse when solving the high-
dimensional issues, resulting in a larger standard deviation
than that of MSA_PABC.

As shown in Figure 15, regardless of the number of rescue
points, the number of the earliest completed convergence
iterations of MSA_PABC is lower than that of ABC, NSGA2,
and MOPSO. This is because MSA_PABC uses multistrategy
food source initialization in the initialization phase and uses
the niche technology, variable neighborhood search opera-

tion, and crossover operation in the employed bee phase. It
uses the Pareto nondominated sorting, crossover operation,
and other operations in the onlooker bee phase. It uses the
end elimination mechanism and evolution threshold in the
scout bee phase. Therefore, MSA_PABC can find the optimal
solution in a short number of iterations, and its number of
the earliest completed convergence iterations is the smallest.
ABC directly finds better food sources nearby to update the
optimal evaluation value. Its search ability is low, and it takes
a long time to converge. It is also easy to fall into the optimal
local solution. Although NSGA2 andMOPSO can search and
approach the Pareto boundary, their traditional crossover,
mutation, and other operations have low search efficiency,
resulting in slow convergence. Therefore, their numbers of
earliest completed convergence iteration are higher than that
of ABC.

6. Conclusion

In the paper, we propose a multiobjective scheduling algo-
rithm of flood control materials based on the Pareto artificial
bee colony. First of all, considering the constraints, such as
distance constraint from multiple storage warehouses to
multiple rescue points, storage capacity constraint of ware-
house materials, and material requirement constraint, we
establish the scheduling optimization model of flood control
materials for each disaster rescue point and the total schedul-
ing optimization model of all flood control materials. Then,
we use the modified Pareto artificial bee colony algorithm
for solving the multiobjective model. That is, we propose a
variety of food source initialization strategies, fitness value
calculation of food sources, the employed bee operation
including niche technology and variable neighborhood local
search, onlooker bee operation including Pareto dominates
sorting, crossover operations, and scout bee operation
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Figure 13: Comparison of standard deviation of maximum
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including maximum evolution threshold and end elimina-
tion mechanism. Through the food source initialization strat-
egies, we obtain the nondominated solution set under the
scheduling problem ofmultiple disaster sites and various flood
control materials and obtain an optimal solution from the
nondominated solution set. Finally, we analyze the distribu-
tion of nondominated solution sets and the convergence of
MSA_PABC and analyze the influence of the number of food
sources, crossover probability, maximum evolution times, and
end elimination ratio on the evaluation value of output solu-
tion in MSA_PABC. Finally, we compare the average maxi-
mum transportation distance, the average material
satisfaction rate of rescue points, the standard deviation of
maximum transportation distance, the standard deviation of
satisfaction rate, and the number of earliest completed conver-
gence iterations in MSA_PABC, ABC, NSGA2, and MOPSO.

The simulation results show that no matter how many
rescue points change, MSA_PABC can quickly find the non-
dominated sets and optimal solutions. It also improves the
convergence rate and the material satisfaction rate and
reduces the average maximum transport distance of flood
control materials, the standard deviation of the maximum
transport distance, and the standard deviation of material
satisfaction rate. However, the time complexity of MSA_
PABC is high, so in the future, we aim to use the heuristic
algorithm to solve the optimal model and find the optimal
solution, which reduces the calculation time of the algorithm.
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Pedestrian detection based on visual sensors has made significant progress, in which region proposal is the key step. There are two
mainstream methods to generate region proposals: anchor-based and anchor-free. However, anchor-based methods need more
hyperparameters related to anchors for training compared with anchor-free methods. In this paper, we propose a novel
multiscale anchor-free (MSAF) region proposal network to obtain proposals, especially for small-scale pedestrians. It usually has
several branches to predict proposals and assigns ground truth according to the height of pedestrian. Each branch consists of
two components: one is feature extraction, and the other is detection head. Adapted channel feature fusion (ACFF) is proposed
to select features at different levels of the backbone to effectively extract features. The detection head is used to predict the
pedestrian center location, center offsets, and height to get bounding boxes. With our classifier, the detection performance can
be further improved, especially for small-scale pedestrians. The experiments on the Caltech and CityPersons demonstrate that
the MSAF can significantly boost the pedestrian detection performance and the log-average miss rate (MR) on the reasonable
setting is 3.97% and 9.5%, respectively. If proposals are reclassified with our classifier, MR is 3.38% and 8.4%. The detection
performance can be further improved, especially for small-scale pedestrians.

1. Introduction

Pedestrian detection played an important role in self-driving
vehicle tasks by assisting drivers to judge whether there are
pedestrians in the front of the driving area. Therefore, pedes-
trian detection performance directly affects pedestrian safety
[1–4]. In recent years, with the research and development of
convolutional neural networks (CNN), pedestrian detection
methods based on CNN have shown rapid progress. Accord-
ing to the regression starting status, pedestrian detection can
be divided into anchor-based [5–9] and anchor-free [10–16]
detection methods.

Based on the number of the detection stages, anchor-
based methods can be divided into two-stage [9, 17–20]
and one-stage [6, 21, 22] detection methods. In two-stage
detection, region proposals are generated firstly, and then,

the proposals are classified by a classifier. In one-stage detec-
tion, the final detection results can be obtained via only one
step; pedestrian detection can skip the classification stage
and predict bounding boxes with confidence scores directly.

The most impressive anchor-based method is the region
proposal network (RPN) [7], which was first proposed in
Fast-RCNN [7]. The regression starting status of RPN is prede-
fined by a set of anchor boxes with multiple scales and ratios,
and then, the anchors are transformed according to the learning
parameters into proposals. Multiscale anchors can avoid the
problem of scale imbalance [23] caused by the width and height
range of ground truth. Although RPN can achieve excellent per-
formance, it needs to design anchor boxes manually, which will
affect the generalization ability of the model.

Different from anchor-based methods, anchor-free start
regression from a point and do not require hyperparameters
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about anchors. At the same time, with the help of focal loss
[24] to solve the problem of the imbalance between positive
and negative samples in training, many remarkable anchor-
free detection methods have been developed, such as CSPNet
[12], FCOS [14], and FSAF [25]. Among these methods is
CSPNet, a single-scale anchor-free detector which is efficient
on pedestrian detection datasets. However, as Figure 1 pre-
sents the height and the area of the pedestrians in the Caltech
and CityPersons datasets, we observe most of the pedestrians
in the dataset are small, which leads to scale imbalance [23].
CSPNet is insufficient for handling with scale imbalance,
because it is a single-scale detection head and only concate-
nation is used to fuse these multiscale feature maps on differ-
ent stages.

Inspired by RPN and CSPNet, we design a multiscale
anchor-free detection head (MSAF) on adaptive channel fea-
ture fusion (ACFF) to generate proposals at different scales of
features. The deeper the network is, the more difficult it is to
detect small pedestrians. As we all know, different feature
layers have different receptive field sizes. If multiscale regres-
sion is trained on the same feature layer, the size of ground
truth and actual receptive fields do not match. Fortunately,
within the feature extract module, the predict boxes do not
necessarily need to correspond to the actual receptive fields
of each layer. We design the multiscale detection head so that
specific feature maps learn to be responsive to the particular
scale of the pedestrians.

The main contributions of this work are summarized as
follows: first, we propose an effective approach, named
adapted channel feature fusion, to extract channel features
at different levels so that only useful channel features are kept
for fusion. Second, we propose a multiscale anchor-free
method to replace the anchor-based method. It is used to
reduce the hyperparameters that exist in anchor-based and
address the scale imbalance problem. Third, a RCNN classi-
fier is proposed to further improve the detection perfor-
mance, especially small-scale pedestrian detection. Fourth,
our detection method achieves state-of-the-art performance
on the Caltech database [26] and competitive performance
on the CityPersons [27] pedestrian benchmark.

2. Related Work

In this section, we mainly introduce anchor-based and
anchor-free pedestrian detection methods based on the fea-
ture extraction and detection head. In the step of pedestrian
classification, the description of how to select backbone and
design classifier to address various problems is also
highlighted.

2.1. Anchor-Based Methods. Anchor-based methods need a
set of predefined anchors with different scales and ratios for
regression training, and then, the anchors are transformed
according to the training parameters into proposals. In
two-stage pedestrian detection, generating high-quality pro-
posal boxes is the first key step; then region proposals are
classified by a classifier. The most representative method is
RPN which is first introduced in Fast-RCNN [7]. RPN [19]
takes a smooth L1 loss for regression training and is imple-

mented on the final high-level feature layers. MS-CNN [17]
sets RPN modules on different level layers of backbone to
pay more attention to small object detection. FPN [9] uses
the top-down feature fusion method to build a feature pyra-
mid and generate bounding boxes with RPN on different
levels. We can also find that RPN based on feature fusion
can significantly improve the detection performance. SDS-
RCNN [28] applies semantic segmentation to RPN and
RCNN to boost pedestrian detection accuracy. SSA-CNN
[29] proposes a self-attention mechanism to connect the
RPN and RCNN stages to improve pedestrian detection per-
formance. AR-Ped [5] utilizes a stackable decoder-encoder
module consisting of top-down and bottom-up pathways
for feature fusion to improve the precision of the RPN stage.
Repulsion [30] and aggregation [31] loss are designed on the
RPN to tackle occluded pedestrians in crowded scenes.

In one-stage pedestrian detection, bounding boxes are
predicted with only one step. SSD [6] predicts the detect
results at different levels of features with a prior anchor.
YOLOv3 [22] and YOLOv4 [21] predict the object on three
different scale branches, and feature fusion architecture like
FPN is used to detect small-scale objects. RetinaNet [24] also
take the feature fusion architecture like FPN to object detec-
tion, and focal loss is proposed to address the foreground-
background class imbalance.

2.2. Anchor-Free Methods. There are two ways to find objects
in anchor-free detection. The first way is to use the center
point or region of the pedestrian to predict the length from
the bounding box boundary. YOLOv1 [13] predicts pedes-
trians on the final layer of backbone and detect objects in a
grid cell if the center of pedestrian falls into. UnitBox [32]
takes Intersection over Union (IoU) loss as detection head
to predict proposals and avoid the box-level scale imbalance
and optimizes the L2 loss in DenseBox [33]. CSPNet [12]
extracts multiscale features with concatenation on different
stages, and pedestrian detection is simplified as a straightfor-
ward center and scale prediction task through convolutions.
Wang [15] appends some adaptations on CSPNet to improve
the robustness of the method. CSID [16] proposes a pedes-
trian detector with a novel identity-and-density-aware non-
maximum suppression (NMS) algorithm to refine the
detection results. FCOS [14] selects FPN as feature fusion
architecture and defines the inside of bounding box as
positive.

The second way is to predict key points on heatmaps as
detection head. CornerNet [11] takes an hourglass network
for multiscale feature fusion and detects a pedestrian as a pair
of key points on heat maps. CenterNet [10] adapts Corner-
Net’s detection head as a triplet of keypoints to predict
bounding boxes. ExtremeNet [34] also uses an hourglass net-
work to extract features and predict four extreme points and
one center point for each pedestrian.

2.3. Classifier. In the step of pedestrian classification, different
types of classifiers have been designed to address various
problems. In order to get better classification accuracy, we
design different convolutional neural network architectures
according to the application scenarios, such as MobileNet
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[35], VGGNet [36], GoolgeNet [36], ResNet [37], and Dense-
Net [38]. In order to ensure that for any size of input regions,
it can always produce the same size region features, RoIPool-
ing [19] and RoIAlign [39] are designed, and the shared fea-
tures are directly classified according to the Region of Interest
(RoI).

To detect the small objects, RPN+BF [20] uses the cas-
caded Boosted Forest for pedestrian classification to mine
hard negative examples and handle the small number of
instances. In another approach, scale-aware [8] weights are
predicted and a large-scale subnetwork and a small-scale sub-
network are combined into a unified framework to solve the
multiscale pedestrian classification problem and achieve
state-of-the-art performance on the Caltech dataset. In order
to improve detection performance with feature fusion, BCN
[28] combines semantic segmentation and classification
together to perform pedestrian classification. SA-RCNN
[29] uses self-attention to perform feature extraction for
pedestrian classification and achieves good results. A previ-
ous study [40] designs a hyperlearner, which is a new type
of feature fusion framework, to extract features, and uses
additional pedestrian features to improve the detection per-
formance. To handle the occlusion problem in pedestrian
detection, a new partial occlusion-aware pooling unit [31]
is used in classification. To address the IoU distribution
imbalance, in Cascade R-CNN [41], several RCNN networks
are cascaded based on different IoU thresholds, and the
detection results are continuously optimized to improve the
detection performance.

3. Baseline Method

CSPNet [12] is a single-scale anchor-free pedestrian detector.
It can directly obtain the detection results by predicting the
center location, the height of bounding boxes, and center off-
sets with single scale. The architecture consists of two mod-
ules: the feature extraction and the detection head.

The feature extraction module uses CNN to extract fea-
ture maps for pedestrian detection. In this paper, ResNet-50
is used as the backbone of feature extraction; its convolution
layers can be divided into five stages according to the pooling
stride. Given an input image of size H ×W, the feature reso-
lution of stage i is ðH/2iÞ × ðW/2iÞ. The experiment results
show that the best detection performance can be obtained
by deconvolution the features of stages 3, 4, and 5 into the
same resolution ðH/4Þ × ðW/4Þ before concatenation.

The detector head is used to generate the bounding box,
which contains three branches: the first branch is to predict
the classification score of the bounding box and determine
the center location of the proposal. The second branch is
used to predict the height of the bounding box and then
use the aspect ratio to get the bounding box. The third branch
is used to predict the center offsets of the bounding box and
adjust the center location. The center offsets is defined as ð
Δx, ΔyÞ = ððxk/rÞ − bxk/rc, ðyk/rÞ − byk/rcÞ. The details are
provided in Figure 2(b). In the training process, the modified
focal loss is used as the loss function in the classification task,
and smooth L1 is used as the regression loss function in the
height and center offsets prediction task.

4. Our Approach

In this section, we introduce an adaptive channel feature
fusion method to extract channel features at different levels
and propose a multiscale anchor-free region proposal net-
work to generate proposals. The proposed network has fewer
hyperparameters than anchor-based methods and can signif-
icantly boost detection performance, especially for small
objects.

4.1. Adapted Channel Feature Fusion for Feature Extraction.
In CSPNet, only concatenation is used to fuse the features
on different levels. Currently, the common feature fusion
methods are element-wise sum (SUM) or concatenation. As
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Figure 1: The left is pedestrian height distribution in the Caltech and CityPersons. The right is pedestrian area distribution in the Caltech and
CityPersons where x axes are in sqrt.
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we all know, different feature layers have distinct abilities,
and the low-level feature maps can provide more precise
localization information while the high-level maps contain
more semantic information. Therefore, here, we introduce
ACFF, which can not only adaptively select channel features
on different scales for fusion but also boost the feature dis-
crimination. The detail of ACFF can be found in Figure 3.

Two steps are needed to implement the ACFF. In the first
step, the features of different levels are scaled to the same res-
olution and then concatenated on the channel dimension. If
you want to get the fused feature of the i-th level, you need
to scale the features of the other two adjacent different levels
to the same resolution as the j-th level and then get the
concatenated feature maps, because the features at three
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Figure 2: An illustration and comparison of different methods for generating proposals. Our MSAF is used to extract features based on ACFF
and predict bounding boxes on different scales; after that, NMS is applied to generate final proposals with IoU threshold of 0.5.
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levels in detect backbone have different resolutions as well as
different numbers of channels. The concatenated feature
maps can be presented as

X = Concat Xi−1, Xi, Xi+1� �
, ð1Þ

where Xi is defined as the feature of the i-th level and Xi ∈
ℝðH/rÞ×ðW/rÞ×C , r is stride, and r = 2i.

For example, let us assume that channel feature fusion is
performed at the fourth level. If the resolution of the feature
to be fused is smaller than that of the target feature, deconvo-
lution is used to enlarge the feature, and then 1 × 1 convolu-
tion layer is used to compress the channel to 256. If the
resolution of the feature to be fused is greater than that of
the target feature, we use a 3 × 3 convolution layer with a step
size of 2 to reduce the feature resolution and channel
dimension.

In the second step, the global average pooling(GAP) is
used to generate channel feature vectors F1. The c-th channel
element from GAP is calculated by the following formula:

F1
c = GAP Xcð Þ: ð2Þ

Then, a new compact feature F2 is created to adaptively
learn the fusion weights of different level features. This is
achieved by a fully connected (FC) layer with the lower
dimension:

z = F2 = FC F1� �
, ð3Þ

where F1 ∈ℝC , F2 ∈ℝC ′ , and C′ =max ðC/r, LÞ is a typical
setting in our experiment.

Further, softmax is used for normalization, and the
learned weights αc, βc, and γc are used to select the corre-
sponding level features for final fusion Fc. Note that αc, βc,
and γc is simple a scale value at channel c and αc, βc, γc ∈ ½0
, 1�.

αc =
eAcz

eAcz + eBcz + eCcz
,

Fc = αc · Xi−1
c + βc · Xi

c + γc · Xi+1
c ,

ð4Þ

where Fc ∈ℝðH/rÞ×ðW/rÞ, αc + βc + γc = 1, and A, B, C ∈ℝC×C ′

. With this method, the features at all the levels are adaptively
aggregated at each scale. The output of ACFF can be used as
the input of MSAF and RCNN.

4.2. Multiscale Anchor-Free Detection Head. Scale imbalance
occurs in the pedestrian dataset because certain sizes of the
objects or input bounding boxes are overrepresented [23].
Taking the Caltech [26] and CityPersons [27] datasets as
examples, the height of the pedestrians ranges from 30px
to 350 px and 35 px to 965 px; the distribution of the
pedestrian heights at different scales is imbalance. Approx-
imately 80% of the pedestrians in the Caltech and 64% of
the pedestrians in the CityPersons are less than 112 px in
height. The detailed statistical information is provided in
Figure 1. The scale imbalance problem suggests that a sin-
gle scale of visual processing is not sufficient for detecting
objects at different scales. If single-scale regression is used
to predict the height, the constraint range is too large and
may cause a deviation in the prediction results, like
CSPNet in Figure 2(d). Two popular approaches have
been used for multiscale predictions. The first approach
is the prediction on the same layer. For example, in
RPN [19], as shown in Figure 2(a), the detection head is
on the end of the backbone with different aspect ratios
and scales to train. The second approach is to predict on
different level layers at multiple scales as shown in
Figures 2(b) and 2(c). The detection head is different for
each feature layer. For example, in MS-CNN [17], FPN
[9], and FCOS [14], detection head is attached to each
level on the feature pyramid to obtain proposals.

To address shortcoming of scale imbalance, we propose
MSAF to assign the ground truth in different scale-spaces
for forward and backward as shown in Figure 2(e). The
MSAF is based on a convolutional network that produces
bounding boxes with scores followed by an NMS step to pro-
duce the final detection. Three branches are attached to the
final feature maps F to predict the pedestrian location,
height, and center offsets at each scale. The width can be cal-
culated with an aspect ratio and height. According to the sta-
tistics of pedestrian detection bounding box annotations [26,
27], the aspect ratio is generally set to 0.41. In this detection
head, we attach a 3 × 3 convolution layer on the fusion
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Feature P3

Softmax

Multi-level features Weights

Fusion features
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X
i+1

F
1

F
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X
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X
i X Y

Fgp Ffc

Figure 3: Illustration of adapted channel feature fusion. The first stage of ACFF is to concatenate features with equivalent scales along channel
dimension. Then, the second stage uses learning weights to aggregate features in an adaptive way.
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feature F, and then three head map layers are appended to
predict location, height and offset with 1 × 1 convolution
kernel.

During training, we must determine how to assign the
ground truth to the corresponding scale. To handle different
object scales, we refer to the formula in FPN [9]. If the
ground truth height is h, we assign it to the scale k according
to

k = k0 + log2
h
224

� �� �
, k0 = 4: ð5Þ

Taking the Caltech as example, the ground truth
bounding boxes are assigned into three scales: 56~112 px,
112~224 px, and 224 px~. An illustration example of
assigning pedestrians to different levels according to differ-
ent scales of pedestrians is depicted in Figure 4. The red
ground truth is assigned to the low-level features, and
the green ground truth is assigned to the high-level fea-
tures for prediction.

To predict the center location, we define the positive
region, ignore region, and negative region for center
ground truth. If the point falls into the center region of
the pedestrian, it is assigned to positive samples for train-
ing. The center region is the area with a pedestrian center
as the center within a radius of 2. The ignore region is the
location where the ground truth bounding box is not
assigned in this scale k and ground truth bounding box
excluding positive samples. If the positive and ignore
regions are excluded in the image, the rest are negative
regions. The whole illustration can be found in Figure 4.

The modified focal loss is used as the loss function to pre-
dict center location as follows:

Lloc = −
1
P
〠
W/r

i=1
〠
H/r

j=1
aij 1 − p∧ij

� 	γ
log p̂ij

� 	
,

aij =
1, yij = 1,

1 −Mij

� �β, otherwise:

8<
:

ð6Þ

In the above, P is the number of positive samples. γ
and β are the focusing hyperparameters, and we experi-
mentally set γ = 2 and β = 4 as suggested in [12]. Mij is
a 2D Gaussian mask centered at the location ði, jÞ, and
the mask is proportional to the height and width of the
individual objects. If yij is equal to 1, p̂ij is set to pij,
and p̂ij is set to 1 − pij otherwise.

To predict pedestrian height and center offsets, the
pedestrian height in scale k is redesigned as hk = log ððh −
28ðk − 2ÞÞ/ð7 × 2k−1ÞÞ. We select the smooth L1 loss for
height and offset prediction:

Lbox =
1
P
〠
P

i=1
Smooth L1 b, b̂

� 	
, ð7Þ

where b = ðΔx, Δy, hkÞ and b̂ = ðΔx̂, Δŷ, ĥkÞ represent the off-
set and height from ground truth and prediction of positive
samples, respectively.

To sum up, the optimization objective int scale k is

Lk = αk1Lloc + αk2Lbox: ð8Þ

Positive region
Ignore region

Negative region

Figure 4: An illustration of MSAF ground truth. The ground truth is assigned to different levels of features according to the height of
pedestrians. The positive region, negative region, and ignore region are defined. The top right ground truth is small scale, and the bottom
right ground truth is large scale.
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The final objective loss function is a multitask loss in dif-
ferent scales to be optimized as follows:

L = 〠
C1

k=1
Lk, ð9Þ

where C1 corresponds to the max scale of pedestrian height
in function (5).

4.3. RCNN Classifier. The RCNN classifier is used to classify
the proposals generated by the MSAF as pedestrian or non-
pedestrian. We take the object classifiers from [5, 20, 28,
29] as references to construct the RCNN classifier. We resize
the object to a fixed resolution and then use it as the input of
the classifier to determine whether it is a pedestrian based on
the final score. As shown in Figure 1, the height of most
pedestrians is less than 112 px. If the image is resized to 224
× 224px as the input, the information of the image will be
distorted, degrading the classification performance. To allevi-
ate this problem, we cropped the object from the image,
added 25% padding, and resized it to 112 × 112px as the
input. VGG-16 [32] without the pool5 layer is chosen as
the backbone since the size of the receptive field of VGG-16
is the same as that of the pedestrian. ACFF is used to extract
features to improve the discrimination ability of the model;
the detail can be found in Section 4.1.

5. Experiments

In this section, we first introduce the implementation details,
evaluation metrics, and dataset information. Then, the abla-
tion studies about the MSAR and ACFF are reported. Finally,

we also give a detailed description of the benchmark compar-
ison experiments.

5.1. Training, Inference, and Implementation Details. The
whole detect framework is implemented on Keras. In MSAF
stage, the ResNet-50 is used as backbone to predict the
bounding boxes. Specifically, our MSAF is trained using the
adaptive moment estimation (Adam) algorithm for 100K
iterations with an initial learning rate of 0.0001 and a learn-
ing policy for the steps. Each minibatch is constructed from
an N = 16 image. It is trained with multiscale input image
in the scale between 0.6 and 1.5. Whole image is taken as
input to predict height, offset, and locations. We first select
bounding boxes with score above 0.01 and then use NMS
with threshold 0.5 for final processing. In RCNN stage,
VGG-16 is selected as backbone and is trained with the sto-
chastic gradient descent (SGD) algorithm for 120K iterations
with an initial learning rate of 0.001 and a learning policy for
the steps. After 60K iterations, the learning rate is set to
0.0001. The weight decay and momentum are set as 0.0005
and 0.9, respectively. No more than 20 proposals are selected
from MSAF for each SGD minimatch, and these are selected
according to the scores in a descending order. To carry out
the experiments, an Intel Xeon E5-2620 @ 2.1GHz CPU
server with 48GB of memory and two TITAN RTX (24GB)
GPUs are used.

5.2. Evaluation Metrics. To evaluate MSAF, two benchmark
datasets, Caltech [26] and CityPersons [27], are selected for
the experiment and comparison. The log-average miss rate
over False Positive Per Image (FPPI) ranging in [10−2, 100]
(denoted as MR-2) [26] is used to evaluate the pedestrian
detection performance. A lower miss rate indicates better
detection performance. The evaluation settings are from Cal-
tech and CityPersons, respectively. Generally speaking, we
need to focus on the height in the reasonable setting is greater
than 50 pixels and in the all setting is greater than 20 pixels.

5.2.1. Caltech. The Caltech pedestrian dataset [26] consists of
approximately 10 hours of 640 × 480 30Hz video taken from
a vehicle driving through regular traffic in an urban environ-
ment. Approximately 250,000 frames with a total of 350,000
bounding boxes and 2300 unique pedestrians were anno-
tated. We extract one out of every 4 frames from the raw
videos (acquiring a total of 42782 images) to form the train-
ing set and one frame out of every 30 frames from the raw
videos (acquiring a total of 4024 images) to form the test

Table 1: Comparison of different feature fusion methods on the
Caltech with only single-scale detect head.

Method
ResNet-50

IoU = 0:5 IoU = 0:75
Concat 4.54 25.76

SUM 4.66 30.87

ACFF 4.13 26.23

Table 2: Comparison of different region proposal methods on the
Caltech dataset under the reasonable and all setting.

Method
ResNet-50 VGG-16

Reasonable All Reasonable All

RPN [20] — — 10.67 64.22

MS-CNN [17] — — 9.47 63.59

SDS-RPN [28] — — 8.17 61.29

SSA-RPN [29] — — 8.30 61.77

AR-RPN [5] — — 7.16 59.98

CSPNet [12] 4.54 56.94 5.29 60.06

FPN [9] 4.32 56.16 5.09 59.98

MSAF (ours) 3.97 55.93 4.91 58.86

Table 3: Comparisons on different RCNN classifiers with new
annotations under the reasonable setting.

Method
VGG-16 ResNet-50

112 224 112 224

RPN-BF [20] 4.26 4.66 — —

SDS-RCNN [28] 3.84 4.08 — —

AR-Ped [5] 3.96 4.09 — —

RCNN 3.47 3.63 3.79 3.85

RCNN+ACFF (ours) 3.38 3.58 3.71 3.89
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set. The new annotations [42] from the Caltech dataset are
used on the experiments.

5.2.2. CityPersons. The CityPersons [27] is built upon City-
scapes dataset. It is a large and diverse set of stereo video
sequences and is collected in urban street scenes. The dataset
contains a total of 5000 images, and the resolution is 2048
× 1024, more than 35 k person and 13 k ignore regions.
The split of train, validation, and test subsets is the same as
that of Cityscapes. The training subset has 2975 images and
was recorded across 18 different cities in three different sea-
sons and various weather conditions. The validation subset
was created from 3 different cities and has 500 images. The
test subset was collected from 6 different cities and has
1575 images.

5.3. Ablation Study. In this section, we conduct ablation
experiments on Caltech to evaluate the performance of each
component of the proposed method. For the proposals, we
focus on analyzing the impact of the MSAF and ACFF. For
the classifier, we evaluate the impact of classification on the
overall performance.

5.3.1. ACFF for Region Proposals. To assess the importance of
ACFF, we compare it with other feature fusion methods:
SUM and concatenation [43]. ResNet-50 is taken as back-
bones in these experiments. The three feature fusion methods
contain the same detector head from CSPNet [12].

It can be observed from Table 1 that ACFF has the best
performance when it is used to feature fusion and the perfor-
mance of feature fusion using SUM and Concat is similar.
ACFF can adaptively select different levels of channel fea-

tures for fusion, which can improve the performance of
pedestrian detection. If ResNet-50 is taken as the backbone,
MR-2 of ACFF on the Caltech is 0.41% higher than concate-
nation and 0.53 higher than SUM when IoU is 0.5.

5.3.2. Importance of MSAF. To highlight the excellent perfor-
mance of MSAF, it is compared with RPN [19], SDS-RPN
[28], SSA-RPN [29], AR-RPN [5], and CSPNet [12] on the
Caltech dataset under the reasonable and all setting. The
detailed results are given in Table 2.

Compared with other methods, MSAF is state-of-the-art
as shown in Table 2, the MR-2 is 3.97% under the reasonable
setting, and the MR-2 is 55.93% under the all setting when the
backbone is ResNet-50. MSAF also gets the best performance
when the backbone is VGG-16 and the MR-2 is 4.91% under
the reasonable setting and the MR-2 is 58.86% under the all
setting. Through the experimental comparison on two differ-
ent backbones, we find that the region proposal methods on
ResNet-50 are better than those on VGG-16. Compared with
methods CSPNet, FPN (the same detection head as MSAF),
and MSAF, it can be observed that the effect of multiscale is
better than that of single scale. Multiscale regression can
effectively improve the detection performance.

5.3.3. Importance of RCNN Classifier. To evaluate the influ-
ence of our classifier on the detection performance, MSAF
is used to extract the proposals as the inputs and our RCNN
classifier is compared with other classifiers from RPN+BF
[20], SDS-RCNN [28], and AR-Ped [5]. The comparison
experiments are performed on the Caltech dataset with dif-
ferent resolutions, and the results are given in Table 3.
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Figure 5: Comparison of MR-2 distribution with different pedestrian height on Caltech.
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Figure 6: Comparison with the state-of-the-arts on the Caltech using new annotations. (a) is the results for the experiment performed on the
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From Table 3, compared with the other methods, our
method has the highest detection accuracy and better robust-
ness. We observe that the MR-2 in our RCNN classifier is
3.38% when the resolution is 112 × 112px. The detection
performance using 112 × 112 px as input is better than that
using 224 × 224px as input when VGG-16 is taken as back-
bone on the Caltech. If ACFF is used for feature fusion, the
classification effect can be further improved from the method
RCNN and RCNN+ACFF. In addition, we find that two-
stage detection can significantly improve the performance
with our classifier compared with one-stage detection.

5.3.4. Small Object Detection. In order to further illustrate the
effectiveness of our method MSAF in small object detection,
we make a comparison with CSPNet, CSPNet-RCNN, and
MSAF-RCNN at different pedestrian heights in Figure 5. As
shown in the figure, small-scale pedestrian detection is diffi-
cult; the higher the pedestrian’s height is, the better the detec-
tion effect is. The performance improvement in CSPNet and
MSAF between 30 and 50 pixels is about 5% and 0.5%
between 30 and 50 pixels. When the height is between 70
and 90 pixels, the improvement is not obvious. The improve-
ment gap on small object detection using our RCNN classi-
fier is large when the height between 30 and 50 pixels,
about 11% improvement over CSPNet-RCNN and 7%
improvement over MSAF.

5.4. Benchmark Comparison

5.4.1. Caltech. The performance of MSAF was evaluated on
the Caltech [26] and CityPersons pedestrian [27] bench-
marks. As depicted in Figure 6(a), our MSAF-RCNN
achieves the state-of-the-art result under the reasonable set-
ting and the MR-2 is 3.38%. Without the RCNN classifier,
the MR-2 of the MSAF is 0.45% higher than that of CSPNet.
We also find that the MR-2 of the CSPNet-RCNN decreases
from 4.54% to 3.97%. Figure 6(b) shows that our MSAF-
RCNN obtained the best result, with an MR-2 (%) of
51.58% for the all setting. Compared with other region pro-
posal methods, the gap between MSAF and CSPNet in MR-

2 is about 1%. All of these show that MSAF can achieve better
performance on Caltech dataset. The anchor-free method
MSAF can replace anchor-based method to generate pro-

posals. At the same time, it can alleviate the scale imbalance
problem.

5.4.2. CityPersons. The experimental results in Table 4 show
that our MSAF displays overall performance improvement
compared with CSPNet, and the MR decreases to 9.5% on
the reasonable set. This also shows that the effect of MSAF
as one-stage detection is not better than that of ACSP [15]
and CSID [16]. However, we find that our MSAF-RCNN
achieves state-of-the-art performance on the reasonable set-
ting and the second best performance on the heavy set and
partial set. This shows that our RCNN classifier significantly
improves the performance based on the proposals obtained
from MSAF. As shown in the small column in Table 4, our
MSAF can effectively detect small objects.

6. Conclusions

To improve the pedestrian detection performance, a multi-
scale anchor-free region proposal network is proposed in this
paper. ACFF is used to extract features firstly, and then
MSAF detector head is used for training according to the
height of pedestrians. Through experimental comparisons,
we know that multiscale detection is easier to detect small-
scale pedestrians than single-scale detection. In addition,
the RCNN classifier is taken for further improvement.
Compared with other detection methods, we find that the
performance of two-stage detection is significantly better
than that of one-stage detection. Overall, our detection
method achieved state-of-the-art performance on Caltech
with new annotations and obtains competitive performance
on CityPersons.
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Table 4: Comparison of our method with the state-of-the-art methods on the CityPersons.

Method Backbone
Reasonable Heavy Partial Bare Small Medium Large

%ð Þ %ð Þ %ð Þ %ð Þ %ð Þ %ð Þ %ð Þ
Faster-RCNN [19] VGG-16 15.4 — — — 25.6 7.2 7.9

RetinaNet [30] ResNet-50 15.6 49.98 — — — — —

CornerNet [30] Hourglass-54 21.0 56.0 — — — — —

Repulsion Loss [30] ResNet-50 13.2 56.9 16.8 7.6 — — —

CSPNet [12] ResNet-50 11.0 56.9 10.4 7.3 16.0 3.7 6.5

ACSP [15] ResNet-50 9.3 46.3 8.7 5.6 — — —

CSID [16] ResNet-50 8.8 46.6 8.3 5.8 — — —

MSAF (ours) ResNet-50 9.5 48.4 9.3 6.2 15.5 3.5 6.2

MSAF-RCNN (ours) ResNet-50 8.4 46.9 8.6 5.5 15.1 3.3 6.4
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Cloud-assisted Internet of Things (IoT) significantly facilitate IoT devices to outsource their data for high efficient management.
Unfortunately, some unsettled security issues dramatically impact the popularity of IoT, such as illegal access and key escrow
problem. Traditional public-key encryption can be used to guarantees data confidentiality, while it cannot achieve efficient data
sharing. The attribute-based encryption (ABE) is the most promising way to ensure data security and to realize one-to-many
fine-grained data sharing simultaneously. However, it cannot be well applied in the cloud-assisted IoT due to the complexity of
its decryption and the decryption key leakage problem. To prevent the abuse of decryption rights, we propose a multiauthority
ABE scheme with white-box traceability in this paper. Moreover, our scheme greatly lightens the overhead on devices by
outsourcing the most decryption work to the cloud server. Besides, fully hidden policy is implemented to protect the privacy of
the access policy. Our scheme is proved to be selectively secure against replayable chosen ciphertext attack (RCCA) under the
random oracle model. Some theory analysis and simulation are described in the end.

1. Introduction

In traditional public key encryption schemes, the encryptor
encrypts the message with the public key of the decryptor;
hence, only the decryptor who owns the corresponding
decryption key can decrypt the data. In other words, this type
of scheme relies on the public key certificate system which we
all know is pretty difficult to manage. In 1984, Shamir first
proposed the identity-based encryption (IBE) where the
encryptor uses the identity of the decryptor as his/her public
key [1]. In [2], Boneh et al. proposed an IBE using the elliptic
curve pairing, which greatly promoted the development of
this field. Although the IBE solves the public key manage-
ment problem, it still cannot achieve one-to-many private
data sharing. Unfortunately, this kind of application is

extremely common in ubiquitous Internet of Things (IoT)
scenarios.

To tackle this issue, Sahai et al. first proposed a fuzzy
identity encryption scheme [3], which is later developed into
the attribute-based encryption (ABE). There are two types of
ABE, the first one is named as ciphertext-policy attribute-
based encryption (CP_ABE) and the other one is key-policy
attribute-based encryption (KP_ABE). CP_ABE was pro-
posed by Waters, in which the encryptor needs to know
nothing about who can decrypt the ciphertext exactly, and
he/she just encrypts the message with a self-defined access
policy [4]. Any decryptor can decrypt correctly as long as
its attribute set meets the access policy in the ciphertext. In
other words, in CP_ABE schemes, data owners own the right
to design who can decrypt fully.
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IoT, which acts as the bridge between the physical world
and the cyber world, enables the creation of a bunch of smart
applications [5], such as smart city, smart industry, and
smart health care system. Considering that most IoT devices
are resource constrained and cannot handle the huge amount
of data locally and efficiently, the cloud storage server is
included in the IoT and forms a new paradigm, the cloud-
IoT, where the cloud or a resource-adequated server provides
useful services like storage and computing. ABE schemes
with a single attribute authority do not adequately address
the needs of the ubiquitous IoT devices properly. In [6],
Chase first proposed a multiauthority ABE scheme. How-
ever, Chase’s scheme still requires the trusted central author-
ity (CA), which can decrypt any ciphertext that it wants to
decrypt. Later, Chase et al. improve their scheme by remov-
ing the CA and achieve a truly decentralized ABE scheme [7].

In [8], Lewko et al. proposed a distributed ABE scheme,
which not only realizes multiauthority attribute-based
encryption (MAABE) but also proves the system security
with dual system encryption methodology. Unfortunately,
the application of ABE in IoT still faces an important chal-
lenge: IoT devices with limited resources cannot afford the
huge number of bilinear pairing operations in ABE schemes.
Therefore, Green et al. proposed an outsourced ABE scheme
which ensures the data security while minimizing the com-
putational burden of equipments [9].

In this paper, a multiauthority attribute-based encryption
scheme with white-box traceability and verifiable outsourced
decryption was proposed for cloud IoT. Compared with the
existing ABE schemes, our scheme has the following
contributions:

(i) As there is a great quantity of attributes used in the
decryption key generation, each attribute authority
controlls a set of disjoint attributes independently
in our scheme. The central authority is only respon-
sible for generating the public parameters, and the
right to decide who can decrypt is hold by the data
owners directly

(ii) Our scheme uses the linear secret sharing schemes
(LSSS) to allow any monotone access structures.
More importantly, to protect the privacy of IoT
users, our scheme realizes fully hidden access policy

(iii) Considering the needs of resource-constrained IoT
devices, our scheme outsources most decryption
works to the cloud by the verifiable outsourcing
technology

(iv) Our scheme adopts the Boneh-Boyen short signa-
ture algorithm to implement the user traceability
mechanism. In other words, we use a white-box
trace algorithm to tackle the private key leaking issue

1.1. Paper Organizaiton. Section 2 summarizes many related
works, and Section 3 introduces all preliminaries of our
scheme including some complexity assumptions. The system
model and security models are presented in Section 4. In Sec-
tion 5, we propose the concrete construction and a simple

application of our scheme. Section 6 outlines the proof of
indistinguishability, verifiability, fully hiding, and traceability
of our scheme. We compare our scheme with some other
schemes about the storage and computation costs in Section
7. Section 8 contains the conclusion.

2. Related Work

Many works have been proposed since Sahai et al. first pro-
posed the attribute-based encryption [3]. ABE schemes can
be classified into two categories generally: the key-policy
attribute-based encryption (KP_ABE) and the ciphertext-
policy attribute-based encryption (CP_ABE) [4, 16]. Because
CP_ABE allows the data owner to decide the access policy, it
has been treated as the most promising solution to solve the
access control issue in the cloud storage. In ABE schemes,
the key pair of data users is generated by attribute authorities
(AAs). Thus, the security of ABE schemes is based on the
trust of the attribute authorities. To tackle the huge amount
of data users contained in IoT, multiauthority attribute-
based encryption (MA_ABE) was proposed, which can man-
age the huge amount of attributes in a more efficient way [6,
17–19], where each attribute authority controls an unique set
of attributes independently. To achieve both the data confi-
dentiality and the data authentication in the body area net-
work, Hu et al. proposed a fuzzy attribute-based
signcryption scheme [20].

Another characteristic of IoT is that most devices are
resource-limited [21–23]. As we all know that the decryption
overhead of ABE schemes rises along with the attribute num-
ber involved in the access policy. Obviously the expensive
pairing computations are unacceptable for most IoT devices.
Therefore, some ABE schemes using the proxy reencryption
concept have been proposed [24–26]. In [9], Green et al. pro-
posed an outsourced ABE scheme, which outsources most
decryption overheads to a trusted third-party server, but out-
sourced ABE schemes all rely on a semitrusted server to
semidecrypt that leads to a serious problem: how to ensure
the semidecrypted data is correct and not altered. In [27],
Lai et al. proposed a verifiable outsourced ABE while this
scheme requires heavy costs for decryption. Recently, Li
et al. improved an ABE scheme to achieve not only verifiable
outsourced decryption but also lightweight user decryption
[10], but all outsourced schemes mentioned above rely on a
central authority to manage and generate user decryption
key. In [11], Belguith et al. proposed an outsourced multi-
authority attribute-based encryption scheme. In [28], Deng
et al. proposed an efficient outsourced attribute-based sign-
cryption scheme which also solves the user revocation
problem.

In the cloud-assisted IoT environment, data owners store
private data in the shared cloud. In most ABE schemes, the
access policy is uploaded to the cloud server in plaintext
along with the encrypted data. This may reveal private infor-
mation of the encryptor and the decrypor. In [29], Nishide
et al. proposed an ABE scheme with partially hided access
policy, but this scheme has poor expressiveness.

When it comes to application in the real word, a common
issue of ABE schemes needs to be considered: the leakage of
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decryption keys. In other words, how to trace/recover the
global identity of the guilty user who leaks its secret key to
a malicious or illegal user. There are two tracing approaches,
white-box traceability and black-box traceability, that can be
used to solve this issue. In [30], Hinek et al. used the Boneh-
Boyen signature [31] to achieve the white-box traceability.
Liu et al. proposed a white-box traceable ABE [32] and a
black-box traceable ABE with highly expression [33]. In
[12], Liu et al. proposed a traceable and revocable ABE
scheme which is more practical for real application. In [34],
Yu et al. proposed a traceable ABE scheme with white-box
traceability to manage data stored in the cloud storage. In
[13], an efficient large-universe MA_CP_ABE with white-
box traceability was proposed. While in [35], Qiao et al. pro-
posed a traceable ABE scheme with black-box traceability for
fog computing.

All traceable ABE schemes mentioned above have a
shared issue: their decryption computation burden are intol-
erable for IoT devices. In [14], an ABE scheme with out-
sourced decryption designed for electronic health systems
was proposed by Li et al. However, Li’s scheme did not con-
sider the privacy of access policies which might contain sen-
sitive personal information of users. We compare our scheme
with some existed ABE schemes in Table 1. In a word, our
ABE scheme achieves selective replayable CCA security and
provides multiple practical functions, such as fully hidden
policy, outsourced decryption, and traceability.

3. Preliminaries

In this section, we provide all mathematical preliminaries
needed for our scheme.

3.1. Bilinear Maps. Let G and GT be two multiplicative cyclic
groups of prime order p. Let g be a generator of G and e be a
bilinearmap, e : G ×G→GT , with the following three prop-
erties [15]:

(1) Bilinearity: for all u, v ∈G and a, b ∈ℤp, we have

eðua, vbÞ = eðu, vÞab, where ℤp is the integers mod-
ulo p

(2) Nondegeneracy: eðg, gÞ ≠ 1, where 1 is the unit of GT

(3) Computability: there is a polynomial time algorithm
to efficiently compute eðu, vÞ for any u, v ∈G

We say G is a bilineargroup if the group operation in G, and
the bilinear map e : G ×G→GT is both efficiently comput-
able. Notice that the map e is symmetric since eðga, gbÞ = e
ðg, gÞab = eðgb, gaÞ.

3.2. Access Structure

Definition 1. (access structure). Let P = fP1,⋯Png be a set of
parties. A collection A ⊆ 2fP1,⋯Png is monotone if ∀B, C : if
B ∈A and B ⊆ C, then C ∈A. An access structure is a collec-
tion A of nonempty subsets of fP1,⋯Png, such as A ⊆

2fP1,⋯Png \∅. The sets in A are called authorized sets, and
the sets not in A are called unauthorized sets [9].

3.3. Linear Secret Sharing Schemes (LSSS)

Definition 2. (linear secret sharing schemes (LSSS)). A secret-
sharing scheme

Q
over a set of parties ℙ is called linear over

ℤp if

(1) The shares of a secret s ∈ℤp for each party form a
vector over ℤp

(2) There exists a matrix M with l rows and n columns
called the share-generating matrix for

Q
and a func-

tion ρ which maps each row of the matrix to an asso-
ciated party. That is, for i = 1, ::, l, the value ρðiÞ is the
party associate with the row i. When we consider the
column vector v = ðs, r2,⋯, rnÞ where r2,⋯, rn ∈ℤp

is randomly chosen, then Mv is the vector of l shares
of the secret s according to

Q
. The share ðMvÞi

belongs to the party ρðiÞ
According to [9], every linear secret-sharing scheme based
on the above definition also enjoys the linear reconsruction
property defined as follows: Let

Q
be an LSSS for the access

structure A. Let S ∈A be any authorized set, and let I ⊂ f1,
2,⋯, lg be defined as I = fi : ρðiÞ ∈ Sg. Then, there exist con-
stants fωi ∈ℤpgi∈I such that if fλig are valid shares of any
secret s according to

Q
, then ∑i∈Iωiλi = s. It is shown in [9]

that these constants fωig can be found in polynomial time
in the size of the share-generating matrix M.

3.4. One-Way Anonymous Key Agreement. One-way anony-
mous key agreement [15] scheme can be used to guarantee
anonymity of the access structure. This scheme only ensures
the anonymity of one participant. Assume that there are two
participants Alice (IDA) and Bob (IDB) in this scheme. And
the master secret of the key generation center (KGC) is s.
When Alice wants to keep anonymity, the process is listed
as follows:

(1) Alice calculates QB =HðIDBÞ. A random number ra
∈ℤ∗

p is choosed to generate the pseudonym PA =
Qra

A and computes the session key KA,B = eðdA,QBÞra
= eðQA,QBÞs·ra . Finally, she sends her pseudonyms
PA to Bob

(2) Bob uses his secret key dB to calculate the session key
KA,B = eðPA, dBÞ = eðQA,QBÞs·ra , where di =HðIDiÞs
∈G is his private key for i ∈ fA, Bg, and H : f0, 1g∗
→G is a strong collision-resistant hash function

3.5. Complexity Assumptions

Definition 3. Strong Diffie Hellman problem (q-SDH). Let G
be a multiplicative cyclic group of order p with a generator g.
Given a random x ∈ℤ∗

p and a q + 1 tuple ðg, gx, gx2 ,⋯, gxqÞ,
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the problem of computing a pair ðc, g1/x+cÞ, where c ∈ℤ∗
p , is

called the q-strong Diffie Hellman problem [13].

Definition 4. Computational Diffie Hellman problem (CDH).
Let G be a multiplicative cyclic group of order p with a gen-
erator g. Given two group elements ga, gb ∈G where a, b ∈
ℤp are two random integers. The problem of calculating gab

from ga and gb is called Computational Diffie Hellman prob-
lem [11].

Definition 5. Decisional Bilinear Diffie Hellman problem
(DBDH). Let G be a multiplicative cyclic group of order p
with a generator g. Given three group element ga, gb, and
gc ∈G where a, b, and c ∈ℤ∗

p are three random integers.

The problem of distinguishing tuples of the form ðga, gb, gc

, eðg, gÞabcÞ and ðga, gb, gc, eðg, gÞzÞ for some random inte-
ger z is called the Decisional Bilinear Diffie Hellman problem
[11].

4. System Definition

4.1. System Model. The system model of our scheme is illus-
trated in Figure 1, and the associated five entities are
described as follows:

(1) Central Trusted Authority (CTA): the CTA is only
used to generate the public parameter, and it cannot
decrypted any data

(2) Attribute authorities (AAs): each AA controls a set of
attributes. Multiple attribute authorities work
together to generate the user’s decryption key.
Besides, attribute authorities can use a trace algo-
rithm to recover the global identity of the guilty user
who leaks its private decryption key

(3) Cloud storage service provider (CS): the CS is respon-
sible to store the encrypted data. Moreover, CS per-
forms the outsourcing decryption for users

(4) Data owner (DO): the owner of the data which is
responsible to encrypt and upload the data to CS

(5) Data user (DU): the party who wants to access data

Table 2 summarizes notations used in our scheme.
Assume that there are n authorities in our scheme and each

attribute is associated with an unique AA, such that SA,AAi

∩ SA,AA j
=∅ for ∀i, j and

S
SA,AA j

= SA.

4.2. System Procedure. Our MAABE scheme with outsourced
decryption and hidden policy contains the following five
phases:

(1) System initialization : this phase includes two algo-
rithms. Firstly, the CTA runs the setupðλÞ→ PP
algorithm to generate the global parameters PP,
where λ is the security parameter. Then, each AA
runs the SetupauthðPPÞ→ ðskAAj, pkAAjÞ algorithm
to generate their own key pairs, which is consisted
with a private key and a public key

(2) Encryption : the DO runs the EncryptðPP, fpkAAjg,
MSG, ðM, ρÞÞ→ CT algorithm to encrypt the mes-
sage MSG, and then it uploads the ciphertext to the
cloud server

(3) Keygeneration : this phase contains two algorithms.
Firstly, each related AA runs the KeygenðPP, fskAAj,
pkAAjg, GID, SGID,jÞ→ skGID,j algorithm indepen-
dently to generate the decryption key for the DU with
identity GID. Then, all results are sent to the user

To outsource the decryption work to the cloud, the user
runs the KeygenoutðPP, skGID, ðM, ρÞ, CTÞ→ okGID algo-
rithm to generate its outsourced decryption key.

(4) Decryption : this phase is divided into two steps.
Firstly, the CS runs the DecryptoutðPP, opkGID, ðM,
ρÞ, CTÞ→ CT′ algorithm to partially decrypt the
ciphertext. The second step is performed by the user,
who runs the DecryptðCT ′, oskGIDÞ→MSG algo-
rithm to get the plaintext

(5) Trace : to begin with, each AAj verifies the format of
the decryption key that needed to be traced, and then
it runs theTraceðPP, skGID, fpkAAjgÞ→GID algorithm
to output the global identity (GID) of the guilty user

4.3. Security Models. We define four security models of our
MAABE scheme in this section.

(1) Confidentiality: the confidentiality of data is the basic
security requirement of a scheme, which is used to resist
malicious adversaries to gain extral information from

Table 1: Function comparison.

Scheme [10] [11] [12] [13] [14] [15] Our scheme

Multiauthority No Yes No Yes No Yes Yes

Access policy AND gates LSSS LSSS LSSS LSSS LSSS LSSS

Fully hidden policy No No No No No Yes Yes

Outdecryption Yes Yes No No Yes No Yes

Security RCCA Selective RCPA Selective CPA Static security Selective CPA Selective CPA Selective RCCA

Traceability No No Yes Yes Yes No Yes
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the ciphertext. Our scheme adopts the replayable
chosen-ciphertext security (RCCA) defined in [36] by
Canetti et al. as this type of security is sufficient enough
and not to be too strict. Two restrictions are followed in
this experiment: all decryption key queries cannot satisfy
the challenge access struction fixed in the initialization
phase by the adversary. And the attribute authorities
can only be corrupted statically be the adversary

The selective secure against chosen ciphertext attack of
our scheme is achieved if no probabilistic polynomial time

(PPT) adversary can win the ExpConf security experiment
described in Figure 2 between an adversary A and a chal-
lenger ℂ with nonnegligible advantage.

(2) Verifiability: our scheme is verifiable if there is no
PPT adversary that can win the ExpVerif security
experiment described in Figure 3 between an adver-
sary A and a challenger ℂ with nonnegligible
advantage.

(3) Fully hidden: in our scheme, the CS knows nothing
about the access policy, and the user only knows if
his/her attributes satisfy the access policy. Our scheme
is an outsourced ABE with fully hidden policy if there
is no PPT adversary that can win the ExpHide security
experiment described in Figure 4 between an adversary
A and a challenger ℂ with nonnegligible advantage.
The goal of the adversary is to recover the correct access
policy without the required decryption key.

(4) Traceability: our scheme is a traceable ABE if there is
no PPT adversary can win the ExpTrace security exper-
iment described in Figure 5 between an adversary A

and a challenger ℂ with nonnegligible advantage.

Definition 6. An outsourced ABE scheme is RCCA-secure
against static corruption of the attribute authorities if AdvA
½ExpConf ð1ξÞ� is negligible for all PPT adversaries.

Definition 7. An outsourced ABE scheme is verifiable if Ad
vA½ExpVerif ð1ξÞ� is negligible for all PPT adversaries.

Definition 8. An outsourced ABE scheme achieves policy pri-
vate if AdvA½ExpPrivð1ξÞ� is negligible for all PPT adversaries.

Definition 9. An outsourced ABE scheme is traceable if Ad
vA½ExpTraceð1ξÞ� is negligible for all PPT adversaries.

5. Construction and Application

The concrete construction of our MAABE scheme is pre-
sented in this section. Firstly, the CTA and all AA perform
initialization and generate the PP and the public keys of
AAs. Then, the DO can encrypt its data with an access struc-
ture. Before accessing the data, the DU needs to request its
decryption key to the AAs. Next, the DU can access the data
and decrypt successfully with the help of the cloud prede-
crypting for the DU first. Finally, the trace algorithm is used
to reform the global identity of a guilty data user by the AAs.
This section also contains a simple application in the end.

5.1. Concrete Construction

5.1.1. Phase I: System Initialization

CTA
AAs

Data userData owner

CS

Ciphertext

Key

Ciphertext

Figure 1: System model and procedure.

Table 2: Notations.

Notation Meaning

SAA The universe set of attribute authorities

SAA′ The set of corrupted attribute authorities

SAA,GID The set of attribute authorities related to the user GID

SA The universe set of attributes

AAj An attribute authority

SA,AAj
The attribute set controlled by AAj

GID The global identity of a user

SGID The attribute set related with user GID
P The public parameter

skAA j
Secret key related to AAj

pkAA j
Public key related to AAj

MSG Message

M, ρð Þ The LSSS access matrix and its row label function

ϕ Access control structure

Sϕ The attribute set related with ϕ

CT The ciphertext

skGID The secret key of user GID

okGID The outsourced decryption key ( opk, osk½ �)

5Wireless Communications and Mobile Computing



Adversary Challenger

Initialization Challenge access structure: Ψ⁎ = (M⁎, 𝜌⁎)

Setup (𝜆)→PP
Global public parameter: PP 

Corrupted attribute authorities: S′AA⊂ SAASetupauth (PP)→(skAAj, pkAAj)
for corrupted attribute authorities

Setupauth (PP)→(skAAj, pkAAj)
for non-corrupted attribute authorities

Set up
Public key set of non-corrupted AAs: {pkAAj}

q-th
key query 

Initialize Table T and Set D
An attribute set controlled by non-corrupted AAs: SGIDq 

Keygen (SGIDq
)→skGIDq

Decryption key: skGIDq

Keygenout (skGIDq
)→(opkGIDq

, oskGIDq
)

Outsourced decryption key pair: (opkGIDq
, oskGIDq

) 

Store (SGIDq
, skGIDq

, okGIDq
) in Table T

Restriction: do not satisfy the challenge access structure

q-th
decryption
query 

Search table T for dec key. 
Not exist, abort

GIDq, CT, (M, 𝜌)

Decryptout (opkGIDq
, CT, (M, 𝜌))→CT′

Decrypt (CT′, oskGIDq
)→MSGMSG

Challenge CTb Enc (Rb, (M⁎, 𝜌⁎))→CTb

R0, R1 with same length 

Query phase II

Query phase I

Query a polynomially bounded number of queries as in query phase I with two restrictions:
1) Attribute sets do not satisfy the challenge access strcture. 
2) �e results of dec query cannot be either R0 or R1.

Guess Guess b based on CTb .
The advantage of the adversary to win is: AdvA [Expconf(1ξ)] = | P[b = b′]–—2

1 |

Choose b ∈ {0, 1} 

D = D ◡ SGIDq

Figure 2: Confidentiality security model.

Adversary Challenger

Initialization

Set up

Challenge

Query phase II

Forge

Query phase I

Those three phases are as same as that in the the confidentiality experiment.

Enc (R⁎, (M⁎, 𝜌⁎), MSG⁎)→CT⁎

The adversary wins this experiment if Decrypt (R⁎
′, osk⁎GID) ∉ {MSG⁎, ⊥}

The advantage of the adversary to win is: AdvA [ExpVerif(1ξ)] = | Pr[ExpVerif(1ξ)] = 1|

Query a polynomially bounded number of queries as in query phase I with the restriction that attribute sets do
not satisfy the challenge access strcture.

R⁎

CT⁎

Assumption: The adversary already queried S⁎GID in query phase I and stored the related key entry in table T.

Decryptout (opk⁎GID, CT⁎)→CT′

Decrypt (CT′, osk⁎GID)→R⁎
′

Figure 3: Verifiability security model.
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(1) System set − up : this step is performed by the CTA

It defines two multiplicative group G,GT of prime order
p, and g is a generator of G.

It defines a symmetric bilinear map e : G ×G→GT .
It defines three collusion resistant hash functions as fol-

lows: H : f0:1g∗ →G,H1 : f0, 1g∗ →ℤ∗
p ,H2 : f0, 1g∗ →

f0, 1gk where k is the length of the symmetric key.
It defines a CPA-secure symmetric encryption scheme ð

Encsym, DecsymÞ.
It outputs the global pubic parameter PP:

PP = G,GT, p, e, g, H, H1, H2, Encsym, Decsym
� �� � ð1Þ

(2) Authority set − up : each attribute authority per-
forms this step to get their key pair. We take the A
Aj as an example

It chooses two random numbers αi, βi ∈ℤ
∗
p for each attri-

bute i ∈ SA,AAj
.

It chooses three random numbers hj, aj, bj ∈ℤ∗
p .

It generates its pair of private key skAAj and public key
pkAAj as follows:

skAAj = αi, βif gi∈SAA j
, hj, aj, bj

� �
,

pkAAj = gαi , gβi

n o
i∈SAA j

, ghj , gaj , gbj
� 	

:

8>><
>>: ð2Þ

5.1.2. Phase II: Encryption. We assume that the DO encrypts
a message MSG with an self-defined access structure Ψ, and
SΨ is the attribute set which contains all attributes in the
access structure Ψ. This phase contains three steps defined
below:

(1) Fully Hide the access policy

It chooses a random number a ∈ℤ∗
p and then computes

qi = eððghjÞa,HðiÞÞ where i ∈ SΨ.
It replaces each attribute in SΨ with the corresponding qi.
It converts the access policy to a LSSS access matrix ð

Ml×n, ρÞ.

(2) Encrypt the key seed

Adversary Challenger

Set up

Challenge

Query phase II

Guess

Query phase I
Those three phases are as same as that in the the confidentiality experiment.

Enc (Rb
⁎, Ψb)→CT⁎

CT⁎

Restriction: 
Either all the attribute sets queried in query phase I satisfy none of the policy
or all the attribute sets satisfy both the policies Ψ0, Ψ1.

Query a polynomially bounded number of queries as in query phase I with the same restriction
defined in the challenge phase.

Guess b based on CT⁎.
The advantage of the adversary to win is: AdvA [ExpPriv(1ξ)] = | Pr[b = b′]–—2

1 |

R0
⁎, R1

⁎, Ψ0, Ψ1 

Figure 4: Fully hidden security model.

Adversary Challenger

Set up

Forge

Key Query

This phase is as same as that in the the confidentiality experiment.

The adversary wins this experiment if Trace (PP, {pkAAj}, sk⁎) ∉ {{GIDi}i ∈ [1,m], ⊥}

The advantage of the adversary to win is: AdvA [ExpTrace(1ξ)] = | Pr[ExpTrace(1ξ)] = 1|

Restriction: (GIDq, SGIDq
) ≠ (GIDv, SGIDv

) for q, v ∈ [1, m].

(GIDq, SGIDq
)

skGIDq

Keygen (SGIDq
)→skGIDq

Figure 5: Traceability security model.
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It chooses a random element R ∈GT (the key seed) to cal-
culate s = H1ðR, MSGÞ and the symmetric key Ksym =H2ðRÞ
.

It selects a pi ∈ℤp for each rowMi ofM and two random

vectors v! = ½s, v1,⋯, vn� ∈ℤn
p ,w

! = ½0,w1,⋯,wn� ∈ℤn
p .

It computers λi =Mi × v! and wi =Mi ×w!.
It outputs the tuple CTABE = ðh, ðMl×n, ρÞ, C0,

fC1,i, C2,i, C3,i, C4,i, C5,igi∈½1,l�Þ where i presents a matrix row

corresponding to an attribute.
Details of the ciphertext are presented as follows:

CT =

h = ga,

C0 = Re g, gð Þs,
C1,i = gλigαρ ið Þpi ,

C2,i = gpi , :

C3,i = gwigβρ ið Þpi ,

C4,i = gajpi ,

C5,i = gbjpi

8>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>:

ð3Þ

(3) Encrypt the message

Uses Ksym to encrypt the messageMSG by the symmetric
encryption algorithm Encsym and denote the result as CTsym
= EncsymðKsym, MSGÞ.

It uploads CT = fCTABE, CTsymg to the CS.

5.1.3. Phase III: Key Generation

(1) Decryption key

Each user owns an unique global identity GID ∈ℤ∗
p and

an attribute set SGID where each attribute is associated with
a designed attribute authority. Let SAA,GID be the set of related
attribute authorities. According to SAA,GID, we divide SGID
into fSGID,jgj∈SAA,GID . When the user queries its decryption

key, each related AA runs the key generation algorithm. We
take the AAj as an instance.

It chooses a random number r ∈ℤ∗
p \ f−aj + GID/bjg for

each i ∈ SGID,j.
It computes and returns the decryption key skGID,j =

fK1,i, K2,i, K3,igi∈SGID :

K1,i = gαi/aj+GID+bjrH GIDð Þβi/aj+GID+bjr ,
K2,i =H ið Þhj ,

K3,i = r:

8>><
>>: ð4Þ

The decryption key of the user GID is noted as

skGID = skGID,j
� �

j∈SAA,GID
, GID

� �
= K1,i, K2,i, K3,i

� �
i∈SGID

, GID
� �

ð5Þ

(2) Outsourced decryption key: the data user runs this
algorithm

(a) Reconstructs the access policy

It computes qi′= eðh,HðiÞhjÞ = eðga,HðiÞhjÞ, ∀i ∈ SGID.
It uses qi′ to replace the attribute i to get the attribute set

SGID′ .
It gains the access structure ðMl×n, ρÞ from CT .
It identifies the set of attributes L′ = fi : ðρðiÞ ∩ SGID′ Þi∈½l�g

required for the decryption.

(b) Generates the outdec key

Chooses a random number z ∈ℤ∗
p to compute the out-

sourced decryption key fokGIDg = ðfopkGIDg, oskGIDÞ as

opkGID = GID, K1/z
1,i , K3,i

� �
i∈L′ , g

1/z, H GIDð Þ1/z� �
,

oskGID = z:

(

ð6Þ

5.1.4. Phase IV: Decryption

(1) Outsourced decryption : the CS performs outsourced
decryption for the user

It computes the following equation for each matrix row
corresponding to an attribute i:

Q =
e g1/z , C1,i
� �

e H GIDð Þ1/z , C3,i
� �

e K1/z
1,i , CGID

2,i C4,iC
K3,i
5,i

� � = e g, gð Þλi e H GIDð Þ, gð Þwi

� �1/z
:

ð7Þ

It chooses a set of constants fcigi∈½1,l� ∈ℤp such that ∑i
ciMi = ½1, 0,⋯, 0�.

It Computes

Yl
i=1

Qci = e g, gð Þ
〠
l

i=1
λici

e g,H GIDð Þð Þ
〠
l

i=1
wici

0
BBB@

1
CCCA

1/z

,

ð8Þ

where l is the row number of the access matrix.
It returns CT ′ =Ql

i=1Q
ci = eðg, gÞs/z to the user.
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(2) Uer decryption : this phase contains the following
two steps

(a) Recovers the message R based on the partially
decrypted ciphertext CT ′ by computing the follow-
ing equation

R =
C0

CT ′
� �osk

=
C0

e g, gð Þs/z� �z =
C0

e g, gð Þs : ð9Þ

(note that this equation costs one exponentiation only
and no pairing performance.)

(b) Computes Ksym = H2ðRÞ, MSG = DecsymðKsym, C
TsymÞ, and s = H1ðR, MSGÞ

Judge if CT′ = eðg, gÞs/z. If no, outputs ⊥. Else, the user
gains the right MSG.

Correctness of Equation (7):

Proof. First for each attribute i ∈ L′, the CS uses ðfopkGIDg to
compute:

Q =
e g1/z , gλigαρ ið Þpi
� �

e H GIDð Þ1/z , gβρ ið Þpigwi

� �
e gαρ ið Þ/z aj+GID+bjrð ÞH GIDð Þβρ ið Þ/z aj+GID+bjrð Þ, gpið ÞGIDgajpigbjpir
� �

=
e g, gð Þλi/ze g, gð Þαρ ið Þpi/ze g,H GIDð Þð Þβρ ið Þpi/ze g,H GIDð Þð Þwi/z

e g, gð Þαρ ið Þpi/ze g,H GIDð Þð Þβρ ið Þpi/z

= e g, gð Þλi/ze g,H GIDð Þð Þwi/z:

ð10Þ

Then, it chooses a set of constants fcigi∈½1,l� ∈ℤp such that

∑iciMi = ½1, 0,⋯, 0�. Because λi =Mi v
!
and wi =Miw

!
, so

〠
l

i=1
λici = 〠

l

i=1
Mi v

!ci = v! 1, 0,⋯, 0½ � = s,

〠
l

i=1
wici = 〠

l

i=1
Miw

!ci =w! 1, 0,⋯, 0½ � = 0:

ð11Þ

Hence, we can get

CT ′ =
Yl
i=1

Qci =
Yl
i=1

e g, gð Þciλρ ið Þ/ze g,H GIDð Þð Þciwi/z

= e g, gð Þ
〠
l

i=1
ciλρ ið Þ /z

e g,H GIDð Þð Þ
〠
l

i=1
ciwi /z

= e g, gð Þs/ze g,H GIDð Þð Þ0 = e g, gð Þs/z:

ð12Þ

Then, based on CT ′, the user recovers

R =
C0

CT ′
� �osk

=
Re g, gð Þs
e g, gð Þs/z� �z =

Re g, gð Þs
e g, gð Þs : ð13Þ

5.1.5. Phase V: Trace. TheTraceðPP, skGID, fpkAAjgÞ algorithm
is performed by all attribute authorities. The input is the private
key skGID = ðfskGID,jgj∈SAA′ , GIDÞ = ðfK1,i, K2,i, K3,igi∈SGID , GIDÞ
of a user.

Firstly, the AA checks the form of the key. If the key does
not satisfies the form, this algorithm aborts.

Then, the AA searches its database to find if ∃i ∈ SGID, s.t.

K1,i, K2,i ∈G, K3,i,GID ∈ℤ∗
p ,

e K1,i, gajg
bjð ÞK3,i gGID

� 	
= e g, gð Þαi e H GIDð Þ, gβi

� �
:

ð14Þ

If yes, the global identity GID of the guilty user will be
output.

5.2. Application in the EHR System. In this section, we
describe a simple application of our scheme based on the
electronic health record (EHR) system. The basic procedures
are presented in Figure 6, and the details are described as
follows:

(1) The central trusted authority (the government) per-
forms the system set-up algorithm to generate and
publish the global parameters PP

(2) A set of management companies act as attribute
authorities, and each attribute authority needs to set
up first. Then, they publish their public keys while
keeping private keys secret

(3) A hospital encrypts a patient’s medical records Rd
based on a user-defined access structureM and sends
the ciphertext CT along with the fully hidden access
structure n to the cloud storing server to store

Hospital 












!Encrypt Rd,Mð Þ→CT
Cloud: ð15Þ

(4) Before a data user (a doctor) requests the wanted
records from the cloud server, he/she needs to get
the decryption key skGID from the attribute authori-
ties first

(5) To outsource the decryption work to the cloud server,
the doctor generates the outsourced decryption key
opkGID based on skGID. Then, he/she sends opkGID
to the cloud server

(6) The cloud server will partially decrypt for the doctor
as long as his/her attribute set satisfies the encryption
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access structure. Then, the cloud sends the partially
decrypted ciphertext CT ′ back to the doctor

Cloud 



















!Decryptout opkGID,CTð Þ→CT ′Doctor: ð16Þ

(7) Finally, the doctor can fully decrypt and get the med-
ical records. Note that doctors only require one expo-
nentiation in GT to fully decrypt, and one hash
operation to verify whether the ciphertext was
tampered

Decrypt CT′
� �

→ Rd: ð17Þ

(8) If a malicious user decrypt illegally with a valid
decryption key, the attribute authorities can perform
the trace algorithm to recover the identity of the
guilty user who leaks his/her decryption key to a ille-
gal user

6. Security Analysis

6.1. Indistinguishability

Theorem 1. If Lewko et al.’s scheme [8] is CPA=secure, our
multiauthority attribute-based encryption scheme is selec-
tively replayable CCA-secure according to Definition 6 such
that AdvA½ExpConf � < AdvA½ExpLewko�.

Proof.We define a PPT adversary A running the experiment
defined in Section 4.3(1) with an entity B. B running Lewko
et al.’s CPA-secure [8] experiment with a challenger ℂ. The
proof described below is going to show that the advantage
ofA to win the experiment ExpConf is smaller than the advan-
tage of B to win Lewko et al.’s CPA-secure experiment Ex
pLewko. The detailed interactions are described as follows:

(1) Initialization: the adversary A submits a challenge
access policy Ψ∗ = ðM∗, ρ∗Þ to the challenge ℂ
through B

(2) Set-Up: ℂ runs the SetupðλÞ algorithm to generate
the global parameter PP

It chooses two multiplicative cyclic groups G,GT of
prime order p with a generator g of G.

It chooses a bilinear map e : G ×G→GT.
It chooses three collusion-resistant hash functions H∗

: f0, 1g∗ →G, H∗
1 : f0, 1g∗ →ℤ∗

p , H∗
2 : f0, 1g∗ → f0, 1gk .

It chooses a cpa-secure symmetric encryption scheme ð
Encsym, DecsymÞ.

It sends the global parameter PP = fG,GT, p, e, g, H∗,
H∗

1 , H∗
2 , ðEncsym, DecsymÞg to A through B.

It runs the Setupauth algorithm to generate the key pairs of
the noncorrupted authorities:

It chooses two random numbers αi andβi ∈ℤ
∗
p for each

attribute i ∈ SA,AAj
.

It chooses three random numbers hj, aj, and bj ∈ℤ∗
p to

compute the public key pkAAj
= ðfgαi , gβigi∈SA,AAj , g

hj , gaj , gbjÞ.
It sends all attribute authorities’ public keys toA throughB.
A runs the Setupauth algorithm to generate the key pairs

of the corrupted authorities in the same way.

Government Companies

Authorization

DoctorHospital

Cloud

Medical
record

Patient

Encrypted
health record 

Partially
decrypted record

Decryption
key 

Figure 6: Application in an EHR system.
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(3) Query phase I: B initializes three empty tables T , T 1,
T 2, an empty set D, and an integer j = 0. Details of
queries are described as follows:

(a) Hash query

H∗
1 oracle: if the entry ðR, MSG, sÞ already existed in

Table T 1, return s. Otherwise, it chooses a random element
s ∈ℤ∗

p (s is unique in Table T 1). Then, it records ðR, MSG, s
Þ in Table T 1 and returns s.

H∗
2 oracle: if the entry ðR, KsymÞ already existed in Table

T 2, return Ksym. Otherwise, it chooses a random element

Ksym ∈ f0, 1gk . Then, it records ðR, KsymÞ in Table T 2 and
returns Ksym.

(b) Key query: In the q-th query, A queries the decryp-
tion key related with an attribute set SGIDq

by sending

SGIDq
and GIDq to B. B calls ℂ to generate the

decryption key and sends it to A. ℂ chooses a ran-
dom number r ∈ℤ∗

p \ f−aj + GIDq/bjg to compute
the decryption key skGIDq

= ðfskGIDq,jgj∈SAA,GID , GIDÞ
= ðfK1,i, K2,i, K3,igi∈SGID , GIDÞ while setting D =D ∪
SGIDq

K1,i = gαi/aj+GIDq+bjH∗ GIDq
� �ti/aj+GIDq+bj ,

K2,i = H∗ ið Þhj ,
K3,i = r:

8>>><
>>>: ð18Þ

B chooses a random element a ∈ℤ∗
p to compute h = ga to

simulate the output of the encryption algorithm. B calls ℂ to
run the outsourced decryption key generation algorithm: ℂ
chooses a random number z ∈ℤ∗

p to compute

opkGIDq
= K1/z

1,i
� �

i∈L′ , g
1/z , H∗ GIDð Þ1/z� �

,

oskGIDq
= z:

8<
: ð19Þ

Sends okGIDq
= ðopkGIDq

, oskGIDq
Þ toB.B stores the entry

ðq, SGIDq
, skGIDq

, okGIDq
Þ in the table T . Finally, B returns the

key to A.

(c) Decryption query: without loss of generality, we
assume that all ciphertexts input to this query have
been partially decrypted. For instance, we assume
that CT′ was correctly decrypted by opk of the entry
ðq, SGIDq

, skGIDq
, okGIDq

Þ. Let CT′ be associated with

a structure ðM, ρÞ which is not equal with ðM∗, ρ∗Þ.
Let opk be associated with a set of attributes which
satisfies ðM, ρÞ and not satisfies ðM∗, ρ∗Þ

Search Table T 1 to find if there exists an entry ðR, MSG
, sÞ which satisfies ðCT′ÞoskGIDq = eðg, gÞs. If not, abort. Else,
obtain entry ðR, KsymÞ in Table T 2. If this entry does not exist,
abort. Else, test if C0 = Re ðg, gÞs and CTsym = EncsymðKsym,
MSGÞ. If yes, output MSG. Else, abort.

(4) Challenge: A chooses two message MSG1, MSG2 ∈
f0, 1g∗ with same length then sends them to B. B
chooses two message R0, R1 ∈GT with same length
and then sends them to ℂ. ℂ chooses a random bit
b ∈ f0, 1g, thenℂ encrypts Rb under the access struc-
ture ðM∗, ρ∗Þ by running Lewko’s scheme. Finally, ℂ
returns CT∗

b,ABE to B. B guesses b with advantage
AdvA½ExpLewko�. Then, B computes K∗

sym = H∗
2 ðR∗

bÞ
and CT∗

b,sym = EncsymðK∗
sym, MSGbÞ. Finally, B

returns CT∗
b = ðCT∗

b,ABE, CT∗
b,symÞ to A

(5) Query phase II: the adversary A can query a polyno-
mially bounded number of queries as in query phase
II after receiving the ciphertext CT∗

b with restrictions
that the queried attribute set cannot satisfy the chal-
lenge access structure, and the response of the
decryption query cannot be either MSG0 or MSG1

(6) Guess: A tries to guess b′ based on CT∗
b . Then, A

sends b′ toℂ through B. If b′ = b, we say thatA wins
this experiment

We can easily get that the advantage of A to win the
experiment Expconf is smaller than the advantage of B to
win the experiment ExpLewko, because A has to be based on
the right CT∗

b provided by B to guess b successfully. In other
words, Pr ½ExpALewkoð1ξÞ� > Pr ½ExpAConf−Realð1ξÞ� and our
scheme achieve selectively replayable CCA secure.

6.2. Verifiability

Theorem 2. If H1 and H2 are two collision-resistant hash
functions, our scheme is verifiable against malicious servers.

Proof.We define a PPT adversary A running the experiment
defined in Section 4.3(2) with an entity B. B tries to break the
collision resistance of the two hash functions H∗

1 and H∗
2 .

(1) Initialization: the adversary A submits a challenge
access policy Ψ∗ = ðM∗, ρ∗Þ to the entity B

Table 3: Notations.

Notation Meaning

E, /ET One exponentiation in group G/GT

Pe One pairing operation of the pairing function e.

Ne The row number of the encryption LSSS access matrix.

Nu The attribute number of the user attribute set.

Nd The attribute number required in decryption.

Na The attribute number of the attribute universe set.
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(2) Set-up: B runs the Setup algorithm to generate the
global parameter except the two hash functions

(3) B runs the Setupauth algorithm to generate keypairs of
attribute authorities.

Query: A runs the adversary queries as defined in query
phase I and query phase II through B to get the related
decryption keys and outsourced decryption keys

(4) Challenge:A sends the challenge messageMSG∗ to B
, and B answers as follows

It chooses a random message R∗ ∈GT to run Lewko’s
encryption scheme to encrypt R∗ under the access policy ð
M∗, ρ∗Þ.

It computes s∗ =H∗
1 ðR∗kMSG∗Þ and K∗

sym =H∗
2 ðR∗Þ.

It runs the symmetric encrypt algorithm to encrypt MS
G∗ to generate the ciphertext CT∗ = ðCT∗

ABE, CT∗
symÞ = ðh,

C0, fC1,i, C2,i, C3,i, C4,i, C5,ig, CT∗
symÞ.

It returns the ciphertext CT∗ = ðCT∗
ABE, CT∗

symÞ to A.
If B can recover a messageMSG∈fMSG∗,⊥g, then we say

A wins this experiment. Hence there are two cases are
considered:

(1) ðMSG, RÞ ≠ ðMSG∗, R∗Þ, which means that B finds a
collision of the hash function H∗

1

(2) ðKsym, CTsymÞ = ðK∗
sym, CT∗

symÞ but ðR∗ ≠ RÞ, which
means that B breaks the collision resistance condi-
tion of H∗

2 such as H∗
2 ðRÞ = Ksym = K∗

sym =H∗
2 ðR∗Þ

In other words, since H1 and H2 are two collision-
resistant hash functions, the outsourced decryption of our
scheme is verifiable.

6.3. Fully Hiding

Theorem 3. Our scheme is an outsourced ABE with fully hid-
den policy if the one-way anonymous key agreement protocol
[15] is IND-CPA secure.

Proof. The purpose of this proof is that no PPT adversary can
recover the access policy without the right decryption key.
The setup phase and the query phase 1 are same as the con-
fidentiality experiment.

In the challenge phase, the adversaryA chooses two chal-
lenge messages R∗

0 , R∗
1 and two valid access policies Ψ0,Ψ1,

and then it sends them to the challenger ℂ. Notice, Ψ0 and
Ψ1 satisfy the following restriction: either all the attribute sets

queried in query phase 1 satisfy none of the policy or all attri-
bute sets satisfy both the policies. Then, ℂ computes q′ðiÞ
= eððghjÞa,HðiÞÞ based on the one-way anonymous key
agreement protocol where a ∈ℤ∗

p is a random number. This
step is used to hide the real policy by replacing each attributes
in the policy with the corresponding q′ðiÞ. Then, ℂ chooses a
random bit b ∈ f0, 1g and encrypts the message R∗

b under the
access policyΨb. Finally,ℂ sends CT∗ toA. After that,A still
can query a polynomially bounded number of queries as in
query phase I. The none-or-both principle still works in this
phase.

In the guess phase, A outputs b′.
When A tries to decrypt CT∗, it has to recover the access

policy first. In our scheme, the decryption key K2,i =HðiÞhj is
necessary for it to compute q′ðiÞ because we computed the
q′ðiÞ based on the one-way anonymous key agreement pro-
tocol before we encrypted the message. It means only the
authorized user can get the right access policy. And due to
the random value a, unauthorized user cannot guess attribute
i from q′ðiÞ which prevents the collusion of the users. Hence,
the advantage of the adversary to win the experiment AdvA½
ExpPrivð1ξÞ� is negligible, and our scheme ensures the privacy
preservation of the access policy against adaptive chosen
plaintext attack.

Table 4: Storage cost comparison.

Scheme [11] [13] [14] Our scheme

Decryption key length 2Nu ∣G ∣ 3Nu ∣G ∣ +Nu∣ℤ
∗
p ∣ + ∣ℤp∣ 2Nu + 3ð Þ ∣G ∣ +2∣ℤp∣ 2Nu ∣G ∣ +Nu∣ℤp∣

Outdec key length Nd + 2ð Þ ∣G ∣ +∣ℤ∗
p ∣ — 2Nu + 2ð Þ ∣G ∣ Nd + 2ð Þ ∣G ∣ +∣ℤ∗

p ∣

Ciphertext length 3Ne + 1ð Þ ∣G ∣ +1∣GT ∣ 5Ne ∣G ∣ + Ne + 1ð Þ∣GT ∣ 3Ne + 2ð Þ ∣G ∣ +1∣GT ∣ 5Ne + 1ð Þ ∣G ∣ +1∣GT ∣
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6.4. Traceability. In this section, we prove that our scheme is
fully traceable under the q-SDH assumption.

Lemma 1. Our scheme achieves fully user traceability based on
that the Boneh-Boyen fully signature scheme [31] is strong exis-
tential forgery secure against adaptive chosen message attack.

Proof.We define a PPT adversary A running the experiment
defined in Section 4.3(4) to attack our scheme through an
entity B by B breaking the Boneh-Boyen fully signature
scheme with the same advantage under adaptive chosen mes-
sage attacks. Assuming the advantage of the adversary A to
break our scheme is ε, and B can access a random oracle H.
Letℂ be the challenger in the B-B scheme, Sigj ∈G be the sig-

nature of AAj, and pk
sig
AAj

= fG, p, g, gaj , gbjg is the associated
public key of Sigj.

(1) Set-up: the challenger ℂ runs the Setup algorithm to
generate the global parameter PP and sends PP to B

. For each noncorrupted authorities in the set S′, ℂ
sends pksigAAj to B. Then, B chooses two random num-
bers αi, βi for each attribute in the attribute set of the
authority, and then B chooses a random number hj
to generate the public key of the authority pkAAj = ð

fgαi , gβigi∈SA,AA j
, ghj , gaj , gbjÞ. Finally, B returns PP

and fpkAAjgj∈S′ to A. For corrupted authorities, A

runs the Setupauth algorithm to generate the key pairs
for them

(2) Key query: A runs m queries. In the q-th query, A
sends ðSGIDq

, GIDqÞ to B. B initiates an empty table

T and do the following steps

(a) Accesses the random oracle HðGIDqÞ: B searches the

entry ðGIDq, tGIDq
, gtGIDq Þ in the table T , and if it

exists, B outputs gtGIDq . Else, B chooses a random
number tGIDq

while stores ðGIDq, tGIDq
, gtGIDq Þ in the

table T . B outputs gtGIDq

(b) Generates the decryption key skGIDq, j
: ℂ chooses a

random number r ∈ℤ∗
p \ f−aj + GIDq/bjg for each

attribute i ∈ SGIDq ,j and returns the signature ðr, σ =
g1/aj+GIDq+bjrÞ. Then, B computes the components of
skGIDq ,j

Then, B sets D =D ∪ SGIDq
. Finally B returns the follow-

ing result to A:

skGIDq
= skGIDq ,j

n o
j∈SAA,GID

, GIDq

� 	
= K1,i, K2,i, K3,i

� �
i∈SGIDq

,GIDq

� 	
:

ð21Þ

(3) Key forgery: A sends a sk∗ to B. The advantage of the
adversary to win is defined as

Pr Trace PP, pkAAj
� �

,sk∗
� �

∈ ⊥,GID1,⋯,GIDmf g� �
= ε,
ð22Þ

where ðGID1,⋯, GIDmÞ ismGID queried in the last phase. If
TraceðPP, fpkAAjg,sk∗Þ∈f⊥,GID1,⋯, GIDmg, it means sk∗

= ðfK1,i, K2,i, K3,igi∈SGID , GIDÞ passed the form check and

GID∈f⊥,GID1,⋯, GIDmg. Hence, ∃i ∈ S, s.t.

K1,i, K2,i ∈G, K3,i, GID ∈ℤ∗
p,

e K1,i, gajg
bjð ÞK3,i gGID

� 	
= e g, gð Þαi e H GIDð Þ, gti� �

:

ð23Þ

Without loss of generality, we assume the adversary A

accessed the random oracle HðGIDÞ before it outputs the s
k∗. B obtains the entry ðGID, tGID, gtGIDÞ from the table T .

According to eðK1,i, gajgðbjÞ
K3,i

gGIDÞ = eðg, gÞαi eðHðGIDÞ,
gβiÞ, we can get K1,i = gαi+tGIDβi/aj+bjK3,i+GID. Then, B computes

the signature σj = ðK1,iÞ1/αi+tGIDβi . Because GID, K3,i ∈ℤ
∗
p ,

hence ðK3,i, σjÞ is a valid signature on message GID in the
B-B signature scheme. Because GID∈fGID1,⋯, GIDmg, it
means B never queried the signature of GID before, and
the advantage of B to break the B-B scheme is equal with
the advantage of the adversary A to break our scheme,
which is ε.

K1,i = σ
αi+βi tGIDq

� �
= gαi+βi tGIDq /aj+GIDq+bjr = gαi/aj+GIDq+bjrgtGIDqβi/aj+GIDq+bjr=g

αi /aj+GIDq+bjrH GIDqð Þβi /aj+GIDq+bjr ,

K2,i =H ið Þhj ,

K3,i = r:

8>>><
>>>: ð20Þ
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According to the Boneh-Boyen signature scheme, we can
also get the following lemma.

Lemma 2. If the q-SDH assumption holds in the group G, the
full signature scheme of Boneh and Boyen is strong existential
forgery secure against adaptive chosen message attacks.

Theorem 4. If the q-SDH assumption holds in the group G,
our scheme achieves fully user traceability.

Proof. It follows directly from the above Lemma 1 and
Lemma 2.

7. Performance Analysis

The notations used in our performance analysis are summa-
rized in Table 3.

The comparison of storage cost and computational cost
between our scheme and some other ABE schemes is illus-
trated in Tables 4 and 5separately. Notice that all results do
not contain the costs of the symmetric cryptography includ-
ing hash operations.

From Table 4, we can see that the decryption key lengths
of scheme [11] and ours are related to the number of attri-
butes used in decryption as both scheme outsource the most
decryption work to the cloud server, while the decryption key
length of scheme [14] is related to the number of attributes in
user attribute sets. Speaking of the length of the ciphertext, of
all four schemes are associated with the row number of the
encryption LSSS access matrix.

As we can see from Table 4, scheme [13] needs 5Nu expo-
nentiations in group G to generate the user decryption key. It
needs 2Ne + 1 exponentiations in group GT and 6Ne expo-
nentiations in group G in the encryption phase. Specially, 4
Nd exponentiations in group GT and 3Nd pairings are costed
by a user who needs to decrypt in scheme [13], which is too
heavy for resource-limited IoT devices. Scheme [11] is an
ABE scheme with outsourced decryption which needs 3Nu
exponentiations in group G in the key generation phase. It
requires Nu + 5Ne + 1 exponentiations in group G, one expo-
nentiation in group GT , and Nu pairings to encrypt. As the
most pairing operations are done by the cloud server, users
only cost one exponentiation in group GT to decrypt in [11].

Li et al. proposed a traceable ABE scheme which needs
4Nu + 4 exponentiations in group G to generate the private
key [14]. In encryption phase, users spends 5Ne + 2 exponen-
tiations in group GT and one exponentiation in group G,
while the cloud server performsNd exponentiations in group
GT as well as 3Nd + 1 pairings to predecrypt in [14]. As a

result, users only cost three exponentiations in group GT to
fully decrypt.

Our scheme needs 3Nu exponentiations in groupG in the
key generation phase. To achieve fully policy hidden which is
deeply valuable in some healthy data application, our scheme
requiresNu + 7Ne + 1 exponentiations in group G, one expo-
nentiation in group GT , and Nu pairings to encrypt. Mean-
while, our scheme realizes verifiable outsourced decryption.
Our scheme outsources 3Nd exponentiations in group GT
and 3Nd pairings to the cloud server. Thus, IoT devices in
our scheme only require one exponentiation in group GT to
decrypt, which dramaticlly reduces the computational over-
head of resource-limited devices.

Figure 7 illustrates the time overhead of decryption. The
simulation is performed in a Ubuntu 16.4 desktop system
with 3.0-GHz Intel Core (TM) i5-7400 CPU and 2-GB
RAM, and all experiments are done by using the Charm (ver-
sion 0.50) [37], a rapid prototyping framework for crypto-
graphic schemes based with Python.

Compared with the outsourced multiauthority ABE
scheme [11] with no traceability, our traceable MAABE
scheme is with little extra computational cost. However, the
user decryption cost of [11] and our scheme is same owing
to the outsourced decryption. While comparing with the
traceable single-authority ABE scheme [14], our multi-
authority scheme can handle more attributes and is more
suitable for a large number of devices of IoT systems. In addi-
tion, another traceable MAABE [13] is not applicable for
resource-limited IoT devices due to its heavy decryption cost.

More importantly, our scheme costs barely one hash
operation to achieve the verification of decryption results.
About another practical function is achieved by our scheme,
traceability, and the cost of our scheme is Nað2E +H + 3PÞ.
Although it looks like that this result is linear to the size of
the attribute universe set, the real computational cost of this
algorithm for each AA is linear to the size of its own attribute
set as we assumed that attribute sets controlled by different
attribute authorities are disjoint in our scheme.

8. Conclusion

In this paper, we propose a multiauthority ABE scheme sup-
porting verifiable outsourced decryption and white-box
traceability. Our scheme outsources most decryption works
to the honest-but-curious resource-rich cloud server; thus,
our scheme meets the special needs of resource-limited IoT
devices. Moreover, our scheme protects the privacy of both
the encryptor and the decryptor by the fully hiding policy
technology. At the same time, another issue influences the
application of ABE—the key leakage problem—which is

Table 5: Computational cost comparison.

Scheme [11] [13] [14] Our scheme

Key generation 3NuE 5NuE 4Nu + 4ð ÞE 3NuE

Encryption Nu + 5Ne + 1ð ÞE + 1ET +NuPe 2Ne + 1ð ÞET + 6NeE 5Ne + 2ð ÞE + 1ET Nu + 7Ne + 1ð ÞE + 1ET +NuPe

Outdecryption NdET + 3NdPe — NdET + 3Nd + 1ð ÞPe 3NdET + 3NdPe

User decryption 1ET 4NdET + 3NdPe 3ET 1ET
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solved by the user traceability algorithm. In a word, our
scheme realizes several practical functions while achieving
replayable chosen-ciphertext attack security.

In the future, we plan to improve the scheme with fixed
key size and ciphertext size to further reduce equipment
overheads. Moreover, we can also consider how to solve
another difficulty of the practical application of the ABE—at-
tribute revocation and user revocation. How to dynamically
withdraw attributes or users without affecting other autho-
rized users is the focus of our future works.
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With the rapid popularization and application of smart sensing devices, mobile crowd sensing (MCS) has made rapid development.
MCS mobilizes personnel with various sensing devices to collect data. Task distribution as the key point and difficulty in the field of
MCS has attracted wide attention from scholars. However, the current research on participant selection methods whose main goal
is data quality is not deep enough. Different frommost of these previous studies, this paper studies the participant selection scheme
on the multitask condition in MCS. According to the tasks completed by the participants in the past, the accumulated reputation
and willingness of participants are used to construct a quality of service model (QoS). On the basis of maximizing QoS, two
heuristic greedy algorithms are used to solve participation; two options are proposed: task-centric and user-centric. The distance
constraint factor, integrity constraint factor, and reputation constraint factor are introduced into our algorithms. The purpose is
to select the most suitable set of participants on the premise of ensuring the QoS, as far as possible to improve the platform’s
final revenue and the benefits of participants. We used a real data set and generated a simulation data set to evaluate the
feasibility and effectiveness of the two algorithms. Detailedly compared our algorithms with the existing algorithms in terms of
the number of participants selected, moving distance, and data quality. During the experiment, we established a step data
pricing model to quantitatively compare the quality of data uploaded by participants. Experimental results show that two
algorithms proposed in this paper have achieved better results in task quality than existing algorithms.

1. Introduction

The rapid development of smart sensing technology and the
widespread popularity of mobile smart devices have made it
possible for the holder of each mobile device to become a
sensing unit [1] which has led to the rapid development of
mobile crowd sensing(MCS) [2, 3]. The use of mobile devices
to build an interactive and participatory sensor network
allows ordinary users to participate in the data collection pro-
cess, which makes the data collection technology under the
big data environment highly developed. Compared with tra-
ditional static sensing technology, MCS utilizes existing sens-
ing equipment and communication infrastructures, saving
the expense of building additional sensing equipment [4].
At the same time, MCS has the advantages of high mobility
and a wide range of potential participants, especially for sud-
den and unpredictable events, and MCS provides unprece-

dented time and space coverage conditions [5]. Nowadays,
MCS has been widely used in public safety [6], environmen-
tal monitoring [7], smart transportation [8, 9], etc., which
brings a lot of convenience to our daily life while also
improving our quality of life. Compared with traditional
wireless perception technology, MCS pays more attention
to and emphasizes the participation process of participants
in the collection process and the decisive role of perception
data [10].

The main theoretical research of MCS includes three
major aspects: participant selection [11], task distribution
[12], and incentive mechanism [13–15]. The key of the
research is how to set up an excellent incentive mechanism
to recruit suitable users for perception tasks, so as to meet
the time requirements, quality requirements, and cost
requirements of the tasks, so that the data platform can
obtain considerable benefits [16].
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The problem of participant selection refers to how to
effectively select suitable participants from a large user group
to perform various perception tasks under certain constraints
[17]. On the one hand, the data platforms hope to use less
expenditure to obtain the desired data in order to maximize
the benefits of them; on the other hand, the participants also
hope to make as much profit as possible in the perception
task that is to increase each the number of tasks undertaken
by participants. There are gaps in the data that different par-
ticipants can collect, and the returns they demand from the
platform are also different [18, 19]. How to achieve a game
equilibrium between platforms and users is an important
direction of current academic research. In addition to the
above two main goals, the number of participants in each
task, the number of tasks assigned by each participant, the
quality of the data submitted by participants, and the total
distance a participant needs to move to complete tasks are
all in the selection process, which need to be considered
[20]. Participant selection, as the core key issue in the field
of MCS, is the focus and difficulty of current research. The
current related research mainly stays in single-objective opti-
mization, such as platform-centered seeking to maximize
profits and user-centered to maximize user benefits [21].
Single-objective optimization often produces various prob-
lems. For example, maximizing the benefits of the data plat-
form will damage the benefits of participants, thereby
reducing the willingness of users to participate, and ulti-
mately will affect the benefits of the platform [22]. In reality,
it is necessary to comprehensively consider various impact
conditions in order to ensure the benefits of the data platform
and participants. Therefore, this paper comprehensively con-
siders a variety of factors and conducts an in-depth study on
participant selection methods under multitask conditions.

The main contributions of this article include the
following:

(1) First, sort out and explain the research on participant
selection in the theory of MCS. Among them, the
MultiTasker method proposed by Liu et al. provides
constructive ideas for the two selection methods
proposed in this paper

(2) Research on the multitask distribution model of
MCS. Based on the historical task completion of par-
ticipants, we use the reputation and willingness of
participants to establish a service quality model and
propose a participant selection plan based on service
quality

(3) Aiming at the task-centered and user-centered par-
ticipant selection problems, the heuristic greedy algo-
rithm is used to solve the problem, and a participant
selection algorithm is proposed, respectively, and the
platform is realized under the conditions of meeting
the service quality constraints and distance con-
straints the requirements for minimum expenditure
and maximum user benefits

(4) Verify the feasibility and effectiveness of the selection
scheme through simulation experiments on real data

and simulated data, construct a data value evaluation
index system, and find the most suitable distance
constraint value. Compare it with existing algorithms
in terms of the number of participants, the number of
tasks, and the data quality

2. Related Work

Now, a train of scholars have conducted extensive research
and exploration on the selection of participants in the MCS
system.

Some scholars’ research mainly focuses on designing
excellent incentive mechanisms to encourage participants to
perform perceptual tasks. Jin et al. [23] proposed a new type
of MCS system framework, which integrates data aggrega-
tion, incentives, and disturbance mechanisms. Its incentive
mechanism selects users who are more likely to provide reli-
able data and compensates for their perceived cost; its data
aggregation mechanism combines the reliability of users to
generate high-precision aggregation results; its data pertur-
bation mechanism weakens users’ privacy. Leaking concerns
improve participant satisfaction and the desired accuracy of
the final disturbance result. Hu et al. [24] focused on the
location-based MCS system and proposed a demand-based
dynamic incentive mechanism. The mechanism can dynam-
ically change the reward of each task as needed to balance the
popularity between tasks. Propose a solution based on opti-
mal backtracking for opportunistic scenarios to help each
user choose a task, while maximizing their profits, and better
achieve the balance between participants and tasks. Xu et al.
[25] proposed two models, MCT-M and MCT-S, for the pur-
pose of minimizing social costs. These two solutions use the
real relationship of social networks to group participants, so
that each collaborative task can be completed by a group of
compatible users. Experiments show that the proposed
model can further reduce social costs while reducing group-
ing time.

At the same time, some researchers pay attention to the
research on the selection mechanism of excellent partici-
pants. Guo et al. [26] mainly studied the problem of partici-
pant selection in the task types oriented to diversity.
Starting from the microscopic and macroscopic visual task
types, respectively, they designed the UtiPay visual group
perception framework, which greatly improved the quality
of group intelligence perception data. Zhou et al. [27] defined
the coverage model of “t-Sweep k-Coverage” and proposed a
selection method based on linear programming and a selec-
tion method based on greedy strategy. Through solving on
real data sets, they verified the feasibility and effectiveness
of the two selection methods. However, this method only
solves the situation when the participant’s moving time, loca-
tion, and other attributes are known and does not predict the
future location of the user’s historical movement law. Estrada
et al. [28] proposed a framework for selecting participants in
order, which comprehensively considers the reputation and
payment model of participants and maximizes the quality
of service under certain time constraints. However, this
method does not collect the actual movement speed of the
participant and randomly generates the movement speed of
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the participant, and it also does not consider the movement
trajectory of the user. Pu et al. [29] proposed another
sequence selection scheme, which models the nature of tasks,
user capabilities, and real-time performance to predict the
quality of services provided by participants. The plan con-
siders the importance of keywords to maximize the possibil-
ity of participants accepting and completing tasks in a timely
manner but does not consider the reputation of participants
and the expenses caused by moving distance. Azzam et al.
[30] proposed a group-based selection scheme, which con-
siders maximizing coverage, sampling frequency, and battery
life and greatly improves data quality. However, using this
model to select participants requires a lot of running time,
and the model does not consider the cost of the task platform
and the movement trajectory of participants. Yang et al. [31]
proposed a multiarmed slot machine user selection model
with a budget mechanism, which solves the cost problem of
effectively learning to select each user without prior knowl-
edge and reduces the selection to a large extent. The accumu-
lated regrets are considered in this process; but the time
correlation of user environment information has not been
studied in depth. Wang et al. [32] divided users into two
groups, formulated different pricing plans, proposed a
semi-Markov model to determine the user’s interest points
distribution, and proposed a prediction-based participant
preference Method to minimize the cost of uploading data.
Jiang et al. [16] proposed an optimal participant decision
model based on voting mechanism. In the participant selec-
tion stage, considering the platform benefits, they designed
a participant decision model based on the reverse auction
model, which is similar to the traditional reverse auction
model. In contrast, this method increases the parameter of
the number of effective perception tasks and effectively
reduces the redundancy of participants. However, this
method does not fully consider the geographic location infor-
mation of participants. For large-scale surveillance systems,
Li et al. [33] introduced the caching mechanism to mobile
group intelligence perception for the first time. They pro-
posed a dynamic participant selection problem with hetero-
geneous perception tasks and designed offline and online
algorithms to solve this problem. Simulations on real data
sets verify the effectiveness and efficiency of the proposed
algorithm. Liu [34] et al. proposed three algorithms: T-Ran-
dom, T-Most, and PT-Most, for multitask participant selec-
tion from task-centric and user-centric. The number of
participants, the number of tasks assigned by each user, and
the moving distance were compared through experiments,
and the most appropriate participant selection strategy under
different indicators was selected. However, this method only
uses the number of users, tasks, and movement distance as
the main optimization indicators and does not consider the
service quality of participants.

In summary, most of the current research methods char-
acterize the selection problem as a target optimization prob-
lem on certain constraints. In this process, it considers the
reputation of participants, geographic location, moving dis-
tance, and incentive mechanism and converts multiobjective
constraints into single-objective constraints. However, there
are few studies on using participant historical information

to estimate the task quality of participants. Some methods
ignore the platform’s need for task quality when considering
the number of participants or moving distances. Other
methods take into account the task quality requirements
but ignore the actual moving speed or willingness of partici-
pants. In reality, the different speeds of participants and will-
ingness have a great influence on the task completion time
and task quality. This paper takes into account the historical
tasks of participants and establishes a service quality model.
In the task-centered and user-centered selection algorithms,
many factors such as travel distance, reputation, and task
completion degree are comprehensively considered to find
the best option under the best service quality. Finally, we
use real data sets and simulated data sets to carry out simula-
tion experiments on the two proposed algorithms and ana-
lyze and study the participant task set and running time in
terms of distance weakening.

3. Multitask Participant Selection Model Based
on QoS

The MCS system consists of three parts: task release, user
selection, and data collection. For various needs, it is often
necessary to collect relevant information at a certain time in
certain regions and in real life. Collecting data by themselves
often consumes a lot of time and financial resources. Nowa-
days, the common solution is that the data requester uploads
the task requirements to a certain task distribution platform;
then the cloud server receives the request information and
distributes the task to some practitioners for completion.
Participants receive tasks and perform data perception
according to the task requirements, then upload the data to
the cloud. Cloud cleans the data and packages it to the
requester. In this process, it is undoubtedly crucial to select
the right participants for the perception task, and the quality
of participants directly determines the quality of the collected
data. Aiming at task-centered and user-centered, under the
premise of maximizing service quality, this paper proposes
two multitask distribution participant selection methods,
from the two aspects of maximizing the benefits of the data
platform and participants optimization.

The task platform tends to issue multiple tasks at one
time to form a task set T = ft1, t2, t3,⋯,tng. At the same time,
the data platform will have certain restrictions on the task
completion time. Late data is often worthless; this paper
agree that the completion time of each task set T should
not exceed h hours. There are also certain differences in the
urgency and importance of tasks. In order to ensure the com-
pleteness of the collected data as much as possible and con-
sider the emergencies of the participants and other factors,
we consider that each task requires multiple participants to
complete, and the number of people si required to complete
each task ti is different. For ease analysis, the completion time
of each task is assumed to be 5 minutes. Suppose there are
U = fu1, u2, u3,⋯,umg participants in the task platform, and
the moving speed of each participant is different, V = fv1,
v2, v3,⋯,vmg. The set of tasks that each participant needs to
complete is represented by TUi = fti1, ti2, ti3,⋯g. The sum
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of the time taken by the participants to complete tasks and
spent on the trip is lower than required by the platform.
The constraint conditions are defined as follows: DðTUiÞ is
the total distance the participant needs to move to complete
the task set:

TUi × 5 + D TUið Þ
vi

≤ h × 60, 1 ≤ i ≤m: ð1Þ

This paper integrates the willingness to participate and
the reputation of the participants in completing tasks in the
past, constructing the service quality model of the
participants.

The quality of data uploaded by participants is positively
related to their willingness. For example, the higher the will-
ingness of a participant, the more actively participant will
collect data and the higher the quality the data uploaded; if
a participant adopts a negative attitude to collect data, the
quality will also be low. However, it is not enough to only
consider the impact of participants’ willingness on data qual-
ity; the impact of participants’ objective perception on data
quality is also crucial. We have established evaluation indica-
tors for participation willingness and data quality. In order to
reflect the willingness to participatewi and data qualityDi are
equally important, we restrict them to the range of [0,1],
namely,

wi =
min wi, 1ð Þ,
max 0,wið Þ,

(

Di =
min Di, 1ð Þ,
max 0,Dið Þ:

( ð2Þ

Currently, there are studies that use distance and other
conditions to define the willingness of participants. Different
participants’willingness to participate in a task is often differ-
ent and difficult to consider comprehensively. Therefore, this
paper defines participant willingness from another perspec-
tive. In normal circumstances, the longer it takes a partici-
pant to receive the task from the data platform to the
confirmation of acceptance of a task, the lower the partici-
pant’s willingness to participate in the perception task.

The time from when the task is distributed to a partici-
pant to when the participant accepts the task is called hesita-
tion time. And willingness is defined as a function related to
hesitation time. Inspired by social principles [35], the longer
the participants hesitate, the less value they contribute to the
platform. We take the average hesitation time of all partici-
pants as the critical value. If a participant’s hesitation time
is equal to it, his willingness to participate is neutral, and
his willingness value is 0.5.

Based on the above discussion, participation willingness
and hesitation time are modeled as the following functions:

wi = 1 −max 0, min 1
2 log�t ti, 1

� �� �
, ð3Þ

wherewi′represents the willingness of the participant, ti is the
hesitation time, and �t represents the average hesitation time.
It can be seen from the above formula that the longer the par-
ticipants hesitate, the lower their willingness to participate is.

Participants’ untrustworthiness can be obtained from the
historical data of participating in the perception task. No
record of untrustworthiness indicates that participants have
a higher sense of responsibility for participation; the quality
of the collected data will be higher.

For the sake of simplicity, we use an improved reputation
model [36] to describe the reputation of participants, and the
calculation formula as follows:

R = T + 1
T + F + 2 × ξ  0 ≤ R < 1, T > 0, F > 0ð Þ: ð4Þ

The closer the value of R is to 1, the higher the reputation
value of participants is. T and F are the records of “true” and
“false” in the participant’s historical task. ξ is the weighting
factor of the participants’ malicious events; the calculation
formula as follows:

ξ = λk, 0 ≤ k < K ,
ξ = 0, k ≥ K:

(
ð5Þ

In this formula, k is the malicious event of some per-
ceived participants, andK is the malicious event threshold
set by the data platform. Once the threshold is exceeded,
the reputation score of the participant will be set to 0. Con-
sidering that the platform’s tolerance for malicious events is
extraordinarily low, participants who uploaded the wrong
information three times can be considered malicious partici-
pants, and K = 3 by default during the experiment. λ is the
attenuation factor within the threshold range, and the default
value of λ is set to 0.8. The reputation of participants can be
infinitely close but not equal to 1. It can be seen from (4) and
(5) that the reputation of a participant who performed the
perception task for the first time is 0.5. With the number of
perception tasks increasing, there is a large gap between the
reputations of participants with no wrong records and those
with wrong records. At the same time, the credibility of par-
ticipants who submit correct data each time should be differ-
ent. Participants who have 10 correct records must be more
credible than those who have only one correct record. When
selecting participants, participants with bad reputations are
often eliminated. Participant reputation constraints δ are
established; if R ∈ ð0, δÞ, we do not consider choosing this
participant for perception tasks.

Combining the aforementioned reputation model and
participation willingness model, we establish the partici-
pant’s quality of service (QoS), which is calculated as follows:

QoS =w × R: ð6Þ

The configuration or brand of the mobile devices carried
by participants is different; even the sensing data collected by
the devices in the same location may be different. The quality
of sensing device may have a certain impact on the data
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quality. The complete performance of the data characterizes
the perception of participants. Quantitative research on the
perception of participants’ equipment and professional con-
ditions obviously requires consideration of a variety of posi-
tive and negative related factors; the degree of difference
between the data submitted by participants and the expected
data on the platform can characterize the perception of the
participant.

Evaluate the historical submitted data of participants, cal-
culate the gap between it and the expected value of the plat-
form, and establish data integrity function to characterize
data quality Di. The calculation formula is as follows:

Di =
0:8, N = 0,
1
N
〠
N

t=1
Pt , N ≥ 1:

8><
>: ð7Þ

Pt is the completeness of the data uploaded by a participant
at historical time t, Pt ∈ ð0, 1Þ, N is the number of historical
tasks completed by the participant, and the larger the value
ofD, the more complete the information uploaded by the par-
ticipant high. For the participant who performs the perception
task for the first time, platforms are always willing to give him
more opportunities to complete the task, and the tolerance for
novices is often higher, so we expect the complete perfor-
mance of the participant to submit the task to 0.8. Similarly,
we establish the integrity constraint index ε. When D ∈ ð0, εÞ
, the task completion quality of the participant cannot meet
the current task completion requirements, so this participant
will not be considered for the perception task.

The platform’s tolerance for data quality is often higher
than untrustworthy participants. Some tasks are only a rough
perception that can meet the needs of the platform; that is,
the requirements for the quality of participation in each task
may be different. When the platform publishes the task set
T = ft1, t2, t3,⋯,tng, it often gives the corresponding mini-
mum integrity data set C = fε1, ε2, ε3,⋯,εng. As long as the
completeness of the tasks submitted by participants is higher
than this standard, the needs of the platform can be met.

The optimization goal of the participant selection
method proposed in this paper is to minimize the movement

distance of participants under the condition of ensuring ser-
vice quality to maximize the benefits of the data platform.

4. Participant Selection Method

Algorithm 1 proposed in this paper is improved on the basis
of the T-Most algorithm. It is task-centered to select partici-
pants and maximizes the service quality of participants as the
main optimization goal. At the same time, it also takes into
account the minimum number of participants; each partici-
pant should complete multiple tasks in the specified time
and the smallest possible moving distance, while meeting
the data quality requirements of the data platform.

The specific process of participant selection can be consid-
ered as follows: select the task which needs the largest number
of people among the tasks to be completed as the initial task,
and select the participant with the highest service quality
within a certain distance from the initial task to complete the
task. Next, select the task that is closest to the initial task point
and that the participant is eligible to complete as the second
task to be completed. When the second task is completed, take
this task as the initial node, and select the most recent task and
the participant is eligible to complete as the third task to be
completed. Repeat this, and follow the above process until
the task set completed by this participant in h hours is selected.
Eliminate the participant in the above process, and reduce the
number of people required for each task in the task set that
they have participated in by one. According to the above
method, continue to select participants and the corresponding
task set until all tasks are completed.

Algorithm 1 is task-centered for participant selection,
and its main goal is to maximize the Qos of participants,
thereby improving the benefits of data platform. This paper
proposes a participant-centric selection scheme based on
the PT-Most algorithm. Different from Algorithm 1, the
main optimization goal of Algorithm 2 is to maximize the
number of tasks completed by participants and to maximize
the benefits of participants on the premise of meeting the
data quality requirements of the platform.

The specific process of participant selection is considered
as follows: randomly select participants in the user set as can-
didate, and select the nearest task that satisfies the integrity

Input: task set T , user set U , integrity constraint set C, distance constraint θ, reputation constraint δ.
Output: the participant set P and the completed task set TU .
1. Calculate the reputation R of all candidates and the data integrity indicator D
2. Delete participants with substandard reputation
3. Select the task with the most people in the task set to be completed as the initial node tijðj = 1Þ
4. Calculate the Qos of the participants who meet the condition D ≥ εj within the bound distance θ from the initial task tij
5. Select the participant piði ≥ 1Þ with the highest Qos in θ range
6. Select the task tiðj+1Þðj ≥ 1Þ that meet εðj+1Þ ≤D and closest to the task tij as the new central task node
7. Repeat 4~6, and stop the loop when the time for the participant pi to complete these tasks exceeds the time constraint
8. Output task set TUi = fti1, ti2, ti3,⋯g of pi
9. Repeat 3~8 until all tasks are completed
10. Output participant set P = fp1, p2, p3,⋯g and completed task set TU = TU1 ∪ TU2 ∪⋯TUi
11. End

Algorithm 1
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constraint within the range of this candidate θ as the initial
task. Next, select the task that is closest to the initial task
and the candidate is eligible to complete as the next task. This
is repeated until the task set for each participant within the
agreed time is selected. Choose the candidate with the most
tasks as the first participant. Eliminate the participants in
the above process, and reduce the number of people required
for each task in the task set by 1. According to the above
method, continue to select the participants and the corre-
sponding task set until all tasks are completed.

Algorithm 1 is a task-centric algorithm. The time com-
plexity of the algorithm is directly related to the number of
tasks. The time complexity of Algorithm 1 is n!. Algorithm 2
is a user-centered selection algorithm. As the number of tasks
increases, the number of participants x required increases. The
value of x will affect the amount of calculation of Algorithm 2.
The time complexity of Algorithm 2 ism!/ðm − xÞ!, wherem is
a participant whose credibility meets the standard.

5. Experimental Evaluation

5.1. Data Set and Experimental Settings

5.1.1. Data Set. This paper selects a real data set and a simu-
lated data set to evaluate the participants’ preferred schemes
in multitasking conditions.

(1) Real data set: this paper uses the crowdsourced task
allocation data set of the Chinese Society of Industrial
and Applied Mathematics. The data set contains 835
tasks and 1877 participants in the four cities of
Guangzhou, Shenzhen, Foshan, and Dongguan. On
the basis of this data set, we randomly assign a task
complete index ε for each task to be constrained,
and at the same time, assign a certain speed value to
each participant randomly to represent their true
moving speed; the value is 50-1000m/min. The data
set also provides the participant’s reputation score R
; we map it to [0,1]. Table 1 summarizes the parame-
ter settings for this data set.

(2) Simulation data set: this paper follows the existing
data generation method to generate a simulation data
set. Evenly distribute the perception task and the
location of the participants in a rectangular plane of
20 km × 20 km. In addition, set a reputation parame-
ter R within the range of [0,1] for each participant. In
the process of the experiment, we consider task sets
and participant sets of different sizes, from
{100,200,500,800} and {50,100,150,200}; selectm per-
ception tasks and n participants to combine. And
specify the same other parameters as the real data
set for the simulated data set. Table 2 summarizes
the parameter settings of the simulation data set.

5.1.2. Experimental Setup. Since the real data set used in this
paper has given the task location and the participant’s current
location, the generated simulation data set is also randomly dis-
tributed on the participant and task location; we will not take
other considerations of location information. However, in real
life, participants and tasks are often not connected in a straight
line. Considering the buildings and traffic routes is more in line
with the real situation. Choosing a suitable path obviously
requires a special study. Since the content of this paper is the
preferred plan of the participants, for the convenience of the
experiment, we use the Euclidean distance between two points
to represent the distance that needs to be moved.

Input: task set T , user set U , integrity constraint set C, distance constraint θ, reputation constraint δ.
Output: the participant set P and the completed task set TU .
1. Calculate the reputation R of all candidate participants and the data integrity indicator D
2. Delete participants with substandard reputation
3. Randomly select a user in the participant set as the task candidate pji
4. Select the task tikðk = 1Þ that satisfies the condition εk ≤Di closest to the user pji within the constraint condition as the initial task
5. Select the closest task tiðk+1Þ that satisfies εk+1 ≤Di under the distance constraint from task tik as the next task
6. Repeat 5~6, and stop the loop when the time for the participant pji to complete these tasks exceeds the time constraint
7. Output task set TU ji = fti1, ti2, ti3,⋯g of candidate \pji
8. Execute 3~8 in a loop to determine the task collection of each candidate pji within the time constraint TU ji

9. Choose the participant pj with the largest task set to complete the task set TU j

10. Repeat 3~10 until the task set of each participant who meets the constraints is determined
11. Output participant set P = fp1, p2, p3,⋯g and completed task set TU = TU1 ∪ TU2 ∪⋯TUi
12. End

Algorithm 2

Table 1: Real data set parameter settings.

Parameter Description
Parameter

value

m Number of perception tasks 835

n Optional participants 1877

R Participant reputation [0,1]

ε Minimum task integrity
requirement

[0,1]

v Participant moving speed 50-1000m/min
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In the subsequent experiments, in order to facilitate
the comparison of algorithm performance, we default that
each task requires 5 users to complete without special
instructions. At the same time, set the completion time
of each task to 5 minutes, and the completion time of
each task set to 2 hours.

This paper considers experimental design from two
aspects. The first is to study the parameters of the algorithm
and compare the experimental results to select the most suit-
able distance constraint θ. At the same time, in the case of
changes of the perception task and the number of partici-
pants, the performance of the algorithm is considered; the
second is to consider the quality of the collected data and
evaluate the effect of the algorithm.

5.2. Experimental Results

5.2.1. Selection of Suitable Distance Constraint θ. This exper-
iment is conducted on the real data set and the simulated
data set. For the real data set, we determine the appropriate
θ through experimental comparison; for the simulated data
set, on the basis of changing the number of perception tasks
and the number of participants available for selection, we
conducted multiple experiments to verify the effect of θ
changes in different task densities and participant densities
on the platform’s revenue and then chose the appropriate θ
restrictions.

The larger the range of θ, the higher the QoS of the
selected participant will undoubtedly be. However, when
pursuing higher QoS, the time required for the participant
to complete the task will be higher, which increases the cost
of the platform. We define participant’s revenue as task rev-
enue and travel revenue and establish a pricing mechanism
for the participant’s revenue time. The longer the participant
takes to reach a certain task, the higher the participant’s
travel revenue will be, and the platform’s variable expenses
will be larger. For simplicity, we establish a linear time expen-
diture function to characterize the variable expenditure of the
platform. Its function can be set as follows:

P uð Þ = kt: ð8Þ

PðuÞ is the variable expenditure of the platform, t is the
time required for the participant to reach the next task point,
and k is the movement cost per unit time. For simplicity, set
the value of k to 1.

At the same time, pricing is based on the data collected by
the participants. The higher the service quality of the partic-
ipants, the greater the revenue of the data platform. We
establish a step-type pricing model. The pricing model is as
follows:

G uð Þ =

10QoS : 0 ≤QoS < 0:2,
2 + 10 QoS − 0:2ð Þ: 0:2 ≤QoS < 0:5,
7 + 10 QoS − 0:5ð Þ: 0:5 ≤QoS < 0:8,
10 + 10 QoS − 0:8ð Þ: 0:8 ≤QoS < 1:

8>>>>><
>>>>>:

ð9Þ

Among them, GðuÞ is the income that the platform can
finally obtain with the improvement of QoS.

And set the objective function γ to represent the final
return of the platform as the distance changes and consider
the impact of changes in θ on the platform’s return. The γ
function is expressed as follows:

γ =G uð Þ − P uð Þ: ð10Þ

Figure 1 is the result of the experiment on the real data
set. It can be clearly seen that with the relaxation of the

Table 2: Simulation data set parameter settings.

Parameter Description Parameter value

m Number of perception tasks {100,200,500,800}

n Optional participants {50,100,200,300}

R Participant reputation [0,1]

ε Minimum task integrity requirement [0,1]

v Participant moving speed 50-1000m/min

0 500 1000 1500

2.0

2.5

3.0

θ
γ

Algorithm 1
Algorithm 2

Figure 1: The influence of the change of θ value on the real data
set γ.
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Figure 2: The influence of the change of θ value on the simulated data set γ.
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Figure 3: The impact of changes in the number of tasks on algorithm performance.
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constraints, the final revenue of the platform will first
increase and then decrease and, when the constraint distance
is greater than 900m, the revenue of the platform will signif-
icantly decrease; this should be consistent with the actual sit-
uation. Too short a distance constraint is difficult to select
participants with better service quality, which will make the
platform’s revenue less than the optimal level; and the value
of θ is selected too large; although participants with better
QoS can be selected, the distance the users needs to move will
increase, which will undoubtedly increase the additional
expenses of the platform.

Figure 2 is the experimental result of the dynamic combi-
nation of the number of tasks and the number of participants
on the simulated data set. It can be seen that as the number of
tasks distributed and the number of participants changes, the
distance when γ reaches the maximum value also changes
greatly. Too high or too low θ will make the γ value lower.
Therefore, it is not easy to select the most appropriate value
of θ for different data, but it can be seen from Figure 2 that
in view of the changes in the number of tasks and partici-
pants, most data will achieve better results in the condition
of θ ∈ ½500,800�. In subsequent experiments, if there are no
special instructions, we default θ = 600 as the distance con-
straint value.

5.2.2. The Impact of Changes in the Number of Tasks on the
Algorithm. The number of tasks issued by the platform
is not constant. This experiment considers changing the
number of tasks distributed each time when other factors
are determined to make the selection of participants.
Figure 3 shows the results of a comparison experiment
between Algorithm 1 and T-Most algorithm. As the num-
ber of tasks increases, the gap between the number of
participants selected by Algorithm 1 and the T-Most
algorithm is not too large. Even in some certain tasks,
Algorithm 1 will select fewer users. Regarding the num-
ber of tasks assigned to users on average, there is not
much difference between Algorithm 1 and T-Most. In
terms of moving distance, because Algorithm 1 weakens
the distance constraint, the moving distance of partici-
pants in the T-Most is less than that in Algorithm 1,
but in the index of “total distance × number of people,”
in the two algorithms, the performance effect is not much
different. The optimization goal of the T-Most is to min-
imize the distance and reduce the cost. Algorithm 1 is
not so strict in the distance requirement but pays more
attention to the service quality of participants. So on
the platform’s final profit evaluation index γ, Algorithm 1
achieves significantly better results than T-Most, which is
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Figure 4: The impact of changes in the number of tasks on algorithm performance.
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consistent with what we envisioned when proposing the
algorithm.

Figure 4 shows the results of a comparison experiment
between Algorithm 2 and PT-Most. Like the results in
Figure 3, when the gap between other indicators is not obvi-
ous, the effect of our proposed algorithm 2 on the evaluation
index γ is obviously better than that of PT-Most.

5.2.3. The Impact of Changes in the Number of Candidates on
the Algorithm. In the process of participant selection, in
addition to the number of tasks to be completed that
has a great influence on the selection, the number of par-
ticipants to be selected will also have an impact on the
selection effect to a large extent. The more candidates
there are, the closer the selected participant will be to
the task, and the quality of service for participants will
be further improved. This experiment changes the number
of candidate participants in the task area when the task to
be completed is constant. The evaluation indicators are the
same as the previous experiment. It can be seen from
Figures 5 and 6 that as the number of candidates in the
area increases, the number of participants selected by the
four algorithms and the average number of tasks com-
pleted by each participant did not change much, and there
was not much difference in quantitative indicators. How-
ever, as the number of candidates increases, the total
distance that participants need to move and distance ×

number of people indicators will drop rapidly. The experi-
mental results are in line with our expectations. As the
number of candidates increases, the closer the selected
participant will be to the task, the corresponding move-
ment distance will decrease. In terms of task completion
quality, it is obvious that the two algorithms mentioned
in this paper are better than T-Most and PT-Most. As
the number of candidates increases, the performance of
the two algorithms in this paper will get better and better
on the γ index, while T-Most and PT-Most have no obvi-
ous changes.

5.2.4. Perceive Time Changes. The specified completion time
of task is also a major factor affecting the performance of
the algorithm. This experiment changes the limited time to
1 h, 2 h, and 3h for experimental comparison and analysis
of various situations when the number of tasks remains
unchanged. It can be seen from Figure 7 that with the relax-
ation of the time limit, the number of tasks performed will
continue to decrease and the number of tasks that each user
needs to complete increases accordingly. The moving dis-
tance increases slightly, and the index of distance × number
of people also shows a downward trend. Compared with
the comparison algorithm, the two algorithms in this paper
have no obvious difference in the above four indicators. In
most cases, the algorithms in this paper have similar effects
to the comparison algorithm. On the γ index, the algorithm
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Figure 5: The impact of changes in the number of candidates on algorithm performance.
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Figure 6: The impact of changes in the number of candidates on algorithm performance.
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proposed in this paper is significantly better than the two
comparison algorithms, and with the relaxation of the time
limit, the γ index of our algorithms has a gradual upward
trend.

5.2.5. Change the Number of People Required for Each Task.
The above experiments are conducted under the premise that
each task requires 5 participants to complete. But in real life,
due to the difficulty level of each task, the different require-
ments of the data requester for data quality, and the differ-
ence in the budget for each task, the number of participants
required for each task is not the same. Therefore, this exper-
iment will study the changes of the five comparative indica-
tors in the above experiment under the condition that the
task requires the same and different participants.

In order to facilitate the experiment, we set the number of
tasks to be completed to 20. Under homogeneous conditions,
each task requires 10 participants to complete. Under hetero-
geneous conditions, the number of people required to set
tasks is 5, 10, and 15 and accounted for 25%, 50%, and 25%
of the total number of tasks; that is, 5 tasks require 5 par-
ticipants to complete, 10 tasks require 10 participants to
complete, and 5 tasks require 15 participants to complete.
We generate two 3 km × 3 km rectangular areas to simulate
the real environment and make the participants and tasks
evenly distributed on the rectangular plane. In the two
scenarios, except for the differences in the participants
required for the task, the other parameter settings are
roughly the same.

It can be seen from Figure 8 that there is a big difference
when the participants required by the task are different and
when the participants required by the task are completely
consistent. Algorithms 1 and 2 have certain weaknesses in
the first four comparison indicators, which is consistent with

our expected situation. However, comparing Algorithms 1
and 2 longitudinally, we find that in terms of the number of
participants and the average number of tasks completed,
Algorithm 1 has achieved better results under the condition
of task isomorphism. Under the condition of heterogeneous
tasks, Algorithm 2 performs better. In terms of moving dis-
tance, Algorithm 2 has moved a longer distance compared
to Algorithm 1 under both conditions, because the main goal
of Algorithm 2 is to maximize the completion of tasks for
each participant, this result is also in line with expectations.
On the index of distance × people, Algorithm 1 is superior
to Algorithm 2. On the γ factor, the two algorithms proposed
in this paper are undoubtedly superior to the existing
algorithms.

6. Conclusion

This paper studies the participant selection method in the
multitask situation in MCS. Based on the participant’s histor-
ical task completion, the reputation and willingness of partic-
ipants are used to establish a service quality model, aiming at
task-centered and participant-oriented for the center; we
establish a preferred plan for participants based on service
quality. Under the condition of satisfying service quality
constraints and distance constraints, the requirements of
minimizing platform expenses and maximizing user bene-
fits can be achieved. We establish a data quality pricing
function and quantitatively evaluate the data uploaded by
participants. In terms of experimental evaluation, we have
compared multiple index factors with the T-Most and PT-
Most. The experimental results show that the two algo-
rithms proposed in this paper have no obvious gap with
the comparison algorithm in terms of participant selection
evaluation indicators. However, in terms of data quality,
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our algorithms are significantly better than the control
algorithm. Our participant selection program based on
QoS can effectively select better participants, thereby
greatly increasing platform revenue.

In the follow-up research, we plan to study the heteroge-
neity of users and the law of historical movement to further
improve the quality of service.
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Internet of Things realizes the leap from traditional industry to intelligent industry. However, it makes edge devices more
vulnerable to attackers during processing perceptual data in real time. To solve the above problem, we use the zero-sum game to
build the interactions between attackers and edge devices and propose an antiattack scheme based on deep reinforcement
learning. Firstly, we make the k NN-DTW algorithm to find a sample that is similar to the current sample and use the weighted
moving mean method to calculate the mean and the variance of the samples. Secondly, to solve the overestimation problem, we
develop an optimal strategy algorithm to find the optimal strategy of the edge devices. Experimental results prove that the new
scheme improves the payoff of attacked edge devices and decreases the payoff of attackers, thus forcing the attackers to give up
the attack.

1. Introduction

Internet of Things (IoT) [1, 2] integrates various sensors or
controllers with sensing and monitoring capabilities as well
as advanced technologies (e.g., mobile communication tech-
nology and intelligent analysis technology) into all aspects of
industrial production, realizing the leap from traditional
industry to intellect industry. It has been widely used in logis-
tics [3, 4], transportation [5], energy [6], and so on. During
the application process of IoT, mass perception data is pro-
duced in end devices, which requires the edge devices to have
higher real time, security [7, 8], and privacy [9, 10]. However,
edge devices are usually located in a nearby user or on a rout-
ing path to the cloud, making them more vulnerable to
attackers. For example, machine learning models on edge
devices during the training period are vulnerable to well-
designed adversarial examples [11, 12]. UPGUARD, an
American cybersecurity firm, found that hundreds of mil-
lions of Facebook user records stored on Amazon’s cloud
computing servers could be easily accessed by anyone.
Tens of thousands of private Zoom videos are uploaded
to the public web page that anyone can watch online.

The above threats can cause network penetration, personal
data theft, and the epidemic spread of intelligent computer
viruses. Therefore, preventing attacks and ensuring data
security are the key to improve the efficient application
of this system.

Currently, resisting malicious attackers mostly adopts
traditional skills in IoT, such as encryption method and iden-
tity management technology. The encryption method is the
most common traditional skill [13, 14]. However, due to
the limited resources of edge devices in IoT, making the light-
weight encryption program becomes one of the biggest chal-
lenges. Identity management technologies are the first line of
resisting malicious attackers. However, the existing identity
management technology cannot achieve identity authentica-
tion between multi-layer architectures. In recent years, a few
emerging safety precaution technologies are widely used in
IoT [15–17], such as trusted execution environments and
machine learning technologies. However, most machine
learning technologies, which are based on the assumption
that training data remains constant during training, are
incompatible with the environment where the data changes
dynamically in real-time in IoT [18, 19].
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Inspired by the above schemes, from the point of view of
attacker payoffs, we build the interactions between edge
devices and attackers as the zero-sum game and propose an
antiattack scheme for edge devices based on deep reinforce-
ment learning. The structure diagram of the proposed
scheme is shown in Figure 1. The major contributions are
as follows:

(1) To find the optimal strategy of edge devices, we pro-
pose the k NN-DTW algorithm to find a similar sam-
ple to the current sample and then use the weighted
moving mean method to calculate the mean and the
variance of the samples;

(2) To weaken the influence of time series’ irregularity,
we emphasize the influence of the latest data on fore-
cast value and then set weight for samples by the law
that the object is big when near and small when far;

(3) To overcome the overestimation problem of the opti-
mal strategy, we design an optimal strategy algorithm
to find the edge device’s optimal strategy by maxi-
mizing their accumulated payoff and then achieve
the purpose of defending against attackers.

The structure of this paper is as follows: in Section 2, we
define problems that we seek to solve in this article. In Sec-
tion 3, we discuss the antiattack scheme for edge devices. In
Section 4, we verify the effectiveness of the antiattack scheme
for edge devices. Section 5 contains conclusions and future
research.

2. Related Work

This section introduces the latest development and research
of antiattack schemes from two aspects: traditional security
protection schemes and emerging security protection
schemes in IoT.

2.1. Traditional Safety Precaution Technologies. Homomor-
phic encryption, differential privacy, and identity authentica-
tion are three traditional protection technologies.
Homomorphic encryption can process sensitive data without
decryption to protect data privacy. Lu et al. [20] encrypted
structured data by using homomorphic Paillier crypto-

graphic system technology. Tan et al. [21] used the technique
of finite field theory and proposed a private comparison algo-
rithm based on full homomorphic encryption for encrypted
integers. Differential privacy technology is used to ensure
the privacy of any single item in the data set under the statis-
tical query. Wang [22] proposed a data-driven spectrum
trading solution that could maximize the income of PUS
and retain SU’s privacy differences. However, the computing
resources on the edge devices are quite limited and cannot
support the huge computing power consumed by using
encryption schemes. Identity management technologies can
set access authority by identity management and access con-
trol to prevent illegal user intrusion. Alizadeh et al. [23] sum-
marized authentication technology in mobile cloud
computing. Malik et al. [24] proposed an identity authentica-
tion and expeditious revocation framework based on the
blockchain, which can quickly update the status of revoked
vehicles in the shared blockchain. Zhang et al. [25] proposed
a smart contract framework comprised of several access con-
trol contracts, a judge contract, and a registered contract,
which gave a trusted access control strategy. However, using
an access control strategy for precautions makes it hard to
clear different users’ roles and their rights in IoT.

2.2. Emerging Safety Precaution Technologies. The improve-
ment of traditional security schemes can be used to enhance
the security of edge devices in the IoT [26]. With the rise of
artificial intelligence, some emerging security prevention
technologies, such as trusted execution environment and
machine learning technology, are gradually used to improve
the security of edge devices in the IoT. The trusted execution
environment [27] can be used to ensure the security of the
running environment of the software. Running an applica-
tion in a trusted execution environment can guarantee the
security of data even if edge devices are compromised.
Trusted execution environment, such as trustzone, intel
management engine, and ARM trustzone, are quite popular.
Han et al. [28] built a complete framework that supports vis-
ibility into encrypted traffic and can be used in secure and
functional networks. However, trusted execution environ-
ment usually has its loophole, such as Qualcomm loopholes,
and trustonic loopholes. Ghaffarian and Shahriari [29] pro-
posed a neural vulnerability analysis method based on cus-
tom intermediate graph representation of the program for

Input sample
data

Measure the
similarity

Calculate the
mean value

Find optimal
strategy

Output optimal
strategy

kNN-DTW Optimal
strategy

Bootstrap DRLEarly
abandon

Majority
voting

Weighted moving
average

Figure 1: The structure diagram of the proposed scheme.
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software vulnerability analysis. Scandariatio et al. [30]
explored machine learning-based text mining to predict
security loopholes in a software source code. However, most
machine learning methods assume that statistical data
remain unchanged during the training process, but the data
in the IoT changes dynamically in real time.

3. Problem Definition

In this article, we build the interactions between edge devices
and attackers as a zero-sum game [31]. Namely, the payoff of
attackers equals the loss of edge devices. In each round of
interaction, the attacker attacks the sample from edge devices
to gain illegal payoff, and the edge device plays his strategy to
defend against attackers. Previous studies usually determine
the optimal strategy of edge devices by calculating the Nash
equilibrium in the handcrafted abstraction of the domain
[32]. Currently, some researchers introduce the recursion
technique to the neural network to determine players’ opti-
mal strategy by predicting human action in a strategic envi-
ronment. From [33], the payoff function of edge devices
can be defined as

U a, μ, Cð Þ = log aTμ
� �

−
1

2 ∗ aTμð Þ2
aTCa, ð1Þ

where a is the strategy vector of edge devices, that is, a =
fa1, a2,⋯, angT ; μ, μ = fμ1, μ2,⋯, μngT is sample mean pay-
off; and C is the covariance matrix of sample payoff. As can
be seen from Equation (1), if we know the sample mean pay-
off and the covariance matrix, we can determine the optimal
strategy of edge devices by maximizing the payoff function.
That is,

aopt ∈ arg max
a

U a, μ, Cð Þ: ð2Þ

However, the sample mean payoff and the covariance
matrix are unknown. But, we can take advantage of the sim-
ilarity between the historical sample and current sample to
predict the sample mean payoff and the covariance matrix
and then determine the optimal strategy of the edge device.

When we determine the optimal strategy of the edge
device, we should try to resolve the following three problems:
(1) during the process of measuring similarity between sam-
ples, we need to avoid using improper measuring methods
which might cause the disappearance of optimal solution;
(2) during the process of calculating the sample mean payoff
and covariance matrix, we need to weaken the influence of
time series’ irregularity; (3) during the process of finding
the optimal strategy of edge devices, we need to break the
correlation between training samples and solve the problem
of overestimation.

4. Antiattack Scheme for Edge Devices

This section introduces the following three problems that we
seek to solve: how to find the sample that are similar to the
current sample, how to calculate the mean value and the

covariance matrix, and how to calculate the optimal strategy
of edge devices to resist attackers.

4.1. Measuring Similarity of Sample. To find a sample similar
to the current sample, we propose the k NN-DTW algorithm
to determine the category of the current sample and then find
the similar sample with the current sample. The k NN-DTW
algorithm is a combination of the k-nearest neighbor algo-
rithm and the dynamic time warping method (DTW); the k
NN algorithm classifies the current sample and the DTW
method finds the similar sample in the same category sam-
ples with the current sample.

In the k NN algorithm, the choice of k has a significant
impact on the classification results. We use the bootstrap
method to find the optimal value of k. Assuming the value
of k and the probability of time series being correctly classi-
fied ρ satisfy the following regression model,:

ρi = h ki, βð Þ + ε, i = 1, 2,⋯, n, ð3Þ

where hð·Þ is the mapping from k to ρ, β is a coefficient vec-
tor, and fεig is a numerical vector, i.e., FðxÞ. We use the least

square method to estimate β, i.e., bβ = gðρ1,⋯,ρnÞ, make the
regression residual empirical distribution function to esti-
mate FðxÞ, and apply the bootstrap method to estimate the

covariance matrixVarðbβÞ of β. If the estimation error of each

coefficient (the square root of the diagonal element inVarðbβÞ
) meets the threshold ε0, the value of k can be determined by
maximizing ρ.

After the category of the current sample is determined by
k NN, we use DTW to measure the distance between the cur-
rent sample and the historical sample. DTW method locally
scales two samples on the time axis to make the morphology
of the two sets, so that theDTWmethod can measure the dis-
tance between time samples that have different lengths. Com-
paring with Euclidean distance, the DTW method is more
elastic and supports local time shifts and in the length of time
series, but the time and special complexity of this method is
OðnmÞ, where n and m are the lengths of two time series,
respectively. To decrease the space and time complexity of
the DTW method, we apply early abandoning method to
optimize the computations of theDTWmethod. The detailed
process is as follows:

Step 1. Given two time series X and Y ,

X = x1, x2,⋯,xnð Þ,
Y = y1, y2,⋯,ymð Þ,

ð4Þ

where n is the length of time series X, andm is the length
of time series X

Step 2. Define the warping path as P = p1, p2,⋯, pK ,
where max ðn,mÞ < K <m + n + 1, pk = ði, jÞ is the kth ele-
ment in warping path P, i is the ith cell of time series X,
and j is the jth cell of time series Y , the i and j of pk = ði, jÞ
are monotonically increasing,

pk = i, jð Þ, pk+1 = i′, j′
� �

, i ≤ i′ ≤ i + 1, j ≤ j′ ≤ j + 1: ð5Þ
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Specially, when calculating warping path, it must ensure
that every coordinate in the time series X and Y is involved.
That is, the calculation starts from p1 = ð1, 1Þ and ends at pk
= ðn,mÞ

Step 3. Find the warping path between two time series
with the shortest cumulative distance,

P = arg min
pk∈P

〠
K

k=1
pk: ð6Þ

To obtain the warping path with the shortest cumulative
distance, Eq. (6) can be solved iteratively by using the
dynamic programming method

D i, jð Þ = Dist i, jð Þ +min D i − 1, jð Þ,D i, j − 1ð Þ,D i − 1, j − 1ð Þf g
ð7Þ

Step 4. Set the distance threshold ε, ε > 0, if the distance
Dði, jÞ > ε in cell ði, jÞ, the calculation of the distance between
two time series on the path will be terminated

Step 5. Determine the distance between two time series
D ðn,mÞ
4.2. Calculating the Mean Value and the Covariance Matrix.
To weaken the influence of time series’ irregularity, we
emphasize the influence of the latest data on forecast value
and set weight for samples by the law that the object is big
when near and small when far. Namely, the sample elements
that are close to the prediction period will be given a rela-
tively big weight. We use the weighted moving average
method to calculate sample’s mean value. That is,

μt =
ytwt + yt−1wt−1+⋯+y1w1

wt +wt−1+⋯+w1
, ð8Þ

where wt refers to the weight of sample data yt ; it follows the
rule that weight decreases as the distance increases, i.e., wt
>wt−1 >⋯ >w1. Accordingly, the covariance matrix C can
be calculated as

C = E X − μXð Þ Y − μYð Þ½ �: ð9Þ

4.3. Preventing Malicious Attacks. After finding the similar
sample, we first take the mean payoff and covariance matrix
of the similar sample as the mean payoff and covariance
matrix of the current sample, respectively. And then, to
weaken the influence of time series irregularity, we empha-
size the influence of the latest data on forecast value and set
weight for samples by the law that the object is big when near
and small when far. Finally, we find the solution to the opti-
mal strategy of edge devices by maximizing the payoff func-
tion. The detailed process is shown in Algorithm 1.

However, the above method is prone to overestimation.
To solve the above problem, we design Algorithm 2 to find
the optimal strategy of the edge devices by maximizing their
accumulated payoff.

Reinforcement learning is aimed at maximizing the
reward for the long term to find the payoff maximum of

the agent. Thus, players of the game are transformed into
separate agents. We use Deep Q Network to find the agent’s
optimal strategy. In this algorithm, the state set S of agent is
defined as S = fs1, s2g, where s1 means that the current data
is normal (not attacked) and s2 means that the current data
is abnormal (already attacked); the above states can be
described by the Markov decision process. The action set A
is defined as A = fa1, a2g, where a1 means that the agent
accepts the current data set, a2 means that the agent rejects
the current data set, and action reward R is defined as

R =
1, a = a1, s = s1 or a = a2, s = s2,
−1, others:

(
ð10Þ

The agent interacts with its fellow agents and stores its
experience of strategy transitions ðsj, aj, r j, sj+1Þ in replay
memory R. To break the correlation between training sam-
ples, during the process of training, we select samples ran-
domly from replay memory R to train model for finding
the optimal strategy of the agent. The detailed process is
shown Algorithm 2, where Q̂ is the payoff when the agent
adopts the optimal strategy.

5. Stimulation Results

We use the Anaconda-integrated development tool to vali-
date the proposal. First, we analyze the feasibility of weaken-
ing the influence of time series irregularity to prove the
reasonableness of setting sample data’s weight according to
the rule of the object being big when near and small when
far. Second, we compare the DTWmethod with seven classi-
cal distance methods like correlation distance, Jaccard dis-
tance, and cosine distance to verify the reasonableness of k
NN-DTW. Finally, we apply optimal strategy to the rock-
paper-scissors game [34] to verify the practicability of opti-
mal strategy by comparing the winner (choose winner’s strat-
egy) and opponent (choose opponent’s strategy) strategies.

5.1. Feasibility Analysis of Weakening the Influence of Time
Series Irregularity. Tables 1–3 analyze the influence of
weighting weights on each parameter in the target payoff
function according to the law that the object is big when near
and small when far. To better describe the complete process,

Input: Similarity sample set W;
Output: Optimal strategy amax;
1: for n = 2: N do
2: Calculate similarity with DTW;
3: if similarity < 1 then
4: Continue;
5: else:
6: UP =maxaUða, μ, CÞ;
7: end for
8: return amax

Algorithm 1: Optimal strategy.
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we set each sample dataset only has 20 data and make the
weight for each sample, as shown in Table 1. Table 2 shows
the prediction error between the weighted mean and mean
under the same strategy profile ð1, 1, 1, 0Þ, where 1 means
that the edge device accepts the data, and 0 means that the
edge device rejects the data.

Table 3 shows the effects of weakening the influence of
time series irregularity on the parameters of the objective
function (e.g., C). According to the table, setting the weight
of the data according to the rule of the object is big when near
and small when far has a greater influence on C and a weaker
influence on logðaTμÞ. Therefore, the proposed method can
weaken the irregularity of the time series.

5.2. Verification of the Reasonableness of k NN-DTW. To ver-
ify the reasonableness of combining DTWmethod and k NN
algorithm, Figure 2 shows the DTWmethod with seven clas-
sical distance methods like correlation distance, Jaccard dis-
tance, and cosine distance. From Figure 2, we can see that
the cosine distance and Chebyshev distance are the worst.
For example, when the ratio of the same elements in the
range from 20% to 33%, the results of the Cosine distance
are all 0.79 while the ratio of the same elements in the range
from 6% to 67%; the results of the Cosine distance are all 0.66.
Therefore, cosine distance and Chebyshev distance are not
suitable for measuring the distance between the samples in
this paper. Although other methods also produce the same
results, the number of the same results is less than that of
cosine distance and Chebyshev distance. For example, the
results of the DTW method are the same if and only if the
ratio of the same elements is 80% or 87%. And the results

Table 2: Player’s mean payoff comparison.

Value Data 1 Data 2 Data 3 Data 5

Mean payoff 21.251 20.448 20.775 15.849

Weight mean payoff 21.9937 21.219 21.5435 16.1693

Error 0.742695 0.771 0.7685 0.3203

Action 1 1 1 0

01: Initialize replay memory R;
02: Initialize anticipatory parameters η;
03: Initialize target function Q with weight ϑ;
04: forepisode = 1, Mdo

05: Set policy σ←
aopt , η
β, 1 − η

(
;

06: Receive initial observation state s1 and reward r1;
07: fort = 1, Tdo
08: Select action at from policy σ;
09: Execute action at and observe reward rt+1 and observe new state st+1;
10: Store transition (st , at , rt+1, st+1) in R;
11: Sample random minibatch of transition (sj, aj, r j, sj+1) from R
12: ift terminates at step t + 1then
13: Qt = rt ;
14: else
15: Qt = rt + r maxat+1Qðηat + ð1 − ηÞβ ∣ stÞ;
16: end if

17: Perform a gradient descent step on ðQ̂ −QtÞ2 with respect to network parameters;
19: Periodically update the target networks Q;
20: end for
21: end for

Algorithm 2: Optimal strategy.

Table 1: Sample dataset.

Number Data 1 Data 2 Data 3 Data 4 Weight

1 22.44 21.95 21.96 15.82 0.099066

2 23.01 21.94 22.67 16.69 0.08585

3 23.1 22.4 22.4 16.43 0.082904

4 23.2 21.7 21.88 15.84 0.07981

5 21.51 20.85 21.44 15.66 0.078681

6 22.08 21.3 21.45 16.2 0.073956

7 21.86 21.15 21.79 15.97 0.07361

8 21.39 20.77 21.11 16.65 0.07244

9 21.43 20.85 21.23 16.45 0.067382

10 21.48 20.96 21.25 15.89 0.051061

11 21.19 20.8 21.1 16.56 0.046455

12 22 21.24 22 16.54 0.045742

13 22.47 21.5 21.64 16.28 0.03978

14 21.6 20.74 20.81 16.44 0.03306

15 20.48 19.51 19.88 16.11 0.028871

16 20.19 19.75 19.8 15.9 0.019483

17 20.06 18.16 18.59 15.1 0.010127

18 18.77 18.06 18.31 14.51 0.004814

19 18.35 17.6 18.2 14.06 0.003591

20 18.41 17.73 17.99 13.88 0.003319
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of Euclidean distance are the same if and only if the ratio of
the same elements is 47% or 53%.

By comparing Figures 2(a) and 2(b), it can be seen that
DTW method works best, followed by Jaccard distance. For
example, when the number of the same elements is 80%,
87%, and 93%, the results of Jaccard distance are 0.2, 0.13,
and 0.07; the results of Euclidean distance are 0.52, 0.41,
and 0.01; the results of Manhattan distance are 0.74, 0.42,
and 0.01; and the results of DTW method are 0.27, 0.17,
and 0.0004, respectively. From the above results, we can draw
a conclusion that Euclidean distance andManhattan distance
have a similar impact on measuring the distance between

samples, while the results measured by these two methods
varied greatly when the data in the two samples varied from
87% to 93%. While the Jaccard distance and DTW method
have a similar impact measuring the distance between sam-
ples, the results measured by these two methods varied
slightly when the data in the two samples varied from 87%
to 93%. The DTW method is more suitable for measuring
the distance between samples; this is because the DTW
method can measure the distance between samples of differ-
ent lengths. Therefore, we combine the DTW method with
the kNN algorithm tomeasure the distance between samples.

5.3. Application of Antiattack Scheme. First, we need to define
the rock-paper-scissors game’s payoff matrix, as shown in
Table 4. The rock-paper-scissors game is a typical example
of zero-sum game. In the game, two players have the same
strategy set, which is (rock, paper, scissors). If two players
play the same strategy, then both of them get 0 for a draw;
otherwise, the winner gets 2 and the loser gets -2.

Figure 3 shows the changing trend of payoff that player 1
and player 2 play optimal strategy, winner strategy, and
opponent strategy in the initial states S0 = fscissors, rockg

Table 3: The influence of time series irregularity.

Parameter aTμ C aTCa log aTμ
� �

No-weight 62.47

2:15 2:10 2:07 0:99
2:10 2:18 2:14 1:03
2:07 2:14 2:15 1:03
0:99 1:03 1:03 0:69

2
666664

3
777775 19.09 1.80

Weight 64.76

0:49 0:48 0:48 0:35
0:48 0:46 0:47 0:34
0:48 0:47 0:48 0:35
0:35 0:34 0:35 0:25

2
666664

3
777775 4.29 1.81
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Figure 2: Similarity comparison.

Table 4: Payoff matrix.

Player1/2 Rock Scissors Paper

Rock 0, 0 2, -2 -2, 2

Scissors -2, 2 0, 0 2, -2

Paper 2, -2 -2, 2 0, 0
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and S1 = frock, scissorsg. In the figure, winner vs. optimal
means that player 1 plays winner strategy and player 2
players optimal strategy in the game. Similarly, we can know
the meaning of opponent vs. optimal and winner vs. oppo-
nent. Figures 3(a)–3(d) show the payoff of player 1 and
player 2 in S0 and S1 states, respectively. From Figure 3(a),
we can see that due to player 1 adjusts scissors strategy to
rock strategy when starting the second round of the game,
the payoff of player 1 is -2 in the first round, and the payoff
of player 1 is 2 in the second round. It is worth noting that
the payoff trend of player 1 and player 2 is the same in winner
vs. optimal and opponent vs. optimal because the strategies
adjusted by winner strategy and opponent are the same in

the initial state S0. According to Figures 3(a)–3(d), we can
draw a conclusion that the optimal strategy is optimal in state
S0, while in state S1, optimal strategy is superior to winner
strategy and inferior to opponent. As can be seen Table 5,
the overall payoff of players is same in opponent strategy
and optimal strategy. To sum up, optimal strategy scheme
can help to determine the player’s strategy and maximize
the player’s payoff.

6. Conclusion

In IoT, defending against attacks by determining the optimal
strategy of the edge device for ensuring data security is the
key to improve its effectiveness. In this article, we propose
an antiattack scheme for edge devices based on deep rein-
forcement learning to solve this issue. And the core of this
scheme is he optimal strategy algorithm. Detailed simulation
experiment verified the effectiveness of this new scheme.
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Figure 3: Payoff comparison.

Table 5: Total payoff comparison.

Players Winner Opponent Optimal

Total -16 8 8
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In future studies, we will focus on creating a newmethod-
ology to determine the similarity between data samples and
use machine learning approaches to solve more data security
problems.
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Internet of Things (IoT) brought great convenience to people’s daily lives. Meanwhile, the IoT devices are facing severe attacks from
hackers and malicious attackers. Hackers and malicious attackers use various methods to invade the Internet of Things system,
causing the Internet of Things to face a large number of targeted, concealed, and penetrating potential threats, which makes the
privacy problem of the Internet of Things suffers serious challenges. But the existing methods and technologies cannot fully
identify the attacker’s attack process and protect the privacy of the Internet of Things. Alarm correlation method can construct
a complete attack scenario and identify the attacker’s intention by alarming the alarm data which provides an effective
protection for user privacy. However, the existing alarm correlation methods still have the disadvantages of low correlation
accuracy, poor correlation efficiency, and strong dependence on the knowledge base. To address these issues, we propose an
alarm correlation method based on Affinity Propagation (AP) clustering algorithm and causal relationship. Our method
considers that the alarm data triggered by the same attack process has high similarity characteristics, adopts the AP algorithm to
improve the correlation efficiency, and at the same time constructs a complete attack process based on the causal correlation
idea. The new alarm correlation method has a high correlation effect and builds a complete attack process to help managers
identify attack intentions and prevent attacks.

1. Introduction

Smart city and intelligent transportation system improved
the people’s lifestyle. The Internet of Things (IoT) applica-
tions brought great convenience to people’s lives [1]. IoT is
seen as the third wave and revolution in the development of
the global information industry after the advent of computers
and the Internet. By the huge market scale and broad indus-
try application prospect, IoT has become the current hot
research field. With the continuous change of technology
and the advent of 5G networks, the scale and complexity of
the Internet of Things continue to increase, and the complex
network architecture of heterogeneous integration and inter-
connection of the Internet of Things is facing increasingly
prominent security and efficiency issues [2], and data privacy

has also become one of the most important issues in the
Internet of Things [3]. The security issue of the Internet of
Things has increasingly become a hot issue that people are
concerned about today. According to the white paper on
the development of China’s network security in 2019 [4], in
2018, the size of China’s IoT security market reached 8.82 bil-
lion, with a growth rate of 34.7%, which was significantly
higher than the industry average growth rate. In recent years,
viruses, Trojans, vulnerabilities, spyware, and other attacks
and threats against the Internet of things emerge in an
endless stream. For example, in 2019, security researchers
discovered that popular connected or smart home devices
sold by large retailers such as Wal-Mart and Best Buy gener-
ally have serious security vulnerabilities and privacy issues.
Amazon’s Ring also has privacy and security issues, as well
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as a series of problems such as the terrifying Mirai botnet
continues to maintain a high-speed growth, data upload
leakage in intelligent cyber-physical systems [5], and privacy
protection of data sharing in the industrial Internet of Things
[6]. Various advanced multistep attacks are also appearing
more and more frequently. Due to their penetration, perti-
nence, and concealment, they pose a serious threat to the
Internet of Things [7]. In addition to this, the types of attacks
on the network are becoming more abundant [8], such as
worm attacks, vulnerability attacks, denial of service (DoS)
attacks, and phishing attacks. Such a series of intrusions have
brought severe challenges to the security and privacy protec-
tion of the Internet of Things [9].

In the complex network system, correlation analysis of
alarm data is of great importance. It is one of the most effec-
tive methods for constructing attack scenarios, allowing
managers to intuitively analyse attack trends. The principle
of the alarm correlation technology is to dig out the internal
connection between the attack events through the correlation
analysis and processing of the alarm data [10] and further
correlate the alarm information to realize the reconstruction
of the attack scenario to help the network manager grasps the
entire attack process. Identify the attacker’s attack intention,
which can effectively prevent network attacks and protect the
privacy of the Internet of Things.

There are a series of research in the field of alarm corre-
lation, such as causality-based correlation method [11, 12],
data mining method [13, 14], and attribute similarity-based
correlation method [15, 16]. However, there are still some
problems that need to be solved. First of all, the populariza-
tion and diversification of the Internet of Things make the
network environment more complicated, and the attacks on
the network are also complex and changeable [17]. The exist-
ing methods cannot build a more comprehensive attack
scene against complex intrusion behaviours. Secondly,
because of the high false-positive rate of intrusion detection
system, the key attack steps are missing. And the existing
methods have strong dependence on the knowledge base,
thus affecting the accuracy of correlation results, resulting
in low correlation accuracy and poor correlation efficiency.
Therefore, how to coordinate the relation between correla-
tion accuracy and correlation efficiency to achieve more ideal
effect of alarm correlation is an urgent problem.

1.1. Contributions. An efficient alarm correlation method is
an effective way to reconstruct attack scenarios for helping
network administrators to identify attackers’ attack inten-
tions and protect network privacy. Therefore, we propose a
hybrid method based on Affinity Propagation (AP) cluster-
ing algorithm and causality to correlate alarm data. The main
contributions of this paper are summarized as follows:

We improve the similarity calculation method in AP
algorithm and use the attribute similarity calculation method
to replace the traditional similarity measurement method in
AP clustering. According to the different properties of alarm
data, we define different similarity calculation functions to
calculate their similarity. Combined with the weight of each
attribute, we calculate the overall similarity of the alarm.
Then, use the AP algorithm to cluster the massive alarm data

and classify the alarm data with higher similarity into the
same attack scenario. AP clustering algorithm does not rely
on prior knowledge to automatically classify attack scenes,
which can greatly improve the correlation efficiency of alarm
data.

After dividing the attack scenarios, we sort the alarm data
in the same attack scenario in the order of attack time and
then associate the alarm data of the same attack event in
the same attack scenario according to the principle of causal-
ity between the attack sequences. Finally, build a complete
attack process.

1.2. Organization. The remainder of this paper is organized
as follows. The related work is introduced in Section 2. We
review the conception of AP clustering algorithm and attri-
bute similarity calculation in Section 3. Our scheme is given
in Section 4. Section 5 analyses the effectiveness of our pro-
posed method on the honey pot dataset. We conclude this
paper in Section 6.

2. Related Work

Most of the attacks launched by attackers on the network are
composed of multiple interrelated attack actions, these
attacks involve multiple intrusions [18]. Alarm correlation
is a technology that extracts effective attribute information
from a large amount of original alarm data, connects the
alarms induced in the same attack step based on certain rules,
and reconstructs the attack process, which can effectively
identify attack intentions and reduce repeated alarms. In
recent years, the correlation analysis of alarm data has always
been a research hotspot in the field of network security [19].
So far, many researchers have done a lot of research on alarm
data from the perspectives of causality, data mining, and
attribute similarity.

The correlation method based on causality is the most
common correlation method. It does not require the support
of an expert knowledge base and performs related analysis on
the alarm data according to the premise and possible conse-
quences of the attack type [20]. Literature [21] proposed an
alert correlation framework (RTECA), the type of framework
extracts causality based on Bayesian networks in offline mode
and constructs an attack graph. Aiming at the problem that
the existing association methods fail to identify many distrib-
uted attacks, a real-time alarm correlation method based on
attack planning graph (APG) is proposed in reference [22].
This method establishes an attack graph model according
to attack types and causality. In order to obtain effective net-
work intrusion alarm information and reveal the intention of
attackers, the literature [23] proposed a method to construct
attack scenarios based on single-value causality graphs,
which constructs attack scenes based on causal graph and
can correctly reflect the real hacker intrusion process. The
above methods have a strong dependence on prior knowl-
edge. Once an intermediate link in the attack step is missing,
a complete attack scene cannot be constructed.

Association method based on data mining is a research
hotspot in recent years, it does not need expert knowledge
and prior knowledge. It can automatically mine data through
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statistical methods to find attack scenarios. Both literature
[24] and literature [25] extract complex attack scenarios by
mining frequent attack sequences, which can effectively mine
attack scenarios and discover more valuable attack patterns.
Aiming at the problem that causal knowledge is difficult to
obtain automatically in alarm correlation analysis, in refer-
ence [26], the transition probability matrix between different
attack types is automatically mined based on Markov prop-
erty, thereby constructs causal knowledge of each attack sce-
nario. In literature [27], a plot mining algorithm is used to
discover possible combinations of alarms, and then, a super-
vised decision tree (DT) learning method is used to detect
multistep attack scenarios. The literature [28] proposes an
alarm correlation framework based on Markov chain, the
framework combines statistics and mining techniques to cor-
relate alerts. Although the abovementioned correlation
method does not require a large amount of knowledge base
and prior knowledge, there are still defects in the statistical
analysis process of large amount of calculation and low
accuracy.

The alarm correlation method based on attribute similar-
ity is to judge whether there is correlation between alarms by
comparing the alarm similarity and the set threshold. The lit-
erature [29] uses the similarity of alarms to determine the
causal relationship between alarms and reconstructs the
attack scene through the evidence in alarms. This method
can quickly and incrementally reconstruct known and
unknown attack schemes without expert intervention. Liter-
ature [30] determines the causal relationship between attack
events by calculating the similarity between attacks, thereby
constructing attack paths. Mining association rules from
the perspective of alarm timing, literature [31] proposes an
alarm correlation method based on block similarity that con-
verts the alarm data sequence into a time node sequence and
improves the maximum correlation coefficient method to
enhance the correlation accuracy. The alarm association
method based on attribute similarity has the advantages of
simple algorithm and strong real-time performance, but
there is no standard for attribute similarity. The final associ-
ation result is greatly affected by the parameters such as sim-
ilarity weight coefficient, and the association result cannot
show the relationship between attacks very well.

3. Preliminaries

In this section, we review the conception of AP clustering
algorithm and attribute similarity calculation.

3.1. AP Clustering Algorithm. The AP clustering algorithm is
a graph-based clustering algorithm, it was first proposed by
Frey and Dueck [32] in Science Journal in 2007. The
algorithm regards all samples in the dataset as possible clus-
ter centres and transmits information through iterations
between data points. In the process of iteration, the iteration
information for each point continues to be updated until m
specific cluster centres are produced to achieve the corre-
sponding classification. The basic idea is as follows:

The AP algorithm takes the similarity matrix S formed by
similarity among data N points as input for clustering analy-

sis. It uses sði, jÞ to represent similarity between node i and
node j and introduces the concept of reference P to represent
reference degree of data points as clustering centre. The ref-
erence degree of point i is expressed as PðiÞ or sði, iÞ, and
the larger the value, the more likely point i is to be the cluster
centre. Because the AP algorithm considers that each data
point is likely to be the cluster centre, so all P take the same
value, and the final number of clusters is greatly affected by
the value of the reference degree. Generally, the median or
minimum value of the input similarity value is used as the
value of P. At the same time, by setting the damping factor
(λ), it avoids data shock during the clustering process and
achieves a better convergence effect. Its value range is [0,1].

The AP algorithm also introduces the two concepts of
responsibility and availability and realizes the transfer and
update of data points by iteratively updating the responsibil-
ity matrix and the availability matrix and then obtains the
final cluster centre point. The formula used in AP clustering
algorithm is given below.

The update formula of responsibility matrix R is as
follows:

rt+1 i, kð Þ =
s i, kð Þ −max j≠k at i, jð Þ + rt i, jð Þf g, i ≠ k,

s i, kð Þ −max j≠k s i, jð Þf g, i = k:

(

ð1Þ

The update formula of availability matrix A is as follows:

at+1 i, kð Þ =
min 0, rt+1 k, kð Þ + 〠

j≠i,k
max rt+1 j, kð Þ, 0f g

( )

〠
j≠k
max rt+1 j, kð Þ, 0f g, i = k:

8>>>><
>>>>:

, i ≠ k,

ð2Þ

At the same time, in order to avoid the problem of data
oscillation in the process of matrix update, AP algorithm
attenuates the above two formulas by setting damping coeffi-
cient, and the update formula is as follows:

Rt+1 i, kð Þ = λ ∗ rt i, kð Þ + 1 − λð Þ ∗ rt+1 i, kð Þ: ð3Þ

rt+1ði, kÞ represents the responsibility of point i and point
k after the t + 1th update, andRt+1ði, kÞ represents the degree
of responsibility after attenuation.

At+1 i, kð Þ = λ ∗ at i, kð Þ + 1 − λð Þ ∗ at+1 i, kð Þ: ð4Þ

at+1ði, kÞ represents the availability degree after the t + 1
th times update, andAt+1ði, kÞ represents the availability after
attenuation.

The flow of AP algorithm is as follows:

Step 1. Set the initialized responsibility and availability matrix
as 0 matrix and set parameters damping factor and maxi-
mum iteration times MaxIterNum.
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Step 2. Input the data to calculate the similarity matrix S and
then calculate the median value of the similarity matrix and
assign it to the parameter preference.

Step 3. Use formula (1) to update the responsibility matrix.

Step 4. Use formula (2) to update the availability matrix.

Step 5. Attenuate formula (1) and formula (2) according to
the attenuation coefficient.

Step 6. Check whether the clustering result meets the termi-
nation condition, if it is satisfied, the algorithm ends and
the result is output; otherwise, it returns to step 3 for the next
iteration.

Step 7. When the algorithm is finished, output the final clus-
ter centre and the dataset of the classified categories.

3.2. Attribute Similarity Calculation. Within a certain time-
threshold, the alarm data belonging to the same attack sce-
nario must have certain relations in IP address, port, and
alarm type. Therefore, when clustering, we use the attribute
selection method in literature [33] for reference and conduct
correlation analysis from the four attributes of attack type, IP,
port, and time.

3.2.1. Similarity of Attack Types. For the alarm type attribute,
if the two alarm data alerti and alertj have the same alarm
type, set their similarity to 1; otherwise, it is 0. The calculation
formula is as follows:

simtype =
0, alteri:type ≠ alter j:type,

1, alteri:type = alter j:type:

(
ð5Þ

3.2.2. IP Address Similarity. The IP address in the alarm log is
expressed in decimal form. Therefore, it is necessary to con-
vert the IP address into a binary form first and then calculate
the similarity by comparing the same consecutive prefix
digits [34]. The calculation formula is as follows:

simip =
r
32

, ð6Þ

where r represents the two alarm data alerti and alertj from
high to low, the IP address is the same number of consecutive
digits.

3.2.3. Port Similarity. The port number is a Boolean attribute.
If two alarm ports are identical, the similarity is considered as
1; otherwise, it is 0. The calculation formula is as follows:

simport =
0, alteri:port ≠ alterj:port,

1, alteri:port = alterj:port:

(
ð7Þ

3.2.4. Time Similarity. For the calculation of time similarity,
we first compare the date attributes and then use the sigmoid
function to calculate the time similarity for alarms with the

same date attributes. Otherwise, the similarity is 0. The calcu-
lation formula is as follows:

simtimestamp =
0, alteri:date ≠ alter j:date,

1
1 + et

, alteri:date = alter j:date:

8<
: ð8Þ

That t = jti − t jj/60.
After calculating the similarity of four attributes of attack

type, IP, port, and time, the overall similarity between alarm
data is obtained by taking the weighted average. The formula
for calculating the overall similarity between two alarms is as
follows:

sim alteri, alterj
� �

= 〠
6

l=1
siml ∗ ωl, ð9Þ

where siml indicates the similarity of each attribute, the ωl
represents the weight corresponding to each attribute, and
the subscript of 6 indicates that the formula is weighted by
six attributes, which are attack type, timestamp, source IP
address, source port number, destination IP address, and
destination port number. The weight of each attribute is
determined by principal component analysis based on the
idea of reference [35].

4. Our Scheme

In this section, we propose the hybrid alarm correlation
method based on AP clustering algorithm and causality, it
mainly includes three phases: (1) alarm data preprocessing,
(2) attack scene division based on AP clustering, and (3) con-
structing attack process graph based on causality. Our
method is based on the idea that the alarm data with high
similarity after preprocessing are aggregated into the same
cluster by using AP clustering algorithm, so as to realize the
division of attack scenarios. Then, the alarm data in the same
attack scenario are further correlated and analysed by using
causal correlation method to restore the attack process. Our
method can restore attack process without setting attack
knowledge base, and it well shows the logical relationship
among alarm information, eliminates redundant data,
improves the correlation accuracy, and realizes multistep
attack restoration. The overall flow of the algorithm is shown
in Figure 1.

4.1. Alarm Preprocessing. Different intrusion detection sys-
tems generate different formats of alarm data according to
the abnormal conditions of the network environment. These
data cannot be directly used for correlation analysis, so attri-
bute filtering and normalization processing of alarm logs in
different formats are the bases of subsequent work. We use
Intrusion Detection Information Exchange Format (IDMEF)
[36] to extract eight attributes from the original log and stan-
dardize the format of the original alarm data and define the
alarm data as a seven-tuple. The meaning of each attribute
is shown in Table 1.
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Due to the large number of repeated and redundant
alarms in the alarm data, it is difficult for us to obtain valu-
able alarm information from the massive alarm data [37].
In order to solve this problem, we deduplicate and merge
the original alarm data. We set a time threshold, and under
the condition of not exceeding this time threshold, in addi-
tion to the signature attribute, we merge the alarm data with
high similarity of other attributes to remove duplicates and
add alert id attribute to the deduplicated data to prepare
for the follow-up work.

4.2. Attack Scene Division Based on AP Clustering. In the
process of alarm correlation analysis, we use AP clustering
algorithm to divide attack scenarios. The AP algorithm
divides the massive and disordered alarm logs into a collec-
tion of attack scenarios with small intraclass spacing and
large interclass spacing without prior knowledge, and it does
not need to set the clustering number in advance, nor does it
need to randomly select the initial clustering centre. It over-
comes the defect of the traditional clustering algorithm that
is sensitive to the initial conditions. What is more, compared
with the K-means clustering algorithm, its fitting degree is
much higher than that of the K-means algorithm, and the
squared error of the results is also smaller.

The standard AP clustering algorithm uses Euclidean dis-
tance as the similarity calculation criterion, but the type of

the alarm log generated by the intrusion detection system is
string type, and there is a certain connection between the
attributes of the alarm data, and the relative importance of
each attribute field is not the same. It is difficult to calculate
its similarity by using the distance calculation formula, and
it will also destroy the connection between the alarms. There-
fore, we improve the similarity matrix calculation method of
AP clustering algorithm. According to the attribute similarity
calculation method given in Section 3, we calculate the attri-
bute similarity and then use the AP clustering algorithm to
aggregate the alarms with higher attribute similarity. In order
to make it easier to understand our attack scenario division
method, we give an algorithm flow to illustrate the construc-
tion of our method, as shown in Algorithm 1.

As described in Algorithm 1, Alert is an alarm dataset,
and Scene is an attack scene set based on AP clustering par-
tition. Firstly, the similarity matrix is obtained based on the
above attribute similarity calculation method, and initialize
the attraction matrix and the attribution matrix. Then,
according to the requirements of the AP method, the similar-
ity is taken as a negative value. Finally, the alarm data with
high similarity is clustered into the same attack scenario
according to the AP method.

4.3. Constructing Attack Process Graph Based on Causality.
Every attack has its premise and corresponding conse-
quences. That is, the previous attack is the precondition of
the next attack, and the next attack is the consequence of
the previous attack. For example, in a multistep attack, before
launching an attack on the target, the intruder first scans and
detects the target, finds the vulnerabilities in the target, and
then starts the attack based on the vulnerabilities. Each of
these attack steps can be regarded as a prerequisite for the
next attack step, and the next attack step can be regarded as
the consequence of the previous attack. Therefore, a com-
plete attack sequence can be obtained by connecting the pre-
mise and result of alarm according to causality, which is
based on causality. The method of dividing attack scenes
was introduced, and the attack scenes were divided. Based
on the previous work, this part will analyse the alarm data
of the same attack scene by causal association method [38]
and then construct an attack graph. The flow chart is shown
in Figure 2.

In the multistep attack, the attack with correlation
occurred in a short period of time and the alarm data with
causality existed in the order of time, and the attack premise
and the attack result have corresponding relations in IP and
port attributes, that is, the destination IP address and desti-
nation port number of the attack premise must be the same
as the source IP address and source port number of the attack
result. The specific implementation process of association is
as follows:

Step 1. Read the alarm dataset after the cluster processing
sequentially and conduct correlation analysis of the data in
each attack scene in turn.

Step 2. According to the idea of causality, sort the alarm data
in each attack scenario in chronological order.

Data normalization
and de-redundancy

Divide attack scenarios
based on AP clustering

Construct attack graphs
based on causality

Begin

IDS original alarm data

Alarm data a�er preprocessing

Alarm data set of the
same attack scenario

 Attack graph

End

Figure 1: Flow chart of alarm correlation method.

Table 1: Alarm data attribute.

Attribute Meaning

Signature Characteristic string

Type Alarm category

Date Alarm date

Timestamp Alarm timestamp

Src_ip Source IP

Src_port Source port

Des_ip Destination IP

Des_port Destination port
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Step 3.Match the first piece of data alert1 in the set with other
data one by one according to the step size of 1. Within a cer-
tain time threshold, if the corresponding relationship
between IP and port attributes is satisfied, that is, if the target
IP address of the first data is the same as the source IP
address of an alarm data, and the source port number and
destination port number are the same, then, the two pieces
of alert data are associated. If no qualified data is found after
searching, it will be listed alert1 as an isolated alarm.

Step 4. Sequentially execute the operations in step 3 on the
remaining alarm data until all alarms are analysed.

Step 5. After completing the above steps to obtain the associ-
ated alarm, use Graph-viz to draw the attack graph.

5. Performance Evaluation

5.1. Experimental Environment. We use the Python 3.6 pro-
gramming with PyCharm Community 2017.3 version in

Windows 10. Use the Scikit-learn library to simply and effi-
ciently process alarm data files. After the alarm association,
we use the Graph-viz drawing tool to visually display the
attack scene in the form of an attack graph.

5.2. Experimental Dataset. We use the honeypot dataset to
verify the effectiveness of our proposed method in alarm cor-
relation and the ability to construct attack scenarios. The
honeypot dataset is obtained by simulating real network
system and then using network decoy technology to lure
intruders to launch attacks and capture the attack data [39].
Honeypot is essentially a kind of intelligence gathering sys-
tem to trap attackers. All the actions of accessing honeypot
system are the attacks of intruders. Through the correlation
analysis of the honeypot data, all the activity information of
the intruder in the system can be restored, which is conve-
nient for the security management personnel to analyse the
attacker’s data and take corresponding measures to improve
the protection capability of the real network system. These
types of information include operating systems, brute force

Input: Alarm dataset Alert = fa1, a2,⋯,ang.
Output: Attack scenario set Scene = fscene1, scene2,⋯,sceneng.
1 Calculate the similarity matrix →Similarity = ½sim11, sim12,⋯simnn�.
2 Calculate the responsibility matrix→R = ½r11, r12,⋯rnn�.
3 Calculate the availability matrix→A = ½a11, a12 ⋯ ann�.
4 Update R matrix and A matrix iteratively
5 if Convergence(cluster)
6 output cluster
7 else
8 return 4
9 end if
10 return Scene = fscene1, scene2,⋯,sceneng.

Algorithm 1: Attack scenario division based on AP clustering.

Begin

Set of attack scenarios

Sort in chronological order

Port and IP address matching

End

Yes

No Join the orphaned alarm
queue

Associate matching alarm
data

Whether the
match is satisfied

Figure 2: Flow chart of alarm association based on causal relationship.
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network attacks, host vulnerabilities, and port scanning. In
one aspect, the types of attacks included are shown in
Table 2.

5.3. Experimental Results and Analysis. In this section, we
divide the verification experiment into two parts: construc-
tion of attack graphs and correlation efficiency analysis.

5.3.1. Build Attack Graphs. After the attack scenarios are
divided by the AP clustering algorithm, the alarm data in
each attack scenario is used to find out the correlation
between the alarms according to the causal relationship. If
the following relationships are satisfied, it indicates that there
is a connection between the two alarms. If the following rela-
tionship is satisfied, it is an isolated alarm.

(1) Within a certain period of time, the occurrence time
of alerti precedes the occurrence time of alert j

(2) alerti’s destination IP is the same as alertj’s source IP
address

(3) alerti’s destination port number is the same as alertj’s
source port number

After obtaining the associated alarm data based on the
idea of causal association, we use the drawing software
Graph-viz to construct an attack graph on these alarm data.
Below we have selected several representative attack graphs
for analysis.

As shown in Figure 3, we restored a distributed attack.
The attack figure describes the process of a target host being
attacked by multiple hackers. Multiple intruders perform
SYN scan or FIN scan on the target host within the same time
period, obtain active port information through the returned
message, and then capture the host and obtain advanced per-
missions. Finally, using the host as a springboard, launch dif-
ferent types of distributed attacks on different hosts in the
network.

As shown in Figure 4, it depicts an attack source
launching the same type of attack on multiple target
hosts at the same time. In these target hosts, a pair of
pairwise combination is used to launch a centralized
attack on the same host, and then a single step attack
is implemented.

As shown in Figure 5, we restore a distributed port attack
process. The attack source launches distributed attacks on the
same port of different target hosts, controls these puppet
machines through remote login, and uses the current host
as the host to search for the target port to initiate local or
remote attacks. Finally, use buffer overflow attacks to destroy
the target host.

5.3.2. Correlation Efficiency Analysis. The correlation ratio
and false alarm rate are reasonable indicators to verify the
validity of alarm correlation. The false alarm rate refers to
the ratio of false alarms that are not generated by real
attacks to the total number of alarms. The correlation ratio
refers to the ratio of the number of alarms generated by real
attacks and the number of correctly associated alarms to

the total number of alarms. The calculation formulas are
as follows:

FAR = NIA
TNA

× 100%, ð10Þ

where FAR represents the false alarm rate, NIA represents
the number of false alarms in isolated alarms, that is, the
number of false alarms that did not participate in the cor-
relation, and TNA represents the total number of alarms.

CR =
NPA
TNA

× 100%, ð11Þ

where CR represents the correlation ratio, NPA represents
the number of alarms correctly participating in the associa-
tion, and TNA represents the total number of alarms.

This paper selects two different alarm correlation analysis
methods proposed in literature [40] and literature [41] to
compare with the method proposed in this paper. Among
them, literature [40] and literature [41] use a single alarm
correlation method. It can be seen from Table 3 that our mul-
titype mixed alarm correlation method is the method with
the best correlation effect, and the correlation ratio reaches
96.7%, which is higher than the single correlation method.
In addition, associating alarm data in attack scenarios based
on AP clustering can find out more internal logical connec-
tions between alarms and reduce isolated alarms. The false

Table 2: Types of honeypot data attacks.

Attack type Quantity

Portmap-request-mountd 111

Web-cgi 10

Ping zeros 51

SYN FIN scan 47

DNS-version-query 116

DNS-zone-transfer 3989

Large-icmp 286

Ping Microsoft Windows 14

RPC-rpcinfo-query 24

Spp_portscan 838

SourcePortTraffic-53-tcp 26

Ping Nmap 2.36BETA 459

Socks-probe 2627

Telnet-login-incorrect 397

PING-ICMP time exceeded 12

IDS118-MISC-traceroute ICMP 2360

PING-ICMP destination unreachable 709

IDS212–MISC 1487

NAMED Iquery probe 146

RPC-portmap-request-status 67

MISC-Source Port Traffic 53 TCP 60

SMTP-expn-root 786

Portmap-request-mountd 111
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12.24.136.201 12.24.136.201 12.24.136.201 12.24.136.201 12.24.136.201

Scan-SYN FIN

172.16.1.101

209.220.1.142

Spp_portscan IDS/DNS-version-query DNS-zone-transfer IDS171/Ping zeros

216.141.115.9 199.45.204.66 157.193.98.113

Figure 3: Attack figure 1.

209.214.49.36

172.16.1.102

61.158.224.66 210.72.95.54

Port/15005

ICMP echo requestBeta – Sing echo
from sun solaris

209.73.230.221

Web–MISC–
403 forbidden

MISC-source
port traffic

IDS013 – RPC –
portmap-request-mountd

IDS181 – overflow –
noop–X86

IDS127 – Telnet –
login incorrect

209.217.52.73 212.144.200.4

172.16.1.104

Figure 4: Attack figure 2.

12.24.136.201

IDS127-Telnet iquery probe

Port/53

216.80.71.100 216.80.71.104

IDS181-overflow-NOOP-X86

Port/138

216.80.71.104 216.80.71.105 216.80.71.106 216.80.71.107

216.80.71.102 216.80.71.109

Figure 5: Attack figure 3.
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alarm rate is only 2.1%, which is much smaller than other
comparison algorithms. It shows that our method can effec-
tively find out the correlation between alarm data and restore
the complete attack scenario.

6. Conclusions

In this paper, we propose an alarm correlation method based
on AP clustering algorithm and causality. Our method fully
considers the logical relationship of each alarm information
in the relevant attributes which analyses the characteristics
of multistep attack alarm information and combines the
shortcomings of existing alarm correlation methods to pro-
pose an attack scenario division method based on AP cluster-
ing. The experiment result showed that our method can
achieve a correlation efficiency with 96.7% and can fully
restore the attack process and construct a complete attack
graph.
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Decentralized machine learning has been playing an essential role in improving training efficiency. It has been applied in many real-
world scenarios, such as edge computing and IoT. However, in fact, networks are dynamic, and there is a risk of information leaking
during the communication process. To address this problem, we propose a decentralized parallel stochastic gradient descent
algorithm (D-(DP)2SGD) with differential privacy in dynamic networks. With rigorous analysis, we show that D-(DP)2SGD
converges with a rate of Oð1/ ffiffiffiffiffiffi

Kn
p Þ while satisfying ε-DP, which achieves almost the same convergence rate as previous works

without privacy concern. To the best of our knowledge, our algorithm is the first known decentralized parallel SGD algorithm
that can implement in dynamic networks and take privacy-preserving into consideration.

1. Introduction

Decentralized machine learning, as a modeling mechanism
that allocates training tasks and computes resources to
achieve a balance between training speed and accuracy, has
demonstrated strong potential in various areas, especially
for training large models on large datasets [1–3], such as Ima-
geNet [4]. Typically, assume that there are n workers where
each worker has its local data, decentralized machine learn-
ing problem is aimed at solving an empirical risk minimiza-
tion problem as follows:

min
x∈ℝd

f xð Þ = 1
n
〠
n

i=1
f i xð Þ, ð1Þ

where f iðxÞ is the local loss function at node i. The objective
f ðxÞ can be rephrased as a linear combination of the local loss
function f iðxÞ. This formulation can be expressed as many
popular decentralized learning models including deep learn-
ing [5], linear regression [6], and logistic regression [7].

In recent years, decentralized machine learning has
attracted much attention to derive convergence solutions

while reducing communication costs [8, 9]. Previous works
mainly study decentralized collaborative learning in a static
network assumption. For example, decentralized parallel sto-
chastic gradient descent (D-PSGD) is one of the fundamental
methods in solving large-scale machine learning tasks in
static networks [1]. In D-PSGD, all nodes compute the
stochastic gradient using their local dataset and exchange
the results with their neighbors iteratively. However, in
fact, dynamicity has been an important feature for net-
works, especially for large-scale networks, such as IoT
[10] and V2V networks [11, 12], as nodes in the network
can move around and join or leave the network at any
time. On the other hand, in large-scale networks, it is hard
or even impossible to ensure every node is reliable [13,
14]. Consequently, during the collaborative learning pro-
cess, it is unavoidable to face the risk of information leak-
ing. Hence, when designing decentralized machine
learning algorithms, it has been to consider the impact
of the dynamicity of network topology and the demand
for privacy preservation. However, to the best of our
knowledge, there is no existing work taking both factors
simultaneously into consideration. In this work, we focus
on this missing piece in decentralized learning.
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Specifically, based on differential privacy, we present a
new dynamic decentralized stochastic gradient descent algo-
rithm (D-(DP)2SGD), which offers a strong protection for
local datasets of decentralized nodes. With rigorous analysis,
we show that our proposed D-(DP)2SGD algorithm satisfies ε
-DP and achieves the convergence rate of Oð1/ ffiffiffiffiffiffi

Kn
p Þ when K

is large enough. Empirically, we conduct experiments on
CIFAR-10 datasets to accomplish image classification tasks.
We conduct extensive experiments to evaluate the perfor-
mance of our proposed algorithms.

The remainder of this paper is organized as follows. We
present our survey on related work in Section 2. We then
introduce our model, problem, and some useful preliminary
knowledge in Section 3. Our algorithm, main results, and
analysis are presented in Section 4, Section 5, and Section 6,
respectively. Experimental results are illustrated in Section
7. The whole paper is concluded in Section 8.

2. Related Work

In this section, we introduce some closed related work.

2.1. Decentralized Parallel Stochastic Gradient Algorithms.
Most existing work on decentralized parallel stochastic gradi-
ent focus on static networks in both synchronous and asyn-
chronous settings [1, 15–18]. Under the synchronous
setting, Lian et al. [1] illustrated the advantage of decentra-
lized algorithms over centralized ones and showed that the
proposed D-PSGD converges with a rate of Oð1/ ffiffiffiffiffiffi

Kn
p Þ when

K is large enough, where K is the number of iterations and n
is the total number nodes in the network. Qureshi et al. [17]
proposed an algorithm called S-ADDOPT, and it converges
with a rate of Oð1/KÞ.

Feyzmahdavian et al.[19] and Agarwal et al. [20] consid-
ered decentralized SGD in the asynchronous setting. They
allowed workers to use stale weights to compute gradients
in S-PSGD. Asynchronous algorithms avoid idling any
worker to reduce the communication overhead, and it is very
robust because it can still work well when part of the comput-
ing workers are down. For asynchronous algorithms, Lian
et al. [16] proposed the asynchronous decentralized parallel
SGD algorithm for convex optimization and showed AD-
PSGD converges atOð1/ ffiffiffiffi

K
p Þ. Then, Lian et al. [21] proposed

the asynchronous decentralized parallel stochastic gradient
descent algorithm for nonconvex optimization and showed
the ergodic convergence rate is Oð1/ ffiffiffiffi

K
p Þ. They proved that

the linear speedup is achievable when the number of workers
is bounded by

ffiffiffiffi
K

p
.

2.2. Differentially Privacy Decentralized Learning.Most exist-
ing work on differentially private decentralized learning
focuses on the static network [22–25]. Our work combines
decentralized learning and dynamic network in a DP setting.
In contract, Lu et al. [24] proposed an asynchronous feder-
ated learning scheme with differential private for resource
sharing in vehicular networks. Hsin-Pai et al. [26] proposed
a new learning algorithm LEASGD (Leader-Follower Elastic
Averaging Stochastic Gradient Descent), which is driven by
a novel Leader-Follower topology and a differential privacy

model. And they provide a theoretical analysis of the conver-
gence rate and the trade-off between the performance and
privacy in the private setting. Based on the research in [16],
Xu et al. [2] designed an algorithm on asynchronous decen-
tralized parallel stochastic gradient descent algorithm with
differential privacy (A(DP)2SGD). They showed that
A(DP)2SGD converges at Oð1/ ffiffiffiffi

K
p Þ. For all of these reviewed

papers, the study of decentralized parallel SGD for differen-
tial privacy in dynamic networks is still an open problem.

3. System Model and Problem Description

We consider a network consisting of n computational nodes
(could be a machine or a GPU). At each iterate k, the network
topology is denoted by a network Gk = ðV ,EkÞ, where V is
the set of n computational nodes, V = f1, 2,⋯,ng, and Ek
⊂V ×V is the set of communication edges at iterate k. If
there exists an edge from node i to node j at iterate k, then
ði, jÞ ∈Ek. In a connected network, two nodes are neighbors
if the node can be connected directly by an edge, i.e., the
nodes can communicate with each other. The set of neigh-
bors of node i at iterate k is denoted by N kðiÞ = fj ∣ ði, jÞ ∈
Ekg, and define CkðiÞ =N kðiÞ

S fig. We assume that the
nodes keep unchanged, but the connection between nodes
can be changed after every iteration. The network Gk is
assumed to be strongly connected, i.e., for all nodes i, j ∈V ,
there exists a path from i to j at each iterate k ≥ 0. Some fre-
quently used notations are summarized in Table 1.

In a decentralized network, the data is stored at nodes,
and each node is associated with a local loss function

f i xð Þ = Eξ~Di
Fi x ; ξð Þ, ð2Þ

where Di is a distribution associated with the local data at
node i and ξ is a data sampled via Di.

In this work, we consider the following optimization
problem:

min
x∈ℝd

f xð Þ = Ei~I f i xð Þ = Ei~IEξ~Di
Fi x ; ξð Þ, ð3Þ

where I is a uniform distribution of nodes.
Similarity, we gives an δ-approximation solution if

K−1 〠
K−1

k=0
E ∇f �xkð Þk k2

 !
≤ δ, ð4Þ

where �xk is the average local variable with all nodes at iterate
k and K is the maximum iterations.

We next review the definition of differential privacy,
which is originally proposed by Dwork [27].

Definition 1 (see [27] (Differential Privacy)). Given a ε ≥ 0, a
randomized mechanism M with domain D preserves ε-dif-
ferential privacy if for all S ⊆ RangeðMÞ and for any adjacent
datasets (Given two datasets D = fx1, x2,⋯,xng and D′ = fx
′1, x′2,⋯,x′ng, D and D′ are adjacent if there exist i ∈ ½n� such
that xi ≠ x′i and for j ≠ i, xj = x′j, i.e., ∥D −D′∥1 = 1.) D,D′
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∈D such that:

ℙ M Dð Þ ∈ S½ � ≤ exp εð Þℙ M D′
� �

∈ S
h i

, ð5Þ

where RangeðMÞ is the output range of mechanism M.

Informally, differential privacy means that the distribu-
tions over the outputs of the randomized algorithm should
be nearly identical for two adjacent input datasets. The con-
stant ε measures the privacy level of the randomized mecha-
nismM, i.e., a large ε implies a lower privacy level. Therefore,
an appropriate constant ε should be chosen to balance the
accuracy and the privacy level of the mechanism M.

Then, we introduce the definition of sensitivity, which
plays a key role in the design of differential privacy
mechanisms.

Definition 2 (see [28] (Sensitivity)). The sensitivity of a func-
tion f : D⟶ℝd is defined as follows:

Δ = sup
D,D′:∥D−D′∥1=1

∥f Dð Þ − f D′
� �

∥1: ð6Þ

The sensitivity of a mechanism M captures the magni-
tude by which a single individual’s data can change the mech-
anism M in the worse case. Moreover, we will introduce the
Laplace mechanism.

Definition 3 (see [27] (The Laplace mechanism). Given any
function f : D⟶ℝd , the Laplace mechanism is defined as:

M D, f ·ð Þ, εð Þ = f Dð Þ + ηk,i, ð7Þ

where ηk,i are i.i.d. random variables drawn from LapðςÞ. The
variable of Laplace distribution is 2ς2, where ς = Δ/ε accord-
ing to the property of differential privacy.

Throughout the paper, we adopt the following commonly
used assumptions:

(1) Lipschitzian gradient: all functions f ið·Þ's are L
-Lipschitzian gradients.

(2) Unbiased estimation:

Table 1: Frequently used notations.

Notation Description

∥·∥ The vector ℓ2 norm or the matrix spectral norm depending on the argument

∥·∥F The matrix Frobenius norm

f ·ð Þ The optimization function

∇f ·ð Þ The gradient of a function f

1n The column vector in ℝn with 1 for all elements

f ∗ The optimal solution of problem

λi ·ð Þ The ith largest eigenvalue of a matrix

Gk The network topology at iterate k

V The set of nodes

Ek The set of edges at iterate k

K The total number of iterations

N k ið Þ The set of neighbors of node i at iterate k

xk,i The local variable in node i at iterate k

�xk The average local variable with all nodes at iterate k

ξk,i The sampled training data in node i at iterate k

~xk,i The perturbed variable in node i at iterate k

ηk,i The Laplace noise drawn from Lap ςð Þ
Xk The concatenation of all local variables

~Xk The concatenation of all perturbed variables

ηk The concatenation of all Laplace noises

ξk The concatenation of all random samples

∂F Xk, ξkð Þ The concatenation of all stochastic gradients
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Eξ~Di
∇Fi x ; ξð Þ = ∇f i xð Þ,

Ei~IEξ~Di
∇Fi x ; ξð Þ = ∇f xð Þ:

ð8Þ

(3) Bounded variance: assume the variance of stochastic
gradient

Ei~IEξ~Di
∥∇Fi x ; ξð Þ−∇f xð Þ∥2, ð9Þ

is bounded for any x with i sampled from the distribution I

and ξ from the distribution Di. It implies there exist con-
stants σ and ζ such that

Eξ~Di
∥∇Fi x ; ξð Þ−∇f i xð Þ∥2 ≤ σ2, ∀i, ∀x,

Ei~I ∥∇f i xð Þ−∇f xð Þ∥2 ≤ ζ2, ∀x:
ð10Þ

(4) Bounded subgradient: assume that the subgradient
∇Fiðx ; ξÞ of Fiðx ; ξÞ is Gi-bounded for all i ∈V
and x ∈ℝd , i.e., k∇Fiðx ; ξÞk ≤ Gi and G =maxi∈VGi.

4. Algorithm

The D-(DP)2SGD algorithm can be described as follows: each
node maintains its own local variable xk,i and run the follow-
ing steps.

(i) Sample data: each node samples a training data ξk,i.

(ii) Compute gradient: each node computes the stochas-
tic gradient ∇Fiðxk,i, ξk,iÞ using the current local var-
iable xk,i and the data ξk,i, where i is the node index
and k is the iterate number.

(iii) Add noise: random generate the Laplace noise ηk,i
~ LapðςÞ and add noise to the variable xk,i, to get
the perturbed variable ~xk,i = xk,i + ηk,i.

(iv) Communication: send the perturbed variable ~xk,i
and the degree dk,i to its neighbors; receive ~xk,j and
dk,j from neighbors, where j ∈N kðiÞ.

(v) Determine the matrixWk: determine the matrixWk
according to the local network topology, i.e.,

wk,ij =

1
max dk,i, dk,j

� � if i ≠ j, and j ∈N k ið Þ,

1 − 〠
m∈N k ið Þ

wk,im if i = j,

0 otherwise:

8>>>>>><
>>>>>>:

ð11Þ

where wk,ij describes how much node j can affect node i at
iterate k.

(vi) Weighted average: compute the weighted average by
obtaining perturbed variable from neighbors and
the matrix Wk: xk+ð1/2Þ,i =∑j∈CkðiÞwk,ij~xk,j.

(vii) Gradient update: each node updates its local vari-
able using the weighted average and the local sto-
chastic gradient xk+1,i = xk+ð1/2Þ,i − γ∇Fiðxk,i, ξk,iÞ.

From a global view, we define the concatenation of all
local variables, perturbed variables, Laplace noises, random
samples, and stochastic gradients by matrix Xk ∈ℝd×n, ~Xk

∈ℝd×n, and ηk ∈ℝ
d×n, vector ξk ∈ℝn, and ∂FðXk, ξkÞ,

respectively:

Xk = xk,1,⋯,xk,n½ � ∈ℝd×n, ηk = ηk,1,⋯,ηk,n
� �

∈ℝd×n,
~Xk = ~xk,1,⋯,~xk,n½ � ∈ℝd×n, ξk = ξk,1,⋯,ξk,n½ � ∈ℝn,

∂F Xk, ξkð Þ = ∇F1 xk,1 ; ξk,1ð Þ∇F2 xk,2 ; ξk,2ð Þ⋯∇Fn xk,n ; ξk,nð Þ½ � ∈ℝd×n:

ð12Þ

Then, the kth iterate of Algorithm 1 can be described as
the following update

Xk+1 = ~XkWk − γ∂F Xk, ξkð Þ, ð13Þ

i.e., Xk+1 = ðXk + ηkÞWk − γ∂FðXk, ξkÞ.

5. Main Results

In this section, we present the main results, which guarantees
the privacy and the convergence rate of our proposed
algorithm.

Theorem 4. Let assumptions hold. If ηk,i’s are i.i.d. random
variables drawn according to the Laplace distribution with
parameter ς, such that ς = Δ/ε for all k ∈ f0,⋯,K − 1g and ε
> 0. Then, our proposed algorithm guarantees ε-differential
private.

Theorem 5. Let B1 = ðð1/2Þ − ðð18γ2ðn − 1ÞL2Þ/ðð1 − ffiffiffi
ρ

p Þ2
B2ÞÞÞ, B2 = ð1 − ðð36γ2ðn − 1ÞL2Þ/ðð1 − ffiffiffi

ρ
p Þ2ÞÞÞ. Under the

assumptions, we can get the convergence rate of Algorithm 1
as follows:

1 − γLð Þ/2ð Þ∑K−1
k=0 E ∂f Xkð Þ1nð Þ/nk k2 + B1∑

K−1
k=0 E ∇f Xk1nð Þ/nð Þk k2

K

≤
f 0ð Þ − f ∗

γK
+ 4 1 + 2Lð ÞG2dγ

ε2
+ γL

n
σ2 + 24 n − 1ð ÞL2G2γ2

ε2 1 − ffiffiffi
ρ

p	 
2B2

+ 2γ2L2 n − 1ð Þσ2
1 − ρð ÞB2

+ 18γ2 n − 1ð ÞL2ζ2
1 − ffiffiffi

ρ
p	 
2B2

,

ð14Þ

where ððXk1nÞ/nÞ = ð1/nÞ∑n
i=1xk,i = �xk.

This theorem characterizes the convergence of the aver-
age of all local optimization variables xk,i. To take a closer
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look at this result, we choose an appropriate step length in
Theorem 5 to obtain the following result:

Corollary 6.Under the same assumptions as in Theorem 5, let
ðG/εÞ ≤ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðð f ð0Þ − f ∗ + LÞσÞ/ð4ð1 + 2LÞdnÞp

, by setting γ = 1
/ð2L + σ

ffiffiffiffiffiffiffiffi
K/n

p Þ, we have the following convergence rate:

∑K−1
k=0 E ∇f Xk1nð Þ/nð Þk k2

K
≤
8L f 0ð Þ − f ∗ð Þ

K
+ 12 f 0ð Þ − f ∗ + Lð Þσffiffiffiffiffiffi

Kn
p ,

ð15Þ

if the total number of iterates K is sufficiently large,

K ≥max 16n3 n − 1ð Þ2L4
σ6 f 0ð Þ − f ∗ + Lð Þ2

12G2

ε2 1 − ffiffiffi
ρ

p	 
2 + σ2

1 − ρð Þ + 9ζ2

1 − ffiffiffi
ρ

p	 
2
 !2

,
(

144n n − 1ð ÞL2
σ2 1 − ffiffiffi

ρ
p	 
2

)
:

ð16Þ

6. Result Analysis

In this section, we will give the analysis for privacy preserva-
tion and convergence rate of D-(DP)2SGD.

For convenience, we define

∂f Xkð Þ = ∇f1 xk,1ð Þ∇f2 xk,2ð Þ⋯∇f n xk,nð Þ½ � ∈ℝd×n, ð17Þ

and

Φ k : sð Þ =
WkWk−1 ⋯Ws, k ≥ s,
I, s = k + 1:

(
ð18Þ

6.1. Privacy Analysis

Proof (Proof of Theorem 4). From the definition of sensitiv-
ity, we obtain

xk,i − xk,i′
�� ��

1 ≤ Δ: ð19Þ

Note that xk,i and x′k,i are in space ℝd . According to the

definition of 1-norm, we have

〠
d

l=1
xlk,i − x′lk,i
��� ��� = xk,i − x′k,i

�� ��
1 ≤ Δ, ð20Þ

where xlk,i and x′lk,i are the lth component of xk,i and x′k,i,
respectively.

Consider an output vectors yk,i. Then, we follow from the
property of Laplace distribution, we get

ℙ M Dkð Þ ∈ S½ � =
Yd
l=1

1
2ς exp −

∣ylk,i − xlk,i ∣
ς

 !
,

ℙ M Dk′
� �

∈ S
h i

=
Yd
l=1

1
2ς exp −

∣ylk,i − x′lk,i ∣
ς

 !
:

ð21Þ

Then,

ℙ M Dkð Þ ∈ S½ �
ℙ M Dk′

� �
∈ S

h i = Yd
l=1

exp −
ylk,i − xlk,i
�� �� − ylk,i − x′lk,i

��� ���
ς

0
@

1
A

≤
Yd
l=1

exp
xlk,i − x′lk,i
��� ���

ς

0
@

1
A = exp

xk,i − x′k,i
�� ��

1
ς

 !

≤ exp Δ

ς

 �
,

ð22Þ

where the first inequality comes from the triangle inequality,
and the last inequality follows from (19).

Therefore, we know ε = Δ/ς, we can obtain

ℙ M Dð Þ ∈ S½ �
ℙ M D′

� �
∈ S

h i ≤ exp εð Þ: ð23Þ

Initialization
Initial point x0,i = x0 = 0, step length γ, noise variance ς and number of iterations K

end
fork = 0, 1,⋯, K − 1 in parallel for nodes i ∈V do

Sample a training data ξk,i;
Compute the stochastic gradient ∇Fiðxk,i, ξk,iÞ using the current local variable xk,i and the data ξk,i;
Randomly generate the Laplace noise ηk,i ~ LapðςÞ and add noise to the variable xk,i, to get the perturbed variable ~xk,i: ~xk,i = xk,i + ηk,i;
Send the perturbed variable ~xk,i and its degree dk,i to its neighbors;
Receive ~xk, j and dk,j from its neighbors, j ∈N kðiÞ;
Determine Wk according to Equation (11);
Compute the neighborhood weighted average by obtaining perturbed variables from neighbors: xk+ð1/2Þ,i =∑j∈CkðiÞwk,ij~xk,j;
Update its local variable xk+1,i = xk+ð1/2Þ,i − γ∇Fiðxk,i, ξk,iÞ;

end
Output:ð1/nÞ∑n

i=1xK ,i.

Algorithm 1: D-(DP)2SGD: Dynamic Decentralized Parallel Stochastic Gradient Descent.
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6.2. Convergence Rate Analysis. In order to obtain the result
of convergence rate, we first give some lemmas.

Lemma 7. Wk is a symmetric doubly stochastic matrix.

Proof. From the definition of Equation (11), we can obtain
that

wk,ij ∈ 0, 1½ �, ∀i, j, ð24Þ

(1) wk,ij ∈ ½0, 1�, for all i, j;
(2) wk,ij =wk,ji, for all i, j;

(3) ∑jwk,ij = 1, for all i.

Therefore, Wk is a symmetric doubly stochastic matrix.

Lemma 8. Define ΦðK − 1, 0Þ = I, where I is the identity
matrix. Assume that there exists a ρ ∈ ½0, 1Þ such that

max λ2 E WΤ
s Ws

� �	 
�� ��, λn E WΤ
s Ws

� �	 
�� ��� �
≤ ρ, ∀s: ð25Þ

Then

E
1n
n

−Φ K − 1, 0ð Þei
����

����2 ≤ n − 1
n

ρK , ∀K ≥ 0: ð26Þ

Proof. Let ys = ð1n/nÞ −Φðs − 1, 0Þei. We prove this lemma by
induction. For s = 0, ∥y0∥2 = ∥ð1n/nÞ − ei∥

2 = ððn − 1Þ2/n2Þ +
∑n−1

i=1 ð1/n2Þ = ððn2 − 2n + 1 + n − 1Þ/n2Þ = ðn − 1Þ/n.
We assume that s = K hold, i.e., EkyKk2 ≤ ððn − 1Þ/nÞρK .

Then, for s = K + 1, note that yK+1 =WKyK , then we have

E yK+1k k2 = E WKyKk k2 = E WKyK ,WKyKh i = E yK ,WΤ
KWKyK

� �
= E yK , E WΤ

KWK

	 

yK

� �
:

ð27Þ

According to Lemma 7, EðWΤ
KWKÞ is symmetric and

doubly stochastic. Then, 1n is an eigenvector of EðWΤ
KWKÞ,

and 1 is the eigenvalue. According to the spectral theorem
of Hermitian matrices, we can construct a basis of ℝn com-
posed by the eigenvectors of EðWΤ

KWKÞ starting from 1n.
From Equation (25), the magnitude of all other eigenvectors’
associated eigenvalues should be smaller or equal to ρ. Note
that yK is orthogonal to 1n, then we can find

E yK+1k k2 ≤ ρE yKk k2: ð28Þ

By induction, we complete the proof.

In Lemma 9, we give the bound of the sensitivity of our
proposed algorithm.

Lemma 9. Under assumption 4, the sensitivity of the algo-
rithm can be bounded as

Δ ≤ 2G
ffiffiffi
d

p
γ, ð29Þ

where G =maxi∈VGi and d is the dimensionality of vectors.

Proof. Assume that Dk and D′k are any two adjacent datasets
at iterate k. Assume that xk,i and x′k,i be the executions for
MðDkÞ and MðD′kÞ, respectively. Then, from our proposed
algorithm, we have

M Dkð Þ −M Dk′
� ���� ���

1
= xk+1,i − x′k+1,i
�� ��

1

= γ ∇Fi xk,i ; ξk,ið Þ−∇Fi xk,i ; ξ′k,i
� ���� ���

1

≤
ffiffiffi
d

p
γ ∇Fi xk,i ; ξk,ið Þ−∇Fi xk,i ; ξk,i′

� ���� ���
≤

ffiffiffi
d

p
γ ∇Fi xk,i ; ξk,ið Þ∥+∥∇Fi xk,i ; ξk,i′

� ���� ���� �
,

ð30Þ

where the first inequality comes from the norm inequality
and the last inequality is from the triangle inequality. From
assumption 4, we have

∇Fi xk,i ; ξk,ið Þ ≤Gi ≤G: ð31Þ

Since we can choose the pair of adjacent datasets Dk, D′k
arbitrarily, and we can obtain

Δ ≤ 2G
ffiffiffi
d

p
γ: ð32Þ

The lemma is obtained.

From Lemma 9, we know that the learning rate γ, the
dimensionality of vectors d, the maximal bound of subgradi-
ent G, and the privacy level ε have an effect on the magnitude
of the added random noise. Based on Lemma 9, we next pro-
vide the bound of the noise.

Lemma 10. We give the following inequalities:

E
ηs1n
n

����
����2 ≤ 8G2dγ2

ε2
and E ηsk k2 ≤ 8nG2dγ2

ε2
: ð33Þ

Proof. According to the property of the Laplace mechanism
E∥ηs,i∥

2 ≤ 2ς2 and ς = Δ/ε, we obtain a bound on ηs in the fol-
lowing:

E
ηs1n
n

����
����2 ≤ E

∑n
i=1ηs,i
n

����
����2 ≤ 1

n
〠
n

i=1
E∥ηs,i∥

2 ≤
1
n
· n · 2ς2 = 2ς2 ≤

19ð Þ
2 2G

ffiffiffi
d

p
γ

ε

 !2

= 8G2dγ2

ε2
:

ð34Þ
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And we can get a bound on ηs.

E ηsk k2 ≤ E ηsk k2F ≤ 〠
n

i=1
E ηs,i
�� ��2 ≤ n · 2ς2 ≤ 2n 2G

ffiffiffi
d

p
γ

ε

 !2

= 8nG2dγ2

ε2
:

ð35Þ

Lemma 11 (see [1]). Under assumption 1, the following
inequality holds:

E∥∂f Xsð Þ∥2 ≤ 〠
n

h=1
3EL2

∑n
i′=1xs,i′
n

− xs,h

�����
�����
2

+ 3nζ2 + 3E ∇f
Xs1n
n

 �
1Τn

����
����2, ∀s ∈ K:

ð36Þ

The proof of this lemma can be found in the full version
of [1]. And we define Disk,i as the squared distance of the
local optimization variable on node i from the averaged local

optimization variable on all nodes at iterate k, i.e., Disk,i = E

kðð∑n
i′=1xk,i′Þ/nÞ − xk,ik

2
. In the following, we will present

the bound of Disk,i.

Lemma 12. Under the definition of Disk,i, we can get:

Disk,i ≤
48 n − 1ð ÞG2dγ2

ε2 1 − ffiffiffi
ρ

p	 
2 + 2γ2
2 n − 1ð Þσ2

1 − ρ
+ 18 n − 1ð Þζ2

1 − ffiffiffi
ρ

p	 
2
 

+ 6 n − 1ð Þ
n

� 〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2 2

ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 6 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h

2
ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !!

:

ð37Þ

Proof. According to the update method of Xk, we split Disk,i
into two terms:

Disk,i = E
∑n

i′=1xk,i′
n

− xk,i

�����
�����
2

= E
Xk1n
n

− Xkei

����
����2

= E
Xk−1 + ηk−1ð ÞWk−11n − γ∂F Xk−1 ; ξk−1ð Þ1n

n

����
− Xk−1 + ηk−1ð ÞWk−1ei − γ∂F Xk−1 ; ξk−1ð Þeið Þk2

= E
Xk−11n + ηk−11n − γ∂F Xk−1 ; ξk−1ð Þ1n

n

����
− Xk−1Wk−1ei + ηk−1Wk−1ei − γ∂F Xk−1 ; ξk−1ð Þeið Þk2

= E
X01n
n

+ ∑k−1
s=0 ηs1n
n

−
∑k−1

s=0γ∂F Xs ; ξsð Þ1n
n

�����
− X0Φ k − 1, 0ð Þei + 〠

k−1

s=0
ηsΦ k − 1, sð Þei − γ∂F Xk−1, ξk−1ð Þei

 !

−〠
k−2

s=0
γ∂F Xs ; ξsð ÞΦ k − 1, s + 1ð Þei

�����
2

=18ð Þ
E X0

1n
n

−Φ k − 1, 0ð Þei
 �

+ 〠
k−1

s=0
ηs

1n
n

−Φ k − 1, sð Þei
 ������

− γ〠
k−1

s=0
∂F Xs ; ξsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 ������
2

= E 〠
k−1

s=0
ηs

1n
n

−Φ k − 1, sð Þei
 �

− γ〠
k−1

s=0
∂F Xs ; ξsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 ������
�����
2

= 2E 〠k−1
s=0ηs

1n
n

−Φ k − 1, sð Þei
 �����

����2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

A1

+ 2γ2E 〠k−1
s=0∂F Xs ; ξsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 �����
����2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
A2

,

ð38Þ

where the seventh equation comes from x0,i = x0 = 0 for ∀i.
Firstly, we split A1 into two terms,

A1 = E 〠
k−1

s=0
ηs

1n
n

−Φ k − 1, sð Þei
 ������

�����
2

=〠k−1
s=0E ηs

1n
n

−Φ k − 1, sð Þei
 �����

����2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

=A3

+〠k−1
s≠s′E ηs

1n
n

−Φ k − 1, sð Þei
 �

, ηs′
1n
n

−Φ k − 1, s′
� �

ei

 �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

=A4

:

ð39Þ

To bound A1, we first boundA3 and A4:

A3 = 〠
k−1

s=0
E ηs

1n
n

−Φ k − 1, sð Þei
 �����

����2

≤ 〠
k−1

s=0
E ηsk k2 1n

n
−Φ k − 1, sð Þei

 �����
����2 ≤

33ð Þ
〠
k−1

s=0

8nG2dγ2

ε2
· n − 1

n
ρk−s

≤
8 n − 1ð ÞG2dγ2

ε2
1

1 − ρ
:

ð40Þ

Moreover, A4 can be bound as follows:

A4 = 〠
s≠s

′k−1E ηs
1n
n

−Φ k − 1, sð Þei
 �

, ηs′
1n
n

−Φ k − 1, s′
� �

ei

 �� �

≤ 〠
s≠s

′k−1E ηs
1n
n

−Φ k − 1, sð Þei
 �����

���� ηs′
1n
n

−Φ k − 1, s′
� �

ei

 �����
����

≤ 〠
s≠s

′k−1E ηsk k 1n
n

−Φ k − 1, sð Þei
 �����

���� ηs′
�� �� 1n

n
−Φ k − 1, s′
� �

ei

 �����
����

≤ 〠
s≠s

′k−1E ηsk k2
2

1n
n

−Φ k − 1, sð Þei
 �����

����
+ 〠

s≠s
′k−1 ηs′

�� ��2
2

1n
n

−Φ k − 1, s′
� �

ei

 �����
����

≤
26ð Þ

〠
s≠s

′k−1E ηsk k2
2 + ηs′

�� ��2
2

 !
n − 1
n

ρk−
s+s ′
2
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= n − 1
n

〠
s≠s

′k−1E ηsk k2ρk− s+s′ð Þ/2ð Þ

≤
33ð Þ

2 n − 1
n

· 8nG
2dγ2

ε2
〠
k−1

s=0
〠
s

′=s+1k−1ρk− s+s′ð Þ/2ð Þ

≤ 2 n − 1
n

· 8nG
2dγ2

ε2
〠
k−1

s=0

ρ k−s+1ð Þ/2 1 − ρ k+1ð Þ/2	 

1 − ffiffiffi

ρ
p

≤
16 n − 1ð ÞG2dγ2

ε2
1 − ρ k−1ð Þ/2	 


ρ − ρ k+1ð Þ/2	 

1 − ffiffiffi

ρ
p	 
2

≤
16 n − 1ð ÞG2dγ2

ε2
1

1 − ffiffiffi
ρ

p	 
2 :

ð41Þ

Then, plugging A3 and A4 into A1,

A1 =
8 n − 1ð ÞG2dγ2

ε2
1

1 − ρ
+ 16 n − 1ð ÞG2dγ2

ε2
1

1 − ffiffiffi
ρ

p	 
2
= 8 n − 1ð ÞG2dγ2

ε2
1

1 − ρ
+ 2

1 − ffiffiffi
ρ

p	 
2
 !

≤
24 n − 1ð ÞG2dγ2

ε2 1 − ffiffiffi
ρ

p	 
2 :

ð42Þ

where the last inequality comes from the fact that ð1/ð1 − ρ

ÞÞ ≤ ð1/ðð1 − ffiffiffi
ρ

p Þ2ÞÞ.
Moreover, we split A2 into two terms:

A2 = E 〠
k−1

s=0
∂F Xs ; ξsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 ������
�����
2

≤ 2E 〠k−1
s=0 ∂F Xs ; ξsð Þ − ∂f Xsð Þð Þ 1n

n
−Φ k − 1, s + 1ð ÞeiÞ

 �����
����2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=A5

+ 2E 〠k−1
s=0∂f Xsð Þ 1n

n
−Φ k − 1, s + 1ð ÞeiÞ

 �����
����2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=A6

:

ð43Þ

We give an upper bound A5 as follows:

A5 = E 〠
k−1

s=0
∂F Xs ; ξsð Þ − ∂f Xsð Þð Þ 1n

n
−Φ k − 1, s + 1ð ÞeiÞ

 ������
�����
2

= 〠
k−1

s=0
E ∂F Xs ; ξsð Þ − ∂f Xsð Þð Þ 1n

n
−Φ k − 1, s + 1ð ÞeiÞ

 �����
����2

≤ 〠
k−1

s=0
E ∂F Xs ; ξsð Þ − ∂f Xsð Þk k2 1n

n
−Φ k − 1, s + 1ð Þei

����
����2

≤ 〠
k−1

s=0
E ∂F Xs ; ξsð Þ − ∂f Xsð Þk k2F

1n
n

−Φ k − 1, s + 1ð Þei
����

����2

≤ nσ2 〠
k−1

s=0

n − 1
n

ρk−s−1 = n − 1ð Þσ2

1 − ρ
,

ð44Þ

where the last second inequality comes from Lemma 8 and
assumption 3.

For A6, we will give the following upper bound:

A6 = E 〠
k−1

s=0
∂f Xsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 ������
�����
2

=〠k−1
s=0E ∂f Xsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 �����
����2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=A7

+〠k−1
s≠s′E ∂f Xsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 �
, ∂f Xs′
� � 1n

n
−Φ k − 1, s + 1ð Þei

 �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

=A8

:

ð45Þ

To bound A6, we first bound A7 and A8, for A7:

A7 = 〠
k−1

s=0
E ∂f Xsð Þ 1n

n
−Φ k − 1, s + 1ð Þei

 �����
����2

≤ 〠
k−1

s=0
E ∂f Xsð Þk k2 1n

n
−Φ k − 1, s + 1ð Þei

����
����2

≤ 3〠
k−1

s=0
〠
n

h=1
EL2Diss,h

1n
n

−Φ k − 1, s + 1ð Þei
����

����2

+ 3nζ2 〠
k−1

s=0

n − 1
n

ρk−s−1 + 3〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2

� 1n
n

−Φ k − 1, s + 1ð Þei
����

����2

≤
3 n − 1ð Þ

n
〠
k−1

s=0
〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 !
ρk−s−1

+ 3 n − 1ð Þζ2
1 − ρ

,

ð46Þ

where the last inequality comes from Lemmas 8 and 11.
Then, we bound A8 as follows:

A8 = 〠
s≠s

′k−1E ∂f Xsð Þ 1n
n

−Φ k − 1, s + 1ð Þei
 �

, ∂f Xs′
� � 1n

n
−Φ k − 1, s + 1ð Þei

 �� �

≤ 〠
s≠s

′k−1E ∂f Xsð Þ 1n
n

−Φ k − 1, s + 1ð Þei
 �����

���� ∂f Xs′
� � 1n

n
−Φ k − 1, s + 1ð Þei

 �����
����

≤ 〠
s≠s

′k−1E ∂f Xsð Þk k 1n
n

−Φ k − 1, s + 1ð Þei
����

���� ∂f Xs′
� ���� ��� 1n

n
−Φ k − 1, s + 1ð Þei

����
����

≤ 〠
s≠s

′k−1E ∂f Xsð Þk k2
2

1n
n

−Φ k − 1, s + 1ð Þei
����

����
+ 〠

s≠s
′k−1

∂f Xs′
� ���� ���2
2

1n
n

−Φ k − 1, s + 1ð Þei
����

����
≤
26ð Þ

〠
s≠s

′k−1E ∂f Xsð Þk k2
2 +

∂f Xs′
� ���� ���2
2

0
B@

1
CA n − 1

n
ρk− s+s′ð Þ/2ð Þ−1

= n − 1
n

〠
s≠s

′k−1E ∂f Xsð Þk k2	 

ρk− s+s′ð Þ/2ð Þ−1

≤
36ð Þ 3 n − 1ð Þ

n
〠k−1

s≠s′ 〠n

h=1EL
2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 !
ρk− s+s′ð Þ/2ð Þ−1

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=A9

+〠k−1
s≠s′3 n − 1ð Þζ2ρk− s+s′ð Þ/2ð Þ−1

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=A10

,

ð47Þ
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where A10 can be bounded by ζ and ρ:

A10 = 6 n − 1ð Þζ2 〠
s>s

′k−1ρk− s+s′ð Þ/2ð Þ−1 = 6 n − 1ð Þζ2 〠
k−1

s=0
〠
s

′=s+1k−1ρk− s+s′ð Þ/2ð Þ−1

= 6 n − 1ð Þζ2 ρk/2 − 1
	 


ρk/2 − ffiffiffi
ρ

p	 

ffiffiffi
ρ

p − 1
	 
2 ffiffiffi

ρ
p + 1
	 
 ≤ 6 n − 1ð Þζ2 1

1 − ffiffiffi
ρ

p	 
2 ,
ð48Þ

and we give a bound of A9:

A9 =
3 n − 1ð Þ

n
〠
s≠s

′k−1 〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 !
ρk− s+s′ð Þ/2ð Þ−1

= 6 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 !
〠
s

′=s+1k−1 ffiffiffi
ρ

p 2k− s+s′ð Þ−2

≤
6 n − 1ð Þ

n
〠
k−1

s=0
〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 ! ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p :

ð49Þ

Then, we plug A9, A10 into A8, plug A8, A7 into A6. We
can yield the upper bound for A6.

A6 ≤
6 n − 1ð Þ

n
〠
k−1

s=0
〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 ! ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + 6 n − 1ð Þζ2
1 − ffiffiffi

ρ
p	 
2

+ 3 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h + E ∇f

Xs1n
n

 �
1Τn

����
����2

 !
ρk−s−1 + 3 n − 1ð Þζ2

1 − ρ

≤
3 n − 1ð Þ

n
〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2 2 ffiffiffi

ρ
p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 3 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h

2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 9 n − 1ð Þζ2
1 − ffiffiffi

ρ
p	 
2 :

ð50Þ

Then, we plug A5 and A6 into A2 yielding the upper
bound of A2.

A2 ≤
2 n − 1ð Þσ2

1 − ρ
+ 6 n − 1ð Þ

n
〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2 2 ffiffiffi

ρ
p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 6 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h

2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 18 n − 1ð Þζ2
1 − ffiffiffi

ρ
p	 
2 :

ð51Þ

Finally, we can describe Disk,i as follows:

Disk,i = 2A1 + 2γ2A2 ≤
48 n − 1ð ÞG2dγ2

ε2 1 − ffiffiffi
ρ

p	 
2 + 2γ2 2 n − 1ð Þσ2

1 − ρ



+ 18 n − 1ð Þζ2
1 − ffiffiffi

ρ
p	 
2 + 6 n − 1ð Þ

n
〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2

� 2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 6 n − 1ð Þ
n

〠
k−1

s=0
〠
n

h=1
EL2Diss,h

� 2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !!

:

ð52Þ

The lemma is obtained.

Based on these lemmas above, we prove Theorem 5
subsequently.

Proof (Proof of Theorem 5). We start from f ððXk+11nÞ/nÞ:

Ef
Xk+11n

n

 �
= Ef

Xk + ηkð ÞWk1n
n

− γ
∂F Xk ; ξkð Þ1n

n

 �

= Ef
XkWk1n

n
+ ηkWk1n

n
− γ

∂F Xk ; ξkð Þ1n
n

 �

=Lemma7
Ef

Xk1n
n

+ ηk1n
n

− γ
∂F Xk ; ξkð Þ1n

n

 �

≤ Ef
Xk1n
n

 �
+ E ∇f

Xk1n
n

 �
, ηk1n

n
− γ

∂f Xkð Þ1n
n

� �

+ L
2 E

ηk1n
n

− γ
∂F Xk ; ξkð Þ1n

n

����
����2

≤ Ef
Xk1n
n

 �
+ E ∇f

Xk1n
n

 �
, ηk1n

n

� �

− E ∇f
Xk1n
n

 �
, γ ∂f Xkð Þ1n

n

� �
+ LE

∑n
i=1ηk,i
n

����
����2

+ γ2LE
∑n

i=1∇Fi xk,i ; ξk,ið Þ
n

����
����2,

ð53Þ

where the last step comes from ∥a − b∥2 ≤ 2∥a∥2 + 2∥b∥2.
Then, we split the second term according to 2ha, bi ≤ ∥a

∥2 + ∥b∥2,

E ∇f
Xk1n
n

 �
, ηk1n

n

� �
≤
1
2E ∇f

Xk1n
n

 �����
����2 + 1

2E
ηk1n
n

����
����2

= 1
2E ∇f

Xk1n
n

 �����
����2 + 1

2E
∑n

i=1ηk,i
n

����
����2:
ð54Þ

We split the last term of (53) into two terms because of
Eξk,i

∇Fiðxk,i ; ξk,iÞ = ∇f iðxk,iÞ,

E
∑n

i=1∇Fi xk,i ; ξk,ið Þ
n

����
����2 = E

∑n
i=1∇Fi xk,i ; ξk,ið Þ −∑n

i=1∇f i xk,ið Þ
n

����
����2

+ E
∑n

i=1∇f i xk,ið Þ
n

����
����2:

ð55Þ

According to (54) and (55), (53) can be expressed as:

Ef
Xk+11n

n

 �
≤ Ef

Xk1n
n

 �
− γE ∇f

Xk1n
n

 �
, ∂f Xkð Þ1n

n

� �

+ 1
2E ∇f

Xk1n
n

 �����
����2 + 1 + 2L

2 E
∑n

i=1ηk,i
n

����
����2

+ γ2LE
∑n

i=1∇Fi xk,i ; ξk,ið Þ −∑n
i=1∇f i xk,ið Þ

n

����
����2

+ γ2LE
∑n

i=1∇f i xk,ið Þ
n

����
����2:

ð56Þ
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We can bound the second last term using σ:

γ2LE
∑n

i=1∇Fi xk,i ; ξk,ið Þ −∑n
i=1∇f i xk,ið Þ

n

����
����2

= γ2L
n2

〠
n

i=1
E∥∇Fi xk,i ; ξk,ið Þ−∇f i xk,ið Þ∥2 + 2γ2L

n2
〠
n

i=1
〠
i

′=i+1nE ∇Fi xk,i ; ξk,ið Þ�
−∇f i xk,ið Þ,∇Fi′ xk,i ; ξk,i′

� �
−∇f i′ xk,i′

� �E
= γ2L

n2
〠
n

i=1
E∥∇Fi xk,i ; ξk,ið Þ

−∇f i xk,ið Þ∥2 + 2γ2L
n2

〠
n

i=1
〠
i

′=i+1nE ∇Fi xk,i ; ξk,ið Þ�
−∇f i xk,ið Þ, Eξk,i′∇Fi′ xk,i ; ξk,i′

� �
−∇f i′ xk,i′

� �E
= γ2L

n2
〠
n

i=1
E∥∇Fi xk,i ; ξk,ið Þ−∇f i xk,ið Þ∥2 ≤ γ2L

n
σ2,

ð57Þ

where the last step is true because of assumption 3.
Then, it follows from (56):

Ef
Xk+11n

n

 �
≤ Ef

Xk1n
n

 �
− γE ∇f

Xk1n
n

 �
, ∂f Xkð Þ1n

n

� �

+ 1
2E ∇f

Xk1n
n

 �����
����2 + 1 + 2L

2 E
∑n

i=1ηk,i
n

����
����2

+ γ2L
n

σ2 + γ2LE
∑n

i=1∇f i xk,ið Þ
n

����
����2

≤
33ð Þ

Ef
Xk1n
n

 �
−
γ − 2γ2L

2 E
∂f Xkð Þ1n

n

����
����2

−
γ − 1
2 E ∇f

Xk1n
n

 �����
����2 + 4 1 + 2Lð ÞG2dγ2

ε2

+ γ2L
n

σ2 + γ

2E ∇f
Xk1n
n

 �
−
∂f Xkð Þ1n

n

����
����2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=X

,

ð58Þ

where the last step comes from 2ha, bi = ∥a∥2 + ∥b∥2−∥a −
b∥2.

We then bound the equation X:

X = E ∇f
Xk1n
n

 �
−
∂f Xkð Þ1n

n

����
����2

= E
∑n

i=1∇f i ∑n
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� �
/n

� �
n

−
∑n

i=1∇f i xk,ið Þ
n

������
������
2

≤
1
n
〠
n
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i′=1xk,i′
n

 !
−∇f i xk,ið Þ

�����
�����
2

≤
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n
〠
n

i=1
E

∑n
i′=1xk,i′
n

− xk,i

�����
�����
2

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
=Disk,i

,

ð59Þ

where the first inequality comes from ∥∑n
i=1ai∥

2 ≤ n∑n
i=1∥ai∥

2.
According to Equation (37) in Lemma 12, we have the

bound of Disk,i. Then, we will bound its average Mk on all
nodes as follows:

EMk =
E∑n

i=1Disk,i
n

= 48 n − 1ð ÞG2dγ2

ε2 1 − ffiffiffi
ρ

p	 
2 + 4γ2 n − 1ð Þσ2

1 − ρ

+ 36γ2 n − 1ð Þζ2
1 − ffiffiffi

ρ
p	 
2 + 12 n − 1ð Þγ2L2 〠

k−1

s=0
EMk

� 2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

+ 12 n − 1ð Þ
n

γ2 〠
k−1

s=0
E ∇f

Xs1n
n

 �
1Τn

����
����2

� 2 ffiffiffi
ρ

p k−s−1

1 − ffiffiffi
ρ

p + ρk−s−1
 !

:

ð60Þ
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Figure 1: The convergence rate with different privacy budgets.
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Summing it from k = 0 to K − 1, we can get the following
result:

〠
K−1

k=0
EMk ≤

48 n − 1ð ÞG2dγ2K

ε2 1 − ffiffiffi
ρ

p	 
2 + 4γ2 n − 1ð Þσ2K
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ρ
p	 
2
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K−1

k=0
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s=0
EMk
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EMk
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We then can get the bound of the summation of EMk’s
from k = 0 to K − 1:

1 − 36γ2 n − 1ð ÞL2
1 − ffiffiffi

ρ
p	 
2

 !
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EMk ≤
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ρ
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1Τn

����
����2:
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Rearranging the term, it can be obtained that

〠
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Plugging the bound of Mk into X:

X ≤
L2

n
〠
n

i=1
EDisk,i = L2EMk: ð64Þ

Then, we bound the Ef ððXk+11nÞ/nÞ by the above bound,

Ef
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 �
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2 E
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2 E ∇f
Xk1n
n

 �����
����2

+ 4 1 + 2Lð ÞG2dγ2

ε2
+ γ2Lσ2

n
+ γ

2 L
2EMk:

ð65Þ

2.6

2.4

2.2

Tr
ai

ni
ng

 lo
ss

2.0

1.8

0 20 40 60 80

Epoch

100 120 140 160

D-(DP)2 SGD
D-PSGD

(a) n = 4

2.4

2.2

Tr
ai

ni
ng

 lo
ss

2.0

1.8

1.6
0 20 40 60 80

Epoch

100 120 140 160

D-(DP)2 SGD
D-PSGD

(b) n = 8

Figure 2: Comparison between dynamic networks and static networks.
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Summing from k = 0 to k = K − 1:
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Rearranging the terms, we get the following result:

This completes the proof.

Proof (Proof of Corollary 6). Substituting γ = 1/ð2L + σffiffiffiffiffiffiffiffi
K/n

p Þ into the result of Theorem 5 and removing the first
term of the RHS on the LHS, we can obtain that
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Let ðG/εÞ ≤ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðð f ð0Þ − f ∗ + LÞσÞ/ð4ð1 + 2LÞdnÞp
, and we

show B1 and B2 are approximately constants when (16) is

satisfied.
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Note that
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1 − ffiffiffi

ρ
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Since γ2 ≤ ðn/ðσ2KÞÞ, as long as we have

n
σ2K

≤
1 − ffiffiffi

ρ
p	 
2

144 n − 1ð ÞL2 , ð71Þ

B2 ≥ 1/2 and B1 ≥ 1/4 will be satisfied. Then, we can
obtain K ≥ ð144nðn − 1ÞL2Þ/ðσ2ð1 − ffiffiffi

ρ
p Þ2Þ.
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Let K ≥ ðð16n3ðn − 1Þ2L4Þ/ðσ6ð f ð0Þ − f ∗ + LÞ2ÞÞ
ðð12G2/ðε2ð1 − ffiffiffi

ρ
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ρ
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7. Experiments

In this section, we perform extensive simulations to evaluate
our proposed algorithm. In particular, we compare the con-
vergence rate of our proposed algorithm with the best-
known D-PSGD algorithm give in [1], in the settings of dif-
ferent privacy budgets, different number of nodes and differ-
ent extents of dynamicity.

In our experiments, we evaluate our proposed algorithm
on image classification tasks. We train ResNet model on
CIFAR-10 dataset. Moreover, we use MPI to implement the
communication scheme. We run our experiments on a
CPU server cluster. Each server has 32 cores, which is an Intel
Xeon E5-2620 v4 @ 2.10GHz cluster. Each server is equipped
with 128G memory.

7.1. Impact of Privacy Budgets.We evaluate the import of pri-
vacy budget on the convergence of our proposed algorithm in
a dynamic network. Here, we run our algorithm in a dynamic
network with different number of nodes under different pri-
vacy budgets. The results are illustrated in Figure 1, where the
privacy budget ε is set to 10−1,10−2, and 10−3, respectively. It
can be seen that the smaller ε is, the slower the learning con-
verges. This is because a smaller privacy budget means more
noise are added, which affects the convergence speed of the
algorithm.

7.2. Impact of Dynamicity. We compare our algorithm with
the best-knownD-PSGD algorithm (with privacy protection)
in a static network. Due to D-PSGD is applied to a ring struc-
ture, we set the expected degree in the dynamic network as 2.
Here, the privacy budget is set to 10−1, and the number of
nodes is 4 and 8. From Figure 2, we can find that our pro-
posed algorithm can reach the same convergence rate in
dynamic networks as the D-PSGD algorithm (with privacy
protection) in static networks.

8. Conclusion

We presented D-(DP)2SGD, a decentralized parallel stochas-
tic gradient descent algorithm with privacy preservation in
dynamic networks. With theoretical analysis and extensive
experiments, it shows that our proposed algorithm can
achieve the same convergence rate as the best know previous
work in static networks without considering privacy issue.
Based on this work, it is meaningful to further devise
privacy-preserving algorithms in an asynchronous dynamic
environment.
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Visual cryptography scheme (VCS) is a secret-sharing scheme which encrypts images as shares and can decrypt shares without
digital devices. Although a participant can reveal the secret image by merely stacking a sufficient number of shares, the visual
quality of recovered images is reduced, and malicious adversaries can cheat participants by giving faked shares. The paper
presents a novel VCS called T-VCS (trusted VCS) which consists of two main components: a high-quality VCS and an
enhanced verification scheme of shares based on the emerging Intel Software Guard eXtensions (SGX). While providing high-
quality recovery, T-VCS keeps the size of the shares the same as the original secret image. We use SGX to act as a trusted third
party (TTP) to verify the validity of the shares in an attested enclave without degrading the image quality. The experimental
results show that T-VCS can achieve a balance among contrast, share size, and verification efficiency.

1. Introduction

With the development of the Internet of things (IoT), wear-
able and mobile devices are forming more and more social
and big data networks. It is now common to take and transfer
personal and sensitive data on an untrusted communication
channel [1]. Unfortunately, both diverse social datasets and
big data technologies raise stringent privacy concerns. Mali-
cious users can perceive, collect, analyze, and upload large
amounts of data; the privacy issues related to the collection
of data have been widely concerned and become a research
hotspot [2–4]. There is an urgent need to ensure the security
of data that include images.

In 1994, Naor and Shamir [5] introduced a VCS which
combines the notions of perfect ciphers and secret sharing
in cryptography with those of raster graphics. In the Naor
and Shamir’s k-out-of-n threshold VCS, they split up a secret
binary image into n shares (known as sheets or pieces) and
distribute them to each participant (known as shareholder).
The decryption is impossible unless k or more participants
superimpose any k transparencies together. Participants can
print out shares onto transparencies and superimpose them

to reconstruct the original image. The merit of VCS lies in
the fact that the Human Visual System (HVS) can recover
the shared secret directly. Thus, the decryption process is
computation-free. This feature makes VCS particularly suit-
able for human-computer interaction scenarios with limited
computing or networks, such as ATM [6, 7] and electronic
voting [8].

Despite the fact that VCS eliminates complex computa-
tion of the traditional cryptography, there remain two signif-
icant drawbacks. One is the pixel expansion and contrast
degression of the recovered secret, while human eyes can
only identify patterns of secret image when the contrast is
good enough. Figure 1 illustrates the Naor and Shamir
VCS. As shown in the first two columns, if the secret pixel
p is white, superposition of the two shares always outputs a
gray region where half of the pixels are white and half are
black, no matter which column of subpixel pairs are chosen.
As shown in the last two columns, if p is black, it yields the
original black pixel. There is a contrast loss in this scheme
since the original white pixel only yields a gray region. The
width of the decoded image is twice that of the original secret
image because p is expanded to two subpixels in each share.
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Pixel expansion of the shares implies that the size of secret
image cannot be too big because a big transparency is incon-
venient to align for recovery.

The other one is cheating problems in VCS. If there is a
cheater who gives a faked share, sharevictims will fail to
decrypt the secret image or believe that the decoded fake
image is a genuine secret image. Figure 2 shows an example
of cheating participants in the 2-out-of-2 VCS. If both partic-
ipants are honest, they can recover the true secret image.
However, if a malicious participant has information about
the Share1 that the participant A holds, he can construct a
faked share FakeShare and cheat A to believe that the secret
image is false, which Share1 + FakeShare reveals.

Sharing secrets with high-quality recovery is interest-
ing, and consequently, many improved VCSs have been
proposed. Some schemes present methods where high-
quality secret recovery is possible [9]. These schemes,
however, rely on complicated computation or archive at
the expense of expanding pixels. Other schemes avoid to
expand the pixels on secret images at the expanse of
reducing image contrast [10].

Researchers have experimented with the idea of cheating
VCS and proposed many cheating immune visual cryptogra-
phy schemes (CIVCS). These schemes often expand the pixel
or decline in contrast [11]. Furthermore, analysis results
imply that these CIVCS are not enough to secure against
cheater colluding [12]. One alternative is to make use of an
online trusted authority to verify the validity of the stacked
shares. These TTPs often run in untrusted remote environ-
ments, while software-based security is often insufficient
due to vulnerabilities in applications or operating systems
[13, 14].

In this paper, we propose a novel visual secret sharing
scheme called T-VCS to address all the drawbacks listed
above. This method retains the advantage of traditional
visual cryptography without any cryptography computation.
T-VCS eliminates pixel expansion by encrypting the pixels of
secret images block by block instead of a single pixel. It first
constructs a basis matrices’ query table which corresponds
precisely to the encrypted pixel block and then generates
multiple share images by the odd-even quantization water-
marking algorithm. The stacked shares have the same pixel
permutation with the original image. So, we can recover a
higher-quality image.

Wemake use of Intel SGX to ensure the validity of valida-
tion results. Intel SGX is a processor instruction set extension
that allows the creation of a CPU-based TEE (Trusted Execu-
tion Environment), that is, a secure enclave.

We carry out verification in an attested enclave where
participants can ensure even OS and higher priority software
do not tamper with verification code. T-VCS seals the query
table and watermark file into a disk to make watermarks
undetectable.

The main contributions of this paper are as follows:

(1) We propose a novel VCS that can both recover secret
images with high quality and eliminate pixel
expansion

(2) We develop a self-attesting framework to verify the
validity of shares based on TEE. This method neither
requires the user to maintain additional verification
data nor reduces image quality

(3) We elaborately evaluate the performance of applying
T-VCS to encode grayscale and color images and ver-
ifying sheets in TEE

The remainder of this paper is organized as follows. Sec-
tion 2 introduces existing VCS and CIVCS and highlight
their known limitations. Section 3 explains the proposed T-
VCS and shows its effectiveness. After that, Section 4 gives
experimental results and comparisons. Finally, Section 5 pre-
sents conclusions and future works.

2. Related Work

Born in 1994, VCS has been an emerging research field in the
field of information security [15]. To address drawbacks of
VCS, many improvements and extensions follow.

2.1. Visual Cryptography Scheme. To keep the size of the
sharing images the same as the original secret image, Chen
et al. [16] maps a block in a secret image onto a correspond-
ing equal-sized block in the shared image. This scheme, how-
ever, may lose some information when the number of pixels
describing the information only occupies a tiny part of a
secret image. In the scheme of Yang et al. [17], we can distin-
guish the black and white due to the frequency of white pixels
in a white area which is higher than that in a black area. How-
ever, this scheme is based on a probabilistic method and the
value of contrast is not consistent with the recovered image.

Secret
pixel Share1 Share2

Stacked
pixel

Figure 1: Construction of black and white pixels in a 2-out-of-2
VCS.

Share1

Share1 + Share2

Share2

Share1 + FakeShare

FakeShare

Share2 + FakeShare

Figure 2: Cheating 2-out-of-2 VCS.
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Hou and Tu [18] takes advantage of image contrast reduction
and halftone technology to avoid expanding pixels in secret
images. This method degrades the contrast of the resulting
image by 50%. Superimposing shares is equivalent to an
OR-logical operation on the corresponding rows. New visual
cryptography models which utilize the polarisation of the
light and XOR operation can keep image size [19], but this
method does not work with printed transparencies since it
is the idea behind VC.

To obtain a better contrast than the previous one, Naor
and Shamir propose an alternative model for reconstruction
[20]. This model improves the contrast from 1/2 to 1 − 1/c,
where c is both the number of sheets and the number of sub-
pixels to map each pixel. This scheme expanded each pixel in
the original image into c subpixels. The set of operations they
call the cover semigroup inspires the design of T-VCS, while
T-VCS can archive the same contrast without pixel expansion.

Most of the previous research work on black and white
VCS, while it is an essential area of research to apply visual
cryptography techniques to color images. This method allows
the use of natural color images to secure information. The
scheme of Hou [22] is one of the first color decomposition
techniques to generate visual cryptograms for color images.
Every color within the image can be decomposed into one of
three primary colors. In contrast to color decomposition, Yang
[17] proposes an additive color mixing scheme based on prob-
abilities. One of the problems with these schemes is that the
overall contrast is reduced when revealing secret images.

2.2. Cheating Immune Visual Cryptography Schemes. VCS
assumes shareholders to be semihonest, and the image shown
on the stacking of shares is a real secret image. Researchers,
however, have present methods for cheating the basic VCS
schemes [21] and consequently proposed many CIVCS by
generating extra verification shares or expanding the pixel
to embed extra authentication information. Hu and Tzeng
[11] propose a generic method to convert a VCS to another
VCS that has the property of cheating prevention. The over-
head of the conversion is near-optimal in both contrast
degression and pixel expansion. Liu et al. [12] first analyze
the drawbacks of some known cheating immune visual cryp-
tography schemes, then proposed a new CIVCS, which
avoids all the previous drawbacks. However, this scheme
has to randomly select t pixels from the original secret image
to act as authentication pixels in each participant, which
inevitably increases the burden of share management.

An alternative to prevent cheating in VCS is to use a TTP
to validate shares. Yang and Lai proposed [23] used a TTP to
perform the verification between the participants. Chen et al.
[21] find that if an attacker knows the exact distribution of

black and white pixels of each share, then they can attack
and cheat the TPP. Table 1 presents the comparison of exist-
ing methods and our scheme.

2.3. Intel SGX. A practice challenge of TTP is that they often
run in an untrusted cloud environment [24], so the partici-
pant is not sure if a validation result is valid [25]. TEEs such
as Intel SGX and ARM TrustZone [26] enable execution of
programs in secure enclaves.

As an important research progress in the field of trusted
computing, Intel SGX offers an efficient solution for anony-
mous authentication and verification. Besides shielding systems
[27–29], SGX has been used in a number of applications includ-
ing a map-reduce framework [30], machine learning and big
data models [31, 32], and SQL querying [33]. The security of
these client-server applications is based on the establishment
of trust in a remotely executing program. The procedure
requires an enclave to generate a hash of the code running
inside it, which is signed by an Intel-provided service enclave
running on the same platform. Participants are then able to ver-
ify the report through the Intel Attestation Service (IAS) pro-
vided by Intel. More details about SGX can be found in [34, 35].

3. T-VCS

In this section, we propose a novel VCS to address the con-
trast degression and pixel expansion problems at the same
time. The contrast determines the clarity of the recovered
secret by HVS. Having shares that are close to the original
secret’s size is easier to manage and transmit.

There are three modes of images: black and white, gray,
and color. We treat a color image as the composition of three
primary color images. Then, the halftone technology can
transform a single-color image with gray levels into a binary
image. So the research of black and white image is fundamen-
tal even in the study of color images.

We firstly deal with the black and white image, where a
white pixel is denoted by the number 0 and a black pixel by
1. To construct shares of an image for participants, we need
to prepare two groups, C0 and C1, which consist of bit matri-
ces. A row in matrix C0 and C1 corresponds tom subpixels of
a pixel. For a white (or black) pixel in the image, we randomly
choose a matrix from C0 or C1 and assign the row of groups
to the corresponding position of share Si, i < n. Each pixel of
the original image will be encoded into n subpixels, each of
which consists of m subpixels. Instead of constructing C0
and C1 directly, we can construct two basis matrices S0 and
S1 and let C0 and C1 be the set of all matrices obtained by per-
muting columns of S0 and S1, respectively. So, we can write
the basis matrices and collections of the 2-out-of-2 VCS as

Table 1: Feature comparisons among our proposal and previous schemes.

Schemes Size invariant Quality improvement Cheating immune

Naor and Shamir [20] × √ ×
Hu and Tzeng [11], Liu et al. [12] × × √
Chen et al. [21]
T-VCS

√ √ √
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Equation (2). By merging the sheets of participant A and par-
ticipant B, that is, putting the ith sheet of B on top of the i
sheet of A, we can reconstruct the secret images.

S0 =
0 1
0 1

" #
,

S1 =
0 1
1 0

" #
:

ð1Þ

C0 =
0 1
0 1

" #
∣

1 0
1 0

" #( )
,

C1 =
0 1
1 0

" #
∣

1 0
0 1

" #( )
:

ð2Þ

3.1. Generate Pixel Blocks. The drawback of the traditional
VCS is that the shares are n :m times the size of the secret
image. So, we adopt block-wise operation and generate
shares block by block for the nonexpansion scheme. A block
in a share image corresponds to an equal-sized block in the
secret image, while in the traditional expansionary VCS, a
pixel is mapped onto a subpixel.

The cover semigroup operation inspires the design of T-
VCS; Table 2 demonstrates the cover color rule of the mono-
chromatic construction, where the top opaque wins. If we
superimpose three pixels, that is, transparency, black, and
white, respectively, we will get a white pixel at the top.

Figure 3(a) demonstrates the revealing procedure of the
pixel block in which c = 4 and the revealed pixels are [B; W;
W; W]. The stacked pixels in Figure 3(a) represent neither
the original single black nor white pixel, but the pixel block
[B; W; W; W]. We number sheets from bottom to top, start-
ing with zero. The participant B hold sheets numbered even,
that is, {0, 2, 4, 6}th sheet. When stacking the four sheets, B
only obtains an all-white image. The participant A holds
sheets numbered odd, that is, {1, 3, 5, 7}, respectively. When
stacking the four sheets, A only sees an all-black image.

Figure 4 illustrates sheets. There are two opaque colors
(black and white) and a completely transparent one in the
new model. It is obvious that the proposed share images do
not leak any secret information from the share images. It
should be noted that the white color in Figure 4 indicates
transparency. To display white pixels on the white back-
ground, we replace the white sheets held by B with gray.
The reconstruction is done by merging the sheets of A and
B. When stacking them all together, we can obtain a clear
secret image, as shown in Figure 5(d).

A holds c odd sheets, while B holds c even sheets. By roll-
ing sheets held by B down a row (for the whole sheets, it is
equivalent to roll down two rows), the position of the ith
sheet will be (i + 1)%cth. We are able to obtain the pixel block
[B; B; W; W] as shown in Figure 3(b). Naor and Shamir have
proved the contrast is 1 − 1/c in the construction method
[20]. By such a method, T-VCS can generate the basis matri-
ces for kinds of pixel blocks.

T-VCS gives a certain way to construct the basis matrices.
There are 4! = 24 permutations for the case of 4 black pixels
(the number of white pixels is 0). For the case of 3 black pixels
(the number of white pixels is 1) or 1 black pixel (the number
of white pixels is 3), taking 1 black pixel as an example, the
black and white pixel must locate in the top (7) and bottom
(2) layers; otherwise, there will be a white pixel in the bottom
(2) layer, and this column will be covered by black pixels,
resulting in the number of revealed black pixel pixels which
is greater than 1. The number of permutations for the other
three columns of white pixels are 3! = 6.

For the case of 2 black pixels (the number of white pixels
is 2), taking the 2 black pixels ([B; B; W; W]) as an example,
the black pixels in columns 1 and 2 can only be selected from
layers 5 and 7. Respectively, the white pixels in columns 1
and 2 can be selected in layers 2 and 4, to ensure that the
superimposed pixels in columns 1 and 2 are black. However,
if the white and black pixels in columns 1 and 2 are located in
layers 1 and 3, after rolling twice, the superimposed white
pixels will appear in columns 1 and 2, which is inconsistent
with the precondition. So, there are two ways to arrange the
white pixels in columns 1 and 2. The white pixels in columns
3 and 4 are similar, and there also are two ways to arrange
them. So, the total arrangement is 2 + 2 = 4. There are still
other ways to construct the basis matrices besides the rota-
tion method. So, what is given here is not the total number
of permutations. The relationship between rows to roll and
generated pixel blocks as shown in Table 3.

Each pixel block has multiple permutations. The scheme
not only ensures the security of image encryption but also
provides conditions for the subsequent zero watermark
verification.

It should be noted that the roll period of the pixel block is
4 for the case c = 4, so when rolling down 4 rows, repeated
pixel block will be generated. So, this scheme cannot generate
all-black pixel block or all-white pixel block (in Table 3, the
pixel block [W; W; W; W] cannot be generated). We replace
the basis matrices of all-white blocks with those of 3 black
and 1 white situation.

Our new scheme contains several important changes
from previous work. The first difference is the order in which
the transparencies are stacked. There is a requirement for
order to correctly recover secret images. Therefore, we need
to record the order of each share. The second change is that
each participant has c sheets, rather than a single transpar-
ency. Each pixel in the original image is mapped into c sub-
pixels. In order to facilitate the user to manage the sheets,
we can use color images to store sheets of grayscale images
and use the TIFF multilayer image format to store sheets of
color images.

Table 2: Color rule in shares and stacked images.

Color White (W) Black (B) Transparent (T)

W W B B

B W B B

T W B T
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3.2. Generate the Permutation of a Pixel Block. In the halftone
image, there are not only different pixel blocks but also differ-
ent arrangements of the same pixel block. By permuting col-
umns in Table 3 until getting the same arrangement as the
original color blocks, T-VCS precomputes C0 and C1 for
kinds of pixel blocks and permutations.

An objective way to test alteration between the original
image and the recovered image is to use PSNR (Peak

(a) (b)

Figure 3: Stacking of gray-level visual cryptography without pixel expansion (the dot block represents transparency).

Figure 4: Encrypted sheets (c = 4; contrast = 1 − 1 = c).

Mode Halftone

(b)(a)

Hou [18]

(c)

Random T-VCS

(d)

T-VCS
PSNR 100.00% 51.57% 51.62% 68.06%

Figure 5: Contrast comparison between Hou’s VCS and T-VCS.

Table 3: Generate pixel blocks by rolling.

Rows to roll Pixel block Number of permutations

0 [B, B, B, B] 24

1 [B, B, B, W] 6

2 [W, B, B, W] 4

3 [W, W, W, B] 6

4 [W, W, W, W] 24
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Signal-to-Noise Ratio) given in Equation (3) to measure the
difference, where xði, jÞ and yði, jÞ are corresponding pixels
in the ith row and jth column in the secret image x and the
recovered image y. When the PSNR value is greater than
30, it means that the transparency of the watermark [36] is
better. The larger the PSNR value, the better the clarity.

PSNR = 10 × log10
MAX2

I ×m × n

∑n−1
i=0 ∑

m−1
j=0 x i, jð Þ − y i, jð Þð Þ2

 !
: ð3Þ

Figure 5 shows a contrast comparison between kinds of
halftone VCS. We select the halftone image of Lena
(Figure 5(a)) as the reference image. As shown in
Figure 5(b), since Hou’s scheme takes advantage of image
contrast reduction, the recovered image is darker, and its
PSNR is the lowest. By limiting selectable matrices to the
same space as the original block of pixels, we archive to
increase the PSNR from 51.62% to 68.06%. It can be inferred
that T-VCS has a higher quality of secret recovery than
directly applying the block-wise operation, which generates
pixel blocks with a random permutation. Most of VCSs have
the property of perfect black. The reconstructed image in T-
VCS also is perfect black since stacked blocks associated with
black pixels of the secret image are all black.

3.3. Color T-VCS. In this section, we propose a nonexpansion
VCS for color images based on the above gray-level scheme
[37]. We first divide a color image into three color channels:
cyan (C), magenta (M), and yellow (Y), since most color
printers use C, M, and Y inks to display color. This scheme
represents the gray levels of each color channel of the secret
image by vectors of 8 bits; that is, the secret image is divided
into 8-bit levels and each bit level forms a binary image. For
each bit level j and each color channel h, we choose a block in
the secret image and encrypt it by the query table. For a color
image with a bit depth of 8, it is equivalent to repeating the
black and white image encryption operation 24 times.

The method has the characteristic of gradual restoration.
The more the superimposed share image, the higher the clar-
ity of the restored image. So participants do not need to gen-
erate all the shares for all the bit levels. We can recover a clear
enough image by selecting the highest number of bits, since
the information about a higher bit level is not as important
as that of a lower bit level for HVS.

Figure 6 shows the experimental results of the color T-
VCS. We calculate the PSNR of color images by summing
and averaging each channel’s PSNR where the maximum
pixel value MAX is 255. Figure 6(a) is the original color
image. Due to the fact that digital halftoning is a lossy process
in itself, it is impossible to reconstruct the original secret
image fully, so the PSNR reduces to 43.29% in Figure 6(b).
The PSNR of image recovered from the T-VCS is 32.95% in
Figure 6(d), while the PSNR of image recovered from ran-
dom T-VCS is 27.83% shown in Figure 6(c). It can be
inferred that a careful arrangement of pixels in encryption
improves the quality of color images.

3.4. Verify Sheets by SGX. Despite visual cryptography’s
secure nature, it would be terrible if participants cannot ver-
ify distributed shares. Not only can we use VCS to encrypt
images, but we can also verify sheets. But the disadvantage
of VCS is that once malicious attackers tamper with authen-
tication information, human vision cannot detect it. We
introduce TEE to prevent malicious systems from tampering
with the verification data on untrusted remote environments.

The verification process is shown in Figure 7, which
briefly includes the distribution phase and verification phase.
During the distribution phase, T-VCS first constructs a basis
matrices’ query table according to the method above and
then generates sheet images according to the watermark
image [38].

(A.1) Generate basis matrices. Based on the value of each
pixel in the watermark image, the basis matrices
are selected randomly from odd parts if the pixel
pw in watermark image (W) is white or even parts
if pw is black, respectively. We can generate the
watermark image dynamically in the enclave or
select from existing images. We then seal the query
table to the disk for subsequent verification. The
watermark image is the only sensitive data in the
T-VCS. Sealing enables encrypting and authenti-
cating the enclave’s data such that no process other
than the exact enclave can decrypt or modify it.
The security of the watermark can also be guaran-
teed since no secret information will leak out in the
enclave.

(A.2) Generate sheets and serialize them to disk through
the OCALL instruction of the Intel protected file

Mode
PSNR

(a)

Original
100.00%

(b)

Halftone
43.29%

(c)

CMYK
27.83%

(d)

T-VCS
32.95%

Figure 6: Contrast comparison between color VCSs.
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system. Isolated execution of an enclave process
restricts access to a subset of memory such that
only that particular enclave can access it. Entry
points defined in trusted code are called ECALL.
Valid interaction with an enclave is only possible
via explicit ECALL. Similarly, entry points defined
in untrusted code are called OCALL, which calls
out of the enclave.

(A.3) Distribute sheet images to each participant.

During the verification phase, T-VCS acts as a TPP to
provide an integrity validation service for participants by
hardware attestation. The phase includes the following steps:

(B.1) The participant P sends a held sheet and received
sheet images to the T-VCS server for verification.

(B.2) The server transfers the two images which may
contain multiple channels to the verification
enclave (E). E first reads the pixel value ps of
the watermark image which is involved with
received sheets and then determines whether ps
is consistent with parts from which the basis
matrices are selected. This procedure is repeated
until traversing all the pixel values. If all of the
pixels match, that is, pwi == psi, ∀fig ∈ fWg, the
verification is passed, otherwise failed.

(B.3) E requests the quote enclave (Q) to sign the MRr
(MRENCLAVE) and verification result and gen-
erate the quote report (R). R consists of and
attached report data Ra and enclave data Re. Q
first performs local attestation with E. After pass-
ing attestation, Q signs the hash value of the
authentication result (a), the requested sheets
Sri and write R into the report data field, that is,
R = hashða‖Sri ⋯ ‖SrnÞ; , where n is the number
of sheets. We patch the tkey_exchange library in
SGX SDK to generate a custom report data field.

It is crucial to include a hash of verification infor-
mation into the report to avoid masquerading
attacks, as this binds validation results to this
enclave. Re contains the enclave measurement/i-
dentity (MRENCLAVE), and the signing identity
(MRSIGNER) verifies that the enclave contained
the expected code/data pages at launch.
Although the length of report data is limited in
SGX, the quote report can still ensure the authen-
ticity of sheet images and verification results by
the hash value R.

(B.4) The signature information of R can only be veri-
fied by the IAS, so the participant needs to send
the quote report to IAS for authentication.
Remote attestation is digital signatures produced
by the SGX over the code of enclaves. P (chal-
lenger) can verify it using the manufacturer’s
public key [39] to ensure that an enclave has been
deployed correctly and is running on a trustwor-
thy Intel SGX hardware platform.

(B.5-8) After receiving the verification report returned
by IAS, P first verifies the report by signature
chains and then compares the MRr with local
stored MRl, the image hash of Sri in the report
with the local cache Sli. After verification is
passed, the participant can confirm the valida-
tion of sheet images.

In the validation procedure, participants and the T-VCS
server do not need to establish a trusted channel, which
makes the whole process much more secure and user-
friendly. Through the Intel remote attestation service, partic-
ipants can be sure that the specified enclave completes the
image sharing and verification operation. Ensuring the integ-
rity of operation is necessary because a malicious OS could
drop messages and tamper with data and validation process.
We call this CIVCS self-attesting because the enclave attests
itself before verifying integrity of sheets. The only situation

IAS/ECDSA
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Figure 7: Sheet attestation workflow.

7Wireless Communications and Mobile Computing



the system ends without being suspended is it runs on a
trusted, nondisruptive environment.

4. Evaluation

In this section, we select eight commonly used color images
which are shown in Figures 8(a)–8(h), to demonstrate the
performance of T-VCS. The size of all the secrets is 512 ×
512. All the data shown below are the average of test results
for 100 runs on test images.

4.1. VCS Evaluation. To illustrate the encryption and recov-
ery results of the T-VCS on grayscale images, we first convert

Figures 8(a)–8(h) into grayscale images and then use halftone
technology to binarize images. We use the halftone technol-
ogy to simulate gray levels by altering the density of the
printed dots. In the bright parts of an image, the density is
sparse, while in the darker parts of the image, the density is
dense. There are many halftoning techniques available,
where error diffusion produces superior results and is
adopted in this paper.

Table 4 shows a performance comparison of gray images
between Hou and Tu’s algorithm and T-VCS. Hou and Tu’s
experimental results [18] are shown in the second column of
Table 4. They adjust all of the gray values in the grayscale
image to more than 127 by linearly interpolating. After half-
tone conversion, the number of black subpixels in each block
is between 2 and 4. They can obtain the same arrangement by
transforming the distribution of black and white subpixels.
We, however, find that Hou and Tu’s method cannot convert
all blocks to the requirements of 2 to 4 black blocks. For the
Barbara image, there are 41 abnormal blocks with 3 white
and 1 black pixels, which accounts for 0.062% of all the
blocks. The PSNR for images recovered from this method is
between 51.35% and 53.37%, which is similar to the results
of random T-VCS, while the values of PSNR for images
recovered from T-VCS are all greater than 59%. Although
both schemes can keep the image size, it is obvious that our
method can recover images with higher quality.

The PSNRs of recovered color image are shown in
Table 5. Using this color decomposition, Hou [22] decom-
poses every color within the image into three primary
colors. This proposal is similar to traditional visual cryp-
tography for the pixel expansion that occurs. The loss of
contrast will accumulate because color images use sub-
channels or bit-by-bit encryption, generally. So, PSNRs of
color images are lower than those of grayscale images.
As shown in the second column of Table 5, the PSNRs
are all around 27%, which is similar to Liu et al.’s scheme
[40]). Based on the black and white schemes, Liu et al.
propose a color k-out-of-n VCS to divide a natural color
image into 24 binary images. The values of PSNR for this
scheme are shown in the third column of Table 5.
Although our method also uses bit-wise encryption for
color images, images recovering from our scheme have
higher quality, whose PSNRs are all above 40%.

(a) Barbara (b) Goldhill

(c) Boat (d) Zelda

(e) Baboon (f) Peppers

(g) Airplane (h) Lena

Figure 8: Color test images.

Table 4: Performance comparison of gray images between Hou and
Tu’s algorithm and T-VCS.

Images
PSNR (Hou and Tu

[18])
PSNR (random T-

VCS)
PSNR (T-
VCS)

Barbara 51.50% 51.86% 67.86%

Goldhill 51.35% 51.74% 67.17%

Boat 51.63% 51.49% 70.31%

Zelda 52.02% 54.69% 61.70%

Baboon 51.93% 52.06% 63.54%

Peppers 52.12% 51.85% 64.08%

Airplane 53.19% 52.95% 60.45%

Lena 53.37% 53.14% 59.64%

Table 5: Performance comparison of color images among Hou, Liu
et al., and T-VCS.

Images
PSNR (Hou

[22])
PSNR (Liu et al.

[40])
PSNR (T-
VCS)

Barbara 27.78% 27.78% 43.49%

Goldhill 27.82% 27.82% 43.20%

Boat 27.90% 27.91% 41.89%

Zelda 27.83% 27.82% 42.90%

Baboon 27.81% 27.81% 44.76%

Peppers 27.86% 27.85% 44.23%

Airplane 27.44% 27.43% 40.92%

Lena 27.83% 27.84% 42.48%

8 Wireless Communications and Mobile Computing



4.2. Robustness Evaluation. There are usually two metrics
with respect to evaluate watermarking algorithms: imper-
ceptibility and robustness. (i) Imperceptibility means that
the presence of the watermark should not distort the per-
ceived quality of the host image. The PSNR is typically used
to measure imperceptibility. (ii) Robustness is a measure of
the immunity of the watermark against attempts to remove
or degrade it. We measured the similarity between the origi-
nal watermark and the watermark extracted from the
attacked image using the NC (normal correlation factor)
given in the following equation:

NC w, ŵð Þ = ∑N
i=1wicwiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑N
i=1w

2
i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑N

i=1dwi
2

qr , ð4Þ

where N is the number of pixels in the watermark and w and
ŵ are the original and extracted watermarks, respectively. In
general, an NC of about 0.75 or above is considered accept-
able [41].

We first evaluate the performance of the zero watermark-
ing algorithm in T-VCS using a 512 × 512 Lena image as the
original cover host image, and a 256 × 256 black-white image
with the expression PATTERN as the watermark image. A
pseudorandom number generator generates the secret data
used in our experiments. Figure 9 shows PSNR and NC
values among the original watermark, the watermarks
extracted from T-VCS, and the extracted watermark after
being subjected to the salt-pepper attack independently.
The value of NC for the extracted watermark is higher than
0.95. We can clearly see the expression value from the water-
mark. We also verify the performance of watermark extrac-
tion on the above eight images. As shown in Table 6, the
values of PSNR are above 40%. After applying the attack of
salt-pepper, the values of PSNR drop by only 1%, which is
within acceptable limits. The values of NC are all above
91%, indicating the algorithm has strong robustness and
can resist salt-and-pepper noise.

Experimental results show that the proposed scheme
does not suffer from salt-and-pepper noise. Although we
can use the Discrete Wavelet Transform- (DWT-)/Discrete
Cosine Transform- (DCT-) based digital image watermark-
ing algorithms [42] to wavelet transform the image to obtain
a more robust watermark, it will further reduce the image
resolution. For two sheets, operations such as wavelet trans-
form and inverse transform will destroy the corresponding

relationship of pixels, resulting in the restoration of recov-
ered image. Therefore, we apply no transform to preprocess
sheets but directly use the way of quantization to odd/even
to embed the watermark into lossless sheets.

4.3. Performance Evaluation of Running T-VCS in TEE. In
this section, we mainly evaluate the performance of online
verification sharing when running T-VCS in TEE. The per-
formance of sheet distribution is not our main concern
because we can do it online or offline.

There are usually two concerns when using SGX to pre-
vent cheating of VCS: one is the code refactoring [43]. It is
not an easy task to port an application to run within an
SGX container because Intel has envisioned SGX as a protec-
tion technology for only small parts of the application code
and data. The native application code often has to be modi-
fied to meet the implicit prerequisite. While a fully featured
library, OS [44] can rapidly deploy unmodified applications.

To quickly verify the proposed TEE solution in this
paper, we first develop a T-VCS prototype system on a native
OS by Python and then make use of Graphene-SGX and
ptrace interposition to run the system in SGX. Another rea-
son behind this is that easy data exploration and visualization
are often more important than writing the most optimized
solution [33]. We selected the Graphene-SGX as the library
OS. It should be noted that although the Graphene-SGX sup-
ports running Python, and all dependent files must be speci-
fied manually, so it is impractical to run complex Python
programs like T-VCS which has 516 lines of Python code.
We first make use of ptrace interposition to trace system calls
invoked by the T-VCS and then extract dependencies into a
manifest. The patched Graphene-SGX ensures the integrity
of T-VCS in runtime by verifying these manifest files.

All benchmarks are measured on an HP Z240 SFFWork-
station with Intel Xeon Intel i7-7700 3.6GHz processor (with
Skylake microarchitecture, 4 cores, and SGX version 1) and
16GB RAM. We install Intel’s SGX Linux Driver and SDK
2.0 on the Ubuntu 18.04.3 LTS.

As shown in Figure 10, the processing time to run T-VCS
in SGX is higher than that in native Linux. One of the reasons
is that the enclave creation time which an application has to
pay to run on SGX is relatively higher. The time is deter-
mined by the latency of the hardware and the driver. It is pri-
marily a function of the size of the enclave. As shown in
Figure 10(a), with the number of processed images

Table 6: Robustness illustration of T-VCS.

Images PSNR PSNR (salt-pepper) NC (salt-pepper)

Barbara 43.49% 39.27 95.55%

Goldhill 43.20% 39.19 96.12%

Boat 41.89% 38.71 95.78%

Zelda 42.90% 38.99 91.23%

Baboon 44.76% 39.50 94.70%

Peppers 44.23% 39.21 95.18%

Airplane 40.92% 38.37 93.04%

Lena 42.48% 38.57 95.41%

Mode

(a)

Original

(b)

Recovered

(c)

Salt pepper attack
PSNR 100.00% 62.09% 59.39%

NC 100.00% 97.76% 95.73%

Figure 9: Extracted watermarks.
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increasing, the performance overhead decreases from 11 : 3x
(for one image) to 5 : 1x (for 15 images). The overload to load
enclave and library OS is gradually weakened.

The performance overhead for processing color images is
shown in Figure 10(b), which is also about 5x of the native
program. The reason why the order of performance overhead
rises to the minute is that the color image has three channels,
each of which has a bit length of 8. So, it is equivalent to pro-
cessing 24 black and white images for a color image. How-
ever, the SGX and library OS technologies are not friendly
to parallel processing. Furthermore, to use the remote attes-
tation feature of SGX, the hyperthreading function, which
is vulnerable to side-channel attack, must be disabled in the
BIOS, which further limits the parallelism of SGX. So, in
the experimental results, the performance overhead of
Figure 10(b) is approximately 24x of Figure 10(a).

The overload to verify sheets are as shown in Table 7. It
should be noted that in order to achieve a balance between
the SGX programming model and the legacy code, the test
program only generates a signed verification report. The ver-
ification process is still completed in the library OS. The SGX
SDK already provides a basic framework for remote attesta-
tion. We patched the tkey_exchange library to add the hash
of the sheets to be verified, which ensures this verification is
involved with the sheets. It can be seen from Table 7 that
the network overload (Sigrl+Report) with the IAS takes up
most of the overload (97.88%). The network overload Net
between the T-VCS and participants is only 0.0003 seconds,
which is because the T-VCS and participant programs are
on the same host. Compared with the sharing procedure,
the overload of the verification code is negligible.

It should be noted that this prototype system does not use
optimization techniques and its efficiency needs to be
improved. With the development of SGX supported server
hardware [45], we can enhance parallel capabilities of T-
VCS and launch up a local authentication server to neutralize
overload.

5. Conclusions

In this paper, we proposed a novel VCS which improves the
pixel expansion and contrast properties compared with many
of the known results in the literature. By encrypting an image
by pixel blocks, we eliminate pixel expansion. We archive
higher contrast by elaborately processing the correspondence
between a secret image and its sheets. The multiple permuta-
tion ways of the same pixel block in T-VCS provides artifice
for subsequent zero watermarking verification. The SGX
technology used in this paper simplifies the verification
model and provides authenticatable verification results even
if the software or OS is compromised. The proposed scheme
is efficient and straightforward and can be applied to various
images, as shown in the experimental results.

Unfortunately, part of the information about the original
share images disappears in the recovered secret image in T-
VCS. It is hard to eliminate such a phenomenon, but it is pos-
sible to find a method to weaken it. Furthermore, in tradi-
tional VCSs, each participant only holds a sheet, while the
proposed scheme needs each participant to hold multiple
sheets, which is inconvenient for management. Reducing
the number of sheets will also become our future work.

Data Availability

The data used to support the findings of this study were sup-
plied by Denghui Zhang under license and so cannot be
made freely available. Requests for access to these data should
be made to Denghui Zhang (zhang.denghui@foxmail.com).

120

100

80

Enclave
Native

60

40La
te

nc
y 

(s
ec

)

20

0
1 2 5

Number of gray images processed

10 15

(a) Number of gray images processed

La
te

nc
y 

(m
in

)

1 2 5

Number of colour images processed

10 15
0

10

20

30

40

50

(b) Number of color images processed

Figure 10: Performance overhead to run T-VCS in SGX and native Linux.

Table 7: Performance overhead of remote attestation in T-VCS.

Time (sec) Sigrl Report Load enclave Net Other

2.5004 1.0274 1.42 0.0105 0.0003 0.0394
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Development of Internet of Vehicles (IoV) has aroused extensive attention in recent years. The IoV requires an efficient
communication mode when the application scenarios are complicated. To reduce the verifying time and cut the length of
signature, certificateless aggregate signature (CL-AS) is used to achieve improved performance in resource-constrained
environments like vehicular ad hoc networks (VANETs), which is able to make it effective in environments constrained by
bandwidth and storage. However, in the real application scenarios, messages should be kept untamed, unleashed, and authentic.
In addition, most of the proposed schemes tend to be easy to attack by signers or malicious entities which can be called coalition
attack. In this paper, we present an improved certificateless-based authentication and aggregate signature scheme, which can
properly solve the coalition attack. Moreover, the proposed scheme not only uses pseudonyms in communications to prevent
vehicles from revealing their identity but also achieves considerable efficiency compared with state-of-the-art work,
certificateless signature (CLS), and CL-AS schemes. Furthermore, it demonstrates that when focused on the existential forgery
on adaptive chosen message attack and coalition attack, the proposed schemes can be proved secure. Also, we show that our
scheme exceeds existing certification schemes in both computing and communication costs.

1. Introduction

With the rapid development of communication technology,
various vehicles with powerful smart devices can communi-
cate with each other. Therefore, such a novel application
has aroused extensive interest in the society. This kind of
application is commonly referred to as vehicle ad hoc net-
works (VANETs), which can provide guarantee for the dis-
tance between vehicles and reduce the probability of vehicle
collision accidents, help car drivers navigate in real time,
and improve the efficiency of traffic operation by communi-
cating with other vehicles and network systems [1].

Although VANETs have a lot of merits, it has a long way
to achieve a wide application. One of the obstacles is that the
privacy is violated. Without proper privacy protection, mali-
cious adversaries can collect vehicle information, such as
routes or status, to perform attacks. Fortunately, using pseu-

donyms in communications can avoid this problem. Then,
the vehicle can communicate with each other or with road-
side unit (RSU) using a pseudonym, and no one can obtain
the true identity of the vehicle except for the trusted authority
(TA). Even if the messages between the vehicles and the
RSUs are collected by hackers, it will not reveal identity pri-
vacy. VANETs have other problems such as privacy issues
and being vulnerable to attack.

Recently, some novel schemes and algorithms are pro-
posed to solve these problems. Lin et al. [2] proposed a
blockchain-based protocol to reduce the verification cost
and storage cost for vehicles. Kumar et al. [3] proposed an
efficient scheme using path signature to resist Sybil attack.
Jiang et al. [4] proposed an anonymous authentication
scheme (AAAS) in VANETs, which adopts group signature
mechanism to provide more efficient anonymous authentica-
tion service for vehicles. Zheng et al. [5] demonstrated a
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certificateless group signature anonymous authentication
scheme for VANETs, which shortens the length of the signa-
ture and improves the efficiency of the signature. Among var-
ious schemes, we find that Kamil et al.’s scheme [6] has a
significant efficiency. However, we find that the scheme can-
not resist coalition attack which is launched by two collusive
vehicles. For example, two vehicles can maliciously exchange
their locations to generate their signatures which can be ver-
ified successfully so that they can hide their real locations
which may lead to serious consequences. The detailed
description and analysis are shown in Subsection 4.3. We
make the RSU both the aggregator and the verifier and add
a random list to properly solve the problem. Our main con-
tributions in this paper are as follows:

(i) Prove that Kamil et al.’s schemes are not secure
enough to defend against attacks from malicious
vehicles and propose a solution to settle the problem

(ii) Propose an improved certificateless-based authenti-
cation and aggregate signature scheme in VANETs,
and prove that the scheme can perfectly resist the
coalition attacks and its correctness

(iii) Use the efficiency analysis and simulation to show
the superiority of our scheme in efficiency and
practicality

The rest of this paper is organized as follows. In Section 2,
we discuss related works of CLS and CL-AS schemes in
VANETs. In Section 3, we describe related concepts and
models. In Section 4, we analyze Kamil et al.’s scheme and
prove that the scheme cannot resist the coalition attack. We
propose our proposed scheme in Section 5 in detail. Experi-
ments and results analysis are described in Section 6. We
conclude this paper in Section 7.

2. Related Works

To settle the problem of security and some privacy require-
ments in VANETs, a number of professors and scholars [7–
9] proposed a kind of new scheme called Public Key
Infrastructure-based (PKI-based) authentication schemes.
In their schemes, they either tried to make vehicles compute
more to verify the signatures from other vehicles or assume
that there exists a trusted certificate authority to issue and
maintain certificates of various vehicles. However, the
assumption may be unrealistic because a single node cannot
afford the oceans of calculation.

Later, a new kind of signature scheme called identity-
based signature (IBS) scheme is widely discussed. For exam-
ple, Liu et al. [10] proposed an IBS scheme which can take the
user’s identity as the public key, and the private key is gener-
ated by public key generation PKG, which can reduce a single
node’s burden. However, IBS has inherent problems about
key escrow which is generated by user’s identity.

In Al-Riyami and Paterson’s scheme [11], they firstly
introduce the certificateless public key cryptography. In
recent years, a lot of researches on CLS and CL-AS schemes
with bilinear pairing have been carried on by relevant

researchers [12–14]. In their schemes, key generation center
(KGC) uses its master key and the user’s identity information
to calculate a part of the private key and send it to the user,
whereafter the user combines part of the private key and
his/her secret value together to generate the user’s real private
key which can protect the user’s privacy and make the system
secure. The above scheme uses the bilinear pairing which
costs relatively large computation.

The elliptic curve cryptography is chosen to use in the
CLS and CL-AS because of its high efficiency. In Xie et al.’s
scheme [15], they proposed rigorous security proof that
shows the scheme is able to resist various malicious attacks
and ensure privacy protection. In the field of health care,
Du et al. [16] proposed a CLAS scheme with high efficiency
and low latency which can be more suitable to apply to the
field of healthcare. In 2018, Cui et al. [17] demonstrated their
novel CLS and CL-AS scheme with ECC, which significantly
reduces computing time during sign and verification process.
Kamil et al. [6] declared that the scheme proposed by Cui
et al. is not secured against the signature forgery attack, and
they advanced an improved signature scheme for VANETs.
They claimed that their proposed scheme can address all
the needs of VANETs about security and privacy. However,
we will demonstrate and prove that their scheme cannot
resist coalition attacks and our improved scheme can resist
the attack and achieves a better performance.

3. Preliminaries

3.1. Elliptic Curve Cryptography. As widely used in the cryp-
tographic, the elliptic curve cryptography is an excellent algo-
rithm which has an extremely high efficiency and a relatively
excellent security. It can use much fewer bits to encrypt mes-
sages of the same length than the RSA algorithm in the field
of public key cryptography. Because of its fewer calculation
parameters, shorter bond length, and less time cost, the ellip-
tic curve cryptography can be perfectly applied to application
scenarios of VANETs. We will give the following three defi-
nitions to describe the elliptic curve cryptography.

Definition 1 (Elliptic curve definition). Our scheme uses an
elliptical encryption algorithm with 160 bits. Assume that
Fq is a finite field of the module q, where q is a large prime
number. The elliptic curve over a finite field Fq can be
defined as follows: E : y2 = x3 + ax + b (mod p), where a, b,
x, y ∈ Fq and Δ = 4a3 + 27b2 ≠ 0 (mod p).

Definition 2 (Addition of elliptic curves). Assume that P = ð
x1, y1Þ ∈ E, where P is a point of the elliptic curve E and −P
= ðx1,−y1Þ (mod p) is the negative point of P. Suppose Q =
ðx2, y2Þ ∈ E, Q ≠ −P; we can define a line l passes through P
and Q, and intersects the elliptic curve at a point R′ = ðx3,
y3Þ, The symmetrical point about the x-axis with R′ is R = ð
x3,−y3Þ; then we can define R = P +Q. In addition, scalar
multiplication operation on the elliptic curve can be
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described as follows:

k · P = P + P + P+⋯+P  k ∈ Z∗
q

� �
: ð1Þ

Definition 3 (Elliptic curve discrete logarithm problem).
Assume that P1 is a point on the elliptic curve E on the finite
field Fq, and select a random number k ∈ Z∗

q . Then, we can
calculate P2 = k · P1. In this case, there is the feasibility of
the calculation of P2 according to Definition 2. According
to the elliptic curve discrete logarithm problem (ECDLP),
however, it is hardly possible to get k according the above
equation.

3.2. Forking Lemma

Definition 4 (Forking lemma [18]). Suppose that A is a prob-
abilistic polynomial time turing machine, and its input
includes public data. We use Q and R to symbolize the num-
ber of queries that A can ask to the random oracle and the
number of queries that A can ask to the signer, respectively.
Suppose that over a period of time T , A can generate a legit-
imate signature ðm, σ1, h, σ2Þ within probability ε ≥ 10ðR +
1ÞðR +QÞ/2k. If someone do not know the private key, but
successfully forge the signature ðσ1, h, σ2Þ with an indistin-
guishable distribution probability, then we can imagine a
machine, which can get the secret information from the
machine and obtain and replace the interaction with the
signer by simulation. Eventually, it can generate two legiti-
mate signatures ðm, σ1, h, σ2Þ and ðm, σ1, h′, σ2′Þ such that
h ≠ h′ in expected time T ′ ≥ 120686QT/ε.

3.3. Certificateless (Aggregate) Signature Scheme. Generally, a
certificateless signature (CLS) scheme and a certificateless
aggregate signature (CL-AS) scheme consist of the following
seven algorithms.

(1) Setup: the KGC and TA will execute this probabilistic
algorithm, which needs a security parameter λ, then
generates a elliptic curve E, public keys PKTA and P
KKGC, and master secrets key α, β, respectively, then
publishes a number of system parameters which is
used for ensuring the system in order.

(2) ParitialPrivateKeyGeneration: in this algorithm,
firstly, the entity Vi transmits a tuple which includes
its real identity and partial pseudo identity to TA.
Then TA sends a whole pseudo identity to KGC with
calculation. Eventually, KGC transmits the paitial
private key to entity Vi in a secure channel.

(3) VehicleKeyGeneration: the entity Vi selects random
ρi ∈ Z

∗
q as its secret key and calculates its public key

PKVi
.

(4) IndividualSign: this algorithm is used by each entity
Vi; after generating a message mi, the entity Vi tries
to calculate a set of varieables. Then it sends the sig-
nature σ to the verifier.

(5) IndividualVerify: this algorithm is executed by the
verifier such as RSU. When receiving input including
signature σ, pseudo identity PIDi and current time
Tcur, the RSU will check the time validity firstly. Then
the algorithm will output true if the signature is valid
or false otherwise.

(6) AggregateSign: in this algorithm, generally the
aggregate signature generator is RSU in our sys-
tem. For an aggregating set V of n entities V1,
V2,⋯, Vn, the pseudo identity PIDi of each vehi-
cle Vi as list PID, the corresponding public key
PKVi

of Vi, and message signature tuples ððm1,
σ1Þ, ðm2, σ2Þ,⋯,ðmn, σnÞÞ from Vi, respectively.
The aggregate signature generator will generate
signature σ; then it will transmit the tuple includ-
ing the signature, the list PID, and time list T to
the verifier.

(7) AggregateVerify: in general, this algorithm is exe-
cuted by another RSU. It takes an aggregating set V
of n entities fV1, V2,⋯,Vng, the pseudo identity PI
Di of each entity Vi. The verifier will check the time
validity for each entity firstly. Then it will output true
if the signature is valid or false otherwise.

3.4. Security Model. In this section, we will demonstrate the
security model of CLS and CL-AS schemes. We consider
two different types of adversaries: Type 1A1 and Type 2A2.
To be specific, adversary A1 is able to replace a user’s public
key or private key but cannot access or even replace the mas-
ter secret key of KGC. And adversary A2 is able to access the
master secret key of KGC, which can be called an internal
attacker. However, it cannot replace or access the public
key of a certain user.

Generally, we use two games to model the security of CLS
and CL-AS schemes, which is played between an adversary
A ∈ fA1,A2g and a challenger C . A can access five oracles
to get what he needs. The details are as follows:

(1) GenerateUser: given a user’s ID PIDi and request for
its public key PKVi

, C returns the public key PKVi
of

PIDi.

(2) RevealPartialPrivateKey: given a user’s pseudo iden-
tity PIDi, C outputs the corresponding partial secret
key PPKi.

(3) RevealSecretKey: given a user’s pseudo identity PIDi,
C submits the user’s secret key ρi.

(4) ReplaceKey: given a user’s pseudo identity PIDi and
the public key PK∗

Vi
, C will replace the public key P

KVi
with PK∗

Vi
.

(5) Sign: given a message mi ∈ f0, 1g∗, C uses the algo-
rithm to generate a signature σi corresponding to
user PIDi on message mi and submits it to A .

We construct the following two games, Game I and Game
II, for our schemes:
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(Game I) A Type 1 adversaryA1 and a challenger C will
try to play the game as follows:

Step 1.C runs the Setup algorithm to generate a master secret
key β, a list of system parameters, and the system public key
PKKGC. It then sends the system parameters to A1 and keeps
β secret.

Step 2.A1 queries the GenerateUser, RevealPartialSecretKey,
RevealSecretKey, and Sign oracles in order.

Step 3.A1 generates the corresponding public key PK∗
Vi
and a

signature σ∗i of a user with identity PID∗
i .

A1 will win the game if the following conditions are met:

(i) It neither uses PID∗
i to access the RevealPartialSe-

cretKey query nor obtains the partial private key

(ii) σ∗ is a valid signature of the user with the identity
PID∗

i and the corresponding public key PK∗
Vi

(iii) It never uses ðPID∗
i ,m∗

i Þ to query the Sign oracle

(Game II) A Type 2 adversary A2 and a challenger C

will try to play the game as follows:

Step 1.C runs the Setup algorithm to generate a master secret
key β, a list of system parameters, and the system public key
PKTA. It then sends the system parameters, β, and PKTA to
A2.

Step 2.A2 queries the GenerateUser, RevealPartialSecretKey,
RevealSecretKey, and Sign oracles in order.

Step 3.A2 generates the corresponding public key PK∗
Vi
and a

signature σ∗i of a user with identity PID∗
i .

A2 will win the game if the following conditions are
satisfied:

(i) It never use PID∗
i to access the RevealSecretKey or

ReplaceKey query to obtain the partial private key

(ii) σ∗ is a valid signature of user with identity PID∗
i and

the corresponding public key PK∗
Vi

(iii) It never uses ðPID∗
i ,m∗

i Þ to query the Sign oracle

Definition 5. The CLS scheme is provably secure, if neither
polynomial time adversary A1 or A2 is able to win Game I
and Game II, respectively with a non-negligible advantage.

We construct the following two games, Game III and
Game IV, for our CL-AS scheme.

(Game III) A Type 1 adversary A1 and a challenger C
will try to play the game as follows:

Step 1.C runs the Setup algorithm to generate themaster secret
key β, system parameter, and the system public key PKTA. It
then sends the system parameter to A1 and keeps β secret.

Step 2.A1 queries the GenerateUser, RevealPartialSecretKey,
RevealSecretKey, and Sign oracles in order.

Step 3. A1 outputs an aggregate signature σ∗ of n users with
identity PID∗ = fPID∗

1 , PID∗
2 ,⋯,PID∗

ng and the correspond-
ing public key PK∗

V = fPK∗
V1
, PK∗

V2
,⋯,PK∗

Vn
g on messages

m∗ = fm∗
1 ,m∗

2 ,⋯,m∗
ng.

A1 wins the game if the following conditions are satisfied:

(i) At least one of the identities has not been submitted
to the RevealPartialSecretKey query to obtain the
partial secret key

(ii) σ∗ is a valid signature on n messages M∗ = fm∗
1 ,

m∗
2 ,⋯,m∗

ng of n users with identities PID∗ = fPID∗
1

, PID∗
2 ,⋯,PID∗

ng and the corresponding public key
PK∗

V = fPK∗
V1
, PK∗

V2
,⋯,PK∗

Vn
g.

(iii) It never uses ðPID∗
i ,m∗

i Þ to query the Sign oracle

(Game IV) A Type 2 adversary A2 and a challenger C
will try to play the game as follows:

Step 1. C runs the Setup algorithm to generate the master
secret key β, system parameter, and the system public key P
KTA. It then sends the system parameter, β, PKTA to A2.

Step 2.A2 queries the GenerateUser, RevealPartialSecretKey,
RevealSecretKey, and Sign oracles in order.

Step 3. A2 outputs an aggregate signature σ∗ of n users with
identity ID∗ = fID∗

1 , ID∗
2 ,⋯,ID∗

ng and the corresponding
public key PK∗

V = fPK∗
V1
, PK∗

V2
,⋯,PK∗

Vn
g on messages M∗

= fm∗
1 ,m∗

2 ,⋯,m∗
ng.

A2 will win the game if the following conditions are
satisfied:

(i) It has not used all of the identities to access the
RevealPartialSecretKey query to obtain the partial
private key.

(ii) σ∗ is a legitimate signature on n messages m∗ = f
m∗

1 ,m∗
2 ,⋯,m∗

ng of n users with identities PID∗ = f
PID∗

1 , PID∗
2 ,⋯,PID∗

ng and the corresponding public
key PK∗

V = fPK∗
V1
, PK∗

V2
,⋯,PK∗

Vn
g.

(iii) It never uses ðID∗
i ,m∗

i Þ to query the Sign oracle
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Definition 6. The CL-AS scheme is provably secure, if neither
polynomial time adversary A1 or A2 is able to win Game III
and Game IV, respectively, with a nonnegligible advantage.

4. Overview of Kamil et al.’s CLS and CL-
AS Scheme

In the scheme proposed by Kamil et al. [6], there mainly exist
four entities including TA, regional transport management
authority (RTMA), which is a trusted party responsible for
partial secret key generation, RSU, and vehicle. The scheme
is reviewed as follows:

4.1. Overview of Kamil et al.’s CLS Scheme

(1) Setup: the TA selects a security parameter k, two
secure primes p and q, an elliptic curve E which can
be defined by the equation y2 = x3 + ax + b mod p,
where a, b ∈ Fq, a generator P with order q of additive
group G consisting of all the points on E, and five
hash functions, h0, h1, h2, h3, and h4. Then, it picks
x ∈ℤ∗

q as its master secret key and calculates its pub-
lic key Ppub. Also, TA defines a time-function f ðtiÞ,
where ti is the current time. TA publishes the
param = fp, q, a, b, P, Ppub, h0, h1, h2, h3, h4, f ðtiÞg.

(2) UserRegistration: the RTMA executes the following
algorithm to register a vehicle with an identity IDk.
Firstly, vehicle sends its identity IDk to the RTMA.
Then RTMA randomly selects ℏ1,k ∈ℤ

∗
q and calcu-

lates hash chain set ℏy,k = fℏ2,k, ℏ3,k,⋯,ℏn,kg, 1 ≤ y ≤
n, where ℏy,k = h0ðℏy−1,kÞ.

(3) PartialSecretKeyGeneration: after receiving param
and a vehicle with identity IDk, RTMA runs as follows:

(4) PseudonymGeneration: after receiving the tuple ð
ℏy,k, ðAk, xkÞÞ from the RTMA, the vehicle executes
the following algorithm:

(5) UserKeyGeneration: vehicle with IDk uses the algo-
rithm to generate its private key:

(6) Sign: after receiving param, PSKk, SKk, and PKk, a
vehicle with pseudo identity PIDy,k can sign on a
message mk as follows:

(7) Verify: after receiving the tuple ðPIDy,k,mk, PKk, ωk

, σk, TkÞ, verifier can use the algorithm to verify any
signature with following steps:

Step 1. The RTMA generates its public key PKRTMA = s · P,
where secret key s ∈ℤ∗

q is randomly selected.

Step 2. Calculate αk = h2ðparam∥Ppub∥IDkÞ, βk = h2ðIDk∥I
DRTMA∥s∥∇Þ, t = h2ð∇Þ, and ξk = h2ðIDk∥PKRTMAÞ.

Step 3. Compute Ak = tβk · P and xk = tβk + ξkαks.

Step 4. Publish PKRTMA, send ðPSKk = ðAk, xkÞ, ℏy,kÞ to the
vehicle and ðℏ1,k, IDkÞ to TA.

Step 1. Compute αk = h2ðparam∥Ppub∥IDkÞ, t = h2ð∇Þ and ξk
= h2ðIDk∥PKRTMAÞ.

Step 2. Check PSKk is valid or not with the equation holds.

xk · P = Ak + ξkαk · PKRTMA: ð2Þ

Step 3. Compute its pseudonym set as fPID1,k, PID2,k,⋯,PI
Dn,kg at timeslot tscur, where PIDy,k = h1ðIDk∥ℏy,k∥∇∥tscurÞ.

Step 1. Choose ak, r1k, r2k ∈ℤ
∗
q in random.

Step 2. Calculate SK1
k = h3ðr1k∥Ak∥PIDy,kÞ and SK2

k = h3ðr2k∥xk
∥PIDy,kÞ.

Step 3. Output SKk = akðSK1
k + SK2

kÞ and PKk = SKk · P as its
private and public keys, respectively.

Step 1. Randomly pick dk ∈ℤ
∗
q and calculate ωk = ξkαk.

Step 2. Calculate vk = h4ðPIDy,k∥mk∥SK1
k∥SK2

k∥TkÞ, hk = h4ð
PIDy,k∥mk∥ωk∥PKk∥PKRTMA∥Ppub∥TkÞ, and δk = h4ðmk∥PKk

∥∇∥TkÞ.

Step 3. Calculate yk = dkvk, Ωk = yk · P, Rk = δk · PKk + hk ·
Ak +Ωk, and V k = δkSKk + hkxk + dkvk.

Step 4. Output signature σk = ðRk,V kÞ on message mK and
transmits ðPIDy,k,mk, PKk, ωk, σk, TkÞ, where Tk is the cur-
rent timestamp.

Step 1. Check whether the time delay equation holds. If it
holds, then Tk is valid and it will accept the signature; other-
wise, it will reject it.

Step 2. Calculate hk = h4ðPIDy,k∥mk∥ωk∥PKk∥PKRTMA∥Ppub∥
TkÞ.

Step 3. Check whether the following equation holds.

V k · P = Rk + hkωk · PKRTMA, ð3Þ

if this equation holds, then the signature is valid; otherwise, it
will be discarded.
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4.2. Overview of Kamil et al.’s CL-AS Scheme. The Setup,
UserRegistration, PartialPrivateKeyGeneration, Pseudonym-
Generation, VehicleKeyGeneration, Sign, and Verify algo-
rithms are the same as the above CLS scheme. In addition,
the Aggregate and AggregateVerify algorithms are described
as follows:

(1) Aggregate: in general, the roadside unit (RSU) acts as
the aggregator. When receiving n certificateless sig-
natures fσ1 = ðR1,V 1Þ, σ2 = ðR2,V 2Þ,⋯,σn = ðRn,
V nÞg on messages fðm1∥T1Þ, ðm2∥T2Þ,⋯,ðmn∥TnÞg
from n pseudo identities fPIDy,1, PIDy,2,⋯,PIDy,ng
under the state information ∇, the RSU calculates
V =∑n

k=1V k and R =∑n
k=1Rk, then outputs an

aggregate certificateless signature σT = ðR,V Þ.
(2) AggregateVerify: generally another RSU or AS acts as

the verifier. When receiving a certificateless aggregate
signature σT = ðR,V Þ signed by n vehicles. Then it
will run as follows:

Step 1. Check whether the timestamp Tk is valid, if not, it
aborts, and if it holds, it runs the following steps.

Step 2. Compute hk = h4ðPIDy,k∥mk∥ωk∥PKk∥PKRTMA∥Ppub∥
TkÞ.

Step 3. Check whether the following equation holds.

V · P = R + 〠
n

k=1
hkωk · PKRTMA, ð4Þ

if it holds, it receives all the signatures; otherwise, the signa-
ture is rejected.

4.3. Cryptanalysis of Kamil et al.’s CL-AS Scheme. The secu-
rity problem in the scheme proposed by Kamil et al. [6]
mainly lies in the coalition attack, which is a kind of attack
by a number of collusive vehicles.

As is described in Figure 1, in the coalition attack, two or
more vehicles secretly change a part of their messages such as
locations to hide their real locations and routes since the RSU
(verifier) receives the exchanged signature. Then something
of the collusive vehicles is exchanged officially. Which will
definitely harm the system and even worse cause a serious
accident.

We describe the coalition attack on Kamil et al.’s CL-AS
scheme to illustrate its security flaws.

Assume that two users fU1,U2g have pseudonym fPI
Dy,1, PIDy,2g and message fm1,m2g, respectively. We show
that two users can cooperate to generate valid aggregate sig-
natures even if their individual signature is invalid. Two users
can implement the coalition attack by executing the follow-
ing algorithms.

Step 1. The user Ui ði ∈ f1, 2gÞ randomly picks di ∈ℤ
∗
q and

calculates ωi = ξiαi.

Step 2. Calculate βi = h2ðIDi∥IDRTMA∥s∥∇Þ, t = h2ð∇Þ, ξk =
h2ðIDi∥PKRTMAÞ, xi = tβi + ξiαis, vi = h4ðPIDy,i∥mi∥Sk

1
i ∥SK2

i ∥
TiÞ, hi = h4ðPIDy,i∥mi∥ωi∥PKi∥PKRTMA∥Ppub∥TiÞ, δi = h4ðmi

∥PKi∥∇∥TiÞ, yi = divi, Ω = yi · P, and Ri = δi · PKi + hi · Ai +
Ω.

Step 3. Then, U1 sends h1x1 to U2; likewise, U2 sends h2x2 to
U1 in a secure channel. Then U1 calculates V 1 = δ1SK1 +
h2x2 + d1v1; likewise, U2 calculates V 2 = δ2SK2 + h1x1 + d2
v2.

Step 4. Eventually, they can output signature σi = ðRi,V kÞ
and transmits ðPIDy,i,mi, PKi, ωi, σi, TiÞ.

V · P = V 1 +V 2ð Þ · P = δ1SK1 + h2x2 + d1v1ð
+ δ2SK2 + h1x1 + d2v2Þ

· P = 〠
2

k=1
δkSKk + hk tβk + ξkαksð Þ + dkvk½ �

 !

· P = 〠
2

k=1
δk · PKk + hk · Ak + ωk

 !

+ 〠
2

k=1
hkωk · PKRTMA

 !
= R + 〠

2

k=1
hkωk · PKRTMA

 !

ð5Þ

Obviously, the signature σi = ðRi,V iÞ is not a valid signa-
ture. However, when the RSU or AS aggregates the signature
as σ = ðR = R1 + R2,V =V 1 +V 2Þ, it will be a valid signature
which satisfies the following equation.

Therefore, the above analysis shows that two malicious
users can collude with each other to forge an aggregate signa-
ture. Actually, the coalition attack is originally caused by
commutative law of addition. Similarly, n users can also forge
an aggregate signature with the same algorithms. Hence,
Kamil et al.’s CL-AS scheme cannot resist coalition attacks.

5. Our Proposed CLS and CL-AS Schemes

5.1. System Model. In this section, we will try to describe our
system model in detail including specific explanations. In
order to be more specific, the system model is shown in
Figure 2. There are four participants in total: trusted author-
ity (TA), key generation center (KGC), road-side unit (RSU),
and vehicle, which can be divided into two layers: the upper
layer includes TA and KGC, and the lower layer consists of
RSUs and vehicles. The demonstration of each participant
is as follows:

(1) TA: it is a fully trusted third party that is responsible
for system initialization, user registration, system
parameter generation, and system security imple-
mentation. If necessary, it can track malicious behav-
ior and catch malicious nodes. In addition, it also has
enough computing power and storage capacity.
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(2) KGC: it is a partially trusted party used for generating
partial private key. It can help a vehicle generate par-
tial secret key which contribute to its privacy security.
Like the TA, it also has sufficient memory, process-
ing, and computing capabilities.

(3) RSU: it is a smart application device installed in the
roadside, which is able to transmit and submit infor-
mation to TA, KGC, vehicles, or other RSUs in a
secure wired connection. In addition, RSU com-
monly has limited computing power and storage
capacity.

(4) Vehicle: it is the major and basic member in
VANETs, which is generally equipped with a smart
device which can perform the basic function such
as transmitting the vehicle’s message and perform-
ing simple calculation. In addition, vehicle com-
monly has limited computing power and storage
capacity.

Note that TA and KGC are functionally two completely
different entities that can be deployed on a single server dur-
ing deployment.

5.2. Design Requirements. For the safety of communication
in VANETs, security and privacy are crucial. According
to the latest research in this field, the proposed scheme

for VANETs must satisfy the following security
requirements:

(1) Message Integrity and Authentication: an eligible
vehicle should be able to check that whether a
message is sent and signed by a legitimate vehicle
and is not forged or modified by the malicious
entity.

(2) Identity Privacy Preservation: a vehicle should
remain anonymous in all circumstances, which
means that other malicious entities cannot infer its
identity by taking and analyzing multiple pieces of
messages about it.

(3) Traceability: the TAmust have the ability to trace and
obtain the vehicle’s real identity, even if the vehicle’s
identity is anonymous.

(4) Unlinkability: a potentially malicious vehicle must
not cross-link two messages sent by the same vehicle
to prevent them from extrapolating the route of the
vehicle from the information.

(5) Resistance to Attacks: a reasonable scheme should
have the ability to withstand various general
attacks such as the coalition attack, the impersona-
tion attack, the modification attack, and the replay
attack.

TA

Internet

KGC

RSU

RSU

RSU

RSU

Communication technology
IEEE 802.11p
Wired connection

Figure 1: Coalition attack diagram.
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5.3. Our Proposed CLS Scheme. Our proposed CLS scheme
includes five algorithms: Setup, PartialPrivateKeyGeneration,
VehicleKeyGeneration, Sign, and Verify. The Notation to be
used is listed in Table 1, and descriptions for algorithms are
vividly shown in Figure 3 and described as follows:

(1) Setup: when given an appropriate security parame-
ter λ, TA will use the λ to generate and output the
param by executing the following algorithms:

(2) PartialPrivateKeyGeneration: the algorithm will
eventually generate the vehicle’s partial private key
through the algorithms as follows:

(3) VehicleKeyGeneration: after receiving the partial pri-
vate key PPKi, the vehicle Vi check if the equation
PPKi · P =Qi + ni · PKKGC holds. If it holds, the par-
tial private key PPKi is valid. The vehicle randomly
selects its private key ρi ∈ℤ

∗
q , then calculates its pub-

lic key PKVi
= ρi · P.

(4) Sign: in order to achieve authentication and message
integrity, when the message is received by any entity,
it has to be signed and verified. A vehicle Vi uses its
pseudo identity PIDi and picks the latest timestamp
TS. The updated timestamp TS protects a signed
message against replay attacks. Given the signing
key ðPPKi, PKVi

Þ and a traffic related message mi,
the vehicle Vi performs the following steps, which
are repeated every 100 − 300ms in accordance with
DSRC protocol [20]:

RSU

RSU

V1 V3

V2 V4

Verify successfully

(Orientation2, Location3,…) (Orientation3, Location2,…)

Figure 2: Certificateless aggregate signature system model.

Table 1: List of notations.

Notation Description

TA Trusted authority

KGC Key generation center

RSU Road-side unit

hi :ð Þ, i = 1, 2, 3 One-way collision-resistant hash function

p, q Two secure prime numbers

E An elliptic curve:y2 = x3 + ax + b mod p

G An additive group, the order of which is q

P A generator of the group G

PKTA, αð Þ The public key and private key of the TA

PKKGC, βð Þ The public key and private key of the KGC

PKVi
, ρi

� �
The public key and private key of the vehicle

PPKi Partial private key of the vehicle Vi

PIDi Pseudo identity of the vehicle Vi

TS The latest timestamp

∇ State information
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(5) Verify: when an RSU or other entity receives the sig-
nature σ and the tuple ðQi, PIDi,mi, PKVi

, TSÞ from
the vehicle Vi, it can execute the algorithms to verify
the message as follows:

Step 1. Firstly, select two secure prime numbers p and q, then
choose a,b ∈ Fp, which generate an ellipic curve E defined by

the equation y2 = x3 + ax + b mod p, where Δ = 4a3 + 27b2
≠ 0 (mod p) and generator P of the additive group G consist-
ing of all the points on E.

Step 2. Choose α ∈ℤ∗
q in random, which serves as the master

secret key and computes master public key PKTA = α · P.
KGC selects β ∈ℤ∗

q in random, then calculates PKKGC = β ·
P which is the public key of KGC.

Step 3. Select three secure hash functions in random: h1 : G
× f0, 1g∗ × f0, 1g∗ ×G × f0, 1g∗ →ℤ∗

q , h2 : f0, 1g∗ ×G ×
f0, 1g∗ →ℤ∗

q , h3 : f0, 1g∗ × f0, 1g∗ × f0, 1g∗ ×G ×G ×
f0, 1g∗ →ℤ∗

q .

Step 4. Store its master secret key α in its repository and keep
it safe. Then publish all the system parameter:

param = p, q, a, b, P, PKTA, PKKGC, h1, h2, h3f g: ð6Þ

Step 1. The vehicle Vi with its real identity RIDi randomly
selects xi ∈ℤ

∗
q as its private key and calculates its partial

pseudo identity PID1
i = xi · P. Then vehicle Vi transmits

(RIDi, PID1
i ) to TA.

Step 2. After receiving the tuple, TA calculates another
pseudo identity PID2

i = RIDi ⊕ h1ðαPID1
i ∥Tcur∥PKTA∥∇Þ,

where ∇ is the system state information [19]; then TA sends
the vehicle’s pseudo identity PIDi = ðPID1

i , PID2
i , TcurÞ to

KGC in a secure way.

Step 3. KGC calculatesQi = yi · P, ni = h2ðPIDi∥Qi∥∇Þ and the
vehicle’s partial private key PPKi = yi + h2ðPIDi∥Qi∥∇Þ × β
(mod p). At last, KGC transmits the tuple ðQi, PPKiÞ to
vehicle Vi.

Step 1. Choose a random number li ∈ℤ
∗
q and calculate

Li = li · P.

Step 2. Calculate ri = h3ðmi∥PIDi∥∇∥PKVi
∥Li∥TSÞ, where

timestamp TS is used to confirm time, and Si = rili + ρi + PP
Ki mod p.

Step 3. The signature on message mi is σ = ðLi, SiÞ; then the
vehicle transmits the signature σ and ðQi, PIDi,mi, PKVi

, TSÞ
to the verifier.

Step 1. Check whether the TS is valid, if not, the algorithm
aborts; otherwise, execute the next step.

Step 2. Calculate ri = h3ðmi∥PIDi∥∇∥PKVi
∥Li∥TSÞ and ni =

h2ðPIDi∥Qi∥∇Þ

Step 3. Check whether the following equation

Si · P = ri · Li + PKVi
+Qi + ni · PKKGC ð7Þ

holds or not; if it holds, then the RSU or other entity will

TAKGCRSUVehicle

⑤ Verify 

③ VehicleKeyGeneration

④ Sign

⑦ AggregateVerify ⑥ Aggregate
n

i=1
S = aisi

② PartialPrivateKeyGeneration

① Setup 

PKVi
 = 𝜌i•P

c.send (Qi, PPKi)

a.send (RIDi, PIDi)

publish params

send (𝜎i, PIDi, mi, PKVi
, TS)

check Si•P = ri•Li + PKVi
 + Qi + ni•PKKGC

check S•P = (

b.send PIDi = (PIDi, PIDi, Tcur)

1

1 2

∑
n

i=1
∑

n

i=1
∑

n

i=1
Z = ai(Qi + PKVi

) airi•Li) + Z + ( aini)PKKGC∑

Figure 3: The algorithm procedure.
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accept the signature and the massage; otherwise, it will reject
the message.

5.4. Our Proposed CL-AS Scheme. The Setup, PartialPrivate-
KeyGeneration, VehicleKeyGeneration, Sign, and Verify
algorithms of CL-AS are similar to the proposed CLS scheme.
In addition, the Aggregate and AggregateVerify are described
as follows. Note that the Aggregate and AggregateVerify
algorithms are usually executed by the same RSU to transmit
less data in the communication process.

(1) Aggregate: when an aggregator such as a RSU
receives n vehicles’ messages M = fm1,m2,⋯,mng,
signatures σ = fσ1, σ2,⋯,σng, timestamps TS = fTS1
, TS2,⋯,TSng,Q = fQ1,Q2,⋯,Qng, public key of each
vehicle PKV = fPKV1

, PKV2
,⋯,PKVn

g, L = fL1, L2,⋯
,Lng, and pseudo identities PID = fPID1, PID2,⋯,PI
Dng. It can execute the following algorithms to aggre-
gate the signature:

(2) AggregateVerify: after aggregating n vehicles’ mes-
sages, the same RSU will execute the following algo-
rithms to verify the aggregate signature as follows:

Step 1. Randomly choose a random list RL = fa1, a2,⋯,ang,
where ai ∈ℤ

∗
q , 1 ≤ i ≤ n. Note that the random list RL is firstly

introduced in [21, 22] and used for resisting coalition attacks
here.

Step 2. Calculate S =∑n
i=1aiSi and Z =∑n

i=1aiðQi + PKVi
Þ.

Step 3. Outputs the signature σ = ðL, SÞ and transmits ðM, σ
, Z, RL, PID,Q, TSÞ to the verifier.

Step 1. Check whether the timestamp list TS is valid, if not,
the algorithm aborts; otherwise, it executes next step.

Step 2. For every vehicle, calculate ri = h3ðmi∥PIDi∥∇∥PKVi
∥

Li∥TSÞ and ni = h2ðPIDi∥Qi∥∇Þ.

Step 3. Check whether the following equation

S · P = 〠
n

i=1
airi · Li

 !
+ Z + 〠

n

i=1
aini

 !
· PKKGC ð8Þ

holds or not, if it holds, then the RSU or other entity will
accept the signature and the message, then the RSU can
transmit them to other entities; otherwise, it will reject the
message.

5.5. Correctness of Individual Message Verification. The indi-
vidual verification in the proposed scheme is correct. The

correctness proof is as follows:

Si · P = rili + ρi + PPKið Þ · P = rili + ρi + yi + niβð Þ
· P = rili · P + ρi · P + yi · P + niβ

· P = ri · Li + PKVi
+Qi + niPKKGC:

ð9Þ

5.6. Correctness of Aggregate Message Verification. The aggre-
gate verification in the proposed scheme is correct. The cor-
rectness proof is as follows:

S · P = 〠
n

i=1
aiSi · P = 〠

n

i=1
airili + aiρi + aiPPKi

 !

· P = 〠
n

i=1
ai rili · P + ρi · P + yi · P + niβ · Pð Þ

= 〠
n

i=1
airi · Li

 !
+ Z + 〠

n

i=1
aini

 !
· PKKGC:

ð10Þ

5.7. Security Proof of the Proposed CLS Scheme. According to
Definition 3, it is extremely hard to solve ECDLP. Therefore,
we can prove that our CLS scheme is able to enforce
nonforgery.

On the basis of Definition 4, assume that a probabilistic
polynomial-time forger A1 can forge a signature with an
advantage ε. In addition, qhi denotes random oracles hi for i
= 2, 3, qGU denotes the Generate-User oracle, qPPK denotes
Partial-Private-Key oracle, and qSK denotes the Secret-Key
oracle. Then, we can know that a challenger C1 can solve
ECDLP during a time scope T , where T ≤ 120686QT/ε, if ε
≥ 10ðqS + 1Þðqh2 + qh3 + qPPK + qGU + qSK + qSÞ/q.

(1) Setup: C1 chooses α and calculates PKTA = α · P
which serves as its private key and master public
key. Then, C1 will generate the system parameters
param = ðP, p, q, E,G, h1, h2, h3, PKTA, PKKGCÞ, and
transmit it to A1.

(i) h2 Hash Query: C1 will examine whether the hash list
Lh2 has the corresponding tuple if it receives the
query with parameter ðPIDi,QiÞ from A1. If not, C1
will select a random number τh2 ∈ℤ

∗
q and put it in

the list Lh2 . If so, it needs to transmit τh2 = h2ðPIDi∥
Qi∥∇Þ to A1.

(ii) h3 Hash Query: C1 will examine whether the hash list
Lh3 has the corresponding tuple ðmi, PIDi, PKVi

, Zi,
TS, τh3Þ if it receives the query with parameter
param = ðmi, PIDi, PKVi

, Li, TSÞ from A1. If not, C1
will choose a random number τh3 ∈ℤ

∗
q and put the

tuple ðmi, PIDi, PKVi
, Li, TS, τh3Þ in the list Lh3. If

so, it will transmit τh3 = h3ðmi∥PIDi∥∇∥PKVi
∥Li∥TSÞ

to A1. Eventually, C1 will transmit τh3 = h3ðmi∥PIDi

∥∇∥PKVi
∥Li∥TSÞ to A1.
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(2) Partial-Private-Key Query: after receiving a query
about the identity PIDi from A1, C1 will calculate
Qi = yi · P, where yi is randomly selected, and check
whether the hash list Lh2 has the corresponding
tuple ðPIDi,Qi, τh2Þ. If so, C1 will calculate PPKi

= yi + h2ðPIDi∥Qi∥∇Þ × α mod p and transmit the
pairial private key of vehicle ViPPKi to A1. If
not, it will halt.

(3) User-Generation Query: suppose that the query is on
the basis of the pseudo identity PIDi

(i) C1 will check whether PKVi
exists in the list L, if

the list L includes ðPIDi, PKVi
, ρiÞ. If not, a ran-

dom number ρi ∈ℤ
∗
q will be selected and C1 will

calculate PKVi
= ρi · P. If so, it will transmit PKVi

to A1. Eventually, the chanllenger C1 will trans-
mit PKVi

to A1 and update the list

(ii) C1 will set PKVi
=⊥ if the tuple ðPIDi, PKVi

, ρiÞ
does not exist in the list L. Then, a random num-
ber ρi ∈ℤ

∗
q will be chosen and PKVi

= ρi · P will
be calculated and ρi will be regarded as a private
key. Eventually, C1 will transmit PKVi

to A1 and
put the tuple ðPIDi, PKVi

, ρiÞ to the list L

(4) Private-Key Query:

(i) C1 will check whether ρi exists in the list L, if the list L
includes ðPIDi, PKVi

, ρiÞ. If not, it will access a User-
Generation query to output the public key PKVi

= ρi
· P. Eventually, the chanllenger C1 will transmit ρi
to A1 and update the list

(ii) C1 will access a User-Generation query if the tuple ð
PIDi, PKVi

, ρiÞ does not exist int he list L. Eventually,

C1 will transmit ρi to A1 and put the tuple ðPIDi, P
KVi

, ρiÞ to the list L

(5) Sign Query: after receiving a legitimate query about
the message mi of pseudo identity PIDi, C1 will
check the tuple ðPIDi,Qi, τh2Þ in the hash list Lh2.
Hence, it can easily get the value τh2 from the
tuple and select two random numbers li and ri.
Then, C1 will choose another two random num-
bers si and ni. Furthermore, C1 will calculate Zi =
si · P − ni · PKKGC and Si = si. Eventually, it will
transmit ðLi, SiÞ to A1 and put the tuple ðmi, PIDi

, PKVi
, Li, TS, τh3Þ in the list Lh3.

Theorem 7. According to the random oracle, when faced with
an adaptive chosen message attack, our proposed scheme has
the capacity of unforgeability.

Proof. Assume that an ECDLP sample ðP, Q = x · PÞ is
given, the elliptic curve E holds two points P and Q,
and an adversary A1 is able to forge message ðPIDi, P
KVi

,mi, TS, σiÞ. Hence, we start a game between a chal-
lenger C1 and the adversary A1, which can execute and
manipulate A1 to solve ECDLP with a nonnegligible
probability.

We know the forking lemma in Definition 4 and apply it
to our proposed scheme. After using the same random ele-
ments to replay A1, C1 succeeds in getting two legitimate sig-
natures σi = ðZi, SiÞ and σ′i = ðL′i, S′iÞ during a polynomial
time period, where Si = ri · Li +Qi + PKVi

(mod p) and S′i =
t′i · Li +Qi + PKVi

(mod p) by computing.

In conclusion, if ε ≥ 10ðqS + 1Þðqh2 + qh3 + qPPK + qUG +
qSK + qSÞ/q, then C1 is able to break the ECDLP during a time
period which is less than 120686QT/ε. However, this conclu-
sion is inconsistent with the difficulty of solving the ECDLP.
Therefore, we can define that our proposed CLS scheme can
resist a forgery attack.

5.8. Security Proof of the Proposed CL-AS Scheme. According
to Definition 3, it is extremely hard to solve ECDLP. There-
fore, we can prove that our scheme is able to enforce nonfor-
gery. Furthermore, we will prove that our CL-AS scheme can
also resist coalition attack.

(1) Setup: a random number α is selected as the master
secret key, and the public key can also be calculated
as PKTA = α · P. Then, the oracle simulation is ready
to run. In this whole game, C2 maintains a list L = f
PIDi, PPKi, PKVi ,, ρig and responds to A2

’s oracle as
follows.

(i) h2 Query: after receiving a pseudo identity PIDi, C2
will throw a coin ci ∈ f0, 1g, where 0 holds a probabil-
ity ε, and 1 holds a probability 1 − ε, then C2 will select

t′iSi − riS′i
t′i − ri

mod p =
t′irili + t′iQi + t′iPKVi

− rit′ili − riPPKi − riQi + riPKVi

t′i − ri
mod p =Qi + PKVi

: ð11Þ
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w1
i ∈ℤ

∗
q . If ci = 1, C2 will output Qi =w1

i · P. Other-
wise, it will define Qi = ω1

i · P. C2 will put the tuple ð
PIDi,w1

i , ci,QiÞ in a list Lh2 = ðPIDi,w1
i , ci,QiÞ to

trace what the queries respond no mather what the
value ci is.

Theorem 8. According to the random oracle, when faced with
an adaptive chosen message attack, our proposed CL-AS
scheme has the capacity of unforgeability.

Proof. Suppose that our CL-AS scheme can be broken by
forger A2. We can construct a challenger C2 using forgery
algorithm A2. Challenger C2 is able to execute the following
steps by interacting with A2.

Then, A2 will transmit n vehicles with identities from the
list L∗PID = fPID∗

1 , PID∗
2 ,⋯,PID∗

ng, public keys from the list
L∗PKV

= fPK∗
V1
, PK∗

V2
,⋯,PK∗

Vn
g, n messages L∗M = fm∗

1 ,m∗
2 ,⋯

,m∗
ng, a random list RL∗ = fa∗1 , a∗2 ,⋯,a∗ng, and a certificateless

aggregate signature σ∗ = fL∗, S∗g. At the beginning, C2 will
select the n tuples ðPID∗

i ,w1∗
i , c∗i ,Q∗

i Þ for i = 1, 2,⋯, n in
the list Lh2 and precede only ck = 1 and cj = 0 for j = 1, 2,⋯
, n, j ≠ k. Note that the Sign oracle has not received the tuple
ðPID∗

k , PK∗
Vk
,m∗

k Þ. Otherwise, C2 will halt and fail. This suc-

cess case signifies that Qk =w1
k · PKTA and Qj =w1

j · P for j
= 1, 2,⋯, n, j ≠ k. In addition, the aggregate signature σ∗ =
ðL∗, S∗Þ is supposed to satisfy the aggregate verification equa-
tion S · P =∑n

i=1ðairi · LiÞ + Z + ð∑n
i=1ainiÞ · PKKGC.

Accordingly, C2 checks the tuples ðm∗
i , PID∗

i , PK∗
Vi
, Z∗

i ,
w2∗

i Þ in the list Lh3 and the tuple ðPID∗
i , PPK∗

i , PK∗
Vi
, ρiÞ from

L. Later, it calculates S∗i =w1∗
i · α mod p, which will satisfy

S∗i · P =w1∗
i · PKTA =Q∗

i for i = 1, 2,⋯, n, i ≠ k. Eventually,
C2 constructs S′∗ as S′∗ = S∗ − ∑n

i=1,i≠kaiS
∗
i , S′∗ = PPK∗

i +
∑n

i=1w
2∗
i r∗i ðmod pÞ for L∗ = l∗i and l∗i ∈ℤ

∗
q for 1 ≤ i ≤ n. C2

will select a random number h∗k ∈ℤ
∗
q and calculate Z∗ =

ðh∗k Þ−1∑n
i=1w

2∗
i aiðri · Li +Qi + PKVi

Þ.
Hence, the hash value h3ðm∗

k , PID∗
k , PK∗

Vi
, Z∗

k Þ is defined
as h∗k . It will use h

∗
k until it does not repeat if the list Lh3 holds

the tuple h3ðm∗
k , PID∗

k , PK∗
Vk
, Z∗

k Þ. Consequently, the signa-

ture ðL′∗, S′∗Þ is a legitimate certificateless signature on mes-
sage m∗

k for the reason that the equation below:

Q∗
v∗k
+ h∗k,0 + h∗kZ′

∗ =Q∗
v∗k

+ h∗k,0 + h∗k h∗kð Þ−1 〠
n

i=1
w2∗

i ai ri · Li +Qi + PKVi

� �

=Q∗
v∗k
+ h∗k,0 + 〠

n

i=1
w2∗

i ai ri · Li +Qi + PKVi

� �

= PPK∗
k · P + 〠

n

i=1
w2∗

i ai ri · Li +Qi + PKVi

� �
= S′∗ · P:

ð12Þ

Eventually, S can get the signature ðL′∗, S′∗Þ as a forgery
of the certificateless signature scheme. However, this conclu-
sion is inconsistent with the difficulty of solving the ECDLP.
Therefore, we can define that our proposed CLS scheme can
resist a forgery attack.

Theorem 9. The proposed certificateless aggregate signature
(CL-AS) scheme can resist coalition attacks.

Proof. Assume that there are two malicious vehicles V1 and
V2 with pseudonyms PID1 and PID2 and messages m1 and
m2, respectively, and that all other system params are pub-
lished by TA and KGC. According to the description in Sub-
section 4.3, two vehicles V1 and V2 would like to execute
similar algorithms to forge valid signatures. However, our
proposed scheme can perfectly resist the coalition attacks;
the detailed descriptions are as follows:

To begin with, two vehicles Vi ði ∈ f1, 2gÞ pick their own
private key ρi and calculate their corresponding public key
PKVi

= ρi · P.

According to the aforementioned algorithms in Subsec-
tion 5.7, two malicious vehicles execute the algorithms in
order but secretly exchange their riLi, which is a part of the
signature. Eventually, two vehicles transmit their messages
mi, signatures σi, timestamp TSi, and pseudo identity PIDi
to the aggregator.

When the aggregator receives the above information, it
will aggregate the signature as follows: firstly choose a ran-
dom list RL = fa1, a2g, where ai ∈ℤ∗

q , 1 ≤ i ≤ n, then calculate

S =∑2
i=1aiSi and Z =∑2

i=1aiðQi + PKVi
Þ. Finally, the aggrega-

tor will output the signature σ = ðL, SÞ and transmits ðM, σ,
Z, RL, PID,Q, TÞ to the verifier.

In the last step, the verifier will check the equation S · P
=∑2

i=1ðairi · LiÞ + Z + ð∑n
i=1ainiÞ · PKKGC holds or not.

Unfortunately, the equation is impossible as follows:

S · P = a1r2l2 + a1ρi + a1PPK1 + a2t1l1 + a2ρi + a2PPK2ð Þ
· P = a1t2 · L2 + a1 · PKV1

+ a1 ·Q1 + a1n1 · PKKGC + a2t1

· L1 + a2 · PKV2
+ a2 ·Q2 + a2n2 · PKKGC = a1t2 · L2 + a2

· t1L1 + Z + 〠
2

n=1
ainið Þ · PKKGC ≠ 〠

2

i=1
airi · Lið Þ + Z

+ 〠
2

n=1
ainið Þ · PKKGC:

ð13Þ

One can find that the random list plays an important role
in resisting the coalition attacks. And the 2-vehicle situation
can also be developed to n vehicles simply with a fully the
same method and algorithm, which can prove that our pro-
posed certificateless aggregate signature (CL-AS) scheme
can resist coalition attacks.
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6. Performance and Security Analysis

6.1. Security Analysis

(1) Traceability: in the proposed scheme, only TA has
the real identity of the certain vehicle. After submit-
ting the pseudo identity PIDi = ðPID1

i , PID2
i , TcurÞ,

TA can easily trace back to the vehicle’s real identity
RIDi in accordance with the equation PID2

i = RIDi

⊕ h1ðαPID1
i ∥Tcur∥PKTA∥∇Þ. Therefore, according to

the RID list, TA can trace back to the certain vehicle
Vi, even revoke it. (RIDi, PID1

i )

(2) Message integrity and authentication: according to
Definition 3, the ECDLP problem is hard, so that
no polynomial adversary can forge a valid message.
Therefore, the verifier can verify the validity and
integrity of the message ðQi, PIDi, PKVi

,mi, TS, σiÞ
by verifying whether the equation Si · P = riLi + P
KVi

+Qi + ni · PKKGC holds or not. Therefore, our
proposed scheme for VANETs provides message
authentication and integrity.

(3) Resistance to replay attacks: the proposed scheme
can resist the replay attack for the reason that
the tuple ðQi, PIDi, PKVi

,mi, TS, σiÞ includes the
timestamp TS. RSU and other vehicles will check
the validity of the signature, so they are able to
detect the replay of the message. Hence, our pro-
posed scheme for VANETs can resist replay
attacks.

(4) Resistance to coalition attacks: our proposed scheme
can resist the coalition attacks, because we improve
the signature generation process. To be specific, we
choose a random list to change the ratio in the equa-
tion S =∑n

i=1aiSi. Therefore, our scheme uses this
method to resist the coalition attacks.

(5) Resistance to stealing of the check table: in the pro-
posed scheme, TA, KGC, vehicles, and RSUs do not
require a check list. Therefore, an attacker cannot
complete an attack by stealing any checklist. Hence,
the proposed scheme can resist the attack of the
checklist.

6.2. Performance Analysis. In this section, we will discuss
the performance of the proposed scheme and related
schemes and make a comparison in detail. We adopt
the method of computation evaluation where the bilinear
pairing on the security level of 80 bits is created as fol-
lows: �e : G1 ×G2 →GT , where G1 is an additive group
generated by a point �P with order �q on a super singular
elliptic curve �E : y2 = x3 + x mod �p with embedding degree
2, �p is a 512-bit prime number, �q is a 160-bit prime num-
ber [25]. The ECC on the security of 80 bits is constructed
as follows: G is an additive group with order q that is gen-
erated on a nonsingular elliptic curve E : y2 = x3 + ax + b
mod p, where p, q are 160-bit primes and a, b ∈ℤ∗

q . The
experiment is conducted using the well-known python
cryptographic library PyCryptodome on a desktop running
Intel I5-9400 @ 2.90GHz processor, with 16GB memory
running Windows 10 operating system. The notations of
the cryptographic operations used in this paper and their
running times are given in Table 2. Table 3 shows the
summary of the computation costs in terms of signing a
message, verifying a single message, and verifying n
messages.

In [13, 24], their schemes choose to use bilinear pair-
ing, which significantly increases their operation time. As
a contrast, other four schemes [6, 12, 17, 23] do not use
bilinear pairing, which can substantially reduce computa-
tion time.

In our scheme, Li = li · P uses a scalar multiplication in
ECC operation and the calculation of ri uses a one-way hash
function during the individual sign process. In individual
verification, we use three scalar multiplication operations
for Si · P, ri · Li, and ni · PKKGC, three addition operations,
and two one-way hash function operations for the calcula-
tions of ri and ni. In aggregate verification process, we use n
+ 2 scalar multiplication operations for ∑n

i=1airi · Li, S · P,
and ∑n

i=1aini · PKKGC, two addition operations, and 2n one-
way hash function operations for each ni and ri. By compri-
sion, our scheme has low time complexity and high effi-
ciency. In addition, our scheme can resist coalition attacks,
which are a special and security feature that no other scheme
has.

We use the data in Table 3 to generate three figures,
which can intuitively compare other related schemes with

Table 2: Cryptographic operation notations and executing time.

Operation Description Time (ms)

Tbp Bilinear pairing operation 4.1603

Tbp−m Scalar multiplication in bilinear pairing operation 1.6722

Tbp−a Addition in bilinear pairing operation 0.0069

Te−m Scalar multiplication in ECC operation 1.1280

Te−a Addition in ECC operation 0.0339

Th One-way hash function 0.0360
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our scheme. In Figures 4(a)–4(c), we can get the conclusion
that our scheme has a considerably low delay in sign and ver-
ification procedure, which reveals that our scheme has a
much higher efficiency.

7. Conclusion

Since real application scenarios of VANETs require high effi-
ciency, an efficient certificateless-based anonymous authenti-
cation and aggregate signature scheme are proposed. The
proposed CLS and its improved scheme CL-AS are appropri-
ate for VANETs duo to analysis and testing. In addition,
there is still some work to do in the future such as the low effi-
ciency caused by the illegitimate signature in the aggregate
verification process.

Data Availability

The proposed algorithm and its comparison rely on theoret-
ical analysis. No additional test data sets are required in this
paper.
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Wireless sensor network is a key technology in Internet of Things. However, due to the large number of sensor nodes and limited
security capability, aging nodes and malicious nodes increase. In order to detect the untrusted nodes in the network quickly and
effectively and ensure the reliable operation of the network, this paper proposes a dynamic network security mechanism. Firstly,
the direct trust value of the node is established based on its behavior in the regional information interaction. Then, the
comprehensive trust value is calculated according to the trust recommendation value and energy evaluation value of other high-
trust nodes. Finally, node reliability and management nodes are updated periodically. Malicious nodes are detected and isolated
according to the credibility to ensure the dynamic, safe, and reliable operation of the network. Simulation results and analysis
show that the node trust value calculated by this mechanism can reflect its credibility truly and accurately. In terms of reliable
network operation, the mechanism can effectively detect malicious nodes, with higher detection rate, avoid the risk of malicious
nodes as management nodes, reduce the energy consumption of nodes, and also play a defensive role in DOS attacks in wireless
sensor networks.

1. Introduction

Internet of Things (IoT) can be regarded as the third infor-
mation technology revolution following the computer and
the Internet [1, 2]. It connects massive device nodes through
the Internet, enabling everything to be interconnected when-
ever and wherever. In recent years, the widespread applica-
tions of IoT have not only changed people’s lifestyles but
also have a certain impact on the original cultivation pat-
terns. Wireless Sensor Network (WSN), as a key technology
in IoT, is a network system composed of microsensor nodes
through wireless communication, and it is also an important
source of sensing data in IoT.WSNs have been widely used in
various fields, including weather monitoring, medical care,
military applications, and the study phenomena in places
where people cannot easily reach [3–5]. Its development
and application will also have far-reaching impact on various
fields, so it is very essential to ensure the safe and reliable
operation of WSNs.

While WSNs play a huge role in IoT, the security
problems are even more severe due to the characteristics
of the sensor network itself [6–9]. On one hand, nodes
in WSNs are usually deployed in unattended environ-
ments, which makes nodes have great security risks, such
as vulnerable to physical attacks, being captured by
attackers, private information being extracted, being trans-
formed into malicious nodes, and launching various
attacks. On the other hand, due to the mobility and effec-
tiveness of nodes, the network topology in WSNs will
change dynamically, which makes it difficult to maintain
the trust relationship between nodes. In addition, sensor
nodes in WSNs are characterized by limited energy, weak
computing and storage capacity, low power consumption,
and intensive deployment, which leads to the security pro-
tection mechanism in traditional networks cannot function
effectively in WSNs, making the security problems of
WSNs more prominent. Therefore, it has important signif-
icance to research into security mechanisms of WSNs.
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On account of the existing problems in WSNs, this paper
puts forward a dynamic network security mechanism based
on trust management. This mechanism is based on trusted
networking and takes trust computing as the core. Based on
trust measurements, it can effectively detect malicious nodes
in the network so that the network can operate dynamically
and reliably. Eventually, the proposed scheme was verified
by experiments.

2. Related Work

In WSNs, there are many researches on the safe and reliable
operation mechanism of the network, which are used to
detect malicious nodes attacks. Zhang et al. [10] proposed a
detection scheme based on watermarking technology to
detect selective forwarding attacks, which can not only detect
whether the routing node discards the data packet but also
detect whether the data in the packet is tampered. However,
the scheme has a large delay in extracting watermarks and
is not suitable for large-scale networks. Xu [11] proposed a
sensor network malicious node detection scheme based on
double threshold. Each sensor node maintains the trust value
of its neighbors to reflect their past behavior in decision-
making. Two thresholds are used to reduce the false alarm
rate and enhance the accuracy event area detection; thus,
under the condition of without sacrificing normal node
implementation to detect malicious nodes is more accurate.
However, appropriate threshold selection problem is the dif-
ficulty of scheme. An adaptive security mechanism of on-
demand access control is proposed by Mauro et al. [12] for
multihop energy harvesting in WSNs. In this mechanism,
nodes can use base stations to release their current security
measures, which helps sending nodes select appropriate
recipient nodes according to their security requirements.
But it is possible to cause malicious nodes to launch mali-
cious attacks by reducing network security measures.

Trust management, as one of the methods to effectively
defend against network internal attacks and identify mali-
cious nodes, has been widely used in WSNs, and many typi-
cal models also have been proposed by scholars at domestic
and foreign. Aiming at the low accuracy and malicious rec-
ommendation of the IoT trust evaluation method, Xie et al.
[13] proposed a dynamic trust evaluation method for IoT
nodes. First of all, this method designed the node service
quality persistence factor to represent the overall behavior
of the node, then used the friend acquaintance degree to filter
recommended nodes, and finally calculated the comprehen-
sive trust degree based on information entropy. The method
proposed in [13] can effectively reduce the impact of mali-
cious recommendation behavior on trust evaluation, but the
implementation process is complicated and computationally
intensive. Objects in the Social Internet of Things (SIoT) [14,
15] interact with each other based on their social behavior, in
which any object can be either a service provider or a service
consumer. Jafarian et al. [16] compared the service query
context with the previous query context of other reviewers
based on a data mining model, taken into account indicators
such as social similarity, service importance, and the residual
energy of providers, and considered this issue to a three-

dimensional space. They measured the value contribution
of trust value by using a weighted method. But the definition
of social boundary involved in this method is ambiguous, and
it cannot accurately calculate social acquaintance, which is
not applicable to IoT systems with complex social relation-
ships. Lin et al. [17] proposed a perceptual network security
connection model based on the characteristics of social net-
works. This model describes the inferred transfer, transmis-
sion, update, and changes in the dynamic environment of
trust in the IoT from the perspective of sociology, but the
model does not combine subjective and objective in the trust
evaluation process, and the accuracy of node trust evaluation
is deficient.

Luo et al. [18] proposed a dynamic trust management
system, which uses the hash algorithm to generate the unique
identifier for nodes and uses the trust evaluation model based
on the β density function to dynamically manage the trust
value of each node. It can resist both external attacks and
internal compromise attacks, but the model has large mem-
ory and energy costs and computational complexity. Bao
and Chen et al. [19, 20] used collaborative filtering method
to screen trust recommendation nodes and proposed a trust
management model of IoT based on social relations. This
model can improve the reliability of recommendation trust
evaluation and enhance the ability of model to resist mali-
cious recommendation behavior. However, in the process
of direct trust evaluation, only the timeliness of trust is con-
sidered, which cannot accurately reflect the node behavior.
A trust-based network security connection model suggested
by Nguyen et al. [21], which is based on event-driven trigger-
ing trust refresh, extends trust definition and realizes data
collection and analysis from multiple data sources. However,
the dynamic adaptability of the model was insufficient. Chen
et al. [22] raised a distributed adaptive filtering-based sensing
network security connection model based on service-
oriented architecture, which integrates dynamic direct trust
and indirect trust to confirm the trust of nodes. On this basis,
it guarantees the reliable operation of nodes, has good envi-
ronmental adaptability, and fully considers the limited com-
puting power of sensing nodes. However, the model lacks
feedback control of nodes and cannot cope with malicious
attacks well. Sathish et al. [23] improved the model proposed
by Priayoheswari et al. [24] by introducing the proxy nodes
and proposed an intelligent Beta reputation and dynamic
trust evaluation model. The node credibility of the model
was only evaluated by direct communication behavior.
Although the energy consumption of trust calculation was
reduced, the convergence rate of the model was reduced
due to the lack of indirect trust evaluation process; thus, mali-
cious nodes cannot be quickly identified.

To sum up, all kinds of current research schemes have
their own characteristics (Table 1). Comparison of advan-
tages and disadvantages of each scheme makes a comparative
analysis of relevant work. The existing WSN dynamic adap-
tive security mechanism research has many deficiencies,
which leads to the failure of existing WSN security mecha-
nism to meet the needs of rapid development of WSNs. This
paper proposes a dynamic adaptive security mechanism suit-
able for WSNs based on trust management. Firstly, it
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calculates the trust degree of sensor nodes in WSNs based on
trust management model, then removes malicious nodes and
selects management nodes based on trust degree, so as to
make the network run dynamically and reliably.

3. Network Dynamic Security
Adjustment Mechanism

The network dynamic adaptive adjustment mechanism pro-
posed in this paper takes the trust computing model as the
core, dynamically monitors the change of nodes in real time
according to the trust degree of each node in the domain, and
updates the network topology structure in time, thus ensur-
ing the trusted operation of WSNs. The mechanism is
described from three aspects: network model, trust evalua-
tion model, and dynamic adaptive adjustment of WSNs.

3.1. Network Model Framework in WSNs. As shown in
Figure 1, the network model in WSNs is mainly composed
of four parts: ordinary nodes, domain management nodes,
monitoring nodes, and base stations.

Ordinary nodes are used for data sensing and collection,
so as to conduct information interaction between nodes, and

evaluate and calculate direct and indirect local trust accord-
ing to the interaction results.

Domain management nodes are high-trust nodes
selected from ordinary nodes, which are mainly used to
maintain the credibility of nodes within the domain, ensure
that the nodes in the region are in a secure and reliable envi-
ronment, calculate the comprehensive trust of each node, iso-
late malicious nodes in time, and communicate directly with
the base station.

Monitoring nodes not only have the same function as the
domain management nodes but also need to monitor the
behavior of the domain management nodes. If the manage-
ment nodes behave abnormally, they will directly send
reports to the base stations. Each region contains two moni-
toring nodes, whose comprehensive trust value is second
only to the domain management node in this region.

Base stations are used to select the domain management
nodes and update the domain management nodes timely
according to the reports frommonitoring nodes. In this paper,
it is assumed that the base stations are completely credible.

3.2. Trust Evaluation Model. The trust assessment framework
proposed in this paper is shown in Figure 2. The trust degree
of nodes is firstly calculated by the local trust degree between

Table 1: Comparison of advantages and disadvantages of each scheme.

Schemes Advantages Disadvantages

Detection scheme based on
watermarking technology [10]

Effectively detect whether the data is discarded or
tampered

The time delay of watermark extraction is
large

Detection scheme of sensor network
malicious nodes based on double
threshold [11]

Reduce the false alarm rate and improve the accuracy
of event area detection

The problem of threshold selection is the
difficulty of this method

Adaptive security mechanism for
on-demand access control [12]

Fully consider the security requirements of each node
May cause malicious nodes to launch
malicious attacks using cuts in network

security measures

A dynamic trust evaluation method
for Internet of Things nodes [13]

Effectively reduce the influence of malicious
recommendation behavior on trust evaluation

Complex implementation process and
large amount of computation

Trust evaluation scheme based on
data mining model in SIoT [16]

Comprehensively measure the value contribution of
trust value assessment

The definition of social boundary is vague
and cannot accurately calculate social

familiarity

Perceived network security
connection model [17]

Describe the changes of trust in various states from a
sociological perspective

Without combining subjective and
objective, the accuracy of node trust

assessment is deficient

Dynamic trust management system
[18]

To defend against external attacks but also to defend
against internal compromise attacks

High memory and energy cost, high
computational complexity

Trust management model of
Internet of Things based on social
relations [19, 20]

Improve the reliability of recommendation trust
evaluation and enhance the ability of model against

malicious recommendation behavior
Cannot accurately reflect node behavior

Trust-aware network security
connection model [21]

Extending the definition of trust and realizing the
function of data collection and analysis from multiple

data sources
Lack of dynamic adaptability

Sensory network security
connection model based on
distributed adaptive filtering [22]

Good environmental adaptability, fully considering the
computing ability of sensing nodes

Lack of feedback control to nodes, unable
to resist malicious attacks perfectly

Intelligent Beta reputation and
dynamic trust evaluation model [23,
24]

Reduce the energy consumption of trust computation
The convergence rate of the model is

reduced, and the malicious nodes cannot
be identified quickly
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the nodes in the domain, and then, the comprehensive trust
degree of those nodes is calculated by domain management
nodes. Improve the credibility of nodes, this paper sets the
automatic update time ΔT , so as to calculate the trust degree
of nodes regularly. In the following description, only the cal-
culation process within one detection time ΔT is only
described.

3.2.1. Related Definitions and Initialization. The calculation
of nodes trust is the core of this mechanism. Trust is the abil-

ity to believe that a node has reliable and safe behavior in a
certain context. Trust value is a quantitative representation
of the trust ability of a node, and its size determines the cred-
ibility of the node. In this paper, the trust value range of node
is [0,1], where 0 means that the node belongs to a completely
untrusted node, and 1 means that the node is completely
trusted. In the initial stage, the trust value of all nodes is ini-
tialized in this paper, and the value is 0.5. Domain manage-
ment nodes and monitoring nodes are served by nodes with
strong computing power and high energy.

Base station

Region 1

...

Ordinary node

Domain management node

Monitoring node

Region n
Region 2

Server

Figure 1: WSN node deployment architecture.
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Figure 2: Trust assessment architecture.
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3.2.2. Local Credibility Measure. Local trust is the result of
mutual evaluation between interdomain nodes, which is
mainly composed of direct credibility measure and indirect
credibility measure.

(1) Direct Credibility Measure. The direct trust value is that
the evaluation nodes combine the historical direct interaction
data to predict the possible behavior of the evaluated nodes in
the future. Trust evaluation method based on Bayesian can
effectively reduce the complexity of trust calculation and
energy consumption. In this method, if the number of suc-
cessful and unsuccessful interactions between nodes Ni and
Nj is u and v, respectively, the interaction results between
nodesNi andNj obey Beta distribution. Therefore, the math-
ematical expectation Eðbetaðp ∣ u, vÞÞ of the Beta probability
density function betaðp ∣ u, vÞ is obtained as the direct trust
value Dij, which is taken by (1).

Dij = E beta p ∣ u, vð Þð Þ = u + 1
u + v + 2 : ð1Þ

(2) Indirect Credibility Measure. Although direct trust is
directly detected between nodes through information inter-
action, if the degree of interaction between two nodes is not
enough or affected by channels or malicious nodes attack,
the direct trust cannot measure the credibility of nodes.
Therefore, this paper uses recommendation trust to make
the prediction of nodes trust more accurate.

The recommended trust value of evaluating node Ni to
evaluated node Nj needs to be obtained from node Nk, where
Nk belongs to Nj’s neighbor nodes set NeðNjÞ. In the IoT
environment, node distribution is relatively dense, which
leads to a large number of neighbor nodes. If each neighbor
node makes recommendations, the network energy con-
sumption will be accelerated, and the risk of bad-mouthing
attack with higher or lower reputation may be faced. There-
fore, this paper selects a set PNeðNjÞ, a subset of setNeðNjÞ,
to calculate the recommended trust value for node Nj. The
process of determining the partial neighbor node set PNeð
NjÞ is as follows:

(a) The evaluation node Ni requests the domain man-
agement node to request the n nodes with the highest
global trust degree in the set NeðNjÞ as the recom-
mended nodes, and the global trust degree of these
nodes must not be lower than the recommended trust
threshold δ0

(b) After receiving the set PNeðNjÞ from the domain
management node, node Ni sends a trust recommen-
dation delivery request to the nodes in PNeðNjÞ.
Node Nk in set PNeðNjÞ receives the request and
then sends Dkj to node Ni, where Dkj represents the
direct trust from node Nk to Nj, according to (2) cal-

culate the recommended trust RTk
ij of the neighbor

nodes Nk to Nk

RTk
ij = LTold

ik ∗Dkj, ð2Þ

where LTold
ik represents the historical local trust of nodes

Ni to Nk. Therefore, node Ni calculates the final recommen-
dation trust RTij based on the recommendation value of each
node to node Nj in set PNeðNjÞ. Since each neighbor node
has different trust degree at node Ni, it is necessary to give
certain weights to the recommendation trust value of each
node. In this paper, according to (3), the weightwk of the rec-
ommendation trust of node Nk in the indirect trust value is
calculated, where jPNeðNjÞj represents the total number of
nodes in the set. Then, according to (4), the recommended
trust RTij from nodes Ni to Nj is calculated.

wk =
RTk

ij

∑
PNe N jð Þj j
l=1 RTl

ij

, ð3Þ

RTij = 〠
PNe N jð Þj j

k=1
wk ∗ LTold

ik ∗Dkj:
ð4Þ

(3) Local Trust Synthesis and Update. After the evaluation
node Ni passes the above process, the direct trust degree Dij

and the recommended trust degree RTij for the evaluated
node Nj can be obtained. The evaluation node Ni first calcu-
lates the local trust degree LTnew

ij within ΔT according to (5),

then combines the local trust degree LTold
ij in the previous ΔT

, and finally updates the local trust degree LTij according to
(6). This process needs to measure the proportion of Dij

and LTold
ij , where η0 and η1 are the measuring factors, and

their values are set according to the specific environment.

LTnew
ij = η0Dij + 1 − η0ð ÞRTij, ð5Þ

LTij = η1LT
old
ij + 1 − η1ð ÞLTnew

ij : ð6Þ
3.2.3. Global Credibility Measure. Global credibility measure-
ment is mainly about calculating comprehensive trust. In the
calculation of comprehensive trust, the energy state of the
nodes needs to be considered in order to eliminate the influ-
ence of energy changes. It is known from Section 3.1 that
each region has a domain management node and two moni-
toring nodes. For the convenience of description, this article
uses Gx to represent the domain management node of area x,
and the two monitoring nodes of Gx represent by GM1

x and
GM2
x . Gx, G

M1
x , and GM2

x will receive the local trust matrix M
ðxÞ as shown in (7), where m(m = jGxj) represents the total
number of nodes in the region x.

M xð Þ =

LT11 LT12 ⋯ LT1m

LT21 LT22 ⋯ LT2m

⋮ ⋮ ⋱ ⋮

LTm1 LTm2 ⋯ LTmm

2
666664

3
777775
: ð7Þ
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For node Nj, by searching for elements greater than zero
in the MðxÞ’s column vector, denoted by the set Sj, then
obtain the average value �T j from (8), and obtain the energy
trust ET j of node Nj from (9); finally, calculate the compre-
hensive trust degree T j of node Nj according to (10), where
Enow
j represents the current energy value of node Nj, E

start
j

represents the initial energy value of node Nj, and η2 repre-
sents the weight factor.

�T j =
1
Sj
�� �� 〠

LTi j∈Sj

LTij, ð8Þ

ETj =
Enow
j

Estart
j

, ð9Þ

T j = η2
�T j + 1 − η2ð ÞET j: ð10Þ

3.3. Dynamic Adaptive Adjustment of WSNs. Based on the
trust calculation, the base station can clearly grasp the status
of all the sensing nodes in the region, so as to better use com-
puting resources and communication resources from a global
perspective and realize the adaptive adjustment of WSNs.
Next, the dynamic network security adjustment mechanism
will be studied from the selection and update of domain man-
agement nodes and the isolation of malicious nodes.

3.3.1. Domain Management Node Selection and Update. The
process of selecting and updating domain management
nodes is shown in Figure 3. The specific process is as follows:

(i) Domain management node Gx and monitoring
nodes GM1

x and GM2
x obtain their respective compre-

hensive trust lists by calculation, which are, respec-
tively, recorded as L1, L2, and L3 and then sent
them to the base station

(ii) After receiving L1, L2, and L3, the base station selects
the trust value with the highest number of occur-
rence as the final trust value of the node according
to the three comprehensive trust values of each node

(iii) After the base station gets the final trust list L con-
taining each node, it needs to timely update the com-
prehensive trust values of Gx, G

M1
x , and GM2

x . Firstly,
the similarity θi between L and Li is calculated
according to (11). Then, the similarity θi is judged.
If it is 1, then the comprehensive trust value remains
unchanged; otherwise, the comprehensive trust
value will be reduced to ð1 − θiÞ times of the original

θi =
1
m
〠
m

j=1
Li == Lj

i?1 : 0
� �

: ð11Þ

(iv) The base station sets the trust threshold δ1. If the
comprehensive trust of domain management node

or monitoring node is lower than δ1, the three nodes
with the highest trust degree in the domain need to
be reselected as the new domain management node
Gx and monitoring node GM1

x and GM2
x . The base sta-

tion will send the final trust list L to the updated Gx,
GM1
x , and GM2

x as the comprehensive trust of each
node in the domain

3.3.2. Malicious Node Detection. Over time, nodes may be
attacked or damaged naturally, so malicious nodes need to
be removed in a timely manner. Figure 4 shows the malicious
node detection process.

After receiving the node information sent from the base
station, Gx, G

M1
x , and GM2

x first determine whether the com-
prehensive trust value of each node is lower than the

Domain management node and
monitoring node get L1, L2, L3

and send to the base station

base station calculates the final list
of trusted measure L1′, L2′, L3′ 

Base station updates comprehensive
reliability value

Select to update Gx, GM1, GM2x x

Figure 3: Domain management node selection and update process.

Is the node trust value
greater than the inter-

domain trust threshold?

Malicious node removes the
network Normal node

Y

N

The deviation between
the current credible value and
the historical credible value is

less than the deviation
threshold?

Y

N

metric value of each node
xGx , G M 1, G M2 get the crediblex

Figure 4: Malicious node detection process.
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interdomain trust threshold δ2. If lower than, it indicates that
the node is insufficient in energy or is a malicious node. Oth-
erwise, it is further detected whether the deviation of the cur-
rent comprehensive trust value and the historical
comprehensive trust value of the node are smaller than the
deviation threshold δ3. If the deviation is less than δ3, it is a
normal node. If it is greater than δ3, it can be divided into
two situations: first, the current comprehensive trust value
minus historical comprehensive trust value is greater than
δ3, indicating that the trust value of the node has been greatly
increased, and it can be determined that the node has dis-
guised behavior; second, if the historical comprehensive trust
value minus the current comprehensive trust value is greater
than δ3, it indicates that the trust value of the node has been
significantly reduced, and the node can be determined to be
energy deficient or become a compromise node.

In addition, domain management node Gx can recognize
DOS attacks when information is exchanged between nodes.
According to the actual environment of region x, set the
threshold δ4 of interdomain node interaction within the
detection period. If the total number of interactions between
nodes Ni and Nj exceeds δ4, it indicates that the interactions
between nodes Ni and Nj are too frequently, and it is highly
likely that malicious DOS attacks will occur. Then, the behav-
iors of nodes Ni and Nj should be observed to further deter-

mine whether it is a malicious node and then remove them
from the network.

4. Simulation Experiment and Safety Analysis

4.1. The Simulation Results. In order to better verify the
detection efficiency and energy consumption of this mecha-
nism for malicious nodes, NetLogo is used to simulate the
proposed mechanism in this paper. Since the simulation cal-
culation process of each region is consistent, only one region
is simulated. Some parameters of the simulation experiment
are shown in Table 2.

Figure 5 shows the effect diagram of simulation using
NetLogo. The figure on the left shows the initial network
state. If the nodes can communicate with each other, they
are indicated by connecting lines in the initial network state.
The right figure represents the communication state at a cer-
tain moment, in which the lines represent the communica-
tion between nodes, the successful communication between
nodes is represented by blue, and the failure is represented
by red.

Firstly, in the trust calculation section, by analyzing the
comprehensive trust value of all nodes, the comprehensive
trust value curve of malicious nodes and the normal nodes
in Figure 6 can be obtained. As can be seen from Figure 6,

Table 2: Some parameters of simulation experiment.

Parameter Values

Simulation area size 100m∗100m

Number of nodes 100

Energy consumption for data transmission and reception 25 nJ/bit

Normal node initial energy 1 J

Manage node and monitor node initial energy 5 J

Packet size 40 bit

Wireless communication radius 15m

Packet forwarding rate Random number between [0.9,1]

Initial confidence 0.5

(a) Node distribution diagram (b) Node communication diagram

Figure 5: Simulation effect of the experiment.

7Wireless Communications and Mobile Computing



the normal node comprehensive trust value appears gradu-
ally rising trend, but with an increasing number of detection
cycle, ordinary node comprehensive trust value will decline.
This is because with the increase of detection cycle, the
energy of nodes is limited, which leads to the gradual increase
of the influence of the energy trust of nodes on the compre-
hensive trust. However, there is no regularity in the change
in the overall trust of malicious nodes. Because malicious
nodes do not know their comprehensive trust, it is possible
to launch attacks at any time. But overall, the trust of mali-
cious nodes will be far smaller than the normal nodes as
the detection cycle changes.

Then, different proportion of malicious nodes is
deployed in the network, as shown in Figure 7, and the detec-
tion rate changes of malicious nodes in 10, 20, and 40 cycles
are compared, respectively. It can be seen from the horizontal
direction that the detection rate will decrease as the number
of malicious nodes increases, because the increase in mali-
cious nodes will affect the accuracy of trust value and thus
affect the judgment of nodes to some extent. Vertically, the
longer the detection cycle, the higher the detection rate will
be. This is because as the detection cycle increases, the mali-
cious nodes will gradually be isolated, and the comprehensive
trust generated by the interaction will become more and
more accurate, which is conducive to the detection of mali-
cious nodes. Overall, when malicious nodes are lower than
20%, the average detection rate of this paper is higher than
75%. This mechanism can detect and isolate malicious nodes
quickly and effectively.

Finally, since sensor nodes are resource-constrained, it is
necessary to analyze the energy consumption of nodes.
Figure 8 shows that as the number of malicious nodes
increases, the total energy consumption in the network
increases gradually. At the same time, it can be seen that
compared with [13], the scheme in this paper reduces the
network energy consumption and the aging rate of nodes.

4.2. Security Analysis. In this paper, the recommendation
trust value of all neighbor nodes is not used in the calculation
of recommendation trust, but the set of high-trust neighbor
nodes is screened out. This method can effectively exclude
the malicious recommendation behavior of neighbor nodes
and avoid bad-mouthing attack.

Domain management nodes play a role in managing
other common nodes in the region. If a domain management
node is attacked as a compromise node to launch a malicious
attack, the trust value of all nodes cannot be measured, and
the region falls into an extremely insecure situation. In this
paper, monitoring nodes are set up to observe the behavior
of the domain management node at any time and report it
to the base station in time. The base station will verify the
reported content. If true, the credibility of domain manage-
ment node will be reduced, and the domain management
node will be replaced with a node with higher trust. In addi-
tion, monitoring nodes have the same computing tasks as
domain management nodes. If the base station detects that
their behavior is abnormal, the domain management node
and the monitoring node are replaced with new nodes in
time. This method can effectively deal with the risk of
domain management node being attacked.

In the traditional trust management mechanism, there is
a risk of disguised attack, that is, when malicious nodes find
their trust value is lower than other nodes, they will suspend
the attack behavior, improve their trust value in a short term
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through good performance, or change the identity and rejoin
the network. In this paper, the comprehensive trust degree of
nodes is only stored in the management node, the monitor-
ing nodes, and the base station. Malicious nodes are not clear
about themselves trust degree, so the masking behavior of
malicious nodes is effectively avoided.

5. Conclusion

The key of network dynamic trusted operation is to identify
and isolate malicious nodes to ensure their trusted operation.
This paper proposes a network security mechanism based on
trust management to deal with the threats faced by WSNs.
Based on the trusted access of nodes, this mechanism firstly
calculates the local trust degree of nodes according to existing
interaction behavior and further obtains the comprehensive
trust degree of nodes that can reflect the trust degree of
nodes. In network management, the selection and updating
of domain management nodes and detection of malicious
nodes are carried out according to the comprehensive trust
degree of nodes. Through simulation experiment analysis,
the node’s comprehensive trust can accurately reflect their
behavior, detect and isolate malicious nodes in time, and
effectively guarantee the trusted and reliable operation of
WSNs.
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Privacy protection and open sharing are the core of data governance in the AI-driven era. A common data-sharing management
platform is indispensable in the existing data-sharing solutions, and users upload their data to the cloud server for storage and
dissemination. However, from the moment users upload the data to the server, they will lose absolute ownership of their data,
and security and privacy will become a critical issue. Although data encryption and access control are considered up-and-
coming technologies in protecting personal data security on the cloud server, they alleviate this problem to a certain extent.
However, it still depends too much on a third-party organization’s credibility, the Cloud Service Provider (CSP). In this paper,
we combined blockchain, ciphertext-policy attribute-based encryption (CP-ABE), and InterPlanetary File System (IPFS) to
address this problem to propose a blockchain-based security sharing scheme for personal data named BSSPD. In this user-
centric scheme, the data owner encrypts the sharing data and stores it on IPFS, which maximizes the scheme’s decentralization.
The address and the decryption key of the shared data will be encrypted with CP-ABE according to the specific access policy,
and the data owner uses blockchain to publish his data-related information and distribute keys for data users. Only the data
user whose attributes meet the access policy can download and decrypt the data. The data owner has fine-grained access control
over his data, and BSSPD supports an attribute-level revocation of a specific data user without affecting others. To further
protect the data user’s privacy, the ciphertext keyword search is used when retrieving data. We analyzed the security of the
BBSPD and simulated our scheme on the EOS blockchain, which proved that our scheme is feasible. Meanwhile, we provided a
thorough analysis of the storage and computing overhead, which proved that BSSPD has a good performance.

1. Introduction

The development of 5G and Internet of Things technology
provides a large amount of training data for the rapid imple-
mentation of artificial intelligence (AI). At the same time,
data security and privacy protection have become the most
interesting topics in data governance and sharing. Powerful
data mining and analysis have brought potential threats to
personal privacy protection. Traditionally, most people
choose to outsource their data to cloud servers for sharing
and dissemination. However, most of the data stored in the
cloud is very sensitive, especially those data generated by
IoT devices that are closely related to human life. These data
have their particularities and may contain personal-related

information such as life, work, and healthcare; once personal
data is stolen or leaked illegally and linked to the data owner’s
real identity, it may bring great trouble to an individual.
Therefore, integrating data and generating value while ensur-
ing data security and privacy have become a significant chal-
lenge for all contemporary companies that use big data and
AI.

At present, researchers have proposed many secure shar-
ing schemes in the cloud environment [1–9]. These schemes
seem to solve the security and privacy issues during data
sharing. Nevertheless, these schemes all have a standard fea-
ture: they are overly dependent on the Cloud Service Pro-
vider (CSP). They believe that the CSP is a trusted third-
party organization, and their security models assume that
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the CSP is semitrustable, which means that the CSP will be
curious about the data but will not destroy it. It means that
the following situations are always inevitable:

(1) The CSP itself may make profits from the user’s pri-
vate data, or its insiders may do evil and cause the
user’s privacy disclosure. Although some methods,
such as attribute-based encryption algorithms, can
achieve user-defined access policies that seem user-
centric, these methods still require a trusted third
party to generate and manage user keys. It is impos-
sible to exclude the possibility of collusion between
these trusted centers. All these will lead to the fact
that once the data owners upload their data to the
cloud server, they will no longer have their data’s
absolute possession

(2) The data is centrally stored on cloud servers and
managed by the CSP. An inevitable single point of
failure may lead that users cannot obtain their data
generally by using the cloud service. The CSP can
improve data security and service stability by utiliz-
ing disaster recovery backup. However, some irresist-
ible factors will prevent users from using cloud
services to obtain their data, such as political factors

(3) To provide better service, the CSP needs to spend
more money to buy servers, hire better employees,
rent the data center venues, and so on. These costs
are increasing gradually, and the CSP cost is also
increasing and the construction of the management
platform. Users ultimately pay the operating costs
of the CSP

From the above point of view, to better protect data secu-
rity and personal privacy, it is very urgent to design a whole
user-centric data-sharing scheme to solve the above prob-
lems. In this scheme, we do not need to rely on any trusted
third party to store and disseminate data, nor do we worry
that the data will be inaccessible. Fortunately, with the emer-
gence and development of Bitcoin [10], as a decentralized
and self-organized cryptocurrency, its underlying technology
blockchain can elegantly help us realize such a data security
sharing scheme [11–14]. In this paper, we proposed a data-
sharing scheme based on blockchain. The main contribu-
tions of this paper are as follows:

(1) A user-centric data security sharing scheme named
BSSPD is proposed, which combines blockchain,
CP-ABE, and IPFS. The data owner encrypts his
sharing data and stores it on IPFS to maximize
decentralization, and BSSPD allows the data owners
to have fine-grained access control over their data.
Moreover, it supports revoking permissions of a spe-
cific data user at an attribute level without affecting
others

(2) In BSSPD, the data owner publishes data-related
information and distributes decryption keys for data
users through the blockchain. To avoid denial of ser-
vice attacks, data users need to complete a proof of

work (PoW) before registering, which is similar to
the mining process of Bitcoin, and the data owner
can adjust the target of PoW according to the number
of data users in the system

(3) BSSPD sets ciphertext keyword indices for each data-
related data user. Combined with CP-ABE, it further
prevents the privacy disclosure that data labels may
cause to the data owner and protects the data user’s
privacy during retrieval

(4) We experimented with our scheme on the EOS
blockchain and provided the detailed implementa-
tion of algorithms and Smart Contracts. Together
with the security analysis, it proved that our scheme
is feasible

(5) We used five MacBooks to build an EOS private
chain in the laboratory environment and simulated
our scheme. Analysis of storage and computing over-
head proved that BSSPD has a good performance

The rest of this paper is organized as follows. Section 2
consists of related works. Section 3 reviews some preliminary
knowledge used throughout this paper. In Section 4, we have
an overview of our scheme. Specific implementation details
are described in Section 5. Security and performance analysis
are discussed in Section 6. Finally, the conclusion and future
direction are presented.

2. Related Work

As early as 2015, Swan pointed out that there was not yet an
acceptable “health data common”model [15] with appropri-
ate privacy and reward systems for public sharing of personal
health data and quantified self-tracking data. Simultaneously,
the author believes that blockchain can precisely provide
such a structure for creating a secure, remunerated, and
owner-controlled health data sharing. Zyskind et al.
described a distributed personal data management system
[16] that ensures users own and control their data. The sys-
tem encrypts the data collected from the user’s mobile phone
and stores it off-chain and only stores the data’s hash value
on the blockchain. Meanwhile, two acceptable transaction
types named Taccess and Tdata are defined, in which Taccess
is used to implement access control management, and Tdata
is used for data storage and retrieval. Azaria et al. proposed
MedRec system [17], a blockchain-based decentralized
record management system for electronic medical records
(EMRs). MedRec provides patients with a comprehensive
and immutable log, and the patients can access their medical
information at any time across providers and locations.
However, the system implements permissionless blockchain
with PoW consensus, lacking data security, data privacy,
and throughput. Xia et al. proposed MeDShare [18], a system
that solves the problem of sharing medical data in a trustless
environment by custodians of medical big data. Dubovits-
kaya et al. have proposed a framework for managing and
sharing EMR data for cancer patient care [19]. It uses a per-
mission chain to maintain metadata and access control
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policies and uses cloud services to store the encrypted data.
Patients can define their access control policies to ensure data
security and availability. The above-mentioned data-sharing
schemes based on blockchain give an ideal blueprint, but
most of them only describe the scheme’s outline and do not
provide the implementation details of the required protocol.

In the following years, many researchers have designed
and implemented more robust access control protocols on
blockchain to protect data privacy and security during shar-
ing. Liang et al. used the consortium chain Hyperledger Fab-
ric to realize a user-centric health data-sharing model [20] in
which the cloud storage is used as a data warehouse and the
blockchain ledger is constructed to store operations such as
query and update. At the same time, it uses the member man-
agement service provided by Hyperledger Fabric to
strengthen the users’ identity authentication and the channel
model to protect users’ privacy. Fan et al. focused their atten-
tion on mobile network data sharing and privacy protection
in the 5G era and proposed an efficient sharing scheme based
on blockchain [21]. The main idea is to define a transaction
format on blockchain to represent an access strategy. The
strategy includes access requestor, content provider, visitor,
and the beginning and ending time of access allowed, which
is a role-based access control model. Zhang et al. proposed a
blockchain-based data-sharing scheme for AI-powered net-
work operations [22]. The scheme sets up two different types
of chain, in which DataChain is used as access control tools
for data, and BehaviorChain is used to store access records
and ensure they cannot be tampered with. They divide access
permissions into four levels. Zhou et al. proposed a
blockchain-based file-sharing system [23] to address ineffi-
cient file sharing during the review of academic papers. The
scheme uses Access Control Language (ALC) to exercise
access control over the information stored on-chain. It needs
to define an access policy on the blockchain for each pair of
users and resource. Patel proposed a crossdomain image-
sharing framework based on blockchain [24], which uses
blockchain as data storage and allows patients to define an
access policy. They pointed out that this approach can pro-
tect the data from unrelated parties, but no research has been
conducted on privacy and security. Tan et al. have proposed a
blockchain-based access control scheme for Cyber-Physical
Social System (CPSS) big data [25], called BacCPSS. BacCPSS
uses an address of blockchain as the user’s identity and main-
tains a user access matrix on the Smart Contract, ensuring
that only operations authorized in the access matrix can be
performed. The access control methods implemented in the
above data-sharing schemes either need to maintain large
numbers of access rules on the chain or cannot achieve
fine-grained access control. Neither the access control matrix
nor the RBAC is suitable for distributed environments like
blockchain.

ABE is considered the most appropriate technology to
solve data security and privacy protection problems in a dis-
tributed environment. Therefore, recently, researchers have
used ABE to achieve fine-grained access control over data
on the blockchain. Jemel and Serhrouchni proposed a decen-
tralized access control mechanism [26]. For the first time,
researchers used blockchain nodes to execute a CP-ABE

algorithm to verify user access rights’ legitimacy. The scheme
designs two types of transactions: SetPolicy and GetAccess.
But it does not use Smart Contracts, and it is obvious that
the scheme is unable to achieve more complex requirements.
Sun et al. constructed a model of secure storage and effective
sharing for electronic medical data based on ABE and block-
chain [27], which provides better access control. Doctors use
ABE to encrypt patients’ medical data and store it on IPFS.
However, it also does not use Smart Contracts. It only broad-
casts some ABE parameters stored in transactions, which
cannot achieve more complex business functions. Wang
et al. proposed a sharing scheme [28] in which users distrib-
ute secret keys. It realizes that the data owner has a fine-
grained access control on his data. At the same time, the
Ethereum Smart Contract is used to realize the retrieval of
ciphertext keywords. However, it requires multiple off-
chain communication between users, and more importantly,
it does not implement the permit revocation. Pournaghi et al.
proposed a secure and efficient sharing scheme based on
blockchain and ABE entitled MedSBA to record and store
medical data [29]. It implements the update and revocation
of permissions by broadcasting a new strategy to cover the
previous transaction, but this will lead to users who do not
want to be revoked to update their keys.

3. Preliminary

3.1. Bilinear Groups of Composite Order. Let n = p1p2 (p1 and
p2 are distinct primes), G1 and G2 be cyclic groups of order n,
and g be a generator of G1. We call e : G1 ×G1 →G2 as a
bilinear pairing, if it is a map with the following properties:

(1) Bilinear: eðga
1, gb2Þ = eðg1, g2Þab for all g1, g2 ∈G1 and

a, b ∈ Z
(2) Nondegenerate: there exists g1, g2 ∈G1, such that eð

g1, g2Þ ≠ 1
(3) Computable: There is an efficient algorithm to com-

pute eðg1, g2Þ ≠ 1 for all g1, g2 ∈G1

Let Gp1
and Gp2

denote the subgroups of G1 with order p1
and p2. Then, G1 =Gp1

× Gp2
; gp2 and gp1 are the generators

of Gp1
and Gp2

. Let g1 and g2 denote the generators of Gp1
and Gp2

. For all random elements h1 ∈Gp1
and h2 ∈Gp2

, then

we have eðh1, h2Þ = 1; because of that, eðh1, h2Þ = eðga
1, gb2Þ

= eðgap2 , gbp1Þ = eðg, gÞabp1p2 .

3.2. Linear Secret-Sharing Scheme (LSSS). Let P = fP1,⋯, Png
be a set of parties, and ðA, ρÞ denote an access structure in
which A is an l × k access matrix with ρ mapping its rows.
A linear secret-sharing scheme (LSSS) consists of two
polynomial-time algorithms:

(1) ShareðA, ρÞ: to share a secret value s, it randomly
chooses v1, v2,⋯, vk−1 ∈ Z and let v =
ðs, v1,⋯, vk−1ÞT . Let Ai denote the vector as the ith
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row in matrix A, and then, the share σi = Aiv belongs
to party ρðiÞ

(2) Re conðA, ρÞ: the algorithm takes ω ∈ A as input; let
L ∈ fi ∣ ρðiÞ ∈ ωg. Then, a set of recovery coefficients
can be calculated effectively according to fμigi∈L, so
that ∑i∈Lμiσi = s. Research has shown that the mono-
tonic access structure is equivalent to the LSSS. Let
ðA, ρÞ be an access structure and ω be a set of autho-
rization; then ∃fμigi∈L makes that ∑i∈Lμiσi = s. For
unauthorized sets, such constants do not exist

3.3. Ciphertext-Policy Attribute-Based Encryption (CP-ABE).
The CP-ABE mechanism was proposed by Bethencourt
et al. [30]. It is a public key encryption scheme, but unlike
RSA and ECC, CP-ABE is a one-to-many encryption scheme.
In CP-ABE, the user’s attributes correspond to the private
key, and the access policy is embedded in the ciphertext
[31]. Only when the decryption user’s attributes satisfy the
access policy can the data be decrypted. CP-ABE is mostly
used for fine-grained access control. CP-ABE consists of four
phases: initialization, key generation, encryption, and
decryption, corresponding to the following four algorithms:

(1) Setupðλ, SÞ→ ðPSK ,MSKÞ
Initialization algorithm is a randomization algorithm,

which is generally executed on a trusted key distribution cen-
ter. The algorithm inputs a secure parameter λ and the attri-
butes are set S, to generate the system public key PSK and the
system master key MSK.

(2) KeyGenðPSK ,MSK , ωÞ→USK

Key generation algorithm generates a private keyUSK for
the data user according to the system public key PSK, the sys-
tem master key MSK, and the data user’s attributes ω.

(3) EncryptðPSK ,M, AÞ→ CM

Encryption algorithm is executed by the data owner. The
algorithm inputs the system public key PSK, the message M
to be encrypted, and the access control structure A associated
with the access policy and outputs the ciphertext CM.

(4) DecryptðPSK , CM,USKÞ→M

Decryption algorithm is executed by the data user. The
inputs of the algorithm are the system public key PSK, the
user’s private key USK, and the ciphertext CM. If the data
user’s attribute set ω satisfies the access policy, he will decrypt
the ciphertext and obtain the corresponding plaintext M.

3.4. Blockchain. A blockchain concept originated from Naka-
moto’s Bitcoin paper [10], and it is based on cryptography
and P2P network. The data on the blockchain is organized
into blocks, which are chained in a particular chronological
order. Cryptography and consensus mechanisms ensure the
security and nonforgery of data. In short, as the underlying
technology of cryptocurrencies like Bitcoin, blockchain is a
distributed trusted ledger that cannot be tampered with.

3.4.1. Smart Contract. At the early stage of blockchain devel-
opment, only cryptocurrencies like BTC and LTC were more
successful applications. In 2013, Buterin introduced the con-
cept of Smart Contract in his Ethereum white paper [32],
demonstrating the first public blockchain with a built-in
Turing complete language. Smart Contract [33] was defined
as “a computerized transaction protocol that executes the
terms of the contract.” In the blockchain, Smart Contract is
a code that relies on blockchain’s trusted environment to
automatically execute while enabling the blockchain to real-
ize a more complex business. The smart contract operation
mechanism based on blockchain is shown in Figure 1.

From a higher point of view, blockchain can be consid-
ered a state machine triggered by transactions, and its public
ledger is a world state starting from the Genesis Block. Users
can build a transaction and broadcast it from any node in the
blockchain network. All block producers will perform the
corresponding operation after receiving the transaction.
Because of the consensus mechanism, all nodes will eventu-
ally get a consistent result and update the world state. The
action triggered by a transaction can be to deploy a new
Smart Contract or to invoke a Smart Contract from block-
chain and execute it in a sandbox environment. Blockchain
provides Smart Contract with the following capabilities:

Public state: everyone can see the Smart Contract’s execu-
tion and its current global status on the public ledger, which
cannot be tampered with.

Trusted propagation channel: after encrypting the mes-
sage by the receiver’s public key, the sender can broadcast
the message through the blockchain. The receiver will receive
the message, and it will be recorded on the blockchain
securely and undeniably.

3.4.2. Transaction of EOS. In the EOS blockchain, there are
three essential components named address, account, and
transaction. Each user has his account in EOS, and each
account corresponds to multiple ECDSA key pairs denoted
by ðpk, skÞ. The public key calculates an address of EOS
through a hash function and base58 coding. The private
key and the public key are used to sign and verify the trans-
action, respectively. If a user wants to invoke a Smart Con-
tract on-chain, he needs to prepare such a transaction Tx
[34]:

Tx = Ref block, t, Sigu Chain ID, Txð Þ, Action Code,Name, Authu,Datað Þð Þ:
ð1Þ

Ref block denotes the reference to the block number and
header of a block which generated recently to prevent trans-
actions from appearing on a forked chain. SiguðChain ID,
TxÞ denotes the user’s signature information on the transac-
tion which is used to verify the identity of the user who initi-
ated the transaction by his public key. Action represents the
operation to be performed, where Code is the name of the
Smart Contract to be invoked, Name is a method in Smart
Contract to be called, Authu is used to verify whether the user
who initiated the transaction has the permission, and Data is
the parameters to be passed into the contract.
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3.4.3. Data Persistence of EOS. After the Smart Contract is
executed, the occupied memory will be released, and all var-
iable data in the program will be lost, so it is necessary to per-
sist the data in Smart Contract. In the Smart Contact of
Ethereum, data can only be stored in key-value pairs, which
is difficult to meet more complex requirements. In EOS, it
imitates Multiindex Containers in Boost library and develops
a C++ class: eosio::multi index (hereinafter referred to as
multi_index). Each multi_index can be regarded as a table
in the traditional database. Each row of the table can store
an object, and the object’s attributes can be any C++ data
type. Therefore, the table constructed by multi_index in
EOS is no less flexible than traditional databases. A signifi-
cant feature of multi_index is that a primary key can be set
as the main index and 16 secondary indices. Users can obtain
any of these indices and use the emplace, erase, modify, and
find functions of the index to insert, delete, update, and select
data.

3.5. IPFS (InterPlanetary File System). The InterPlanetary
File System is a globally oriented, point-to-point distributed
version of the File System, dedicated to creating persistent
and distributed storage and shared file network transmission
protocols. By integrating existing technologies such as Bit-
Torrent, DHT, Git, and SFS (self-certifying File System),
IPFS provides a high-throughput content block storage
model that contains content addressing hyperlinks. Simulta-
neously, it does not have a single point of failure, and the
nodes in the system do not need to trust each other. Any
resource, such as text, images, sound, video, and website
code, once added to the IPFS network, computes the content

to a uniquely encrypted hash value unique to the address.
This address can be understood as a URL (Uniform Resource
Locator) on theWeb. If the user wants to use the file, they just
need to go to this address to get them.

4. Overview of Our Scheme

This section will give an overview of the system model and
the design of our proposed scheme. Table 1 shows some sym-
bols and abbreviations involved in this paper.

4.1. System Model of BSSPD. Our proposed scheme BSPPD
consists of four components: IPFS, blockchain, data owner,
and data user. The DO encrypts his data and uploads it to
IPFS, then invokes the Smart Contract on blockchain to save
the returned address along with the decryption key. CP-ABE
is used to realize a fine-grained access control of data. The
DO distributes the private keys for DUs through blockchain,
and only those who satisfy the access policy can download
and decrypt the shared data. The whole process is entirely
decentralized. The data is encrypted and stored in the IPFS
to ensure the security of data and accessibility. The traces of
the DO and DUs are stored on the blockchain, which cannot
be tampered with or denied. The specific functions and
responsibilities of these four parts are as follows:

(1) IPFS: provide a secure and reliable storage service.
The incentive mechanism ensures that the data on
IPFS will never be unavailable

(2) Blockchain: stores the public information and opera-
tional records in the whole scheme. Meanwhile, it can
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be used as a reliable broadcast channel for transfer-
ring messages from the DO to DU. Without any
trusted third party, it is the cornerstone of trust for
the scheme. There are two Smart Contracts in
BSSPD. UMContract is used to manage data users
and DSContract is used to share data

(3) Data owner: responsible for creating and deploying
the Smart Contract in the scheme. The DO can pub-
lish his sharing data and set an access policy for it.
Meanwhile, the DO can grant and revoke a DU’s
access rights

(4) Data user: the DU is the person who wants to access
the shared data. When DU’s attributes meet the pol-
icy embedded in the ciphertext, he will decrypt the
address and key to obtain the shared data

The system model of the proposed scheme is shown in
Figure 2.

The CP-ABE algorithm we adopted was mainly inspired by
[35] and extended to use the user’s ID as an attribute to support
permission revocation. The keyword ciphertext search in
BSSPD was learned from [36]. The corresponding description
of each step number in Figure 2 is shown as follows:

(i) The DO creates and deploys Smart Contracts.
There are two Smart Contracts in our scheme.
UMContract includes the functions of user registra-
tion, attribute management, identity management,
and authentication. DSContract includes publish-
ing sharing data, updating access policy, permis-
sion revocation, and data retrieval

(ii) The DO generates the system master key and sys-
tem public key locally and stores the system public
key in DSContract

(iii) The DU invokes UMContract to apply for registra-
tion, and he needs to provide his account of EOS
and a public key. The public key is used to commu-
nicate with the DO, and the DO uses it to encrypt
the message and broadcasts the ciphertext to the
blockchain. Only the corresponding DU can
decrypt the ciphertext and obtain the message

(iv) The DO assigns a unique uid to each DU who
applies for, and generates a private attribute key
and a secret search key for theDU. After encrypting
these two keys with the DU’s communication pub-
lic key, theDOwill save them in the Smart Contract
together with the uid

(v) The DU obtains the ciphertext information of the
keys and decrypts them with his private communi-
cation key

(vi) The DO randomly selects a key of the symmetric
encryption algorithm, uses it to encrypt the sharing
data, then uploads the ciphertext to the IPFS net-
work, and IPFS returns an address

(vii) The DO sets an access policy for sharing data and
sets a revocation list for each attribute in the policy,
then encrypts the address along with the decryp-
tion key of shared data. The DUs in the revocation
list do not have corresponding attributes when
accessing the data

Table 1: The symbols and abbreviations involved in this paper.

No. Symbol Description

1 DO The data owner

2 DU The data user

3 MSK System master key

4 PK System public parameters

5 S All general attributes set

6 ω The attributes set of a specific DU

7 P Access policy

8 uid A user ID which is unique

9 SKuid,ω The attribute private key of DU whose ID is uid

10 SKsearch The secret key of DU for search

11 E = E:Enc, E:Decð Þ An asymmetric encryption algorithm like ECC

12 Skcom, Pkcomð Þ A pair of keys for algorithm E

13 ε = ε:Enc, ε:Decð Þ A symmetric encryption algorithm like AES

14 F Data that the DO intends to share

15 CF Ciphertext of the data F

16 href location The address where the data is stored on IPFS

17 kw Keyword

18 tkw Search token of kw
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(viii) The DO selects keywords to generate ciphertext
indices for data-related DUs and then invokes the
DSContract to store the indices and data-related
information

(ix) TheDU selects a keyword of the data to be retrieved
and uses the trapdoor function to generate a search
token

(x) The DU invokes DSContract to start searching for
the desired data. DSContract will call UMContract
to authenticate the DU and check whether the DU
is legal

(xi) UMContract returns the authentication result to
DSContract. If the DU is legal, the search function
will continue to be executed

(xii) TheDU obtains the search results from DSContract

(xiii) TheDU uses his attribute private key to decrypt the
acquired data-related information. If the DU’s
unrevoked attributes still satisfy the access policy,
he will get the address where the ciphertext data is
stored on IPFS and the corresponding decryption
key. The DU can download the ciphertext of the
shared data from IPFS and decrypt it
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Figure 2: The system model of BSSPD.
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(xiv) If the DO wants to revoke a DU’s attribute A to a
certain shared data, he can add this DU’s uid to
the revocation list of attribute A. Then, the DO will
generate a new ciphertext and invoke DSContract
to update the data-related information

4.2. Detail Design of BSSPD. The scheme we proposed is
mainly composed of the following phases: initialization
phase, apply and register phase, encryption and uploading
phase, search phase, decryption and downloading phase,
and permission revocation phase. This section will describe
the detailed design of each phase and the corresponding rela-
tionship with the process steps in the previous section.

4.2.1. Initialization Phase. The primary function of the ini-
tialization phase is that the DO deploys Smart Contracts,
then generates the system master key and the public param-
eters in the scheme, and stores them in the Smart Contract.
The core algorithm of this phase is Setupð1λÞ→ ðMSK , PKÞ
, which was executed by the DO. The algorithm’s input is a
security parameter 1λ, and the outputs are the system master
keyMSK and public system parameters PK.MSK will be kept
secret by theDO, and PKwill be stored inUMContract by the
DO initiating a transaction. The corresponding steps in the
system flowchart are (i) and (ii).

4.2.2. Apply and Register Phase. The apply and register
phase’s primary function is that the DU invokes to apply
for registration, and an asymmetric encryption algorithm
public key is required when applying. After that, the DO
assigns a unique uid and distributes private keys for the
DU. The core algorithm is KeyGenðMSK , PK , uid, ωÞ→ ð
SKdata, SKsearchÞ which is run by the DO. The inputs of the
algorithm are the system master keyMSK, the public param-
eters PK, the uid of the DU, and the general attribute set ω of
the DU. It outputs the private attribute key SKdata and the
search key SKsearch of the DU. The DO executes SKuid,ω =
EncPkcomðSKdata ∣ SKsearchÞ and invokes UMContract to store
SKuid,ω in the Smart Contract. In this way, the DU can obtain
his private keys securely and reliably. The corresponding
steps in the system flowchart are (iii)–(v).

4.2.3. Encryption and Uploading Phase. The encryption and
uploading phase’s main function is that the DO encrypts
sharing data and uploads it to IPFS. After that, the address
and decryption key are encrypted and uploaded to DSCon-
tract, and the ciphertext keyword indices are established for
the relevant DUs. The core algorithm is EncryptðF, ðAl×k, ρÞ
, fRρðxÞgx∈1,⋯,l, PKÞ and executed by the DO. It consists of

the following three substeps:

Step 1. EncryptFileðFÞ→ ðKF , href locationÞ.

The input of the data encryption algorithm is the sharing
data F, and outputs are the key KF of a symmetric encryption
algorithm and an IPFS address href location. The whole process
is to randomly select a private key KF and encrypt F to get
the ciphertext CF and then upload CF to IPFS to get the

address href location. The corresponding step in the system
flowchart is (vi).

Step 2. EncryptKey

ðKF , href location,P , fRigi∈P , PKÞðKF ∣href locationÞ.

The algorithm is used to encrypt the address, and the key
whose inputs are the decryption key KF , the IPFS address
href location, the access policy P , a revocation list Ri for each
attribute in P , and system public parameters PK. Its output
is the ciphertext of KF and encrypted with CP-ABE. The cor-
responding step in the system flowchart is (vii).

Step 3. IndexGenðkw, KsearchÞ→ tkw.

In the algorithm that generates the ciphertext keyword
index, the DO selects a keyword kw of data F, which is used
as inputs together with the search secret key Ksearch of a rele-
vant DU. The output is a search token tkw and the corre-
sponding step in the system flowchart is (viii).

4.2.4. Search Phase. The main function of the search phase is
that a DU uses the trapdoor function to generate the corre-
sponding search token according to the keyword of the
shared data which he wants. After that, the DU invokes the
contract DSContract for retrieval. This phase can be divided
into two steps, as follows:

Step 1. Trpdrðkw′, SKsearchÞ→ t′kw.

Generate search token algorithm, which is executed by
the DU. The DU selects the keyword related to the shared
data he wants to search, together with his SKsearch as inputs,
and the output is the search token t′kw corresponding to
the keyword. This corresponds to step (ix) in the system
flowchart.

Step 2. Searchðt′kwÞ→ CTðKF ∣href locationÞ.

The search algorithm is executed by DSContract, which
uses the search token t′kw generated by the DU in the previ-
ous step as input. If such data exists, the algorithm returns
data-related information successfully. In this algorithm, the
DU sends a transaction to DSContract to trigger the execu-
tion, corresponding to steps (x)–(xii).

4.2.5. Decryption and Downloading Phase. The main function
of the decryption and downloading phase is that DUs use
their attribute private keys to decrypt the data-related infor-
mation to obtain the address where the shared data stored
on IPFS and the decryption key. The core algorithm is Decr
yptðSKuid,ω, CTðKF ∣href locationÞ, PKÞ→ ðKF , href locationÞ which
was executed by the DU. The inputs of the algorithm are
the private attribute key SKuid,ω of the DU, the data-related
information CTðKF ∣href locationÞ, and the public system parame-
ters PK. It outputs the decryption key KF and the address
href location. Because the access policy P and the revocation
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list Ri of each attribute are embedded in the ciphertext, if the
attribute set of the DU that have not been revoked still sat-
isfies access policy P , he will decrypt and obtain KF and
href location successfully. In this way, the DU could download
CTF from IPFS and decrypt it to obtain the data F. This cor-
responds to step (xiii) in the system flowchart.

4.2.6. Permission Revocation Phase. The main function of the
permission revocation phase is that the DO performs an
attribute-level fine-grained permission revocation to a DU
on a certain ciphertext. At the same time, it does not need
to update the keys of other DUs related to the ciphertext.
The core algorithm of this phase is Re vokeðKF , href location,
P , fRigi∈P , PK , i, uidÞ→ CT′ðKF ∣href locationÞ which is run by
the DO. This is similar to the encryption algorithm, but a
DU’s uid and the attribute i to be revoked are added to the
parameters. The algorithm will add uid to the revocation list
Ri and output a new ciphertext. The DO sends a transaction
to DSContract to update the data-related information. In this
way, if the remaining attribute set of the DU cannot satisfy
the policy P, he can no longer decrypt the data after obtaining
the ciphertext, while other DUs are not affected. This corre-
sponds to step (xiv) in the system flowchart.

5. Implementation Details of Our Scheme

In order to achieve our goal, we will construct a CP-ABE
which supports permission revocation and combine it with
the EOS blockchain to implement our scheme. This section
will elaborate on the details of our Smart Contracts deployed
on EOS blockchain and concrete construction of BSSPD.

5.1. Smart Contract Design. To make the logic clearer, we
divide the Smart Contract in the scheme into two parts:
UMContract and DSContract. UMContract is used to man-
age DUs’ identity, while DSContract is used to handle busi-
ness operations related to data sharing. In the contract, we
will use _self to represent the account of the DO who created
the contract. We will describe the detailed design of these two
contracts.

5.1.1. User Management Contract (UMContract). The
UMContract is composed of five function interfaces: SetTar-
get, GetUserByUid, Apply, Register, and Authenticate. We ini-
tialize UMContract as follows.

Let three-tuple ðA, uid, PkcomÞ denote a DU, and create a
multi_index named table_user for it in which A is an EOS
account of the DU, uid is the unique ID assigned by the
DO, and Pkcom is a public key of the DU used for communi-
cation with the DO. Let A be the primary key of table_user
whose corresponding index is account_idx. Let uid_idx be a
secondary index corresponding to uid. Let target be the target
value of PoW.

(1) SetTarget: when UMContract receives action
(UMContract, SetTarget, Auth, (newTarget)), this
function interface will be triggered to execute. It can
only be invoked by the DO who created the contract
to adjust the difficulty of PoW. When there are too

many users in the system, the DO can increase the
difficulty of PoW

(2) GetUserUid: when UMContract receives action
(UMContract, GetUserByUid, Auth, (account)), this
function interface will be triggered to execute. It is
used to get all the information of a DU according to
his uid and can only be invoked by the DO who cre-
ated the contract

(3) Apply: when UMContract receives action (UMCon-
tract, Apply, Auth, (from, pk, nonce)), this function
interface will be triggered to execute. It is invoked
by the DU to apply for registration in the system

(4) Register: when UMContract receives action (UMCon-
tract, Register, Auth, (account, id)), this function
interface will be triggered to execute. It is used to
complete the registration of a DU and can only be
invoked by the creator of the contract

(5) Authenticate: when UMContract receives action
(UMContract, Authenticate, Auth, (from, method,
account, id, args)), this function interface will be trig-
gered to execute. It is used to authenticate the identity
of a DU, which is invoked by another contract and
returns the result to the invoker

5.1.2. Date Sharing Contract (DSContract). The DSContract
is composed of six function interfaces: SetPK. SetSK,
AddData, PolicyUpdate, Search and EndSearch, and Remove.
We initialize DSContract as follows.

Let PK denote the system public parameters. Let two-
tuple (A, SK) be the corresponding relationship between the
DU’s account and his attribute private key, and the multi_
index table_sk is created for it. Let A be the primary key of
table_sk whose corresponding index is ua_idx. Let two-
tuple (fid, cf) denote the shared data in which fid is the id
of shared data and cf is the data-related information. Then,
create a multi_index data_table for it, where fid is the pri-
mary key and fid_idx is the corresponding index. Let four-
tuple (id, A, t, fid) be an index of DU related to shared data
in which A is the EOS account of DU, t is the search token,
and fid is the id of shared data in data_table, then create a
multi_index search_table for it. Let sa_idx, t_idx, sf_idx be
the secondary indices of search_table, corresponding to A, t
, and fid, respectively.

Input: newTarget
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 target = newTarget;
5 return true;
6 end

Algorithm 1: SetTarget.
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(1) SetPK: when DSContract receives action (DSCon-
tract, SetPK, Auth, (newPk)), this function interface
will be triggered to execute. It can only be invoked
by the DO to set and update the system public
parameters

(2) SetSK: whenDSContract receives action (DSContract,
SetSK, Auth, (account, sk)), this function interface
will be triggered to execute. It can only be invoked

by the DO to set and update the private keys of the
DU

(3) AddData: when DSContract receives action (DSCon-
tract, AddData, Auth, (account, tkw, CTðKF ∣href locationÞ)),
this function interface will be triggered to execute. It
is used to publish the sharing data and add the indi-
ces for the relevant DUs. There can be multiple index
relationships. For clarity, we only add an index for
one DU here. It can only be invoked by the DO

(4) PolicyUpdate: when DSContract receives action
(DSContract, PolicyUpdate, Auth, (fid,
CTðKF ∣href locationÞ)), this function interface will be trig-
gered to execute. It can only be invoked by the DO
and used to update the access policy for a certain
shared data. In this way, theDO can revoke the access
permission of a DU to this shared data

(5) Search and EndSearch: when DSContract receives
action (DSContract, Search, Auth, (from, uid, tkw)),
this function interface will be triggered to execute.
These two function interfaces work together to com-
plete the retrieval of shared data. Because we have
divided BSSPD into two contracts, it needs to invoke
UMContract to verify the identity of the DU during
the retrieval

(6) Remove: when DSContract receives action (DSCon-
tract, Remove, Auth, (fid)), this function interface
will be triggered to execute. It is used to remove a
shared data and the search indices related to this data.
It can only be invoked by the DO

5.2. Concrete Construction of BSSPD. In this section, we will
show the concrete construction of our scheme, including
the algorithms that the DO and DUs need to execute at each
phase and their interactions with the EOS blockchain. Our
initialization is as follows.

Let N = p1p2 (p1 and p2 are distinct primes) G1 and G2 be
cyclic groups of order N . Let Gp1

and Gp2
denote the sub-

groups of G1 with order g and Y . Let e : G1 ×G1 →G2 be a

Input: uid
Output: all information of DU

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 user_row = uid_idx.find(uid);
5 returnuser_row;
6 end

Algorithm 2: GetUserByUid.

Input: from, pk, nonce
Output: bool

1 u = account_idx.find(from)
2 ifu != nullthen
3 u:Pkcom = pk ;

account_idx.modify(u);
4 return true;
5 else
6 pow = SHA256ðSHA256ð f rom ∣ pk ∣ nonceÞÞ ;
7 ifpow > targetthen
8 return false;
9 else
10 u.A = from;
11 u:Pkcom = pk ;
12 account_idx.emplace(u);
13 return true;
14 end
15 end

Algorithm 3: Apply.

Input: account, id
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 u = account_idx.find(account);
5 ifu==nullthen
6 return false;
7 else
8 u.uid=id;
10 account_idx.modify(u);
11 return true;
12 end
13 end

Algorithm 4: Register.

Input: from, method, account, id, args
Output: null
u=account_idx.find(account)

1 ifu != null then
2 ifu.id == id then
3 send action (from, method, (_self, true, args));
4 else
5 send action (from, method, (_self, false, args));
6 end
7 else
8 send action (from, method, (_self, false, args));
9 end

Algorithm 5: Authenticate.
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bilinear pairing and I = f1,⋯,mg be the set of all attributes.
Let F be a pseudorandom function, where F : f0, 1gk ×
f0, 1g∗ → f0, 1gk, and U = fuid1,⋯, uidng be the uid set of
all DUs obtained from UMContract.

(1) setupð1λ, IÞ
For each attribute fi ∣ i ∈ Ig, the algorithm first randomly

picks two elements ti, γi ∈ Zp1
and computes Ti = gt1 , hi ∈ gγi .

Next, it picks α, a ∈ Zp1
randomly, then computes eðg, gÞ.

The public key is PK:

PK = N , e g, gð Þα, g, u = ga, Ti = gti , hi ∈ gγi
� �

i∈I

� �
: ð2Þ

The system master key is MSK:

MSK = α, a, tif gi∈I , Y
� �

: ð3Þ

Among them, ti and Ti are used for calculations related to
attributes, γiand hi are used for calculations related to attri-
bute revocation, u is used for calculations related to DU’s
identity, and Y is used for randomization ofDU’s private key.

Then, send the following transaction to EOS blockchain
and store the public key in the DSContract:

Tx = Re f block, t, Sig chain id, Txðð Þ,
Action DSContract, SetPK ,AuthDO, PKð Þð ÞÞ:

ð4Þ

(2) KeyGenðuid, ω,MSK , PKÞ
Firstly, send the following transaction to EOS blockchain

to obtain the DU’s information including A, Pkcom, and uid
from UMContract:

Tx = Re f block, t, SigDO chain id, Txðð Þ,
Action UMContract,GetUserByUid, AuthDO, uidð Þð ÞÞ:

ð5Þ

After that, the algorithm randomly chooses r ∈ Zp1
and

computes K0 = ga+αr . For each attribute i ∈ ω, randomly pick
ri ∈ Zp1

and Yi,1, Yi,2, Yi,3 ∈Gp2
, then compute the following:

Ki,1 = gαr+tiri+ariYi,1,
Ki,2 = griYi,2,

Ki,3 = uuidhi
� �ri

Yi,3:

ð6Þ

Let Ki = fKi,1, Ki,2, Ki,3g, then DU’s attribute private key
will be SKuid,ω = ðK0, fKigi∈ωÞ. As can be seen, the
attribute-related part of the private key is embedded with
the DU’s identity.

Then, the algorithm randomly picks a secret key SKsearch

for search where SKsearch = SKi ← f0, 1gλ. Let SKuid = E:

EncPkcomðSKuid,ω ∣ SKsearchÞ, and send the following transac-
tion to set and update the DU’s private keys:

Tx = Re f block, t, SigDO chain id, Txðð Þ,
Action DSContract, SetSK , AuthDO, A, SKuidð Þð ÞÞ:

ð7Þ

(3) EncryptðF, ðAl×k, ρÞ, fRρðxÞgx∈1,⋯,l, PKÞ

The algorithm randomly chooses a private key KF of ε,
and encrypts the sharing data CF = ε:EncKF

ðFÞ, then uploads
the CF to the IPFS network, and the returned address is
href location, set M = ðKF ∣ href locationÞ.

The algorithm first randomly picks s, v2,⋯, vk ∈ Zp1
and

lets v = ðs, v2,⋯, vkÞT . For i = 1 to l, it calculates λx =Ax · v
where Ax is the vector corresponding to the xth row of Al×k
. Assume that RρðxÞ = fuid1,⋯, uidlρðxÞg in which the number
of revocable users lρðxÞ is variable. For each uidj ∈ RρðxÞ, it
randomly chooses a ηx,j ∈ Zp1

, where j = f1, 2,⋯, lρðxÞg and

∑
lρðxÞ
j=1 , and then computes

C0 =M · e g, gð Þαs:
C1 = gs:

ð8Þ

For each attribute ρðxÞ, it computes that

Cx,0 = gλx ,

Cx,1 = Tλx
ρ xð Þ:

ð9Þ

When RρðXÞ ≠∅, it computes for each revoked uidj ∈
RρðxÞ as follows:

Cx,j,1 = gηx, j ,

Cx,j,2 = uuid jhρ xð Þ
� �ηx, j

:
ð10Þ

Input: newPk
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 PK = newPk;
5 return true;
6 end

Algorithm 6: SetPK.
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The ciphertext CF is set to

CT KF ∣href locationð Þ = C0, C1, Cx,0, Cx,1, Cx, j,1, Cx,j,2
� �

j= 1,⋯,lρ xð Þf g
� 	

x∈ 1,::,lf g

 !
:

ð11Þ

(4) IndexGenðA, kw, Ksearch, CTðKF ∣href locationÞÞ

The algorithm calculates a search token for a keyword kw
of the sharing data.

tkw = F Ksearch, kwð Þ: ð12Þ

After that, it will send the following transaction to EOS
blockchain to publish the data-related information and add
the indices for the relevant DUs:

Tx = Re f block, t, SigDO chain id, Txðð Þ,

Action DSContract, AddData, AuthDO, A, tkw, CT KF ∣href locationð Þ
� �� ��

:

ð13Þ

(5) Trpdrðkw′, SKsearchÞ
The DU obtains SKuid from the DSContract and decrypts

it with his own private key.

SKuid,ω ∣ Ksearchð Þ = E:DecSkcom SKuidð Þ: ð14Þ

Then, it calculates the search token corresponding to kw′
.

t′kw = F Ksearch, kw′
� �

: ð15Þ

(6) Searchðt′kwÞ
Send the following transaction to EOS blockchain:

Tx = Re f block, t, SigDU chain id, Txðð Þ,

Action DSContract, Search, AuthDU , t′kw
� �� ��

: ð16Þ

If the search is successful, the DU will obtain the data-
related information CTðKF ∣href locationÞ.

(7) DecryptðSKuid , CTðKF ∣href locationÞ, PKÞ

Input: account, sk
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 u=ua_idx.find(account);
5 ifu!=nullthen
6 u.SK=sk
7 ua_idx.modify(u)
8 return true;
9 else
10 u.A=account;
11 u.SK=sk;
12 ua_idx.emplace(u)
13 return true;
14 end
15 end

Algorithm 7: SetSK.

Input: account, tkw, CTðKF ∣href locationÞ
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 data_row.cf = CTðKF ∣href locationÞ;
5 data_table.emplace(data_row);
6 search_row.A = account;
7 search_row.t = tkw;
8 search_row.fid = data_row.fid.
9 search_table.emplce(search_row);
10 return true;
11 end

Algorithm 8: AddData.

Input: fid, CTðKF ∣href locationÞ
Output: bool

1 ifmsg.sender is not _selfthen
2 throw;
3 else
4 data_row = data_table.find(fid);
5 ifdata_row == nullthen
6 returnfalse;
7 else
8 date_row.cf = CTðKF ∣href locationÞ;
9 data_table.modify(data_row);
10 returntrue;
11 end
12 end

Algorithm 9: PolicyUpdate.
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Let L = fx ∣ ρðxÞ ∈ ω, uid ∉ RρðxÞg, then ω′ = fρðxÞgx∈L
denote the attribute set of the DU that has not been revoked.
Assume that ω′ still satisfies the access policy ðAl×k, ρÞ; for
any x from 1 to l, it will calculate Dx,1 and Dx,2.

Dx,1 =
Ylρ xð Þ

j=1

e Kρ xð Þ,2, Cx,j,2
� �
e Kρ xð Þ,3, Cx,j,1
� �

0
@

1
A

1/uid−uid j

,

Dx,2 =
e Kρ xð Þ,1, Cx,0
� �
e Kρ xð Þ,2, Cx,1
� � :

ð17Þ

Let μx be the restitution coefficient corresponding to the
xth row in Al×x, and finally obtain the plaintext.

M = KF ∣ href locationð Þ = C0 ·
1

e K0, C1ð Þ ·
Y
x∈L

Dx,1,Dx,2ð Þμx :

ð18Þ

The DU can download CF from IPFS according to
href location and then use KF to decrypt CF and obtain the
shared data F.

F = ε:DecKF
CFð Þ: ð19Þ

(8) Re vokeðM, ðAl×k, ρÞ, fRρðxÞgx∈1,⋯,l, PK , uid, iÞ

Take the revoking of the attribute i of a DU to the sharing
data F as an example; the DO needs to add the uid of the DU
to the revocation list corresponding to the attribute i and exe-
cute the CP-ABE part of Encrypt to encrypt the data-related
information M. Then, the DO sends a transaction as follow-
ing to the EOS blockchain.

Tx = Re f block, t, SigDO chain id, Txðð Þ,

Action DSContract, PokicyUpdate, AuthDO, f id, CT′ KF ∣href locationð Þ
� �� ��

:

ð20Þ

6. Security and Performance Analysis of the
Proposed Scheme

6.1. Security and Privacy Analysis of BPSSD

6.1.1. Correctness. LetL = fx ∣ ρðxÞ ∈ ω, uid ∉ RρðxÞg, then ω′
= fρðxÞgx∈L denote the attributes set of the DU that has
not been revoked. Assume that ω′ still satisfies the access pol-
icy ðAl×k, ρÞ; for any x from 1 to l, then

Dx,1 =
Ylρ xð Þ

j=1

e grρ xð ÞYρ xð Þ,2, uuid jhρ xð Þ
� �ηx, j� �

e uuidhρ xð Þ
� �rρ xð Þ

Yρ xð Þ,3, gηx, j
� �

0
B@

1
CA

1/uid−uid j

= e g, uð Þ
−rρ xð Þ 〠

lρ xð Þ

j=1
ηx,j

= e g, gð Þ−arρ xð Þλx ,

Input: from, uid, tkw
Output: data_rows

1 send action (UMContract,Authenticate,Auth,(_self,Search,from,id, tkw))
2 if get false then
3 throw;
4 else
5 t_itr=t_idx.find(tkw);
6 whilet_itr != search_table.end() andt_itr.t == tkwandt_itr.A == from
7 data_row=search_table.find(t_itr.fid);
8 data_rows.add(data_row);

t_idx++;
9 end
10 returndata_rows;
11 end

Algorithm 10: Search and EndSearch.

Input: fid
Output: bool

1 ifmsg.sender is not _selfthen
2 returnfalse;
3 else
4 s_itr = sf_idx.find(fid);
5 whiles_itr != sf_idx.end() ands_itr.fid == fid
6 sf_idx.erase(s_itr);
7 end
8 data_row = fid_idx.find(fid)
9 fid_idx.erase(data_row)
10 returntrue;
11 end

Algorithm 11: Remove.
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Dx,2 =
e gαr+tρ xð Þrρ xð Þ+arρ xð ÞYρ xð Þ,1, gλx
� �

e grρ xð ÞYρ xð Þ,2, T
λx
ρ xð Þ

� �
= e g, gð Þ αr+tρ xð Þrρ xð Þ+arρ xð Þð Þλx−tρ xð Þrρ xð Þλx

= e g, gð Þ αr+arρ xð Þð Þλx ,

M ′ = KF ∣ href locationð Þ = C0 ·
1

e K0, C1ð Þ ·
Y
x∈L

Dx,1Dx,2ð Þμx

=Me g, gð Þαs · 1
e gα+αr , gsð Þ · e g, gð Þ

αr〠
x∈L

λxμx

=Me g, gð Þαs · 1
e gα+αr , gsð Þ · e g, gð Þαrs =M:

ð21Þ

After the proof, the data-related information M can be
decrypted by the DU.

6.1.2. Security Analysis. The CP-ABE algorithm used in this
paper is based on the scheme [37], referring to the revocation
idea in [35] that introduces a revocation list for each attri-
bute. The scheme [37] has proved to be completely secure.
The detailed proof process can refer to the security analysis
in [37], which is based on the standard model, and the secu-
rity depends on three static assumptions.

This paper focuses on security data sharing based on
blockchain. The security of CP-ABE is not within the main
scope of this article. We will conduct a brief analysis of the
security after adding an attribute revocation mechanism to
the scheme [37].

If an adversary A can win the game with a nonnegli-
gible advantage in the security model in [37], he must be
able to calculate eðg, gÞαs. To obtain such a pairing, the
adversary needs to utilize K0 = ga+rα in the private key
and C1 = gs in the ciphertext, both of which can get e
ðg, gÞαseðg, gÞαrs. This means that A needs to get e
ðg, gÞαrs. Then, A needs to get Dx,1 and Dx,2 correspond-

ing to each attribute and get eðg, gÞαrλx by calculation. If
A does not satisfy the challenge attributes, he cannot
obtain the correct attribute keys to calculate eðg, gÞαrλx
conforming to the access policy and recover eðg, gÞαrs.

For collusion attacks, when generating private keys for
each DU, a random element r is contained in K0 and random
elements ri and Yi,1, Yi,2, Yi,3 are added to the attributes, so
that different DUs cannot combine their private keys to
launch attacks.

The attribute private key Ki,3 = ðuuidhiÞriYi,3 which is
related to the revocation contains the DU’s identity informa-
tion uid. When RρðxÞ ≠∅, each uidj ∈ RρðxÞ in the revocation

list contains Cx,j,1 = gηx, j and Cx,j,2 = ðuuid jhρðxÞÞ
ηx, j , which

need to be eliminated when decrypting. 1/ðuid − uidjÞ is used
when eliminating. If uid is in the revocation list, 1/ðuid −

uidjÞwill not be calculated to achieve the purpose of revoking
the attribute j of uid.

6.1.3. Other Security Problem

(1) Data Security. Data security includes the confidentiality,
integrity, and availability of the shared data. In our scheme,
the large-capacity sharing data of the DO is encrypted using
an efficient asymmetric encryption algorithm such as AES
and uploaded to IPFS. The IPFS will split the encrypted data
and store them on different IPFS nodes in a distributed man-
ner. The access will be routed through the dynamic hash table
maintained by each node, and a certain redundancy mecha-
nism will ensure fault tolerance. Besides, IPFS also provides
version control like Git. Thus, data encryption and storage
in blocks ensure the confidentiality of the shared data. The
integrity is guaranteed by dynamic hash table routing, and
the tampered data blocks will not be available. The redundant
storage and incentive mechanisms of IPFS ensure that users
can access their data at any time. As long as IPFS is secure,
then the data stored on it in our scheme is secure.

(2) Privacy Analysis. In a data-sharing system, privacy
includes the content of the DO’s shared data and the traces
of the DU when using the data. In our scheme, the DO will
encrypt the address of the shared data and the corresponding
decryption key with CP-ABE according to the established
access policy. Then, the ciphertext is stored on the blockchain,
and only the DUs whose attribute set satisfies the access policy
can obtain the data. The content of the data will not be leaked.
For the traces generated byDUs, we encrypt the keywords cor-
responding to the sharing data. The DU invoked the trapdoor
function to calculate the search token for the keyword that he
needs to retrieve and then uses the search token for retrieving
on the blockchain without revealing any information he
wants. More importantly, the user’s identity is represented in
the form of an address on the blockchain, and the real infor-
mation of the user will not be exposed.

(3) Fine-Grained Access Control. In our scheme, the fine-
grained access control of shared data is realized by CP-
ABE. The DO can make different access policies through
LSSS and assign different attributes to DUs. Meanwhile,
fine-grained access control should also include fine-grained
revocation. The proposed scheme draws on the identity-
based broadcast encryption scheme, in which the DO assigns
a unique uid for each DU, and the uid will be used as a user
attribute, embedded in the ciphertext together with the gen-
eral attributes. Each general attribute in the ciphertext carries
a revocation list, and the DU whose uid in this list no longer
has the corresponding attribute, so that it achieves the pur-
pose of directly revoking a DU’s attribute.

(4) Avoid a Single Point of Failure. Compared with traditional
cloud storage solutions, there is no centralized third party in our
proposed scheme. Blockchain and IPFS used in BSSPD are all
distributed technologies. Even if some of the nodes fail, the
availability of the whole scheme will not be affected. More
importantly, the BitTorrent protocol adopted by IPFS can enjoy

14 Wireless Communications and Mobile Computing



a high throughput only by requiring paying a small number of
fees to incentive storage nodes. Simultaneously, the EOS block-
chain is free to users, only the DO needs to mortgage some sys-
tem tokens in exchange for storage and CPU resources, and
these tokens can also be redeemed.

(5) User-Centric. In our proposed scheme, the DO can gener-
ate public parameters and the system master key and gener-
ate and distribute the private keys for DUs according to
their attributes. Moreover, the DO can formulate access pol-
icies arbitrarily to assign and revoke the permission of DUs.
All of these are controlled by the DO without any trusted
third party. In this manner, theDO has complete control over
his shared data.

(6) Identity Authentication. The user generates his identity in
the blockchain through an asymmetric encryption algorithm
with generating key pairs, whose cost is too low. In our pro-
posed scheme, since the uid is embedded in the ciphertext of
CP-ABE as an attribute, the DUs may register a large number
of uids and use different uids to search and decrypt the shared
data, which increases the burden of the DO. In order to pre-
vent such attacks, BSSPD requires identity authentication.
Before applying for registration, the DU needs to perform a
PoW, which is similar to Bitcoin mining. The DO can adjust
the difficulty of PoW according to the total number of DUs
in the system. User management and identity authentication
are carried out on the blockchain, and only authenticated
users can perform operations. These are all executed in Smart
Contract ensuring transparency and security.

6.2. Experiments and Performance Analysis of BPSSD

6.2.1. Functional Comparison.We compared the scheme pro-
posed in this article with the recent blockchain-based data-
sharing models from the following aspects, including security
and privacy, identity management, fine-grained access con-
trol, immediate access revocation, and ciphertext keyword
retrieval, as shown in Table 2.

From the comparison in the table, it can be concluded
that due to the blockchain’s decentralized and trustless
nature, the data-sharing models based on blockchain allow
DOs to formulate access control policies for their data on-
chain, so they all can guarantee security and privacy. Early
schemes like Ref. [18] mostly only described the model’s out-
line without the specific implementation details. Generally,
they only describe how blockchain can benefit security and
privacy during the sharing, so the function is relatively sim-
ple. Reference [21] implemented a role-based access control
model on the blockchain, but it turns out that RBAC is not
suitable for implementing fine-grained access control and
revocation in a distributed environment. Reference [28] uti-
lized CP-ABE to achieve fine-grained access control, but it
does not achieve permission revocation. However, in the
access control scheme based on CP-ABE, an immediate
access revocation is indispensable.

In our proposed scheme, we utilized CP-ABE to achieve
fine-grained access control and realized the identity manage-
ment of DUs. The DO assigns and manages unique uids and

attributes for registered DUs. Maintaining a revocation list
for each attribute in the ciphertext can directly revoke a par-
ticular attribute of a DU without updating others’ keys.
BSSPD uses ciphertext keyword search to protect the privacy
of DUs on-chain. Therefore, our proposed scheme has better
applicability and usability.

6.2.2. Storage Analysis. BSSPD is a user-centric data-sharing
scheme based on the EOS blockchain, and it stores the public
system parameters, user information, and data-related infor-
mation in the persistent database of Smart Contract. Because
the storage resource on-chain is valuable and the acquisition
of RAM in the EOS blockchain requires mortgaging system
tokens, so it is necessary to analyze the size of the data stored
in the Smart Contract.

We first define some symbols; we set ∣G1 ∣ , ∣G2 ∣ , ∣Gp1
∣ ,

∣Gp2
∣ to represent the bit length of an element in group G1

,G2,Gp1
, and Gp2

, respectively. Let ∣ZN ∣ be the bit length of
an element in filed ZN , ∣KAES ∣ be the bit length of a key of
AES algorithm, and ∣Skcom ∣ and ∣Pkcom ∣ be the bit length
of private key and public key of ECC, respectively; |S| denote
the number of attributes in system, and Ksearch denote the bit
length of a secret key of pseudorandom function F.

Table 2: Functional comparison between BSSPD and other
blockchain-based data-sharing scheme.

No. BSSPD
Ref.
[18]

Ref.
[21]

Ref.
[28]

Security and privacy √ √ √ √
Identity management √ × × ×
Fine-grained access control √ × × √
Immediate access
revocation

√ × × ×

Keyword ciphertext
retrieval

√ × × √
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Figure 3: Storage overhead of BSSPD at each phase varies with the
number of attributes.
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According to the experiment simulation in our scheme,
we set∣G1 ∣ = ∣G2∣ = ∣Gp1

∣ = ∣Gp2
∣ = 1024bits;∣ZN ∣ = 128

bits;∣KAES ∣ =256 bits;∣Skcom ∣ =256 bits;∣Pkcom ∣ = 272
bits;∣Ksearch ∣ = 128bits; the bit length of account, uid, fid,
and search tokentkwto be 64; and the bit length of an IPFS
address to be 256. The storage overhead of BSSPD at each
phase varies with the number of attributes which is shown
in Figure 3.

In our proposed scheme, there are three operations that
interact with the blockchain to store data in the Smart Con-
tract, which are as follows:

(1) Initialization

The DO uploads the system public parameters to the
Smart Contract; the storage overhead is

∣ZN ∣ + ∣G1∣ + 2∣Gp1
∣ + ∣S∣ 2 ∣Gp1

∣
� �

= 3200 + 2048 ∣ S ∣ð Þ bits:
ð22Þ

(2) Registration

TheDU uploads information to the Smart Contract when
applying for registration, and the DO assigns a unique uid
and private keys for the DU. The storage overhead is

accountj j + uidj j + Pkcomj j + ∣Ksearch∣ + Gp1




 



+ 3 Gp1




 


 Sj j = 1552 + 3072 Sj jð Þ bits:

(3) Encryption and uploading

TheDO uploads data-related information and the private
keys of the DU to the Smart Contract, as well as the indices
for the DU. The storage overhead is

KAESj j + addressj j + 2 Gp1




 


 + 2 Gp1




 


 Sj j + 2 Gp1




 


 Rj j + f idj j
+ tkwj j + f idj j + accountj j = 2752 + 2048 Sj j + 2048 Rj j:

ð24Þ

For simplicity, the figure shows that the storage overhead
varies with the number of attributes when there are 10DUs in
the revocation list. As the number of DUs in the revocation
list and the relevant DUs increases, the storage overhead will
also increase to a certain extent.

The RAM in the EOS blockchain is obtained by collat-
eralizing system tokens, and the current price is 0.05
EOS/KB. The DO can purchase RAM according to the
scale of his system. Unlike Ethereum transactions that
need to consume ETH as gas, the tokens mortgaged when
acquiring RAM in EOS can still be redeemed at the orig-
inal price. Above all, the proposed scheme is feasible and
practical.

6.2.3. Performance Analysis. As we all know, the computing
resource on the blockchain is also precious, and the compu-
tational efficiency of the existing blockchains is often criti-
cized. For example, Bitcoin takes 10 minutes to produce a
block. Ethereum has dramatically improved the block gener-
ation time, but it also takes about 15 seconds. In this section,
we will conduct experiments on our proposed scheme and
evaluate the scheme’s performance and user scale.

We used 5 nodes to build an EOS private chain in a lab-
oratory environment. The 5 nodes we chose were all Mac-
Book Pro (2017) with Intel (R) Core (TM) i5 CPU that
clocks at 3.1GHz and has 16.0GB of RAM. The version of
the EOS blockchain we chose is v2.0.6. The code of the indi-
ces of the two tables related to the sharing data in our Smart
Contract is as follows:

In our scheme’s initialization phase, the operation on-
chain is to set and update the public system parameters.
The previous section shows that the storage overhead will
continue to expand as the attributes increase. However, it
can be seen from Figure 4 that as the attributes increase,
the computing overhead will not be significantly affected in
this phase.

In the encryption and uploading phase of our scheme, the
operations that need to be performed on-chain are uploading
the data-related information to Smart Contract and estab-
lishing the keyword indices for the data-related DUs. As
shown in Figure 5, the increase in the number of attributes
will not have too much influence on the computing overhead
of AddData. In the case of a different number of attributes,
the computing overhead of AddData is generally stable.
What impacts the computing overhead of AddData is the
scale of DUs, especially the number of DUs related to the
sharing data. It can be seen from Figure 5 that the computing
overhead of 500 DUs is obviously higher than that of 100
DUs, and the time cost is mainly spent on establishing search
indices for the relevant DUs.

Since BSSPD sets the search token as a secondary index of
the search_table in the Smart Contract, no matter how many
pieces of index data exist in the system, the time complexity
of retrieving according to the search token is Oð1Þ. As shown
in Figure 6, when there are 10 billion pieces of index data, the
search time is not much different from that of 1 million, and
the search time is in milliseconds.

The deletion of a certain data in our scheme is to remove
the data-related information and the indices to the data. As
shown in Figure 7, as the number of data-related DUs con-
tinues to expand, the computing overhead of deletion will
increase too. The main time cost is spent on deleting the
search indices to the data.

Since only the ciphertext data needs to be updated
according to the shared data’s primary key id when revoking
a DU’s attribute of a specific shared data, there is no need to
operate on the relevant indices, and its computing overhead
is similar to set and update the public system parameters in
the initialization phase, which is stable.

In summary, in our proposed scheme, the total number
of attributes will not impact much on the computing over-
head on-chain. According to experience, it only affects
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operations off-chain, such as key generation, encryption, and
decryption. However, the expansion of the user scale will
increase the time cost of some operations. Specifically, it is
increased with the number of DUs related to certain shared

data because search indices will be established. When the
related search indices of a specific data increase to 500, the
computing overhead is still in milliseconds. For all operations
on-chain in our scheme, the computing overhead is less than
100 milliseconds. The configuration of the EOS main net-
work’s block producer is much better than the laptop we

typedef eosio::multi_index<"sharedatas"_n, my_data> data_table;
ttypedef eosio::multi_index<"searchindexs"_n, s_index, indexed_by<"username"_n,
const_mem_fun<s_index, uint64_t, &s_index::by_secondary>>,indexed_by <"searchtoken "_n, const_mem_fun<s_index, check-
sum256, &s_index::by_thirdary>>,indexed_by<"fid"_
n, const_mem_fun<s_index, uint64_t, &s_index::by_forthary>>> search_table;

Code 1: The code of the tables in Smart Contract.
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use, so when the contract is deployed on the main network of
EOS, the computing overhead will be much lower than that
of our simulation. Now, since EOS takes 0.5 seconds to gen-
erate a block, our scheme’s operation will be confirmed soon
after execution. Therefore, the experiment has proved that
our scheme has a good performance.

7. Conclusion

In the AI-driven era, a user-centered sharing model is pro-
posed to open data while ensuring data privacy. We com-
bined blockchain, CP-ABE, and IPFS to propose a
blockchain-based security data-sharing scheme with fine-
grained access control and permission revocation. In our
proposed scheme, the DO encrypts his data and uploads it
to IPFS, then encrypts the returned address and decryption
key by CP-ABE. Only DUs whose attributes satisfy the access
policy can decrypt and obtain the data. There is no central-
ized node in the scheme, and the DO has complete control
over his shared data, which promises privacy and security.
To achieve the goal, we have implemented our scheme on
the EOS blockchain. The security and performance analysis
proves that our scheme is feasible and practical and has a
good performance. We can also add a cryptocurrency to
introduce an economic system for data sharing and further
enrich our scheme’s functions. At the same time, there are
many shortcomings in our scheme. For example, the CP-
ABE we designed with permission revocable does not have
the best performance. There are also many types of research
on CP-ABE [38–42]. We can use a CP-ABE with better per-
formance to improve our scheme. Besides, for the searchable
encryption algorithm used in our scheme, the DO needs to
distribute a secret key for each DU and store it on-chain. It
also needs to maintain large amounts of indices for each
shared data, which can be further optimized. At present,
some researchers have proposed using blockchain to solve
the fairness problem in searchable encryption algorithm

[43–47]. In the future, we will study and discuss the endow-
ment of a better ciphertext searchable algorithm to further
optimize our scheme. Simultaneously, to make our scheme
more practical, we can combine some studies [48–52] with
ours and put forward a data governance scheme that is more
in line with the practical application.
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In this paper, we propose a trustworthy friendly jammer selection scheme with truth-telling for wireless cooperative systems. We
first utilize the reverse auction scheme to enforce truth-telling as the dominant strategy for each candidate friendly jammer.
Specifically, we consider two auction cases: (1) constant power (CP) case and (2) the utility of the BS maximization (UBM)
case. In both cases, the reverse auction scheme enforces truth-telling as the dominant strategy. Next, we introduce the trust
category and trust degree to evaluate the trustworthiness of each Helper transmitter (Helper-Tx). Specifically, an edge
controller calculates the reputation value of each Helper-Tx periodically using an additive-increase multiplicative-decrease
algorithm by observing its jamming behavior. With the historical reputation values, the edge controller (EC) classifies a
Helper-Tx into one of four trust categories and calculates its trust degree. Then, the EC selects the best Helper-Tx based on
the trust category and trust degree. Lastly, we present numerical results to demonstrate the performance of our proposed
jammer selection scheme.

1. Introduction

Cooperative jamming enables two wireless nodes to
exchange secret messages in the presence of an eavesdropper
without encryption [1, 2]. It is an information-theoretic secu-
rity approach that exploits the physical characteristics of the
wireless channel, which does not depend on the assumption
of computational hardness. In cooperative jamming, a
selected friendly jammer sends out artificial noise (i.e., jam-
ming signal) at the same time when a sender transmits a
message to a receiver [3, 4]. The artificial noise is aimed at
creating intentional interference at the eavesdropper. If the
channel condition between the sender-receiver is better than
that of the channel between the sender-eavesdropper, the
sender and receiver can exchange secure messages at a cer-
tain rate.

Friendly jammer selection plays a fundamental role in
maximizing the secure message exchange rate (i.e., secrecy
rate) in cooperative jamming [5, 6]. In general, there are two
phases in a jammer selection scheme. In the first phase, each
candidate jammer reports its private information (e.g., battery

state) to the sender (also known as the source node or mech-
anism designer) through a common control channel [7, 8].
According to the reported private information, the sender
selects a suitable candidate as the jammer. In the second phase,
the selected jammer sends out sufficient jamming signals to
create desired interference at the eavesdropper (Eve).

There are challenges that need to address in both phases.
In the first phase, since each candidate wants to be selected to
get payment, it may not be telling the truth in reporting its
private information so as to increase the chance of being
selected. A candidate without truth-telling can cause unfair-
ness and degrade the secrecy performance of the entire net-
work. Therefore, it is necessary to develop a mechanism to
ensure truth-telling for each candidate. In the second phase,
a selected jammer may transmit a partial (or even none) jam-
ming signal due to various reasons. We call it an untrusted
friendly jammer. An untrusted jammer can also lead to
unfairness and a decrease in the secrecy rate. Hence, it is
important to avoid untrusted jammers.

To address the aforementioned challenges, we propose a
trustworthy friendly jammer selection scheme with truth-
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telling for a wireless cooperative system (WCS). Firstly, we
utilize the reverse auction scheme to enforce truth-telling
under two cases: (1) constant power (CP) case and (2) utility
of the BS maximization (UBM) case. In these two cases, we
enforce truth-telling as the dominant strategy of each candi-
date jammer. In the auction scheme, helper transmitters
(Helper-Txs) are edge devices that function as candidate
jammers. Spectrum resources of a base station (BS) are
revenues for Helper-Txs. In the CP case, the BS assigns a
fixed transmission power to the jammer. In the UBM case,
the utility of the BS is approximately maximized.

Secondly, we introduce trust categories and trust degree to
evaluate the trustworthiness of each Helper-Tx. Specifically,
an edge controller (EC) is introduced to calculate the reputa-
tion value of each Helper-Tx periodically using an additive-
increase multiplicative-decrease (AIMD) algorithm by
observing its jamming behavior. Subsequently, the EC clas-
sifies each Helper-Tx into one of four trust categories based
on its historical reputation values. The trust degree of each
Helper-Tx is obtained by averaging its reputation values over
time. If a Helper-Tx belongs to a certain trust category and
meets the trust degree requirement, it can be regarded as a
trustworthy jammer.

The main contributions of this paper are summarized as
follows:

(i) We prove that the BS can achieve the highest secrecy
rate by selecting a one best Helper-Tx as the jammer.
More than one jammer can lead to a decreased
secrecy performance

(ii) We utilize the reverse auction scheme to stimulate
truth-telling of Helper-Txs. In the reverse auction
scheme, we consider two cases: (1) CP case and (2)
UBM case. In both cases, the reverse auction scheme
can guarantee incentive compatible (IC) and indi-
vidual rationality (IR). In both cases, we show
numerical results that the reverse auction scheme
outperforms the widely used Vickrey auction
scheme

(iii) We propose two metrics (i.e., trust category and
degree) to measure the trustworthiness of a selected
jammer. We adopt the AIMD algorithm to promote
trustworthy behavior and penalize selfish conducts

The rest of the paper is organized as follows. Related
work is given in Section 2. In Section 3, an overview of
the network model and some preliminaries are presented.
In Section 4, we give out the auction scheme and related
solutions. In Section 5, the trust management process and
the jammer selection scheme are described. Numerical
results are given in Section 6, and conclusions are drawn
in Section 7.

Notations: ð·ÞH and ∣· ∣ denote the Hermitian transpose
and the absolute value, respectively. Trð·Þ denotes the trace
operator. IN is theN × 1 vector of all ones. The normal distri-
bution with the mean μ and the variance σ2 is denoted as
N ðμ, σ2Þ. ½x�+ = max fx, 0g. A ± 0 (A ≻ 0) means that A is a
Hermitian positive semidefinite (definite) matrix.

2. Related Work

Conventional cryptographic-based methods at the upper
layer are of high complexity due to the expensive operations
such as the encryption and decryption [9–11]. Physical layer
security approaches with the advantages of low complexity
and resource savings have been explored both as an alterna-
tive and a complementary to conventional cryptographic-
based methods [12–14]. Physical layer security approaches
with the cooperation of helping nodes (cooperative relaying
and jamming) have been extensively investigated [15–18].
Recently, some new physical layer security technologies have
been proposed for secure communication, e.g., unmanned
aerial vehicle- (UAV-) aided jamming [19], intelligent
reflecting surfaces- (IRS-) assisted jamming [20], and
learning-aided cooperative relays [21, 22].

Considering that the helping nodes consume energy dur-
ing cooperation, it is necessary to investigate how to incentiv-
ize users to cooperate for security enhancement [23–25].
Therefore, game theory is employed in physical layer security
to study the interactions between the source and helping
nodes, where helping nodes would gain some payoffs [26,
27]. However, in most of the current cooperative networks,
the helping nodes are assumed honest and ready to disclose
their true private information, which is usually not realistic
[28, 29]. In practice, helping nodes may exaggerate their
private information to maximize their payoffs, which is a
key issue in cooperative networks.

To address this issue, a mechanism designer aims to
motivate the helping nodes to disclose their private informa-
tion by designing the payoff structure [30–33]. Authors of
[31] designed different “transfer payment” functions to the
payoff of each relay and proved that each relay gains its max-
imum payoff when it truthfully reports its private informa-
tion. In [33], the author proposed a truth-telling based
mechanism, where the selected relays’ energy harvesting
requirements would be fulfilled if they tell the truth. Other-
wise, the relays are penalized by the transfer payment.

Besides cooperative relays, cooperative jammers are also
important helping nodes for physical layer security in coop-
erative networks [6, 34, 35]. In [6], the authors investigated
the physical layer security of amplify-and-forward (AF)
relaying networks with the aid of the joint relay and jammer
selection. Authors in [34] proposed three categories of relay
and jammer selection for a two-way cooperative communica-
tion scenario. In [35], the authors proposed a joint relay and
jammer selection scheme and derived a closed-form subopti-
mal solution to maximize the secrecy rate.

In addition, untrusted jammers were investigated in [5,
36]. Specifically, the authors of [36] investigated a social-
tie-based jammer selection scheme, allocating power appro-
priately to the source node and the cooperative jammer node
to maximize the worst-case ergodic secrecy rate. In [5], the
authors investigated how to select jammers for device to
device users to thwart eavesdroppers by exploiting social
relationship with the help of full CSI and partial CSI,
respectively.

In the above literatures, the jammers are assumed honest,
and the private information are perfectly known at the source
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node. However, the optimal solutions in these works would
not hold if the jammers report their private information
untruthfully. In addition, the trust degree of a jammer was
only considered to be one of the parameters to analyze the
secrecy performance. To the best of our knowledge, how to
incentive cooperative jammers to report their private infor-
mation and do trustworthiness analysis for a jammer has
never been investigated, which motivates the study of this
paper.

3. An Overview

In this paper, we consider a WCS that consists of a BS, M
users, an Eve, an EC, and N pairs of Helper-Tx/Rx as shown
in Figure 1. The BS is a type of edge device that functions as a
user data entry point to the primary network. Helper-Tx/Rxs
are another type of edge device that protects user data from
being intercepted by Eve. Both types of edge devices are man-
aged by the EC that is a controller that can be configured to
match multiple specific requirements.

3.1. Transmission Phases. In the WCS, from the perspective
of the jammer, there are two transmission phases (the jam-
ming phase and the accessing phase) with a duration of
length T .

3.1.1. Jamming Phase. In the jamming phase of length βT , the
BS wants to send a message to a user (e.g., user1) on the data
link. Meanwhile, there is an Eve that wants to intercept and
decode the message on the wiretap link. To protect the trans-
mitted message from being eavesdropped, the BS selects
K ≤N Helper-Txs as friendly jammers to interfere with Eve
on the jamming link.

In the WCS, the selected Helper-Tx (the jammer) is an
edge device of user1; thus, it is assumed that the jamming sig-
nal cannot be known previously by user1. It means that user1
cannot remove the jamming signal from the received signal.
Instead, the beamforming vector of the jammer (w j) needs
to be designed to ensure that the interference imposed at
user1 is lower than a temperature limit. In the WCS, we

would first analyze the secrecy performance of the BS
through cooperative jamming and then select the appropriate
Helper-Txs. In what follows, we would calculate the secrecy
rate to measure the secrecy performance of the BS.

It is assumed that the BS is able to acquire the CSI of the
data link through pilot sequences [37]. Each Helper-Tx mea-
sures its CSI between itself and user1, i.e., hjn ,u, and reports
the CSI to the EC. The EC would share the CSI of Helper-
Txs with the BS via a secure channel, such as a common con-
trol channel [38]. Finally, the CSI of users and Helper-Txs are
both available at the BS. Thus, we assume that the perfect CSI
of the data link is available. For the CSI of wiretap link, there
are two cases:

(i) Perfect CSI Case. In some special cases, one of the
legitimate users (e.g., untrusted relays) may be con-
sidered to be a potential Eve [39]. In other words,
Eve is one of the legitimate users; thus, we can obtain
the perfect CSI of the wiretap link. Specifically, the
instantaneous CSI of hb,e and hjk ,e is known.

(ii) Statistical CSI Case. In most cases, accurate CSI for
passive Eve cannot be acquired. However, the statis-
tical CSI for wiretap links can be obtained by some
measurement methods. Therefore, it is assumed that
we can obtain the statistical CSI of the wiretap link.
Specifically, the covariance matrices of hb,e and hjk ,e
are known, i.e., hb,e ~CN ð0, σ2b,eINb

Þ and hjk ,e ~C

N ð0, σ2
jk ,e
IN j

Þ.

In this paper, we only consider the perfect CSI case. In the
case with statistical CSI, the design and analysis for reverse
auction and trust management can be treated similarly in
our previous work [40], which is omitted for brevity.

In the WCS, the BS is equipped with Nb antennas, and
Helper-Txs are equipped with Nj antennas. All users, Eve,
the EC, and Helper-Rxs are all equipped with a single
antenna. The transmit beamforming vectors of the BS (wb)
and Helper‐Txk (w jk

) are both designed at the BS. Next, the
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Figure 1: Network components.
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BS delivers the related beamforming vector (w jk
) to the EC,

and the EC applies the beamforming vector (w jk
) to

Helper‐Txk.
With the CSI and beamforming vectors, the received sig-

nals at user1, the EC, and Eve at time index t can be expressed
as

yq tð Þ = hHb,qwbxb tð Þ + 〠
K

k=1
hHjk ,qw jk

xjk tð Þ + nq tð Þ, ð1Þ

respectively, where hp,q, p ∈ fb, jkg, q ∈ fu, c, eg are the links
from the transmitters (the BS, Helper‐Txk) to the receivers

(user1, the EC, and Eve). hp,q = �hp,q
ffiffiffiffiffiffiffi
θp,q

q
with �hp,q and θp,q

denoting the NbðNjÞ × 1 complex link vectors and the corre-
sponding path loss from p to q link, respectively. The path
loss can be expressed as 10 log10ðθp,qÞ = −34:5 − 38 log10
(dp,q[m]), where dp,q is the distances between transmitters
and receivers. wb ∈ℂNb×1 and w jk

∈ℂN j×1 are beamforming
vectors of the BS and Helper‐Txk, respectively. xb is the mes-
sage signal transmitted from the BS. xjk is the jamming signal
transmitted from Helper‐Txk, where xjk ~N ð0, 1Þ. nq is the
additive white Gaussian noise (AWGN) with two-sided
power spectral density N02. It is assumed that nq ~N ð0, δ2qÞ,
where δ2q = 2N02B and B is the link bandwidth. All links are
assumed to be subject to independent Rayleigh fading.

3.1.2. Accessing Phase. In the accessing phase of length
ð1 − βÞT , the selected Helper-Txs are allowed to access the
data link when the data link is idle so that they can transmit
their messages to intended Helper-Rxs.

3.2. Trustworthy and Truth-Telling Challenges. In the WCS,
note that the secrecy rate is provided by a Helper-Tx; the
selection of an appropriate Helper-Tx as the cooperative
jammer plays a critical role in improving the secrecy rate.
Specifically, the selection of an appropriate Helper-Tx faces
two challenges as follows:

(i) Truth-Telling Challenge. Since the selected Helper-
Txs may have greater opportunity to access the data
link, all the Helper-Txs will be naturally interested
in participating in the WCS. However, there is no
guarantee that they would report its private informa-
tion (the battery state) to the BS honestly. In practice,
the issue is that Helper-Txs may exaggerate their pri-
vate information to enhance their chance to be
selected, hoping to maximize their transmission time
in the data link.

(ii) Trustworthy Challenge. A selected jammer may
transmit a partial (or even none) jamming signal
due to various reasons. We call it an untrusted
friendly jammer. An untrusted jammer cannot
improve the secrecy performance of the WCS. In
addition, an untrusted jammer can obtain unde-
served utility, leading to unfairness to other trustwor-
thy jammers.

To address these challenges, we propose a framework as
shown in Figure 2, consisting of Auction Scheme, Jamming
Detection, and Trust Management. The auction scheme is
introduced in Section 4 to prevent Helper-Txs from cheating
so that Helper-Txs are self-enforced to reveal the truth. Jam-
ming detection is investigated in our previous work [40],
where the EC is adopted to detect whether the artificial noise
is absent or present by using an energy detection method. In
Section 5, we adopt trust management to evaluate the trust-
worthiness of Helper-Tx and select a trustworthy jammer.

4. Auction Scheme

In this section, we utilize the reverse auction scheme to
incentivize Helper-Txs to report their private information
truthfully. In the reverse auction scheme, the number of jam-
mers (K) is a critical parameter for the jammer selection.
Therefore, we first investigate the optimal number of K so
that the BS can select an appropriate number of Helper-Txs
as jammers. Next, we consider the utility design of the reverse
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Trust Degree
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Trust Enough?
Reputation 
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Trust Management
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Figure 2: A framework for trustworthy jammer selection with truth-telling.
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auction scheme in the CP case and UBM case. In both two
cases, we prove that the reverse auction scheme satisfies IC
and IR.

4.1. Optimal Number of Jammers. In this paper, it is assumed
that Helper-Txs are independent and competing with each
other. Therefore, we do not consider that there is cooperation
between K jammers. Furthermore, if there is cooperation
between multiple Helper-Txs, then we consider these cooper-
ative Helper-Txs as a more powerful Helper-Tx that is com-
peting with other Helper-Txs. It can be obtained that
different K can lead to different results in the total secrecy
rate. In this paper, we only investigate the optimal number
of jammers in the case with perfect CSI, provided that the
result is no difference from the case with statistical CSI.
Specifically, in the case with perfect CSI, we can obtain the
achieved SINRs of Helper‐Txn at user1 and Eve as

γu,n =
Tr WbHb,uð Þ

Tr Wjn
Hjn ,u

� �
+ δ2u

,

γe,n =
Tr WbHb,eð Þ

Tr Wjn
Hjn ,e

� �
+ δ2e

,
ð2Þ

where Hb,u = hb,uhHb,u, Hb,e = hb,ehHb,e, Hjn ,u = hjn ,uh
H
jn ,u

, Hjn ,e =
hjn ,eh

H
jn ,e
, Wb =wbwH

b , and Wjn
= w jn

wH
jn
.

The achievable secrecy rate is defined as the transmission
rate at which Eve is unable to decode the transmitted message
[41]. It is equal to the capacity difference between the data
link and the wiretap link. Thus, the secrecy rate achieved by
Helper‐Txn can be calculated as

Rs,n = log2 1 + γu,n
� �

− log2 1 + γe,n
� �� �+

: ð3Þ

Let qn = γu,n/γe,n. Sort qn in a descending order, and get
q1 ≥ q2 ⋯≥qN , qn ∈ fq1, q2,⋯qNg. Based on (3), we can
obtain that the Helper-Tx which has a larger qn also has a
larger Rs,n. It is assumed that Helper‐Tx1 is the best jammer
which has the largest secrecy rate, Helper‐Tx2 is the second
best, and so forth. Thus, the jammer selection scheme is
designed as follows:

Step 1. Select Helper-Tx1 as a jammer. Let n = 1 and calculate
Ψ1 = ð1 + γu,1Þ/ð1 + γe,1Þ.

Step 2. For 1 ≤ n ≤N − 1, calculate Ψn+1 = ð1 + γu,f1,2⋯n+1gÞ/
ð1 + γe,f1,2,⋯n+1gÞ, where

γu, 1,2⋯n+1f g =
Tr WbHb,uð Þ

∑n+1
k=1Tr Wjk

Hjk ,u

� �
+ δ2u

,

γe, 1,2⋯n+1f g =
Tr WbHb,eð Þ

∑n+1
k=1Tr Wjk

Hjk ,e

� �
+ δ2e

:

ð4Þ

If Ψn <Ψn+1, proceed to Step 3, and if Ψn ≥Ψn+1, skip to
Step 4.

Step 3. Select Helper‐Txn+1 as jammer, then let n = n + 1 and
go back to Step 2.

Step 4. Let K = n and stop.

Proposition 1. The optimal secrecy rate can be achieved by
selecting K = 1 Helper-Tx as jammer, where K = 1 is decided
by the process above.

Proof. See the appendix.

From the Proposition 1, we can obtain that the BS may
only select a single best Helper-Tx as jammer. More than
one jammer would lead to a reduction in the secrecy rate of
the WCS.

4.2. Utility Design and Objective

4.2.1. Utility of the BS with Perfect CSI. For each Helper‐Txn,
the utility of the BS can be characterized as:

UB,n = aRs,n − πnRs,n − Cn Pjn

� �
, ð5Þ

where a is the revenue per unit secrecy rate obtained by the
BS from a user. πn is the payment per unit secrecy rate for
the jammer. CkðPjn

Þ is the monetary cost incurred due to
the interference caused by the jammer.

4.2.2. Utility of the BS with Statistical CSI. In this section, we
focus on the utility design in the case with statistical CSI. As
we only know statistical CSI of the wiretap link, the beam-
forming vectors of the BS and the jammer are both designed
as homogeneous isotropic. The CSI ofHelper‐Txn is denoted
as gn = fhjn ,u, δ

2
jn ,e
g. Specifically, it means that hjn ,e have the

covariance matrices δ2jn ,eIN j
i.e., hjn ,e ~CN ð0, δ2jn ,eIN j

Þ. hb,e
have the covariance matrices δ2b,eINb

, i.e., hb,e ~CN ð0, δ2b,e
INb

Þ. In this case, the accurate secrecy rate cannot be calcu-
lated. Instead, we calculate the probabilities of the transmis-
sion and secrecy outage events. On the basis of the
probabilities, the utility of the BS is defined as efficient
transmission throughput (ETT), which can be found in our
previous work [40].

When Helper‐Txn is selected as a jammer, the instanta-
neous output SINRs at user 1 and Eve are calculated as
follows

ζu,n =
Pb∥hb,u∥2

Pjn
∥hjn ,u∥

2 + δ2u
=

ψb,u
ψjn ,u

+ 1
,

ζe,n =
Pb∥hb,e∥2

Pjn
∥hjn ,e∥

2 + δ2e
=

ψb,e
ψjn ,e

+ 1
,

ð6Þ
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where

ψp,q =
Pb∥hp,q∥2

δ2q
, p ∈ b, jnf g, q ∈ u, ef g: ð7Þ

In (7), Pp =wH
p wp are the transmit powers of the BS and

the jammer. ψp,q represents the instantaneous signal to noise
ratios (SNRs) from node p to node q. As the CSI fhb,u, hjn ,ug
are perfectly known, we can calculate the transmission rate of
BS as Ru,n = log2ð1 + ζu,nÞ. For the statistical CSI fhb,e, hjn ,eg,
according to equation (26) in our previous work [40], we
can obtain the probability density function of ζe,n expressed
as f ζe,nðwÞ.

To evaluate the secrecy performance, we adopt Wyner’s
encoding scheme with the target transmission rate �Ru and
the target secrecy rate �Rs [42]. The difference between �Ru
and �Rs is used as a redundancy rate against eavesdropping.
Therefore, the user can decode the received signal with arbi-
trarily low error rate only if the instantaneous capacity of the
user is larger than the transmission rate, i.e., Ru,n > �Ru; other-
wise, a transmission outage event occurs. Besides, secrecy
outage may occur when the instantaneous capacity of Eve is
larger than the redundance rate, i.e., Re,n = log2ð1 + ζe,nÞ >
�Ru − �Rs. The probabilities of the transmission and secrecy
outage events provided by Helper‐Txn are denoted as Pn

st
and Pn

out, respectively. We can obtain the probability of trans-
mission event as

Pn
st = Pr Ru,n > �Ru

� �
=

1, Ru,n > �Ru,

0, Ru,n ≤ �Ru:

(
ð8Þ

The secrecy outage probability can be derived as

Pn
out = Pr ζe,n > ξeð Þ =

ð+∞
ξe

f ζe,n wð Þdw, ð9Þ

where ξe = 2�Ru−�Rs − 1. Thus, the ETT that Helper‐Txn can
provide is expressed as

Tn = Ru,nP
n
st 1 − Pn

outð Þ =
Ru,n 1 − Pn

outð Þ, Ru,n > �Ru,

0, Ru,n ≤ �Ru:

(

ð10Þ

4.2.3. Utility of the Jammer. In the perfect CSI case, when
Helper‐Txn is selected as a jammer, its utility is given by:

Ubn ,n = πnRs,n − En, ð11Þ

where πnRs,n is the payment made by the BS to the jammer.
En is the energy cost incurred by the jammer. In the statistical
CSI case, the only difference in the utility of jammer is to
replace the secrecy rate with ETT. Let Pjn

denotes the trans-
mission power ofHelper‐Txn; we assume that the energy cost
is a linear function of Pjn

and is expressed as:

Ubn ,n = πnRs,n − bnPjn
, ð12Þ

where bn is the cost per unit power, i.e., the valuation that
Helper‐Txn has for its power. In general, Helper‐Txn with a
lower battery power would value its power highly and assign
a higher bn.

4.2.4. Objective. In this subsection, our objective is to design
reverse auctions for the BS to select a jammer. Specifically,
the auction has to satisfy IR and IC. IR means that each
Helper-Tx gets a positive utility under any outcome of the
auction. An auction satisfies IC if revealing its true valuation
(bn) is the dominant strategy for each Helper-Tx. To design
reverse auctions that satisfy IC and IR, we consider two cases:

(a) CP Case. In this case, the BS assigns a fixed transmis-
sion power (Pc

j) to each Helper-Tx. In general, the BS
needs to do secrecy rate maximization to design an
optimal transmission power of a selected jammer.
Although the optimal transmission power design
leads to a higher secrecy performance, there is higher
computational complexity when the number of
Helper-Tx increases. In the process of auction
scheme, it is necessary to evaluate the secrecy perfor-
mance that each Helper-Tx can achieve and selects a
suitable one as candidate. In fact, the optimal trans-
mission power design needs to be completed on all
Helper-Txs. Therefore, for the optimal power alloca-
tion design, there is higher computational complexity
when the number of Helper-Tx increases. For the
constant power case, we can allocate a fixed power
to each Helper-Tx and evaluate the secrecy perfor-
mance of all Helper-Txs. As an alternative, the con-
stant power allocation with lower computational
complexity is easier to implement, and the loss in
performance is acceptable.

(b) UBM Case. In this case, we aim to design a reverse
auction scheme to approximately maximize the util-
ity of the BS.

4.3. Auction Scheme. In this section, we present the reverse
auction scheme for the CP case and UBM case.

4.3.1. CP Case. In the CP case, the Vickrey auction selects a
Helper-Tx with the lowest price bnP

c
j . However, the Vickrey

auction has several limitations shown as follows:
Secrecy performance: the Vickrey auction scheme ignores

the secrecy performance achieved by a jammer.
Utility: from (5), the utility of the BS is an increasing

function of the secrecy rate, which means that the Vickrey
auction scheme also ignores the utility of the BS.

Interference: the Vickrey scheme does not consider the
interference cost to the BS.

To avoid the above limitations, we utilize the reverse auc-
tion scheme in the CP case to select a Helper-Tx as a jammer.
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Lemma 2. The utility of the auction winner Helper-Txi can be
given by:

Ubi ,i =W\i
wmin

Rc
s,i − biP

c
j , ð13Þ

Proof. The utility of a selected Helper‐Txn is expressed as:

Ubn ,n = πnRs,n − bnP
c
j: ð14Þ

Each Helper-Tx reports its valuation bn, and we calculate
the weight of each Helper-Tx as:

Wn =
bnP

c
j

Rc
s,n

, ð15Þ

where Rc
s,n is calculated for each Helper-Tx with a fixed trans-

mission power Pc
j . We denote that

wmin = arg min
n∈N

Wn, ð16Þ

we select Helper‐Txwmin
as the auction winner that is func-

tioned as a jammer. For a Helper‐Txi, it is assumed that

w\i
min = arg min

n∈N ,n≠i
Wn, ð17Þ

where w\i
min represents the auction winner when Helper‐Txi

does not participate in the auction. We define that for the
auction winner Helper‐Txi, the payment is given by:

pi =W\i
wmin

Rc
s,i, ð18Þ

thus the utility of the auction winnerHelper‐Txi is calculated
as:

Ubi ,i =W\i
wmin

Rc
s,i − biP

c
j: ð19Þ

Proposition 3. The reverse auction in the CP case satisfies IR
and IC.

Proof.When Helper‐Txi is the auction winner, from (19), we
can obtain that

Ubi ,i =W\i
wmin

Rc
s,i − biP

c
j ≥Wwmin

Rc
s,i − biP

c
j =WiR

c
s,i − biP

c
j = 0:

ð20Þ

We can obtain that Ubn ,n ≥ 0 for Helper‐Txn so that par-
ticipating in the reverse auction is the optimal choice for each
Helper‐Txn. Thus, the reverse auction in the constant case
satisfies IR.

IfHelper‐Txi is the auction winner whether reporting true
valuation bi or false valuation b̂i < bi, we can obtain from (19)
that Helper‐Txi cannot change its utility. In addition, let us
consider the case that Helper‐Txi is not the auction winner
when it reports its true valuation bi. We assume that Helper‐

Txi is the auction winner when it reports a false valuation b̂i
< bi. In this case, we can obtain that

Ŵwmin
<Wwmin

=W\i
wmin

, ð21Þ

then, the utility of Helper‐Txi is calculated as

Ûbi ,i =W\i
wmin

Rc
s,i − biP

c
j =Wwmin

Rc
s,i − biP

c
j < 0: ð22Þ

Therefore, reporting the true valuation b̂n = bn is the dom-
inant strategy for each Helper‐Txn, which means that the
reverse auction satisfies IC in the CP case.

In this paper, the utility of the jammer is converted into
spectrum resources, i.e., the transmission time in the primary
channel. Therefore, we can obtain that

νUbi ,i = 1 − βið ÞT , ð23Þ

where ν is the transmission time per utility of the jammer.
Therefore, we can obtain the transmission time fraction of
Helper‐Txi expressed as:

βi = 1 −
νUbi ,i

T
= 1 −

ν W\i
wmin

Rc
s,i − biP

c
j

� �
T

: ð24Þ

4.3.2. UBM Case. In the UBM case, we aim to approximately
maximize the BS’s utility. As the Vickrey auction does not
specify how the transmit power of the jammer, it is not appli-
cable in this case. Therefore, in this subsection, we utilize the
reverse auction scheme in the case that BS requests a jammer
to transmit at a power that approximately maximize the BS’s
utility.

Let Pjn
denote the power at which the BS requires

Helper‐Txn to transmit. The utility of Helper‐Txn can be
expressed as:

Ubn ,n = πnRs,n − bnPjn
: ð25Þ

The utility of the BS can be calculated as:

UB,n = a − πnð ÞRs,n − Cn Pjn

� �
: ð26Þ

As the reverse auction satisfies IR, we can obtain that
Ubn ,n ≥ 0, i.e., πnRs,n ≥ bnPjn

. From (26), the utility of the BS
is maximized when πnRs,n = bnPjn

; thus, the maximum con-
tribution to the utility of the BS when Helper‐Txn is selected
as a jammer and transmits at power Pjn

can be expressed as:

UB,n = aRs,n − bnPjn
− Cn Pjn

� �
: ð27Þ

In (34), the only variable is Pjn
; thus, we aim to find the

optimal transmit power to maximizes UB,n. Specifically, we
focus the secrecy rate maximization to obtain the optimal
transmit power to approximately maximize the utility of
the BS. To obtain the optimal secrecy rate, we formulate an
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optimal beamforming design problem, which is divided into
a two-part optimization problem. By solving this two-part
optimization problem, we can obtain the optimal beamform-
ing vectors of the BS and the jammer.

When a Helper-Tx (e.g., Helper‐Txn) is selected as a
jammer, the achievable secrecy rate can be calculated as

Rs,n = log2 1 + γu,n
� �

− log2 1 + γe,n
� �� �+

: ð28Þ

where

γu,n =
Tr WbHb,uð Þ

Tr Wjn
Hjn ,u

� �
+ δ2u

,

γe,n =
Tr WbHb,eð Þ

Tr Wjn
Hjn ,e

� �
+ δ2e

,
ð29Þ

where Hjn ,u = hjn ,uh
H
jn ,u

and Hjn ,e = hjn ,eh
H
jn ,e
.

To obtain the optimal beamforming vectors of the BS and
Helper‐Txn, the secrecy rate maximization problem is
mathematically characterized as

2  max
Wb ,W jn

 Rs,n, ð30aÞ

s:t: Tr WjnHjn ,u

� �
≤ Γ, ð30bÞ

 Tr Wbð Þ ≤ Pm
b , ð30cÞ

 Tr Wjn

� �
≤ Pm

j , ð30dÞ

rank Wbð Þ = 1, ð30eÞ

rank Wjn

� �
= 1, ð30fÞ

where (30b) is the interference temperature limit (Γ)
imposed at user1 from the jammer. (30c) and (30d) are the
transmit power limits of the BS andHelper‐Txn, respectively.
(30e) and (30f) are rank-one constraints of beamforming
vectorsWb andWjn, respectively. Actually, the nulling beam-
former designed at Helper-Txs is a suboptimal solution that
cannot achieve the optimal secrecy performance, which has
been demonstrated in the literature. Specifically, based on
(30b), the optimal beamforming vector of artificial noise
can guarantee that the resulting interference power at the
legitimate user is kept below the interference temperature
limit, which can achieve a similar effect to nulling
beamformer.

In this subsection, we come up with a solution to the
secrecy rate maximization problem. Due to fractional forms
in the objective function, problem (30) is nonconvex and dif-
ficult to solve. First, we introduce a slack variable τ = γe,n, and
problem (30) can be equivalently transformed into

2 max
Wb ,W jn ,τ

 
1 + γu,n
1 + τ

, ð31aÞ

s:t: Tr WbHb,eð Þ ≤ τ Tr WjnHjn ,e

� �
+ δ2e

� �
, ð31bÞ

Tr WjnHjn ,u

� �
≤ Γ, ð31cÞ

Tr Wbð Þ ≤ Pm
b , ð31dÞ

Tr Wjn

� �
≤ Pm

j , ð31eÞ

rank Wbð Þ = 1, ð31fÞ
rank Wjn

� �
= 1: ð31gÞ

Based on [39], problem (31) can be solved optimally by
reformulating it into a two-part optimization problem. The
outer part is a one-dimensional line search problem with τ,
i.e.,

f τð Þ =max
τ

 
1 + G τð Þ
1 + τ

,

s:t: 0 ≤ τ ≤ Tr Hb,uð ÞPm
b ,

ð32aÞ

where GðτÞ is the objective function of the inner part optimi-
zation problem to be described below. The lower bound
about τ can be obtained directly from (31b), i.e., 0 ≤ TrðWb

Hb,eÞ/ðTrðWjnHjn ,eÞ + δ2eÞ ≤ τ. The upper bound is derived
from the fact that the secrecy rate is greater than or equal
to zero, i.e., τ ≤ TrðWbHb,uÞ/ðTrðWjnHjn ,uÞ + δ2uÞ ≤ TrðHb,uÞ
Pm
b . For a fixed τ, the inner part can be expressed as

G τð Þ ≜ max
Wb ,W jn

 
Tr WbHb,uð Þ

Tr WjnHjn ,u

� �
+ δ2u

,

s:t:  36bð Þ − 36gð Þ:
ð33aÞ

Suppose that we can obtain GðτÞ by solving problem (33)
for any fixed τ. Then, we can solve problem (32) by applying
the one-dimensional line search method, e.g., Golden Section
Search to the interval ½0, TrðHb,uÞPm

b �. Therefore, the key step
lies in computing GðτÞ for a fixed τ, which requires solving
the nonconvex problem (33). Applying the semidefinite
relaxation (SDR) technique, problem (33) can be solved by
dropping two rank-one constraints [43]. When the problem
(33) is solved, we can obtain the optimal solution of problem
(30), i.e., (W⋆

b , W⋆
jn
).

Therefore, the optimal transmit power of jammer is P⋆
jn

=TrðW⋆
jn
Þ. Then, the maximum contribution to the utility

of the BS from the jammer is:

U⋆
B,n = aR⋆

s,n − bnP
⋆
jn
− Cn P⋆

jn

� �
: ð34Þ

In the reverse auction, each Helper-Txn reports its valua-
tion bn to the BS. Then, we calculate the approximately
maximized utility of the BS U⋆

B,n. We denote that

wmax = arg max
n∈N

U⋆
B,n: ð35Þ
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In this case, we select Helper‐Txwmax
as the auction win-

ner. For Helper‐Txi, we assume that

w\i
max = arg max

n∈N ,n≠i
U⋆

B,n: ð36Þ

When Helper‐Txi is the auction winner, the payment is
given by:

pi =U⋆
B,i −U \i⋆

B,wmax
+ biP

⋆
ji
, ð37Þ

Then, the utility of Helper‐Txi can be calculated as:

Ubi ,i =U⋆
B,i −U \i⋆

B,wmax
: ð38Þ

In the UBM case, the reverse auction scheme also satisfies
IR and IC. The proof is similar to Proposition 3, which is
omitted here.

Similarly, in the UBM case, we can obtain the transmis-
sion time fraction of Helper‐Txi expressed as:

βi = 1 −
ν U⋆

B,i −U \i⋆
B,wmax

� �
T

: ð39Þ

To ensure that the selected Helper‐Txw (auction winner)
is trustworthy as a jammer, we would evaluate the Helper-
Tx’s trustworthiness in the next section.

5. Trust Management and Jammer Selection

In this framework, we apply two trustworthiness metrics, i.e.,
the trust category and the trust degree to evaluate the trust-
worthiness of Helper‐Txw. Based on these two trustworthi-
ness metrics, we can select a trustworthy Helper-Tx as a
jammer.

5.1. Trust Category. Helper‐Txw is given an initial reputation
r0. In general, the value of r0 is half less than the maximum
value of the reputation, i.e., 0 ≤ r0 ≤ 0:5. The reason is that a
high value may bring selfish behavior while a low value
may be unfair to a newly joined Helper-Tx.

According to detection results, some policies can be
adopted to encourage Helper‐Txw to cooperate. Specifically,
the EC takes an additive increase/multiplicative decrease
(AIMD) mechanism to update Helper‐Txw’s reputation
based on the energy detection results [44]. The AIMD mech-
anism consists of reward and penalty; then, Helper‐Txw’s
reputation can be updated as

rl,w = ρ1rl−1,w + ρ2 1 − el,wð Þ − el,w ρ2prl−1,wð Þ½ �+,
= ρ1rl−1,w + ρ2 1 − el,w − el,wprl−1,wð Þ½ �+, ð40Þ

where l = 1, 2, 3⋯ R, ρ1 and ρ2 are weight factors that satisfy
ρ1 + ρ2 = 1. They can be changed based on the requirement
of the WCS. When the long term of the reputation plays a
more important role, we increase ρ1. On the contrary, when
the demand for the sensitivity of reputation collection is
higher, we increase ρ2. R is the detection round during the

detection duration τ. rl−1,w is the historical reputation of
Helper‐Txw, and rl,w is the updated reputation of Helper‐T
xw. As shown below, el,w ∈ f0, 1g is the reputation evidence
of Helper‐Txw, which depends on the detection result at
round l. This reputation evidence can determine whether
the AIMD mechanism is reward or penalty. When the detec-
tion result shows that there is artificial noise (H 1): el,w = 0,
then an additive increase (ρ2 ∗ 1) for the value of the reputa-
tion is used. When the detection result shows there is no arti-
ficial noise (H 0): el,w = 1, then a multiplicative decrease
(ρ2 ∗ p ∗ rl,w) for the value of the reputation is used.

The value of p is the degree of penalty, which determines
how severe is the penalty imposed on Helper‐Txw. The basic
setting principle of the AIMDmechanism is to slow down the
increasing rate and speed up the decreasing rate of the value
of reputation.

Based on the number of inflection points of the reputa-
tion update curve and the initial reputation evidence, we pro-
pose a classification algorithm as shown in Algorithm 1.
Then, Helper‐Txw can be classified into one of the following
four trust categories.

(i) A Reputable User. As shown in Figure 3, if the detec-
tion results show that Helper‐Txw continuously
sends out the artificial noise, the value of its reputa-
tion increases gradually to 1. Then, Helper‐Txw is
considered to be a reputable user.

(ii) A Selfish User. As shown in Figure 4, Helper‐Txw’s
reputation update curve is serrated, which means
that Helper‐Txw intermittently sends out the

Input:r0, R;
Output:αw, Cw;
1: Initialize p = 2, ρ1 = 0:8, ρ2 = 0:2;
2: Set k = 0, l = 1;
3: The reputation evidence of l round is el,w;
4: repeat
5: rl = ½ρ1rl−1,w + ρ2ð1 − el,w − el,wprl−1,wÞ�+;
6: ê = el,w ⊕ el+1;
7: ifê = 1then
8: k = k + 1;
9: end if
10: Set l = l + 1;
11: untill ≥ R;
12: if (k = 0&e1,w = 0) then
13: Cw = 1, A reputable user;
14: else if (k = 1&e1,w = 1)kðk = 2&e1,w = 0Þthen
15: Cw = 2, an unstable user;
16: else if (k > 2&eR,w = 0) then
17: Cw = 3, A selfish user;
18: else if (eR,w = 1) then
19: Cw = 4, A greedy user;
20: end if
21: αw = 1/R∑R

l=1rl,w;
22: Return αw, Cw.

Algorithm 1. Classification algorithm.
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artificial noise. Then,Helper‐Txw is considered to be
a selfish user.

(iii) An Unstable User. As shown in Figure 5,Helper‐Txw
does not send the artificial noise for a while, but it
recovers quickly and continues sending the artificial
noise. It is assumed that the situation is caused by
hardware damage or mobility, and Helper‐Txw is
considered to be an unstable user.

(iv) A Greedy User. As shown in Figure 6, we consider
Helper‐Txw as a greedy user if it never sends the arti-
ficial noise, or it stops sending out the artificial noise
in the middle time and never recovers.

5.2. Trust Degree. To evaluate the trustworthiness of Helper‐
Txw, we adopt the concept of trust degree α. The trust degree
of Helper‐Txw is calculated by averaging the reputation,
shown as

αw =
1
R
〠
R

l=1
rl,w: ð41Þ

In the case with perfect CSI, we have to guarantee that
Helper‐Txw is trustworthy enough to reach the target secrecy
performance threshold Rth

s . In the case with statistical CSI, the
target ETT performance threshold is defined asT th. The calcu-

lation process of trust degree provides no different from the
case with perfect CSI. It means that there is a target trust
degree threshold αth. Next, we investigate how to calculate this
threshold.

We adopt the concept of expected secrecy rate to evaluate
the secrecy performance. When Helper‐Txw is trusted (the
artificial noise is present), the secrecy rate can be expressed as

Rt
s,w = log2 1 + γtu,w

� ��
− log2 1 + γte,w

� �� �+, ð42Þ

where the SINRs are expressed as

γtu,w =
Tr W⋆

bHb,uð Þ
Tr W⋆

jw
Ĥjn ,u

� �
+ δ2p

,

γte,w =
Tr W⋆

bHb,eð Þ
Tr W⋆

jw
Ĥjn ,e

� �
+ δ2e

:

ð43Þ

WhenHelper‐Txw is untrusted (artificial noise is absent),
the secrecy rate can be expressed as

Ru
s,w = log2 1 + γuu,w

� ��
− log2 1 + γue,w

� �� �+, ð44Þ

where the SINRs are expressed as

γuu,w =
Tr W⋆

bHb,uð Þ
δ2p

,

γue,w = Tr W⋆
bHb,eð Þ
δ2e

:

ð45Þ

In this paper, it is assumed that the trust degree αw repre-
sents the probability that a Helper-Tx sends the artificial
noise. Thus, we can obtain the expected secrecy rate as

�Rs,w = αwR
t
s,w + 1 − αwð ÞRu

s,w: ð46Þ

For the given target secrecy performance threshold Rth
s ,

the expected secrecy rate has to satisfy that

βw
�Rs,w ≥ Rth

s , ð47Þ

then we can calculate the target trust degree threshold as

αw ≥ αth = Rth
s − βwR

u
s

βwR
t
s − βwR

u
s

: ð48Þ

5.3. Jammer Selection. According to the classification algo-
rithm, the trust degree of Helper‐Txw is updated, and
Helper‐Txw is classified into one of four trust categories. As
shown in Figure 2, Helper‐Txw would be selected as a coop-
erative friendly jammer if the following conditions are
achieved at the same time:

(i) Helper‐Txw’s trust degree satisfies that αw ≥ αth
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Figure 3: A reputable user.
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Figure 4: A selfish user.
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(ii) Helper‐Txw is classified as a reputable user or an
unstable user

Otherwise, Helper‐Txw would be kicked out of the net-
work, and we go back to the auction scheme to select another
Helper-Tx.

6. Numerical Results

In this section, we present some numerical results of the
reverse auction and the AIMD algorithm. In this paper, we
consider that the WCS is static at a certain time duration.
Therefore, it is assumed that the distances between users
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Figure 5: An unstable user.
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Figure 6: A greedy user.

Table 1: Simulation parameters.

Simulation parameter Value

The maximum power of the BS Pm
b (dBm) 30

The maximum power of Helper‐TxnPm
j (dBm) 30

The number of antennas of the BS 4

The number of antennas of Helper‐Txn 4

The interference temperature limit imposed at user 1Γ 0.1

The distances between the BS to user 1 and Eve db,u db,eð Þ (m) 120

The distance between Helper‐Txn and user 1djn ,u (m) 150

The distance between Helper‐Txn and Eve djn ,e (m) 100

Noise power spectral density N02 (dBm/Hz) -127

Transmission bandwidth B (MHz) 10
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are fixed in this time duration, while the results of a static
WCS can be well applied to a dynamic WCS. The simulation
parameters are shown in Table 1. The values of these param-
eters are set according to the general guidelines in the existing
literatures.

6.1. Auction Scheme Evaluation. In the WCS, each Helper-Tx
reports its private information to the BS. It is assumed that
each Helper-Tx does not know the reported valuation of
other Helper-Txs. The reported valuation of each Helper-
Tx obeys the probability density function: e−xn , where the
random variable xn ≜ v−nðg−nÞ (xn ∈ ½0,+∞� and Ð +∞

0 e−xndn
= 1). In the simulation, we adopt random variable xk instead
of calculating πnRs,nðn = 1, 2,⋯NÞ. This randomly generated
variable does not affect the outcome of the mechanism. For
simplicity, we assume that the price paid per unit of secrecy
rate is πn = 1, ∀n.

Specifically, we consider a system with N = 5Helper-Txs,
and the BS would select K = 1 jammer. A random sample of
these jammers’ secrecy rates is obtained as [1.3610, 0.5184,
0.3954, 1.5313, 0.9302]. Figure 7 shows the expected payoff
of each Helper-Tx versus the reported valuation. Specifically,
the payoff of each Helper-Tx is the transmission time to
access the data link. At each reported valuation, a large num-
ber (106) of sample values is randomly generated to calculate
the utility of each Helper-Tx. We can obtain that truth-telling
is the dominant strategy in the reverse auction. Each Helper-
Tx can expect its maximum payoff when reporting its valua-
tion truthfully. For example, the true valuation ofHelper‐Tx2
is 1:3610, and as we can see in Figure 7, Helper‐Tx2 gets the
maximum utility 0:1268 when it reports its true valuation.
Furthermore, a Helper-Tx with a lager valuation can gain a
larger utility. As each selected Helper‐Txn has to pay a
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Figure 7: The expected payoff versus the reported valuation.
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transfer payment, the maximum expected utility of the
Helper-Tx is less than unðĝnÞ.

In Figure 8, we illustrate the expected utility versus the
reported valuation of Helper‐Tx1 with different K . It is
obtained that Helper‐Tx1 gains the maximum expected
utility when it reports the true valuation (1:361) with differ-
ent K . With K increases, Helper‐Tx1 gains a higher
expected utility. It is because that as K increases, the prob-
ability that Helper‐Tx1 is being selected as a jammer
becomes higher. Furthermore, it is observed that when K
= 3, the expected utility tends to be fixed as the reported
valuation increases.

In Figure 9, we compare the BS’s utility under the reverse
auction scheme with two cases and the Vickrey auction. It
shows that the UBM case outerforms the CP case in terms
of the BS’s utility. In addition, we can see that for the two
cases, the reverse auction scheme outperforms the Vickrey
auction scheme. These results show that the reverse auction

scheme is valid and has a better performance than the Vick-
rey auction scheme.

Figure 10 compares the secrecy rate under the reverse
auction scheme for UBM case, CP case, and the Vickrey
auction scheme. We can see that the reverse auction scheme
has a better secrecy performance than the Vickrey auction.
It can be explained that our reverse auction takes the
secrecy performance of each Helper-Tx into consideration,
while the Vickrey auction only considers the price of each
Helper-Tx.

In Figure 11, we illustrate the interference cost under CP
case and the Vickrey auction scheme. In the UBM case, there
is almost no interference cost and can be ignored. It shows
that as the transmission power of jammer increases, a higher
interference cost is incurred to the BS. In addition, the
Vickrey auction scheme causes more interference cost to
the BS than the reverse auction scheme. This result shows
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Figure 11: The interference cost under the reverse auction scheme
for CP case and Vickrey auction.
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Figure 12: Secrecy performance with different number of jammers
at the same location.
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that the reverse auction scheme has a better performance to
degrade the interference to the BS.

6.2. Optimal Beamforming Evaluation in the UBM Case. In
this subsection, we focus on the joint beamforming optimiza-
tion of the BS and jammers. In Figure 12, we illustrate the
total secrecy rate versus the transmitted power of the BS with
K = 1, 3, 5 jammers at the same location (djk ,p = 150m, djk ,e
= 100m). It is observed that with the number of jammers
increases, the secrecy rate decreases. It means that more jam-
mers can not further improve the secrecy rate. This figure
validates the Proposition 1, where the optimal secrecy rate
can be achieved by selecting a one best Helper-Tx as jammer,
i.e., K = 1.

In Figure 13, we compare the secrecy performance of the
proposed algorithm (“Joint opt.” in the figure) with the
jammer-only optimization (“Jammer-only opt.”) algorithm.
In the proposed algorithm, both the beamforming vector of
the BS (wb) and the beamforming vector of the jammer (w j)
are optimized. In the jammer-only optimization algorithm,
the beamforming vector of the BS (wb) is designed as homoge-
neous isotropic, and only the beamforming vector of the
jammer w j is optimized. Figure 13 shows the performance
improvement by the proposed joint optimization algorithm
compared with the jammer-only optimization algorithm. In
this figure, we select K = 1 and K = 2 jammers at the same
location with the jammer-only optimization algorithm. We
can obtain that in jammer-only optimization algorithm, more
jammers cannot cause more interference to Eve.

In Figure 14, we illustrate the secrecy rate of Helper-Txs
at different locations. The location of a Helper-Tx represents
its private information (the CSI). It is obvious to see that the
secrecy rate would be worse when dj,p decreases or dj,e
increases. It can be explained that when dj,p decreases or
dj,e increases, the jammer would cause more interference to
the data link or less interference to the wiretap link, respec-

tively. This result shows that the location of a Helper-Tx is
critical to be selected as a jammer. Thus, a mechanism to
make sure each Helper-Tx reports their CSI truthfully is the
main task in a jammer selection scheme.

Figure 15 illustrates the performance comparison with
regard to the trust degree for different distances between
the jammer and user1. As we can see, the expected secrecy
rate increases with a higher trust degree. Thus, we consider
a Helper-Tx with a higher trust degree as a more trustworthy
friendly jammer. Besides, Figure 15 also leads us to the con-
clusion that we can get a better expected secrecy rate when
the jammer is farther to user1. The reason is that jammer
would cause more interference when it is closer to user1,
which means the distance is also an important design param-
eter in the jammer selection scheme.
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Figure 15: The expected secrecy rate versus the trust degree with different dj,u.
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In this paper, the jamming distance is defined as the dis-
tance between the friendly jammer and Eve, i.e., dj,e. It is
assumed that Eve is one of legitimate users; thus, we can
obtain the jamming distance. In Figure 16, we illustrate the
optimal transmit power of the jammer over different maxi-
mus power of the BS (Pm

b ). Obviously, as P
m
b increases, the

jammer should transmit the artificial noise with a higher
power. The reason is that the transmited message of a higher
power needs more artificial noise to protect. Figure 16 also
shows that with the jamming distance increases, a higher
transmit power �P⋆

j of the friendly jammer is required. Then,
there is a higher upper bound of the jammer’s residual
energy. In other words, a jammer farther away from Eve
should have more residual energy to guarantee the secrecy
performance.

6.3. AIMD Mechanism Evaluation. In Figure 17, taking an
unstable user as an example, we illustrate the reputation
update process with different kinds of AIMD mechanisms.
As we can see in Figure 17, when ρ1 goes up and ρ2 goes
down, both the rates of increasing and decreasing slow down.
In such a situation, the historical reputation plays a more
important role while the AIMD mechanism is not sensitive
to current reputation. Figure 17 also leads us to the conclu-
sion that when p decreases, the rate of increasing stays the
same while the rate of decreasing slows down. As the value
of p is the degree of penalty, and it is related to the damage
level caused by selfish behavior of a jammer. Thus, a lower
value of p means a lower penalty while the reward stays the
same.

7. Conclusion

This paper presents a trustworthy friendly jammer selection
scheme with truth-telling for WCS. We develop a reverse
auction scheme to enforce truth-telling as the dominant
strategy for each Helper-Tx. We prove that the BS can
achieve the highest secrecy rate by selecting a one best

Helper-Tx as the jammer. Furthermore, we introduce trust
category and trust degree to evaluate the trustworthiness of
each Helper-Tx. We then design a selection scheme based
the trust category and trust degree for the EC to select a
one best Helper-Tx. Lastly, we present numerical results to
demonstrate the performance of our proposed jammer
selection scheme. As a part of our future work, we plan to
investigate the problem of joint relay and jammer selection
in the WCS.

Appendix

Proof of Proposition 1

According to (3), the secrecy rate of the WCS when selecting
n Helper-Txs can be expressed as RsfJ ng = log2ðΨnÞ. When
n = K , Ψk could be obtained, leading to the largest RsfJ Kg.
As a result, it is the optimal choice to select K Helper-Txs
as jammers in the WCS.

It is assumed that TrðWjn
Hjn ,uÞ≫ δ2u and TrðWjn

Hjn ,eÞ
≫ δ2e . Thus, we can omit δ2u and δ2e in the denominator of
γu,n and γe,n, respectively. As q1 ≥ q2 ⋯≥qN , we could obtain
that

γu,1
γe,1
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Then, we obtain the result expressed as
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It is assumed that γu,1 ≫ 1 and γu,f1,2g ≫ 1. We can com-
pare Ψ1 = ð1 + γu,1Þ/ð1 + γe,1Þ and Ψ2 = ð1 + γu,f1,2gÞ/ð1 +
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Figure 17: An unstable user: reputation update with different
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Thus, K = 1 is the optimal choice in the jammer selection
scheme, which completes the proof of Proposition 1.
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Local differential privacy has been considered the standard measurement for privacy preservation in distributed data collection.
Corresponding mechanisms have been designed for multiple types of tasks, like the frequency estimation for categorical values
and the mean value estimation for numerical values. However, the histogram publication of numerical values, containing
abundant and crucial clues for the whole dataset, has not been thoroughly considered under this measurement. To simply
encode data into different intervals upon each query will soon exhaust the bandwidth and the privacy budgets, which is
infeasible for real scenarios. Therefore, this paper proposes a highly efficient framework for differentially private histogram
publication of numerical values in a distributed environment. The proposed algorithms can efficiently adopt the correlations
among multiple queries and achieve an optimal resource consumption. We also conduct extensive experiments on real-world
data traces, and the results validate the improvement of proposed algorithms.

1. Introduction

Integrating the IoT with strong intelligent capability has been
one major trend of the IoT system design. However, one
prominent prerequisite of AI-driven IoT is the ubiquitous
support of sensing data [1]. Recently, the pervasive adoption
of smart devices provides unprecedented opportunities for
data collection, benefiting the development of AI-driven IoTs
[2]. However, the severe concerns on privacy have thwarted
the data sharing. Therefore, this paper introduces a novel
framework for distributed data statistic collection in IoTs,
especially the statistics over numerical data.

Within the privacy preserved data collection, local differ-
ential privacy [3] has dramatically extended the capability on
the derivation of diverse statistic information in distributed
manners [4, 5]. It jointly preserves the sensitive information
for data contributors under strict privacy preservation, while
allowing the absence of a trusted third party as the data coor-
dinator. It is widely accepted that LDP will be the future
design principle for distributed data query with strong pri-
vacy preservation. Corresponding techniques have already

been adopted by popular systems including Google Chrome
[6], where contents are collected to evaluate the frequently
visited websites. Currently, the studies are majorly and perva-
sively conducted on the frequency estimation of categorical
data [7] and the mean value estimation for numerical data
[8]. In this work, we consider another important topic, the
histogram publication for numerical data under LDP, which
is both critical and not well-handled.

The histogram provides some essential information for
numerical values and can facilitate multiple services [9]. For
example, understanding the distribution of health status
among populations will be pivotal for policy making, which
could be achieved by knowing the scales of exercises through
the fitness data. The histograms can also work as a reference
for numbers of values in concerned subranges, as they can be
estimated via several consecutive bars in histograms. Actu-
ally, the histogram provides more abundant knowledge
compared to the mean value and summation, especially for
its capability on providing the contouring for data distribu-
tion. However, to mindlessly share the data for histogram
publication will severely breach the privacy for contributors
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[10], leading to numerous threats. For instance, the fitness
data will reveal many details of a person, resulting in the
pushing of spam advertisements and the raising on insurance
fees. Fortunately, the local differential privacy provides
potential opportunities for privacy-preserved histogram
construction among multiple data contributors, even with a
malicious data curator [11, 12]. Contributors can publish
perturbed values to the data curator, which will aggregate
the values and share it with data consumers without gaining
significant knowledge on real values.

However, the implementation of the data collection must
be carefully designed, as contributors are less willing to con-
sume too much bandwidth and privacy budgets [13]. Firstly,
contributors may have to spend their network resources to
upload the numerical values to the data curators [14]. This
is extremely unwillingness when many consumers request
histograms with heterogeneous intervals. The heterogeneous
histograms are common for consumers, as they usually hold
different granularities of partition on the range. Some of
them expect a moderate granularity on the whole range,
while others may be interested in fine-grained histograms
on some subintervals. Contributors will perturb the data
values multiple times since the results are usually not reus-
able. The data value could fall in different intervals for differ-
ent queries. Secondly, multiple data consumers may collude
with each other and share their results. Then, the privacy of
contributors will be pushed to an unexpected risk, due to
the compositional property of local differential privacy.

Considering both challenges, current studies on LDP fails
to provide rational solutions. Existing works can be catego-
rized into two folds: LDP for categorical values and numeri-
cal values. The first fold mainly focuses on the frequency
estimation, and they differ in how they achieve a balance
between the variance and the bandwidth consumption.
However, they are incapable for the histogram publication
for numerical values, as there is no inherent category for a
numerical value. An encoding result generated for one histo-
gram could be totally inapplicable for another one. The sec-
ond fold of studies is mainly designed for the mean value
estimation over numerical data, where original data are usu-
ally perturbed into one of two fixed values [15] under LDP.
The perturbed values are gathered by the data curator for
estimation. However, there are few studies designed for the
histogram publication under LDP.

To mitigate the gap, this paper for the first time thor-
oughly studies the problem of histogram publication over
numerical values under LDP. In our framework, multiple
data contributors each hold one numerical data. One semi-
honest data collector acts as the data collector, and multiple
data consumers post their queries with corresponding granu-
larities on histograms. The data curator will distribute the
queries to contributors, who will later upload their noisy
contents to derive the requested histograms.

We first propose two algorithms design for single and
multiple histogram publication. The algorithms apply the
idea of random response and take advantage of the fact that
intervals of different histograms can be overlapped. The
proposed algorithms are proved to achieve the optimal band-
width consumption and privacy preservation, thus improv-

ing the efficiency for histogram publication. This paper also
theoretically analyzes the accuracy and variance for the
derived histogram results, together with the satisfaction on
local differential privacy. Finally, we evaluate the perfor-
mance of all proposed algorithms on real-world datasets,
and the results reveal both the high utility and improved
efficiency for the published values. As far as we know, this
is the first work focusing on the efficient histogram publica-
tion for numerical values under LDP. Our main contribution
includes the following:

(i) A novel framework for histogram publication over
numerical data in distributed manners

(ii) Two efficient algorithms for distributed histogram
publication under LDP, where both the data curator
and consumers are semihonest

(iii) Theoretical analysis on the accuracy, the efficiency,
and the privacy preservation

(iv) Extensive experiments on real dataset to validate the
performance of proposed algorithms

The rest of the paper is organized as follows. Section 2
reviews the literature works. Section 3 proposes the problem
formulation and some preliminaries. Section 4 introduces
two algorithms for histogram publication. The evaluation
results are shown in Section 5. Section 6 concludes the paper.

2. Related Work

2.1. Local Differential Privacy. Local differential privacy [3]
has been currently treated as the standard principle of pri-
vacy preservation for distributed data publication. Existing
works can be organized into two major categories: the pri-
vacy preservation for categorical values and numerical
values.

As for the categorical values, Google designs RAPPOR
and Basic RAPPOR methods [6] to collect the web logs from
users in a private manner. In these methods, the detailed web
logs will not be disclosed, while the service provider can still
extract reliable information like frequently visited websites.
Following the solutions, subsequent studies are conducted
both to extend the capability of data collection and to reduce
the requested bandwidth. The covered topics include the his-
togram distribution [16], the general graph structures [17],
the outliers [18], range counting [19], and the frequent items
[7, 20]. There are also some works [15] trying to conclude
current studies on LDP and providing guidelines for applica-
tions. The efficiency of these methods is analyzed and
discussed. However, these works are majorly designed for
categorical values [21], where each data item has an inherent
category. As for the numerical values, the extension is
nontrivial. Either multiple encoded vectors or extremely
large bandwidth is required.

The publication of numerical values [22] has also been
studied by several works [23, 24]. Current trends of studies
mainly focus on the differentially private estimation of the
mean value [8, 25, 26]. Duchi et al. initially propose a
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mechanism [8] for numerical data collection under LDP. The
mechanism encodes each datum into one of two fixed values,
which are later decoded and aggregated for analysis. Some
other studies argue that the perturbed values fall out the
original ranges, and designs improved mechanisms for better
utilities [24]. The publication of other types of data, like the
key-value data, is also studied [27]. However, all such
methods are majorly designed for mean value estimation
and incapable for the histogram publication.

2.2. Differential Privacy. The histogram publication is also a
typical task for data publication under typical differential pri-
vacy [9, 28–31]. These works handle the differentially private
releasing of histograms on different types of data structure,
including the numerical values, hierarchical structures,
general graphs, or other sophisticated schemas [32]. Corre-
sponding mechanisms are proposed to reduce the scale of
injected noise. All such methods request the existence of a
trusted third party and ignore the bandwidth consumption
during data collection.

2.3. Distributed Privacy-Preserved Data Publication. The dis-
tributed publication of private IoT data [33] has long been
considered a primary task and focus. Typical techniques like
K-anonymity are applied where the content held by each
participant is at least indistinguishable among other K − 1
participants. These works mainly achieve this by mixing the
contents among a group of related participants [34–36]. For
example, Palanisamy and Liu [37] propose a method for sen-
sitive location concealing, by exchanging information with
users in the same region. However, these studies mainly focus
on the location data, which is just one domain of IoT data,
the guarantees on privacy are also divergent from the differ-
ential privacy.

3. Problem Formulation

This section first provides the corresponding settings for the
privacy-preserved histogram publication and then intro-
duces some preliminaries on local differential privacy.

3.1. Problem Formulation. N data contributors are involved
in the system, denoted as fu1, u2,⋯, uNg. Each contributor
ui holds one content di to be published. As our framework
considers the publication of numerical values, each content
di is assumed to fall in the range of ½DL,DU �, where DL and
DU stand for the minimum and maximum values.

One data curator collects the contents from contributors
and publishes them to data consumers. Specifically, each data
consumer provides l j as the length of intervals in histogram
queries, constituting the query set l1, l2,⋯, lM . The data cura-
tor first publishes the request to contributors. Upon receiving
feedbacks, the data curator aggregates and derives the results
for different queries. It allocates each received content di into
the kth interval Cjk for jth query, where DL + ðCjk − 1Þl j ≤
di ≤DL + Cjkl j. The aggregated counting Rjks are returned
to different data consumers as the final outputs. As for each
data contributor, the total bandwidth spent on the uploading
of di is denoted as Bi.

3.1.1. Adversarial Model. In our framework, the data curator
and the consumers are both malicious. They are honest-but-
curious, which means they will infer the true values upon
receiving the results. In this work, we adopt the local differen-
tial privacy as the measurement for privacy preservation.
LDP allows the arbitrary background knowledge of adversar-
ies while preserving the private contents for data owners.
With LDP, a data contributor ui will publish a noisy version
of the content di to the data curator, which could be either a
value or some relative data structure. The formal definition of
local differential privacy is shown in Definition 1.

Definition 1 (local differential privacy). An algorithm Qð·Þ
satisfies ϵ-local differential privacyðϵ − LDPÞ where ∈≥0, if
and only if for two arbitrary contents Ti and T j,

∀y ∈ Range Qð Þ: Pr Q Tið Þ = y½ � ≤ e∈ Pr Q Tj

� �
= y

� �
, ð1Þ

where RangeðQÞ denotes the set of all possible outputs ofQð·Þ
.

Intuitively, the local differential privacy ensures no signif-
icant information will be disclosed to the data receivers with
arbitrary background knowledge. The parameter indicates
the degree of privacy, where a larger means data contributors
are less sensitive and will produce more accurate results.

3.1.2. Design Object. In our framework, the data contributors
try to minimize their bandwidth consumption during the
data uploading, while their privacy preservation is guaran-
teed. The data curator and consumers try to maintain the
high utility for the derived histograms. Corresponding results
should be both accurate and stable. Generally, the optimiza-
tion goal is formulated as follows:

min  〠
N

i=1
Bi

s:t: E Rjk′
� �

= Rjk, ∀l1, l2,⋯, lM
di is preserved under LDP, ∀i ∈ 1, 2,⋯,Nf g:

ð2Þ

3.2. Preliminaries. Local differential privacy has been applied
as the fundamental method for distributed content collection
with strong privacy preservation. The random response
method provides some basic idea for the implementation of
this property. We take the Basic RAPPOR as an example,
which is designed for the publication of categorical data.

In Basic RAPPOR, assume there is a L-bits vector with
binary entry, denoted as V = ðv1, v2,⋯, vLÞ. vi = 1 indicates
the data item d belongs to the ith category; otherwise, vi = 0.

Then, V0 can be generated by randomized response:

Pr V ′ i½ � = 1
h i

=
1 − 1

2 f , if V i½ � = 1,

1
2 f , if V i½ � = 0:

8>><
>>:

ð3Þ
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Finally,V ′swill be sent to the data curator for subsequent
analysis. Actually, this mechanism of perturbation achieves
LDP property for vector V , which is proved by a previous
work [15]:

Theorem 2. For an arbitrary vector V = ðv1, v2,⋯,vLÞ, the
Basic RAPPOR achieves ϵ − LDP for ∈ = ln ððð1 − ð1/2Þf Þ/
ð1/2ÞÞ2Þ.

The data sampling, where contributors only partially
upload their contents, is also a major strategy for resource
saving in distributed data collection. It is believed that this
can further reduce the disclosure of information. There are
also some works arguing the amplification of the privacy
preservation over data sampling. Li et al. have theoretically
proved the effect [38], as is given in Theorem 3.

Theorem 3. Assume Fð·Þ to be an ϵ-differentially private algo-
rithm and Sð·Þ to be a sampling method algorithm. Then if Sð·Þ
is first applied to a dataset, which is later perturbed by Fð·Þ, the
derived result satisfies ln ð1 + P0ðe∈ − 1ÞÞ1-differential pri-
vacy, where P0 is the sampling probability.

Finally, the compositional property of differential privacy
can also be merged with the LDP.

Theorem 4 (sequential composition [39]). Let fF1ð·Þ, F2ð·Þ,
⋯, Fkð·Þg be a set of functions satisfying differential privacy
and the privacy budgets to be ∈1, ∈2,⋯, ∈k, respectively. Then
applying all Fið·Þs to one data item d0 will provide a ∑k

i=1∈i
-differential privacy.

4. Distributed Histogram Publication under
Local Differential Privacy

This section provides the algorithms for histogram publica-
tion. It first introduces the algorithm designed for single
query; then an efficient algorithm designed for multiple
queries is proposed.

4.1. Baseline Algorithm for Single Query. The first algorithm
helps the data curator collect data from contributors for
one single query. The main idea of this algorithm is to first
convert the numerical value into categorical version and then
applies typical mechanisms like the Basic RAPPOR. This
conversion is feasible as a single query will provide a fixed
partition on the whole range. We name the algorithm as Sin-
gle Histogram Publication to distinguish it with subsequent
methods, SHP for short.

In SHP, the data curator initially receives the query from
data consumers, i.e., the width l0 for each interval in histo-
gram and the privacy budget ϵ0. The data curator pushes
the parameters to all data contributors, together with the
range ½DL,DU �.

4.1.1. Local Encoding. Upon receiving the message, each
contributor ui first encodes her value di into vector

Di = 0,⋯,0, 1, 0,⋯,0ð Þ, ð4Þ

where the jth entry equals 1 when

DL + j − 1ð Þl0 ≤ di ≤DL + j · l0: ð5Þ

With the vector Di, SHP applies the typical perturbation
mechanisms like Basic RAPPOR, where

f = 2
e∈/2 + 1 : ð6Þ

Assume the perturbed vector to be Di′, and contributor ui
uploads this vector to the data curator.

4.1.2. Decoding and Publishing. The data curator will first
collect the vectors from all contributors. Then, it decodes
and aggregates the vectors to derive the estimated counting
for values in each interval. For each interval Ck, the number
of contents that fall in this slot is calculated as

Rk =
Di′Dik′ = 1
��n o			

			 − 1/2 ⋅ f ⋅N
1 − f

, ð7Þ

where k·k indicates the number of elements in the set.
Finally, the data curator publishes the estimated results

ðR1, R2,⋯Þ to the data consumer.

4.1.3. Analysis. Several properties should be analyzed for the
proposed algorithm, including the accuracy for the derived
results, the guarantee on privacy preservation, and the
efficiency.

Firstly, SHP provides an unbiased estimation for the his-
togram when applying Basic RAPPOR as the perturbation
mechanism. The analysis is as follows: according to the prop-
erty of the perturbation mechanism, the data curator can
aggregate the vectors and derive an unbiased estimation on
the histogram, as

E Rkð Þ = R0
k, ð8Þ

where R0
k is the original result derived from all vectors fD1,

D2,⋯,DNg. Meanwhile, SHP generates each vectorDi by pro-
jecting di into a corresponding interval. Then, the only 1 in
Di exactly refers to the index of interval di belonging to.
Therefore, SHP can provide an unbiased estimation in each
interval.

Theorem 5 (unbiased estimation). The published result of
SHP is an unbiased estimation for the real histogram, i.e.,
EðRkÞ = kfdi ∣DL + ðk − 1Þl0 ≤ di ≤DL + k · l0, ∀i ≤Ngk.

Furthermore, the variance of SHP is determined by the
applied perturbation mechanism, as generating Di will intro-
duce no extra randomness.
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Now, we discuss the capability of privacy preservation of
SHP. The analysis is also straightforward. The information in
Di is preserved with local differential privacy, where the pri-
vacy budget is ϵ0. Furthermore, Di provides identical infor-
mation with di in the histogram publication, according to
the encoding phase. Therefore, SHP can preserve the private
content for each contributor with expected differential
privacy.

Theorem 6 (local differential privacy). SHP can preserve the
numerical content of each contributor with ϵ0 local differen-
tial privacy.

Finally, we briefly discuss the efficiency of SHP. The
bandwidth spent on content uploading is OððDU −DLÞ/l0Þ.

The time complexity for each contributor is also OððDU
−DLÞ/l0Þ during the encoding phase and OðN ⋅ ððDU −DLÞ
/l0ÞÞ for the data curator during the decoding phase.
4.2. An Efficient Algorithm for Multiple Queries. This part
gives the algorithm for histogram publication towards multi-
ple queries. These queries could be heterogeneous on their
widths of intervals, making the data publication nontrivial.
To simply apply SHP for each query separately will consume
huge bandwidths and privacy budgets. Therefore, the main
idea of the proposed algorithm is to implement a single-
time publication meeting all queries, to improve the effi-
ciency for contributors. The algorithm is named as
Composited Histogram Publication, CHP for short.

Initially, the data curator receives the queries from multi-
ple data consumers, each with a set of parameters ðli, εiÞ.
CHP extracts the minimum privacy budgets ε0 = miniεi,
which will provide a most rigorous privacy preservation for
contributors. Then, CHP adopts all lis. It first derives
intervals for all queries and records the boundaries for these
intervals as

W11,W12,⋯,W1K1f g, W21,W22,⋯,W1K2f g,⋯,f
· WM1,WM2,⋯,WMKMf gg: ð9Þ

Then, CHP arranges all boundaries on one single line in
an ascending order. The start point of the line is DL, and
the end point of the line is DU . CHP merges multiple bound-
aries when they refer to the same value. After the arrange-
ment, CHP derives an integrated partition on ½DL,DU �,
denoted as

W1,W2,⋯,WK0f g, ð10Þ

where W1 =DL and WK0 =DU . At the end of this phase,
CHP distributes the partition together with the privacy
budget ϵ0 to all contributors.

4.2.1. Local Encoding. Upon receiving the partition on whole
range, each contributor ui first encodes her value di into the
vector similar with SHP:

Di = Di1,⋯,DiK0−1
� �

, ð11Þ

where the Dij = 1 when

Wj ≤ di ≤Wj+1 ð12Þ

and Dij = 0 otherwise.
With the vector Di, CHP also applies the typical pertur-

bation mechanisms, for example, Basic RAPPOR, with the
following perturbation probability:

f = 2
e∈0/2 + 1 : ð13Þ

Finally, the perturbed vector Di′will be sent to the data
curator.

4.2.2. Decoding and Publishing. In this phase, the data curator
will fuse the vectors collected from contributors and estimate
the accumulated contents within each interval. Then, the
data curator generates and publishes results for consumers,
respectively.

In the first step, CHP estimates the counting Rk for each
interval ½Wk,Wk+1� in the integrated partition as

Rk =
Di′Dik′ = 1
��n o			

			 − 1/2 ⋅ f ⋅N
1 − f

, ∀k ≤ K0:: ð14Þ

In the second step, for each consumer, CHP estimates the
counting in each interval by accumulating the corresponding
intervals in the integrated partition.

Rij = 〠
q

h=p
Rh, ð15Þ

where Rij indicates the number of numerical values falling in
range ½Wij,Wij+1� and Wp =Wij,Wq =Wij+1.

Finally, the data curator distributes the corresponding
result set Ri to each consumer.

4.2.3. Analysis. Now, we analyze the performance for CHP.
This part first proves that CHP can derive unbiased estima-
tion of histograms for all data consumers. Then, the guaran-
tee on differential privacy is given. Finally, this part shows the
efficiency of CHP on bandwidth consumption.

The estimation in CHP includes three major steps: the
generation of the integrated partition, the vector encoding
and decoding, and the counting of outputs for each con-
sumer. In the first step, CHP guarantees that there will be
exactly a continuous set of intervals Wi,Wi + 1,⋯,Wi+p
covering the same range for every ½Wjk,Wjk + 1�. As for each
of the interval in the set, the encoding and decoding in CHP
will provide an unbiased estimation for the counting of
numerical values inside. Finally, CHP estimates the result
for ½Wjk,Wjk + 1� by adding up the results for intervals in
Wi,Wi + 1,⋯,Wi+p. This accumulation is a combination
of unbiased estimation covering the same range, and thus,
the final output is unbiased. The following theorem gives
the corresponding conclusion.
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Theorem 7 (unbiased estimation). In CHP, the data curator
provides unbiased histograms for all data consumers.

Similar with SHP, the variance of the estimated result for
CHP is also determined by the adopted perturbation mecha-
nism. The major difference is the composition of multiple
intervals during the final step, which will not change the scale
of the variance.

Now, we discuss the property of differential privacy for
CHP. It is obviously that CHP can provide ϵ0-local differen-
tial privacy for each contributor. The analysis is the same
with SHP as CHP applies the similar idea for data encoding
and perturbation.

Furthermore, CHP allows each contributor to publish
only once to respond for all queries. This is different from
the baseline solution where SHP has to be applied M times,
due to the heterogeneous partitions on the range. In the later
case, it should be noticed that multiple data consumers could
be malicious, and they will collude by sharing their results.
Then, the actual privacy budget could be larger than M ⋅ ε0,
which is much worse and usually unacceptable for data con-
tributors. Theorem 8 states this property.

Theorem 8 (local differential privacy). CHP preserves the
numerical content of each contributor with ϵ0-local differen-
tial privacy, even if the data consumers are malicious and
comprehensively share their results.

Finally, we discuss the efficiency of CHP. The bandwidth
consumption for each contributor is no more than Oð∑M

i=1
ðDU −DLÞ/liÞ. Accordingly, the time complexity for each
contributor is also Oð∑M

i=1ðDU −DLÞ/liÞ, while the time

complexity for the data curator in deriving the results is O

ðð∑M
i=1ðDU −DLÞ/liÞ

2Þ.
Actually, CHP also guarantees the minimum number of

bits in providing unbiased estimation for all queries. This
property indicates CHP achieves optimal efficiency on band-
width consumption. Theorem 9 shows the property and
analysis.

Theorem 9 (efficiency). With the unbiased perturbation
mechanism, CHP achieves the unbiased estimation for all his-
tograms with minimum number of encoding bits.

Proof 1.We prove the theorem by contradiction. To derive an
unbiased estimation for all queries, the boundaries in each of
them must also appear in the integrated partition. This is
exactly the same with the construction of the integrated
partition.

Now, assume that some consecutive intervals can be
merged to reduce the total bits, i.e., Ri and Rj, while the unbi-
ased estimation is kept. Then, some boundaries in the inte-
grated partition will be eliminated, i.e., the boundary
between Ri and Rj. This is contradicted with the requirement
where the boundaries for all queries should be retained for

unbiased estimation, as the boundary between Ri and Rj is
generated according to some queries.

Therefore, no intervals in CHP could be merged, and the
minimum number of encoding bits is achieved.

4.3. Discussion. Our framework assumes that each partici-
pant holds exactly one content. However, it can also fit par-
ticipants with multicontents. The extension could be
achieved by two strategies. In the first category, a participant
can encode each of her content into one independent bit vec-
tor, and then uploads these vectors to the service provider. In
this case, the total bandwidth of uploading is determined by
the scales of contents and the bits for encoding. In the second
category, a participant can first encode each of her content
according to the first strategy. Then, these bit vectors will
be accumulated, and each entry of the aggregated vector will
record the total number of vector with “1” for the same entry
in the vector. In this later case, the total number of bandwidth
will be determined by the bits within one vector, which is sig-
nificantly reduced when compared with the first strategy. We
can also prove the results are still unbiased, which can be
extended from Theorems 5 and 7.

5. Evaluation

This section evaluates the performance of the proposed algo-
rithms.We adopt the salary data collected for normal citizens
in the United States [40]. Specifically, we extract the informa-
tion in New York city, San Francisco, and Baltimore, respec-
tively. The statistics of the three cities are shown in Table 1.
In our evaluation, multiple data consumers expect to derive
the distribution of incoming levels in different granularities.
Therefore, they will post their requests on histogram publica-
tion. The data contributors will publish their data to the con-
sumers, and the privacy concerns and the bandwidth
consumption should be treated. The data curator acts as the
coordinator among the two sides.

As the extension of current studies on numerical values is
nontrivial, we compare their performance with one baseline
algorithm. In this algorithm, the data contributors respond
to each consumer separately. To thwart the collusion among
consumers, the baseline algorithm requests the consumers to
share the privacy budgets among multiple responses, e.g.,
assume the total privacy budgets to be ϵ0, then a contributor
will apply ∈0/K budget to each of K queries. We also compare
the performance with the sampling algorithm.

The metric applied for the evaluation is the mean square
errors (MSE for short). Furthermore, we run each test group
20 times to alleviate the influence of randomness.

Table 1: Statistics for datasets.

Total contributors Max salary Min salary

Baltimore 13,683 250,000 1,800

New York 138,715 297,625 1

San Francisco 291,825 515,102 0
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5.1. Basic Performance. This part studies the basic perfor-
mance for all proposed methods. We are interested in both
the derived results and the overall effectiveness of themethods.
The parameter settings are as follows: there are three con-
sumers in the system, requesting 3-fold, 5-fold, and 7-fold his-
tograms, respectively. They share the total budgets with ε = 15,
where the baseline algorithm partitions the budgets among all
three consumers. Our proposed algorithms, on the other
hand, can allocate all budgets in one output.

The results are shown in Figures 1–3. As we see, the pro-
posed algorithms provide better utilities. They outperform
the baseline algorithms in all groups and achieve more accu-
rate shapes for histograms. The difference is actually very sig-
nificant, when considering there are many data values

belonging to some intervals to reduce the influence of
randomness.

We also compare the MSE performance of all algorithms
with various privacy budgets. In this group, the privacy bud-
gets vary from 3 to 18. According to the results in Figure 4,
the proposed algorithms can reduce the MSE for histograms.
The improvement is more significant when the privacy bud-
gets is relatively large. We can see that CHP will introduce
few errors when ε = 18, indicating the achievement of high
accuracy. The reason is that these algorithms bypass the par-
tition of budgets towards multiple queries, thus reducing the
noise in published data.

Finally, the performance for San Francisco is worse than
those for NYC and Baltimore. One potential reason is that
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Figure 1: Multigranularity histograms for Baltimore.
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Figure 2: Multigranularity histograms for New York city.
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Figure 3: Multigranularity histograms for San Francisco.
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some intervals of histograms for San Francisco include few
data values. However, the noise in the outputs still exists,
which will be aggravated and lead to severe increase on MSE.

5.2. Heterogeneous Data Consumers. Within the real histo-
gram publication, data consumers could be diverse on their
behaviors. Therefore, the performance should be validated
under different circumstances. In this part, three groups of
data consumers are considered. The first group includes
one single consumer, requesting a 10-fold histogram. The
second group includes three data consumers requesting 3-

fold, 5-fold, and 7-fold histograms. The third one has 5 con-
sumers inside, whose requests are 3 folds, 5 folds, 7 folds, 10
folds, and 15 folds. The privacy budget is 15, and the sam-
pling ratio is 0.8. The results are shown in Figure 5.

We observe that CHP and the sampling-based algorithm
can maintain a similar performance among different groups,
besides their low MSE. This is due to the fact that both algo-
rithms request the data publication to be executed only once
for multiple queries. Nevertheless, the baseline algorithm will
execute the publication once for each queries. Then, the per-
formance will suffer dramatic falling when the number of
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Figure 6: Encoding bits with different methods.
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queries rises. We also observe that CHP reduces the number
of total bits for encoding in Figure 6, which is already notice-
able with very few queries.

We also compare the performance among different
queries. Figure 7 shows the MSEs for 3-fold, 5-fold, and 7-
fold histograms. According to the results, both CHP and
the baseline algorithm can guarantee relatively similar
performance on all queries. This again validates our analysis
that the variance is determined by the privacy budgets, which
are identical for different queries and their folds.

6. Conclusion

Local differential privacy provides novel paradigms for dis-
tributed and safety data queries. Various techniques have
been designed towards heterogeneous categories of queries.
However, the histogram, providing some essential informa-
tion for the numerical data, has not been thoroughly
considered. Existing methods are either incapable or lead
to unwillingness resource consumption. As a result, this
paper proposes a novel framework towards the differen-
tially private publication of histogram over numerical
values. A novel encoding mechanism is designed where
the numerical data could be encoded once for multiple
queries. It achieves highly efficient bandwidth consumption
and can reduce the unnecessary waste on privacy budgets.
The accuracy of derived results, the optimization on band-
width consumption, and the strict privacy preservation are
analyzed for all algorithms, and we also discuss the exten-
sion for online queries.
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To stimulate large-scale users to participate in the big data construction of IoT (internet of things), auction mechanisms based on
game theory are used to select participants and calculate the corresponding reward in the process of crowdsensing data collection
from IoT. In online auctions, bidders bid many times and increase their bid price. All the bidders want to maximize their utility in
auctions. An effective incentive mechanism can maximize social welfare in online auctions. It is complicated for auction platforms
to calculate social welfare and the utility of each bidder’s bidding items in online auctions. In this paper, a transaction trade-off
utility incentive mechanism is introduced. Based on the transaction trade-off utility incentive mechanism, it can make the
forecasting process consistent with bidding behaviors. Furthermore, an end-price dynamic forecasting agent is proposed for
predicting end prices of online auctions. The agent develops a novel trade-off methodology for classifying online auctions by
using the transaction trade-off utility function to measure the distance of auction items in KNN. Then, it predicts the end prices
of online auctions by regression. The experimental results demonstrate that an online auction process considering the
transaction utility is more consistent with the behaviors of bidders, and the proposed prediction algorithm can obtain higher
prediction accuracy.

1. Introduction

With the rapid development of IoT and e-commerce, the tra-
ditional model of commodity trading and resource allocation
has changed. Online market platforms like eBay, Yahoo, and
Amazon have attracted more and more trading users. eBay is
the leading auction market platform, and it adopts the
English auction format. There are more than 100 million
members and 20 million items for sale at any given time.
Auction is an important mechanism of economic exchange
[1]. Online auction is an online marketing model on the
internet, which has turned out to be an effective way to allo-
cate goods and resources [2–4]. It has become an important
form of e-commerce. Online auctions have attracted more
and more scholars’ attention and research. Online auctions
will produce a large amount of electronic transaction data
in a transaction process, which contains enough economic

behavior information and product information. A lot of
researchers studied the distributed data collection and pri-
vacy problems [5–7]. It is beneficial for all buyers, sellers,
and marketplace managers to make full use of these transac-
tion data for predicting the end prices of online auctions
using machine learning algorithms, data mining technology,
and time series analysis [8–10].

Many firms can be offered a great benefit by efficient
strategies in social networks [11]. An auction problem can
be regarded as a resource allocation problem [12–14]. To
allocate resources reasonably, the utility should be consid-
ered. Considering transaction utility is more suitable for bid-
ding behaviors in auctions. As the utility of items is different
for everyone in online auctions, not all items can be sold at a
uniform price. We restrict items to bidders with very simple
utility functions which we call “transaction trade-off utility
function” in this paper.
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Transaction utility is considered as possibly the determi-
nant that affects bidding behaviors [15]. In systems, the
social welfare should be maximized through the design of
incentive mechanism [16]. But many online auction formats
including English auction, Dutch auction, first-price sealed-
bid, and second-price sealed-bid do not consider and calcu-
late bidders’ utility. Without considering bidders’ utility and
bidding motivation, the prediction algorithm with a good
effect on a homogeneous dataset may not work well on het-
erogeneous datasets.

According to the above discussions, we research a trans-
action trade-off utility incentive mechanism and give the
lemmas and proofs about item allocation problems in online
auctions. In our model, the online auction framework of con-
sidering transaction utility is shown in Figure 1.

Agent technology is playing an increasingly important
role in online auction platforms. An end-price dynamic
forecasting agent (EDFA) is proposed, which can use the
transaction trade-off utility incentive mechanism to predict
whether an auction will be successful and how much end
prices are in online auctions. Machine learning algorithms,
which combine transaction trade-off utility, are used to pre-
dict final auction prices. EDFA predicts the end prices of
online auctions in two phases: phase 1 for classifying online
auctions by using the transaction trade-off utility function
in KNN and phase 2 for predicting end prices of online
auctions by regression. The results illustrate that the pro-
posed algorithm considering utility not only improves the
accuracy of a homogeneous dataset but also improves the
accuracy of a heterogeneous dataset. As predicting whether
an auction item will be sold, the proposed algorithm gave
about 98% accuracy.

According to the bidding behaviors and price prediction
problems in online auctions, the specific contributions of this
work are shown as follows.

(1) To better understand the allocation process of auc-
tion items and transaction utility, we present a trans-
action trade-off utility incentive mechanism and the
related lemmas and proofs. The proposed transaction
trade-off utility incentive mechanism can maximize
the utility of auction platforms and bidders

(2) Considering the transaction utility and bidding moti-
vation, a transaction trade-off utility incentive mech-
anism is proposed. To improve the accuracy of
classification and prediction, the transaction trade-
off utility function is proposed by combining KNN
and regression named as the transaction trade-off
utility prediction (TTUP) algorithm. The transaction
trade-off utility function includes three aspects of
GSP auctions, which are a reserve price, a click-
through rate, and the number of item impressions.
The function is used to classify in KNN, and end
prices of online auctions are predicted by regression

(3) We conduct comparison experiments on homoge-
neous and heterogeneous auction dataset to verify
the effectiveness and accuracy based on the proposed
transaction trade-off utility incentive mechanism and
the TTUP algorithm. All results show that the pro-
posed mechanism and algorithm are significantly
better than other system algorithms both in terms
of bidding behaviors and prediction accuracy

The rest of the paper is organized as follows. The related
works are introduced in Section 2. In Section 3, we present
the transaction trade-off utility incentive mechanism, includ-
ing the proposed end-price dynamic forecasting agent, the
system model, and the proposed algorithm TTUP. Experi-
ments and results are explained in Section 4. We conclude
the paper and provide our further research in Section 5.

Bidders

Transaction trade-off
utility prediction

algorithm

Online market
platform

Bidding
strategies

End price
Prediction

model

RegressionKNN

Analyzing prediction algorithm

Figure 1: The architecture of an online auction system.
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2. Related Works

Bidders in online auctions face difficulties when looking for
the best bidding strategies to win their interesting items.
Many kinds of research focus on the design of bidding strat-
egies. Kaur et al. [17] proposed a comprehensive methodol-
ogy and designed bidding strategies with regression analysis
and negotiation decision functions. Carbonneau and Vahi-
dov [18] proposed an approach to facilitate multiattribute
bidding in single-attribute auctions. Sayman and Akcay
[19] indicated transaction utility can explain some bidding
patterns on eBay. They showed that both underbidding and
multiple bidding behaviors can be consistent with utility
maximization if the buyer’s utility incorporates a transaction
utility component. Wang et al. [20–22] proposed a truthful
incentive mechanism and improved the two-stage auction
algorithm in mobile crowdsourcing. Efficient incentive
mechanisms and auction algorithms can improve the effi-
ciency and utility of the systems.

In the data mining and machine learning field, there are a
lot of researches on predicting price. Many researchers used
data mining techniques to predict price. The history auction
data can be exploited for predicting the end-price of an auc-
tion by using support vector machines, k-nearest neighbor,
clustering, regression, and multiple binary classifications
[23–27]. Many different approaches have been proposed for
predicting the end price of online auctions. Li et al. [28] used
machine learning algorithms and traditional statistical
methods to forecast the final prices of auction items. Ghani
[29] predicted the end prices of online auctions using classi-
fication and regression trees, multiclass classification, and
multiple binary classification methods. Heijst et al. [8] cre-
ated a support system for predicting end prices on eBay
using the CART regression tree. Khadge and Kulkarni
[30] proposed a system using Naïve Bayes for classification
and kernel mapping SVM for predicting whether an item
maximizes profit or not. Moreover, if the model predicts
the price of Nike shoes, a regression-type model will put
equal weight on the shoe dataset, which may be inappropri-
ate if the goal is to predict an auction price for a Sony laptop.
While some of the brands and product differences can be
controlled using appropriate predictor variables, there might
still be intrinsic differences that are hard to measure. But we
can measure the utility in different item transactions. As for
the researches on using machine learning techniques and
utility theory to predict the end price of the online auctions,
fewer can be found.

The utility function is researched and adopted in some
studies. Using utility function, which measures social welfare
or satisfaction of a consumer as a function of consumption,
can model different consumption behaviors [15]. In [31], the
impact of time-based demand response programs on calculat-
ing incentive payments had been investigated considering the
customer’s utility function. In [32], the utility function was
used to identify different customers’ behavior and determine
appropriate incentive payments to convince different cus-
tomers to participate in the demand response program.

Logistic regression, Bayesian linear regression, decision
trees, and deep recurrent neural network can be regarded as
parametric models. Optimal parameters are usually different
in different datasets, so the same group of parameters does
not apply to predicting different item end-price of online
auctions. The KNN method is a nonparametric model with-
out strict assumption. However, there are many restrictions
in the parametric models. To overcome these limitations of
some parametric models, the proposed TTUP approach has
better adaptability and robustness.

In generalized second-price (GSP) auctions, a reserve
price is an important factor for a pricing model. The impact
of a reserve price on GSP auctions was studied by Edelman
and Schwarz [33]. In [33], the relationship between reserve
prices and revenues was shown. Sellers want to have a rela-
tively higher click-through rate (CTR) and a large number
of impressions [34], which can increase their revenues. Thus,
a reserve price, CTR, and the number of impressions were
added to the proposed transaction trade-off utility function,
and the function also follows this relationship in [33, 34].

Each bidder behaves independently based on his prefer-
ences. Few studies consider transaction utility in price fore-
casting. In this paper, we focus on identifying the bidding
behavior of different bidders and predicting end prices con-
sidering the transaction trade-off utility function. We pro-
pose a novel trade-off utility approach for predicting online
auction end prices based on the transaction trade-off utility
incentive mechanism.

3. The Proposed Transaction Trade-Off Utility
Incentive Mechanism

In this section, we mainly research the proposed transaction
trade-off utility incentive mechanism, which includes the
EDFA and the TTUP algorithm. We describe some attributes
from the vast feature space of online auctions in Table 1.

3.1. The Proposed End-Price Dynamic Forecasting Agent. The
EDFA is shown in Figure 2. The agent can use auction infor-
mation to rank bidders and predict end prices of online auc-
tions. Formally, our novel trade-off utility approach consists
of four steps. Firstly, the bid server extracts auction history
data and input it. Secondly, the utility-estimator and KNN-
estimator agent determines the best number k of partitions
for input data and then clusters the utility similar auctions
together in k groups. Thirdly, price-predictor forecasts end
prices and designs bidding strategies by regression. Finally,
the model is evaluated and deployed. Then, the optimized
end prices and bidding strategies are output to the bid server.

Table 1: The descriptions for notations in our incentive mechanism
and algorithm.

Notation Description

p The reservation price of an online auction

n The impressions of auction items

c The click-through rate of auction items

U The bidder transaction trade-off utility as a
function of relevant variables

3Wireless Communications and Mobile Computing



3.2. System Model. The utility is a form of measuring con-
sumer satisfaction from commodity consumption and service.
The utility function could accurately measure a consumer’s
preferences. As part of the process, factors such as customer
satisfaction, total bid counts, and the rate of consumption
by customers are considered key to accurately assessing
the utility of the product. Unlike other forms of measuring
the success of a given product, the utility function does not

concern itself with the amount of return generated for the
entity that manufactures and sells the product.

The transaction trade-off utility function is derived from
a novel LP-based approach. It can be written as

ψ xð Þ = 1 − exp x − 1ð Þ: ð1Þ

Figure 2: End-price dynamic forecasting agent.

Figure 3: The process of the proposed incentive mechanism.

4 Wireless Communications and Mobile Computing



Next, the U value of each auction item will be calculated
by Equation (2). We call U as auction transaction trade-off
utility. Let U be the following function:

Ui = c ið Þ × ψ f ið Þð Þ, ð2Þ

where cðiÞ is the CTR of auction item i; f ðiÞ is the fraction of a
reserve price and auction item i’s impression number, that is,
f ðiÞ = pðiÞ/nðiÞ, where pðiÞ is a reserve price of an online auc-
tion for item i and nðiÞ is the number of auction item i’s
impressions.

Transaction trade-off utility distance is proposed to met-
ric auction items. Suppose that auction item i has n feature
variables (x1, x2,⋯, xn), and the transaction trade-off utility
of auction item i is U i calculated by Equation (2). Similarly,
auction item j also has n feature variables (y1, y2,⋯, yn),
and the transaction trade-off utility of auction item j is U j

calculated by Equation (2). The transaction trade-off utility
distance of item i and item j can be calculated as

Dij =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ui −Uj

� �2 〠
n

i=1
xi − yið Þ2

s

: ð3Þ

The process of the proposed incentive mechanism is
shown in Figure 3. The core parts of the mechanism include
data preparation, calculating transaction trade-off utility to
classifying and predicting, and optimization.

3.3. The Proposed Transaction Trade-Off Utility Prediction
Algorithm. In this section, we use the transaction trade-off
utility distance metric to find k-nearest neighbors from auc-
tion items. An algorithm based on KNN can achieve a high

level of accuracy in time series [35]. In [36], the utility had
been modelled to determine the price.

Firstly, the transaction trade-off utility distance of the
feature variables between the auction item i and another
auction item j in the training dataset is calculated by
Equation (3).

Secondly, all the auction items in the training set are
sorted in ascending order according to the distance from
item j.

Thirdly, K data points with the smallest distance from
item i are select.

Finally, K data points will be considered as the category
of item i.

The proposed TTUP algorithm is described in
Algorithm 1.

3.4. Properties of Proposed Transaction Trade-Off Utility
Incentive Mechanism. With the emergence of new market
and resource allocation models on the internet, there is a
need for a new artificial intelligence algorithmic theory of
combining utility theory and machine learning algorithms.
We call bidders with very simple utility functions “single-

Inputs: auction training dataset X, testing dataset Y , the total number of clusters K
Outputs: classifying accuracy, KNeighborsRegressor model
Training Stage:
(1) For i = 1; i++; i < = n
(2) {
(3) transaction trade-off utility distance between any two auction items can be calculated by Equation (3)
(4) classifying the training dataset into K clusters
(5) For k = 1; k++; k < = K
(6) {
(7) get transaction trade-off utility of each cluster
(8) get regression prediction price model for each cluster
(9) }
(10) }
Test Stage:
(11) For k = 1; k++; k < = K
(12) {
(13) If (the transaction trade-off utility distance between test data i and cluster k)
(14) test data i belongs to cluster k
(15) Apply KNeighborsRegressor() to classify and forecast
(16) Obtain the classification accuracy
(17) Obtain RMSE
(18) }

Algorithm 1: The proposed TTUP algorithm

Table 2: Data file description.

Data file name File description Data rows

TraingSet All auctions in April 2013 258588

TestSet
All auctions in the first
week of May 2013

37460

TrainingSubset
All auctions successfully
traded in April 2013

79732

TestSubset
All auctions successfully traded
in the first week of May 2013

9392
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minded bidders” [37]. The proposed algorithm can help
understand online auction repercussions to bid price, auction
strategies, bidding behaviors, and social welfare caused by
auction mechanisms or transaction utility.

Considering that an online auction website is composed
of a set N = f1, 2,⋯, ng of items and a set M = f1, 2,⋯,mg
of bidders. For each bidder i, if he bids for item j, he will
get the utility Uij and pay Pij for bidding item j. In the online
auction platform, the objective function of each bidder is
shown as follows:

max 〠
m

i=1
〠
j∈N

Uij,

s:t: ⋅ 〠
j∈N

Pij ≤ Bi ⋅ ∀i ∈M,
ð4Þ

where Bi is the possessed budget by bidder i.
We assume that the customers, who bid for the same

quantity of items, have the same utility and the same bidding
price. In online auctions, there are different reserved prices,
different bidding strategies, and different budgets. A uniform
price on all items is not feasible, so each bidder will not nec-
essarily get items that she is interested in. We will find that
not all items can be sold at a uniform bidding price.

In the book of algorithmic game theory [37], the combi-
natorial auction problem statement is introduced by Blumro-
sen and Nisan. As they introduced the transaction utility, we
have the following definitions by the proposed transaction
utility.

Definition 1. A utility u is a real-utility function that for each
subset S of items, uðSÞ is the total utility that bidder i obtains
if he receives this bundle of bidding items.

Definition 2. An allocation of the bidding items among the
bidders is S1,⋯, Sn, where Si ∩ Sj =∅ for every i ≠ j. The total
utility obtained by an allocation is ∑iuiðSiÞ. A socially effi-
cient allocation (among bidders with utility valuations u1,
⋯, un) is an allocation with maximum social welfare and util-
ity among all allocations.

Definition 3. The allocation problem among single-minded
bidders is the following:

Input: (Si
∗, ui∗) for each bidder i = 1,⋯, n, where Si∗ is a

bundle of bidding items and ui
∗ is a utility valuation.

Output: a subset of winning bidsW ⊆ f1,⋯, ng such that
for every i ≠ j ∈W, Si

∗ ∩ Sj
∗ =∅ with maximum social wel-

fare ∑i∈Wui
∗.

Lemma 4. The proposed transaction trade-off utility incentive
mechanism is computationally efficient.

Proof. In the proposed transaction trade-off utility incentive
mechanism, KNN and regression algorithms are applied to
bidder grouping and price forecasting. When the number of
samples is n, the time complexity is OðnÞ in the KNN algo-
rithm. Besides, when samples are divided into k clusters,

the prediction price time complexity is Oðn ∗ kÞ in the TTUP
algorithm. The proposed transaction trade-off utility incen-
tive mechanism is computationally efficient because the bid-
ding items and bidders can be selected in polynomial time.

Lemma 5. The proposed transaction trade-off utility incentive
mechanism is truthful.

Proof. When classifying the bidders into K clusters by trans-
action trade-off utility distance, the TTUP algorithm con-
siders reservation price, the total bid counts of an auction
item, and the creditability of a bidder. In online auctions,
each bidder wants to maximize total utility, which indicates
that bidders should tell their truthfulness. Therefore, the

Table 3: The main features and descriptions of dataset 1.

Feature name Feature description

Price End prices of auctions

StartingBid
Minimum transaction price of an

auction

BidCount Number of bids won in an auction

Title Transaction title

QuantitySold Successful sale number (0 or 1)

SellerRating Seller’s rating on eBay

StartDate Auction start date

EndDate Auction end date

PositiveFeedbackPercent
Percentage of positive feedback

received by seller (for all
feedback)

BuyitNowPrice Price for immediate purchase

HighBidderFeedbackRating
eBay rating of the highest-price

bidder

IsHOF
The seller is or not a hall of fame

player (0 or 1)

AvgPrice
Average price of a good in

inventory

MedianPrice
Median price of a good in

inventory

AuctionCount
Total number of auctions in

inventory

SellerSaleToAveragePriceRatio
Proportion of auction goods price

to average price

StartDayOfWeek
The beginning day of the auction

in a week

EndDayOfWeek
The end day of the auction in a

week

AuctionDuration Auction duration days

StartingBidPercent
The ratio of the starting bidding
price to the average transaction

price

SellerClosePercent
The proportion of a seller’s

successful auctions to all online
auctions

ItemAuctionSellPercent
Percentage of successful auctions

in all online auctions
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proposed transaction trade-off utility incentive mechanism is
truthful.

Lemma 6. The proposed transaction trade-off utility incentive
mechanism can maximize social welfare.

Proof. In the proposed transaction trade-off utility incentive
mechanism, social welfare can be shown by ∑i∈Wui

∗, where
W ⊆ f1,⋯, ng is a subset of winning bids. Therefore, social
welfare can be maximized based on the utility of bidders. It
indicates that the proposed transaction trade-off utility
incentive mechanism can maximize the social welfare of
online auction platforms.

4. Experiment and Result Analysis

4.1. Evaluation Metrics

4.1.1. Discrete Prediction. When we predict an auction item
will sell or not, it is a classification problem. We can use an
accuracy metric to judge the performance of our algorithm.
Accuracy metric is defined as follows:

accuracy =
TC
TN

× 100%, ð5Þ

where TC is the number of correct prediction samples and
TN is the total number of prediction samples.

4.1.2. Continuous Prediction.When we predict the end prices
of online auctions, it is a continuous problem. We can use the
root mean square error (RMSE) to evaluate the prediction
performance. RMSE is a widely used numerical prediction
evaluation index. It measures the average deviation degree

between the predicted values and the actual values. The
smaller the value of RMSE is, the better it is. RMSE is defined
as follows:

RMSE =
ffiffiffiffiffiffiffiffiffiffi

MSE
p

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n
〠
n

i=1
E2
i

s

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n
〠
n

i=1
yi − y∧ið Þ2

s

, ð6Þ

where yi is the actual value of sample i, ŷi is the estimate of
sample i, and n is the total number of samples.

4.2. Data. In this section, we use two datasets with eBay auc-
tions. Dataset 1 is downloaded from https://cims.nyu.edu/
~munoz/data/. The dataset contains four data files that are
described in Table 2. Dataset 2 is a real-world dataset on
Canon that we used a special collection program to collect
from eBay. The dataset contains 4889 auction data rows.
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Figure 4: The illustration of impact from bid characteristics.

Table 4: Trade-off utility values with different parameters.

Item c ið Þ p ið Þ n ið Þ Ui = c ið Þ × ψ f ið Þð Þ
f ið Þ = p ið Þ/n ið Þ

A 0.1 0.1 100 0.06318

B 0.1 0.3 100 0.06310

C 0.1 0.5 100 0.06303

D 0.1 0.8 100 0.06292

E 0.1 1 100 0.06284

F 0.3 0.1 100 0.18953

G 0.3 0.3 100 0.18930

H 0.5 0.1 500 0.31602

I 1 0.1 500 0.63205
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We use 70% of the dataset as the training data and 30% of the
dataset as the test set.

The main feature names and descriptions of dataset 1 are
shown in Table 3. Independent variable analysis is the main
diagnostic process used to obtain reliable prediction results.
Because there are many bid characteristics of online auction
data, it is essential to analyze the relationship and distribu-
tion of the independent variables before modelling. Some
main characteristics, which are related to auction price, could
be found by bid characteristic analysis. Figure 4 is a scatter
matrix of auction characteristics in dataset 2, which illus-
trates the impact of bid characteristics. The diagonal is the
histogram of characteristic variables. Through the histogram,
we can see that the price histogram illustrates that price obeys
normal distribution.

4.3. Numerical Simulation and Analysis. Table 4 shows the
calculated trade-off utility values with different online auc-
tion parameters. This has a bigger trade-off utility value in
the relatively higher range of CTR.

Figure 5 represents the trade-off utilities as a function of
impressions. With these online auction parameters, the lower
the reserve prices are, the more the trade-off utilities are at
the same CTR, and the number of impressions. As the reserve
prices increase, the trade-off utilities fall. However, if the
number of impressions exceeds certain values, the reduction
will be less sharp. When the number of impressions reaches a
certain number, the utilities tend to converge.

Table 5 shows accuracy and RMSE in the existing system
and proposed system. The results demonstrate that the end-
price dynamic forecasting agent who adopts the transaction
trade-off utility approach outperforms agents following other
methodologies. The proposed system using the TTUP algo-
rithm gives 98.45% and 97.52% accuracy. The proposed sys-
tem performs best compared with other algorithms. It also
can be found that transaction trade-off utility is a potential
driver of bidders’ behaviors in bidding. Transaction trade-
off utility is also an important factor for predicting end prices
in online auctions.

5. Conclusions

In this paper, we present a transaction trade-off utility incen-
tive mechanism and the related lemmas and proofs. The pro-
posed EDFA is based on the incentive mechanism and
system model. The contribution of this study is twofold: it
is the first study that proposes the transaction trade-off utility
incentive mechanism and transaction trade-off utility func-
tion, and it is the first study that uses transaction utility in
the prediction of online auction end prices. Considering the
transaction utility, our system is good for bidders, sellers,
and the platform markets. Furthermore, social welfare is also
maximized. We tested our price prediction model in a series
of experiments. For both homogeneous and heterogeneous
datasets, our model gives better accuracy. This proposed
transaction trade-off utility incentive mechanism can be used
in other auction prediction systems. Building the EDFA is
then started automatically.

In further work, we plan to use our transaction utility
incentive mechanism in reinforcement learning and transfer
learning. Besides, we will combine offline with online data to
predict the end prices of online auctions.

Data Availability

Dataset 1 in this study can be downloaded from https://cims
.nyu.edu/~munoz/data/. Dataset 2 is available upon request
from the first author.
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Table 5: Model performance.

Dataset 1 Dataset 2
Accuracy RMSE Accuracy RMSE

TTUP 98.45% 4.56 97.52% 5.21

KNN 86.53% 5.11 88.56% 7.96

Linear regression 82.67% 5.56 87.67% 8.79

CART (regression tree) 94.72% 4.88 95.33% 6.16

SVM 95.74% 4.97 94.28% 6.20
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Following the recent advances in the Internet of Things (IoT), it is drawing lots of attention to design distributed algorithms for
various network optimization problems under the SINR (Signal-to-Interference-and-Noise-Ratio) interference model, such as
spanner construction. Since a spanner can maintain a linear number of links while still preserving efficient routes for any pair of
nodes in wireless networks, it is important to design distributed algorithms for spanners. Given a constant t > 1 as the required
stretch factor, the problem of our concern is to design an efficient distributed algorithm to construct a t-spanner of the
communication graph under SINR such that the delay for the task completion is minimized, where the delay is the time interval
between the time slot that the first node commences its operation to the time slot that all the nodes finish their task of
constructing the t-spanner. Our main contributions include four aspects. First, we propose a proximity range and proximity
independent set (PISet) to increase the number of nodes transmitting successfully at the same time in order to reduce the delay.
Second, we develop a distributed randomized algorithm SINR-Spanner to construct a required t-spanner with high probability.
Third, the approximation ratio of SINR-Spanner is proven to be a constant. Finally, extensive simulations are carried out to
verify the effectiveness and efficiency of our proposed algorithm.

1. Introduction

The Internet of Things (IoT) has attracted great attention in
recent years, owing to its potential military and civilian appli-
cations [1, 2]. Such a network generally consists of a large
number of autonomous network nodes, in which algorithms
are usually distributed since these algorithms have to work
without global information and coordinated central control.
Hence, there is an imperative need to design efficient distrib-
uted algorithms for various network optimization problems
in the IoT.

Constructing a t-spanner with a minimum number of
edges is one of the fundamental network optimization prob-
lems since the spanner property is a critical requirement of
topology control in the IoT [3]. The IoT is commonly mod-
eled as a graph GðV , EÞ, in which V is the set of wireless
nodes and E represents the set of communication links

(edges) connecting the nodes in V . A spanning subgraph H
of G is called a t-spanner, for t ≥ 1 if for all pairs of nodes u,
v ∈ V , the length of the shortest path fromu to v inH is atmost
t times of that inG. Here, t is called the stretch factor. A span-
ner can not only decrease the number of links and maintain
connectivity but also ensure that the length of a path between
any pair of communication nodes is within some constant fac-
tor from the shortest possible one. Therefore, constructing a
spanner of the communication graph is enormously helpful
for topology control, geographic routing, and compact rout-
ing in the IoT [3].

Spanners have been extensively studied in computational
geometry [4], in which GðV , EÞ is generally the complete
Euclidean graph of the node set V in the Euclidean plane.
However, even in the field of computational geometry, com-
puting a minimum stretch factor spanner using not more
than a given number of edges is NP-hard [5]. In the IoT,
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current spanner construction algorithms either do not con-
sider interference, such as [6], or only handle it under the
protocol interference model [7].

However, when multiple nodes send messages at the
same time, a node may be unable to receive the message from
its given sender owing to the interference caused by simulta-
neous transmissions. The protocol interference model and the
SINR (Signal-to-Interference-and-Noise-Ratio) interference
model are the commonly used interference models. SINR
can take into account cumulative interference of wireless
communications and is more realistic [8], thus has been
widely adopted now. However, designing and analyzing algo-
rithms are challenging under the SINR model since each
given receiver should compute accumulated interference
generated by all other senders at the same time.

1.1. Outline of the Problem. In this paper, we consider a
general case of constructing a t-spanner under SINR, namely
t-spanner-SINR. That is, given a constant t as the required
stretch factor, our objective is to design an efficient distrib-
uted algorithm for constructing a t-spanner of the com-
munication graph to minimize the delay of constructing
the t-spanner. The delay of constructing a t-spanner is
defined as the time interval from the start time-slot that
nodes start to work to the last time-slot that all the nodes
finish their task of constructing the t-spanner.

A large scale IoT discussed in this work consists of n
sensor nodes, with uniform transmission powers, deployed
randomly and uniformly in the two-dimensional Euclidean
space. Nodes act in synchronous rounds; in every communi-
cation round, a node can transmit a message and attempt to
receive a message. Each node initially knows only its own
unique ID and its own coordinates. Since we adopt the SINR
interference model when nodes communicate, the prede-
signed receivers can successfully decode the messages if and
only if SINR constraints are satisfied. Owing to the accumu-
lation and uncertainty of the SINR model, it is challenging to
design a t-spanner distributed algorithm based on SINR in
wireless networks. How to make more nodes transmit simul-
taneously and meanwhile make their given neighbor nodes
successfully decode the messages is crucial to the perfor-
mance of the algorithm under SINR.

The authors in [9] proposed a distributed algorithm
SINR-Undirected-YG under SINR and proved that the resul-
tant graph is a t-spanner. Zhang et al. [9] claim to be able to
construct a spanner at Oðlog nÞ time-slots, but the running
time of its algorithm is very large during the simulation. In
this paper, we study a general case of constructing a t-spa-
ner under SINR and try to reduce the delay.

1.2. Summary of Contributions. The summary of contribu-
tions of this paper is as follows:

(1) We identify the general case of constructing a t
-spanner under SINR (t-spanner-SINR problem),
and we design an efficient distributed algorithm
SINR-Spanner to construct a required t-spanner
under SINR with high probability, i.e., with a proba-
bility of at least 1 − e−ðn/4Þ, where n is the total number

of nodes in the network. Moreover, the resultant
t-spanner has OðnÞ edges

(2) Our distributed algorithm SINR-Spanner is also a
local algorithm, in which the topology can be locally
and self-adaptively maintained based on the informa-
tion from the neighbor nodes without affecting the
whole network. We reasonably utilize one kind of
proximity graph—Yao graph (YG)—to construct
spanner under SINR. YGs divide the surrounding
area of each node into k sectors of equal angles and
add edges only to the nearest neighbor within each
sector [10]. If there are two or more nearest neigh-
bors in a sector, one can choose the first neighbor
receiving the message. In our design, each node is
capable of independently performing successful local
broadcasts to collect its neighborhood information
within a certain range, such that it can get the nearest
neighbor in each sector and the resultant t-spanner is
a special YG

(3) We introduce the definition of proximity range and
proximity-independent set (PISet) to increase the
number of nodes transmitting successfully at the same
time and to reduce the delay in the SINR-Spanner algo-
rithm. The approximation ratio of SINR-Spanner is
proven to be a constant

(4) Extensive simulations are carried out to verify the
effectiveness and efficiency of our proposed distrib-
uted and randomized algorithm

The rest of this paper is organized as follows. Section 2
reports the most related work. Section 3 precisely defines
the formulation of the problem and introduces relevant
models and notations. The spanner construction algorithm
SINR-Spanner is presented in Section 4. Section 5 gives a the-
oretical analysis of the algorithm. In Section 6, we evaluate
the performance of the algorithm via simulation. Section 7
concludes the paper with suggestions for future work.

2. Related Work

In this section, we first investigate the spanner algorithms in
computational geometry and in the IoT, then discuss the
method of applying randomized and distributed solutions
under SINR.

2.1. t-Spanner. The book [4] by Narasimhan and Smid is a
comprehensive overview of geometric spanners. For geomet-
ric spanners, several structures and methods have been
proposed, such as the Greedy method [11], Well-Separated
Pair Decomposition method, Delaunay triangulation, θ
-graphs, and YGs. Constructing YGs is one of the simplest
ways of constructing t-spanners. Yao [10] used YGs to sim-
plify the computation of the Euclidean minimum spanning
tree. Althöfer et al. [11] firstly proved that YGs are the
t-spanners for the corresponding complete graph. For the
corresponding complete graph, YGs are 1/ð1 − 2 sin ðπ/kÞÞ
-spanners with k > 6 [12].

2 Wireless Communications and Mobile Computing



In wireless networks, the spanner property was first dis-
cussed by Li et al. in [6]. They modeled the network as a unit
disk graph (UDG) and analyzed the energy stretch factor of
several common subgraphs of a UDG: n − 1 for the relative
neighborhood graph (RNG), 1 for the Gabriel graph (GG),
and Oð1Þ for YG. And these proximity graphs have been
widely used in spanner construction as subgraphs of a
UDG. There also exist spanner construction mechanisms
for quasi-unit disk graphs, disk graphs, and unit ball graphs
[13]. In [14], Kothapalli et al. proposed a local-control proto-
col for establishing a constant density spanner among a set of
mobile stations. The LISE (low interference spanner estab-
lisher) algorithm was presented to establish a spanner in
[7], where the interference definition is based on how many
nodes are affected by the communication over a certain link.
However, since the above spanner algorithms for wireless
networks are all studied without considering interference or
handling interference under the protocol interference model,
they cannot deal with interference effectively under the SINR
interference model. Zhang et al. [9] first consider spanner
construction under SINR, and this work improves it.

Constructing spanners under a computational geometry
field greatly promotes the study under the wireless network
setting. Meanwhile, wireless network requirements, which
generally need to efficiently satisfy various topological char-
acteristics, encourage the development of geometric spanner
construction. Recent results on sparse geometric spanners
focused on satisfying one or multiple topological characteris-
tics such as lightness, small degree [15], fault tolerance, no
central agent [16], and multiple characteristics [17].

2.2. SINR Model. In wireless networks, the SINR model
received increasing attention [8]. Despite the vast amount
of researches in the design and analysis of centralized
algorithms under SINR [18], few results are known about dis-
tributed solutions in this model, especially for global commu-
nication tasks, owing to the accumulation and uncertainty of
interference.

There is a growing interest in developing randomized
distributed solutions to local broadcast [19], which is defined
as successfully transmitting a message to all neighbors in the
corresponding reachable proximity of a node. Randomized
distributed solutions to local broadcast are often used as a
building block for global communication tasks, such as
multiple-message broadcast [20], synchronization [21], and
multiple channels broadcast [22]. In [20], selected leader
nodes adopt local broadcast to collect the messages that
arrive at their dominated nonleader nodes and then dissem-
inate the received messages to the whole network. The
algorithm in [21] starts from very low probabilities and
increases them gradually until nodes can hear a reasonable
number of messages and implement all nodes’ clock synchro-
nization. In [22], the selected leader in different channel col-
lects locally the messages of its dominated nonleader nodes in
the same channel to speedup multiple channel broadcast.
Note that most of the existing distributed and randomized
works under SINR are still in the theoretical stage except
[19] and Fuchs’s coloring study, such as [23]. Using local
broadcasting as a basic unit, we propose an algorithm of

spanner construction in this paper and perform simulations
to verify the performance of the algorithm.

3. Model and Problem Formulations

Assume that a set V of n wireless network nodes, modeled as
a graph G, is deployed randomly and uniformly in a 2-
dimensional geographic plane. Nodes act in synchronous
rounds. Each node is conscious of its ID and coordinates
and has the same transmission power P (P > 0). Let the
Euclidean distance for the two endpoints u and v, denoted
by duv, be the length of an edge in G. And let duvðGÞ be the
length of the shortest path between u and v in G which is
defined as the sum of the lengths of its edges.

A commonly assumed model for the propagation effect
of wireless nodes is deterministic path loss, i.e., Pr = P/dαuv,
where u transmits a message to v, Pr is the received power
at a receiver v, and α is the path loss exponent (typically,
2 < α ≤ 6). A deterministic path loss model is applied to
the following interference model.

3.1. SINR (Signal-to-Interference-and-Noise-Ratio) Interference
Model. In the SINRmodel, a transmission from node u to node
v is successful iff the SINR condition holds:

P/dαuv
N +∑w∈T\ uf g P/dαwvð Þ ≥ β, ð1Þ

where T ⊆V is the set of transmitting nodes, α ∈ ð2, 6� is the
path loss exponent depending on the network environment,
β > 1 is a hardware-defined threshold, and N is the environ-
mental noise.

The transmission range Rmax of a node u is the maximum
distance at which a node v can receive a clear transmission
from u while no other node is transmitting at the same time,
i.e.,∑w∈T\fugðP/dαwvÞ = 0. The SINR condition (1) tells us that

Rmax = P/Nβð Þ1/α, ð2Þ

for the given power level P. Note that Rmax is for only one
node u transmitting in the whole network at the time slot.

3.2. Local Broadcasting Range (Rb). We set the local broad-
casting range

Rb = 1 − εð ÞRmax, ð3Þ

where 0 ≤ ε < 1 is a fixed model parameter.
We say a node transmits Rb successfully in a time slot if it

transmits a message, and this message is received by all its
neighbors in a distance smaller or equal to Rb in the time slot.
In Section 4, we define the proximity range Rp such that the
nodes which are in a distance greater or equal to Rp can trans-
mit Rb successfully at the same time slot.

We denote the region within Rb of node u as a local
broadcasting region Bu and the number of nodes in it as
Δb
u. Furthermore, let Δb =maxu∈VfΔb

ug.
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3.3. Communication Graph. The communication graph
GRbðV , ERbÞ of a given network consists of all network nodes
and edges ðu, vÞ such that duv ≤ Rb. Since Rmax is for only one
transmission in the whole network at the same time, we
adopt a slightly smaller range Rb as [22] which suffice for
practical communication. In the communication graph
GRbðV , ERbÞ, which is simply denoted by GRbðVÞ, a node
v is a neighbor of node u if duv ≤ Rb.

3.4. Yao Graph (YG). The directed Yao graph YG
�!

kðVÞ with a
fixed integer parameter k > 0 is defined as follows. Any k
equally separated rays starting at the origin node define k sec-
tors. The orientation of the cut is identical for all nodes.
Translate the sectors to each node u ∈ V . In each sector with
a node u, pick the shortest directed edge hu, vi, if there is one,
to YG�!kðVÞ. Ties are broken arbitrarily.

This implies that YG�!kðVÞ preserves the shortest outcom-

ing edge in each sector. Accordingly, YG �kðVÞ preserves the
shortest incoming edge in each sector.

An undirected Yao graph, in which the edge directions
are ignored, is denoted by YGkðVÞ. YGRb

k ðVÞ is the Yao graph
in which only the edges whose lengths are no more than Rb
are preserved from YGkðVÞ. In other words, YGkðVÞ is the
spanning subgraph of a complete Euclidean graph KnðVÞ
on node set V and YGRb

k ðVÞ is the spanning subgraph of
GRbðVÞ.
3.5. t-Spanner. Let t > 1 be a real number. A spanning sub-
graph HðV , EHÞ of GðV , EÞ is said to be a t-spanner of G, if
for any two nodes u and v in V , the shortest path between
u and v inH, whose length is at most t times that of the short-
est path in G, i.e.,

duv Hð Þ ≤ t · duv Gð Þ: ð4Þ

The constant t is called the stretch factor of H (w.r.t. G).
Note that G can be KnðVÞ or a communication graph that
is a spanning subgraph of KnðVÞ.
3.6. Delay of Constructing a t-Spanner. The delay of con-
structing a t-spanner is defined as the time interval from
the start time slot that the first node starts to work to the last
time slot that all the nodes finish their task of constructing
the t-spanner.

Next, we present the definition of the problem, the
t-spanner under the SINR problem, which is our focus in
this paper.

3.7. t-Spanner under the SINR Problem (t-Spanner-SINR).
Assume that a set V of n wireless network nodes deployed
randomly and uniformly in a 2-dimensional geographic
plane, in which each node is aware of its ID and coordinates,
has the same transmission power P (P > 0) and a local broad-
casting range Rb; given a constant t > 1, the goal is to design a
distributed algorithm to find a t-spanner of the correspond-
ing communication graphGRbðV , ERbÞ under SINR, such that
the delay of constructing a t-spanner is minimized.

4. Algorithm

4.1. Algorithm Outline. The main idea of our algorithm is to
construct YGkðVÞ for the t-spanner-SINR problem. The rea-
son is that the YGkðVÞ graph is a t = 1/ð1 − 2 sin ðπ/kÞÞ
-spanner [9]. Consequently, given a constant t > 1, we com-
pute a k and construct YGkðVÞ under SINR in our distributed
algorithm to get the required t-spanner.

To construct YGkðVÞ, each node u needs the node v’s
information which is the closest to u in the sector v belongs.
Accordingly, each node should locally broadcast its ID and
coordinates to its neighbors. However, if all the nodes trans-
mit together under SINR, no node will receive any message
owing to the interference. To avoid collision, each node could
locally broadcast one by one. However, in a distributed algo-
rithm, there is not a centralized coordination for arranging
nodes to transmit in sequence. Accordingly, each node can
only transmit with the probability 1/n. Furthermore, in order
to reduce the delay, it has an obligation to have as many
nodes as possible to transmit simultaneously. Therefore, each
node will make a range as the radius of its neighborhood cir-
cle region and next take the inverse of the number of nodes in
its neighborhood circle region as the sending probability.

First, we will compute the range and give the node set in
which all nodes can transmit simultaneously.

4.2. Proximity Range and Proximity Independent Set (PISet).
How to make more nodes transmit simultaneously and
meanwhile make their neighbor nodes successfully decode
the messages is crucial for the performance of the algorithms
under SINR. Thus, we define the proximity range Rp such
that any nodes u and v can transmit simultaneously if
duv ≥ Rp. Intuitively, a tiny Rp implies a high degree of chan-
nel utilization. We examine how to set a proper Rp to guaran-
tee SINR threshold and meanwhile the highest channel
utilization degree. For clarity, we define the proximity range
and proximity independent set as follows.

4.2.1. Proximity Range Rp and the Corresponding Proximity
Independent Set PISetp. Proximity range Rp is a length, and
a PISetp is a subset of V that satisfies duv ≥ Rp for ∀u, v ∈
PISetpðu ≠ vÞ. A PISetp is maximal if and only if duw < Rp

for ∀u ∈ PISetp and ∀w ∉ PISetp. How to design Rp? The basic
idea underlying the design is to ensure the nodes in the same
PISetp transmit simultaneously and all their neighbors
receive the message successfully.

We refer to the region within Rp of node u as proximity
region Xu and the number of nodes in it as Δp

u. Besides, let
Δp =maxu∈VfΔp

ug.
Before designing Rp, we first give an example for Rp and

PISetp. Rp and PISetp are illustrated in Figure 1 where 19
nodes represented by solid circles are in the same PISetp.
Note that this PISetp is maximal. The distance between the
given receiver v with the sender u and the nearest of other
senders, which is w in Figure 1, is at least ðRp − RbÞ. In other
words, dwv ≥ ðRp − RbÞ in Figure 1.
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By observing the above example, we give the specific rela-
tionship between Rp and Rb in the following theorem.

Theorem 1. Suppose that Rp = ðc2 · β · ðc1/ðc1 − 1ÞÞÞ1/α · Rb +
Rb where c1 = ð1/ð1 − εÞαÞ > 1 and c2 = 6 + ðπ2 − 6Þð ffiffiffi3p /2Þ−α,
the nodes in the same PISetp can transmit Rb successfully at
the same time slot.

Proof. Let I = Rp − Rb. We begin by estimating the smallest
value of I when u transmits to v successfully and u transmits
simultaneously with other nodes in the same PISetp. Further,
we prove that the nodes in the same PISetp can transmit Rb

successfully at the same time slot with the above I. We say
a node transmits Rb successfully in a time slot if it transmits
a message and this message is received by all its neighbors
in a distance smaller or equal to Rb in the time slot.

In order for v to be able to receive the message from u, we
require SINRuv ≥ β.

Thus,

P/dαuv
N +∑w∈PISetp\ uf g P/dαwvð Þ ≥ β: ð5Þ

Since the equations (2) and (3), N = P/c1βRα
b where c1 =

1/ð1 − εÞα is a fixed parameter.
Now

P/dαuv
N +∑w∈PISetp\ uf g P/dαwvð Þ =

P/dαuv
P/c1βRα

bð Þ +∑w∈PISetp\ uf g P/dαwvð Þ

= d−αuv
R−α
b /c1βð Þ +∑w∈PISetp\ uf g d

−α
wv

:

ð6Þ

We derive the lower bound of the above formula. First,
d−αuv ≥ R−α

b since Rb is the maximum local broadcasting range
of a node. Furthermore, if a node w transmit together with u
as shown in Figure 1, w produces the largest interference
when w and the given receiver v have the closest distance I.
If we represent a link as a node as shown in Figure 2(a), for
the nodes in the PISetp, the densest packing of interfering
links is the hexagon packing [24] with edge length I as shown

in Figure 2(b). There are at most six nodes in the first layer,
and the distance is I with respect to the abstracting node uv
. Furthermore, the distance between uv and any node in the
lth ðl ≥ 2Þ layer is no less than ð ffiffiffi3p /2ÞlI with the lth layer hav-
ing at most 6l nodes.

〠
w∈PISetp\ uf g

d−αwv ≤ 6 · I−α +〠
l≥2

6l ·
ffiffiffi
3
p

2 lI

 !−α

= 6 · I−α + 6 ·
ffiffiffi
3
p

2 I

 !−α

·〠
l≥2

l−α+1:

ð7Þ

Since ∑l≥2 l
−α+1 = ζðα − 1Þ − 1, where ζð·Þ is the Riemann

zeta function, considering that α ≥ 3, then ζðα − 1Þ ≤ ζð2Þ =
π2/6. Thus, we have

〠
w∈PISetp\ uf g

d−αwv ≤ 6 · I−α + 6 ·
ffiffiffi
3
p

2 I

 !−α

· π2

6 − 1
� �

= 6 + π2 − 6
� � ffiffiffi

3
p

2

 !−α !
· I−α = c2 · I−α,

ð8Þ

where c2 = 6 + ðπ2 − 6Þð ffiffiffi3p /2Þ−α.
Therefore, to make ðd−αuv /ððR−α

b /c1βÞ +∑w∈PISetp\fug d
−α
wvÞÞ

≥ β valid, it is sufficient to have

R−α
b

R−α
b /c1βð Þ + c2I

−α ≥ β: ð9Þ

Therefore, I ≥ ðc2 · β · ðc1/ðc1 − 1ÞÞÞ1/α · Rb:

Hence, Rp = ðc2 · β · ðc1/ðc1 − 1ÞÞÞ1/α · Rb + Rb, where c1 =
1/ð1 − εÞα > 1 and c2 = 6 + ðπ2 − 6Þð ffiffiffi3p /2Þ−α:

Conversely, if Rp have the value as shown in the above,
the nodes in the same PISetp, which is maximal as shown in
Figure 1 or not maximal, can transmit Rb successfully at the
same time slot since the receiver power is no less than ðP · Þ
R−α
b in (9) and the cumulative interference is less than ðP · Þ

c2I
−α.
Figure 3 depicts visually the relation between proximity

range Rp and local broadcasting range Rb with different α, β,
and ε, which is helpful to pick these values during subsequent
algorithm simulation. These parameters are reasonably set as
follows: the path loss exponent α ∈ f3, 4, 5, 6g, the threshold
β ∈ ½1, 10�, and ε ∈ ½0:4,0:95�. From Figure 3, one can see that
Rp increases when α decreases, β increases, and ε decreases.
So we can get that Rp is as about 2.57 times at a minimum as
Rb when α = 6, β = 1, and ε = 0:95, while Rp is as about 6.34
times at a maximum as Rb when α = 3, β = 10, and ε = 0:4.

4.3. Algorithm. From the above Theorem 1, the nodes in the
same PISetp can transmit Rb successfully at the same time slot
while each node takes the value of Rp as Theorem 1, so the
sending probability for each node u is set to the inverse of
the number of nodes in its proximity region Δp

u. Thus, we

uvw

Rp

Figure 1: Proximity range Rp and a corresponding PISetp:
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guess all its neighbors can receive the message successfully
with high probability, and we will give the proof in the next
section. The pseudo-code for node u is given in Algorithm 1,
which implies that each node runs it independently.

Now, we describe the full operation of our distributed
algorithm SINR-Spanner. Each node u carries out the same
operations and has its local memory. The algorithm consists
of three parts. In part 1 (line 1-line 5), each node performs
initialization work. Each node u first computes the required

number of sectors depending on the given stretch factor t.
Then, each node u takes the inverse of Δp

u as the sending
probability. Thus how to obtain Δp

u a priori is critical to our
algorithm design. Some existing works, such as [19, 23],
assume the availability of Δp

u to facilitate the algorithm design
and analysis. Such requirements are common under SINR in
order to enable initial communication. Therefore, in our
algorithm, we also assume that Δp

u is available to simplify
the presentation. In part 2 (line 6-line 20), each node obtains

u v

Rb

uv

(a)

uv

I I

uv

I I

(b)

Figure 2: Link abstraction and the densest packing of interfering links.
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Figure 3: Rp vs. α, β, and ε.
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the incoming neighbor in each sector by receiving the neigh-
bors’ messages, and thus, a directed Yao graph forms.
Figure 4 shows an intermediate result after part 2 in which
there are 6 nodes; the edge length is at most Rb and k = 7. Here,

Ev1

�! = fhv3, v1i hv2, v1ig, Ev2

�! = fhv1, v2i hv3, v2i hv4, v2ig,
Ev3

�! = fhv2, v3ig, and so on. In part 3 (line 21-line 29), each
node sends an acknowledgement message back to its incoming
neighbor, and thus, an undirected Yao graph is constructed
which is a t-spanner we require. An example of YGRb

k ðVÞ is

presented in Figure 5, in which edge directions are ignored
from the graph shown in Figure 4. Here, Ev1

= fðv1, v2Þ, ðv1,
v3Þg, Ev2

= fðv2, v1Þ, ðv2, v3Þ, ðv2, v4Þg, Ev3
= fðv3, v1Þ, ðv3, v2

Þg, and so on. Ev1
has local data ðv1, v3Þ, and Ev3

has local data
ðv3, v1Þ; thus, the undirected edge ðv1, v3Þ is known by two
endpoints.

Our distributed and randomized algorithm SINR-Span-
ner, which is different from the algorithms in [9], can solve
the t-spanner-SINR problem. In part 1, the algorithm first
initializes the stretch factor t to attain a t-spanner. The
sending probability for each node u is set to the inverse of
Δp
u to reduce the delay; then, u repeats randomized transmis-

sion for 8Δp time slots, respectively, in part 2 and part 3.

5. Performance Analysis of Algorithm SINR-
Spanner

5.1. The Delay of SINR-Spanner. In order to obtain the main
result of this section in Theorem 8, we first prove that a graph
YGRb

k ðVÞ is constructed with high probability after the algo-
rithm SINR-Spanner terminates in 16Δp + c time slots in
Theorem 3; next, analyze why the resultant YGRb

k ðVÞ is the
required t-spanner of the communication graph GRbðVÞ in
Theorem 3.

1: Initialize the stretch factor t;
2: Initialize k = dπ/arcsin ððt − 1Þ/ð2tÞÞe;
3: Compute the number of nodes in its proximity region, i.e., Δp

u;
4: Initialize pu = 1/Δp

u;
5: Initialize Iu½i� = −1 for i = 1, 2,⋯, k;
6: for j = 1 to Δp time-slots do
7: Send a message containing its ID u and coordinates with probability pu, and remains listening with probability 1 − pu;
8: while receiving a message from some node v do
9: i = the index of the sector to which v belongs;
10: if Iu½i� == −1 or the distance dIu½i�u > dvu then
11: Iu½i� = v
12 end if
13: end while
14: end for
15: ←

Eu

=∅;

16: for i = 1 to k do
17: if Iu½i� ≠ −1 then
18: Eu

 =Eu
 ∪ hIu½i�, ui;

19: end if
20: end for

21: Eu = fðu, vÞ ∣ hv, ui ∈Eu
 g;

22: for i = 1 to Δp time-slots do
23: Broadcast the incoming neighbor set with probability pu;
24: while receiving a message from some node v do
25: if u is the incoming neighbor of v and ðu, vÞ ∉ Eu then
26: Eu = Eu ∪ ðu, vÞ;
27: end if
28: end while
29: end for

Algorithm 1: SINR-Spanner(u).

<v2, v1>
v1

v4
v2

v3
v6

v5

<v2, v4>
<v5, v4>

<v2, v3>

<v1, v2>
<v3, v2>
<v4, v2>

<v4, v6>

<v4, v5>
<v6, v5>

<v5, v6>

<v3, v1>

Rb :

Figure 4: YG �Rb

k ðVÞ after part 2, where k = 7.
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Now, we give a form of Chernoff bounds which can be
found in [22] and some advanced textbooks, such as [25],
for the proof of Theorem 3.

Lemma 2 [22, 25] (Chernoff bounds). Let 0 < δ ≤ 1 and X1,
X2,⋯, Xn be independent Bernoulli random variables, and
let X ≔ Σn

i=1Xi and μ = E½X�. Then, for any δ > 0, it holds that

Prob X < 1 − δð Þμð Þ < e−δ

1 + δð Þ 1+δð Þ

 !μ

< e−δ
2μ/2: ð10Þ

And for δ = 1/2,

Prob X < 1
2
μ

� �
< e−μ/8: ð11Þ

Theorem 3. A graph YGRb
k ðVÞ is constructed with high

probability after the algorithm SINR-Spanner terminates in
16Δp + c time-slots, where Δp is the maximum of the node
number in one proximity region and c is a constant for the
number of time slots for the initialization work.

Proof. Since Rp is as about 2.57 times to 6.34 times as Rb from
Theorem 1 and the resultant graph is connected, Δp

u > 2 for
any node u. The probability that u transmits as the only
transmitting node in its proximity region is

C1
Δp
u
· 1
Δp
u
· 1 − 1

Δp
u

� �Δ
p
u−1

= 1 − 1
Δp
u

� �Δ
p
u−1

> 1 − 1
Δp
u

� �Δ
p
u

> 1
4 :

ð12Þ

The last inequality holds, since ð1 − ð1/Δp
uÞÞΔ

p
u increases

when Δp
u increases, and it obtains the minimum value 1/4

when Δp
u is 2.

Since the nodes can transmit Rb successfully if they
belong to the same PISetp owing to Theorem 1, there are at
least n/Δp nodes transmitting together in one time slot. Con-
sequently, there are at least ðn/ΔpÞ · ð1/4Þ nodes transmitting
Rb successfully together in one time slot.

Therefore, after 8Δp time slots, there are at least 2n nodes
transmitting Rb successfully in expectation. By Chernoff
bound (Lemma 2), after 8Δp time slots, the probability

Prob X < nð Þ = Prob X < 1 − 1
2

� �
· 2n

� �
< e−n/4: ð13Þ

Therefore, the probability for all n nodes transmitting Rb
successfully is

Prob X = nð Þ = 1 − Prob X < nð Þ ≥ 1 − e−n/4: ð14Þ

Thus, after 8Δp time slots in part 2 of the algorithm SINR-
Spanner, all the node transmit its ID and coordinates Rb suc-
cessfully with high probability, i.e., each node obtains the
“nearest” incoming neighbor in its proper sectors. Then, after
a further 8Δp time slots in part 3, all the node transmit
acknowledgement messages Rb successfully with high proba-
bility. As a result, a graph YGRb

k ðVÞ is constructed with high
probability.

In addition, the number of time slots for the initialization
work in part 1 is a constant, which is denoted by c. So the
algorithm SINR-Spanner terminates in 16Δp + c time slots.

Obviously, the number of nodes in the proximity region
is upper bound by n. If Δp = n, a graph YGRb

k ðVÞ is con-
structed with high probability in 16n + c time slots.

Next, in order to prove that the resultant YGRb
k ðVÞ of the

algorithm is a t-spanner of the communication graph
GRbðVÞ, we apply some conclusions about YGkðVÞ where
YGkðVÞ is constructed from KnðVÞ.

Lemma 4 ([11]). If V is a set of n points in the plane, and the
integer k ≥ 2, then the graph YGkðVÞ contains at most
kn =OðnÞ edges.

Lemma 5 ([12]). Let t = 1/ð1 − 2 sin ðπ/kÞÞ for the integer
k > 6, YGkðVÞ is a t-spanner of KnðVÞ, where n is the num-
ber of nodes in V .

In the next, we show that YGRb
k ðVÞ is the required t

-spanner of the communication graph GRbðVÞ if GRbðVÞ is
connected in the following lemma of our previous work [9].
Zhang et al. [9] first give the condition that GRbðVÞ is con-
nected if and only if the longest edge in Euclidean minimum
spanning tree of the node set V is at most Rb. Note that if
the nearest neighbor of each node in every sector is within
the local broadcast region, the graph YGRb

k ðVÞ is a YGkðVÞ
and it is also a 1/ð1 − 2 sin ðπ/kÞÞ-spanner of KnðVÞ.

Lemma 6 ([9]). Let t = 1/ð1 − 2 sin ðπ/kÞÞ. If GRbðVÞ is
connected and the integer k > 6, YGRb

k ðVÞ is a t-spanner of
GRbðVÞ.

Now, we show that the resultant YGRb
k ðVÞ of the algorithm

is a t-spanner of the communication graph GRbðVÞ.

Theorem 7. Given a constant t > 1, setting k = dπ/ðarcsin
ððt − 1Þ/ð2tÞÞÞe, the resultant graph YGRb

k ðVÞ is the required

(v1, v2)

(v4, v2)
(v4, v5)
(v4, v6)

(v1, v3)

(v2, v1)
(v2, v3)
(v2, v4)

(v6, v4)

(v5, v4)
(v5, v6)

(v3, v1)
(v3, v2)

(v6, v5)

v1

v2

v4

v6

v5

v3

Rb :

Figure 5: YGRb
k ðVÞ after part 3, where k = 7.
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t-spanner with at most kn edges after the algorithm SINR-
Spanner terminates.

Proof. As k > 6, the sector angle is not larger than π/6. Hence,
sin ðπ/kÞ is a monotone decreasing function of k, and its
value is less than 1/2. As a result, tð= 1/ð1 − 2 sin ðπ/kÞÞÞ
increases as k increases when k > 6 and approaches 1 as k
⟶∞, i.e., t is an injective and increasing function of k.
Hence, its inverse function k = π/ðarcsin ððt − 1Þ/ð2tÞÞ is a
decreasing function of t. Therefore, given a constant t > 1,
we will find a k such that the Yao graph with the number of
sectors of no less than k is the required t-spanner.

Since the number of sectors is an integer, and the number
of edges becomes larger as the number of sectors increases
from Lemma 4, k is assigned to ½π/arcsin ððt − 1Þ/ð2tÞÞ�.
Therefore, the resultant graph YGRb

k ðVÞ is the required t
-spanner. Furthermore, YGRb

k ðVÞ have kn edges by Lemma 4.

Based on Theorems 3 and 7, we can state the main con-
clusion of this section in Theorem 8.

Theorem 8. The distributed algorithm SINR-Spanner con-
structs the required t-spanner with high probability, and the
delay is 16Δp + c time slots, where Δp is the maximum of the
node number in one proximity region and c is a constant for
the number of time slots for the initialization work.

Lastly, Table 1 illustrates the relation between the stretch
factor t and the number of sectors k in theory. In SINR-Span-
ner, k is the value in the second row given the corresponding
t in the first row. Note that t = 1/ð1 − 2 sin ðπ/kÞÞ is the upper
theory bound of the stretch factor for YGRb

k ðVÞ with respect
to GRbðVÞ so far, maybe a smaller k is sufficient in practical.

5.2. The Approximation Ratio of SINR-Spanner Algorithm.
The goal of t-spanner-SINR problem is to find a suitable t
-spanner under SINR and to minimize the delay in the con-
struction. Now, we try to give the approximation ratio of
the SINR-Spanner algorithm. The basic idea of our algorithm
is that each node should locally broadcast its ID and coordi-
nates to its neighbors Rb successfully under SINR. In order to
reduce the delay, there should be as many nodes as possible
to transmit simultaneously. As we see, in the SINR-Spanner
algorithm, the nodes in different proximity region can
transmit simultaneously. Now, we consider whether the
nodes in a different local broadcasting region can transmit
simultaneously, then discuss the approximation ratio of
SINR-Spanner.

Theorem 9. The approximation ratio of the algorithm SINR-
Spanner is bounded by ðe/2Þ · ðR2

p/R2
bÞ.

Proof. The probability that any node u transmits as the only
transmitting node in its local broad region is

C1
Δb
u
· 1
Δb
u

· 1 − 1
Δb
u

 !Δb
u−1

= 1 − 1
Δb
u

 !Δb
u−1

: ð15Þ

Let S be the total area of wireless nodes distribution.
Assume that a node as the only transmitting node in its local
broadcasting region can transmit Rb successfully, the number
of nodes transmitting Rb successfully in one time slot is

S

πR2
b

· 1 − 1
Δb
u

 !Δb
u−1

: ð16Þ

In fact, the assumption cannot be guaranteed by theory
and the following simulation, i.e., even though a node is the
only transmitting node in its local broadcasting region, the
node may not transmit Rb successfully owing to cumulative
interference producing by other simultaneously transmitting
nodes. So the solution adopted the above assumption is the
low bound for t-spanner-SINR problem.

From the analysis of SINR-Spanner algorithm, the delay
of constructing a t-spanner under SINR is mainly and
inversely proportional to the number of nodes transmitting
Rb successfully in one time slot. Hence, the approximation
ratio of the algorithm SINR-Spanner is

S

πR2
b

· 1 − 1
Δb
u

 !Δb
u−1

/ S

πR2
p

· 1 − 1
Δp
u

� �Δ
p
u−1

( )

=
R2
p

R2
b

1 − 1
Δb
u

 !Δb
u−1

/ 1 − 1
Δp
u

� �Δ
p
u−1

8<
:

9=
;

≤
R2
p

R2
b

· 12 /
1
e
= e
2 ·

R2
p

R2
b

:

ð17Þ

The inequality holds owing to the following: Δp
u > Δb

u ≥ 2
for connectivity and ð1 − ð1/xÞÞx−1 decreases with x increases
when x ≥ 2. When x is large enough, replacing x − 1 by x does
not cause much error and ð1 − ð1/xÞÞx ≅ 1/e.

Since Rp is at about 2.57 to 6.34 times as Rb from
Theorem 1 and Figure 3, the approximation ratio of SINR-
Spanner is a constant.

6. Simulation

In the previous section, we theoretically prove that the algo-
rithm SINR-Spanner performs well in the worst cases and
the resultant graph is the required spanner. In this section,
we conduct simulations to investigate the average perfor-
mance of our algorithm.

Our simulations are coded in the Sinalgo simulation
framework [26], which is for testing and validating network
algorithms and abstracts from the underlying layers. We con-
sider a square area of 1000 by 1000 and deploy n nodes
within this network region randomly and uniformly, where
n ∈ f3000, 3500, 4000, 4500, 5000g. The local broadcasting
range Rb varies in f10, 12, 14, 16, 18g. The ambient noise
N = 5 × 10−8mW. Figure 3 has given the ranges of the path
loss exponent α, the threshold β, and ε, and the relation
between them and the proximity range Rp. Rp mainly affects
the sending probability, which affects the delay of our
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algorithm. After testing various values, no matter what values
α, β, and ε have in the ranges, the variety of the performance
and the delay in our algorithm is similar. Therefore, we
adopted α = 5, β = 4, and ε = 0:8 in our following reported
result. Accordingly, the transmission power P =Nβ ·
ðRb/ð1 − εÞÞα owing to the equation (2) and (3). The setting
of simulation parameters refers to [9, 19]. With the proof of
Theorem 8, we know that each node runs 16Δp + c rounds
and the algorithm could get the required spanner with high
probability. However, the way we adopted was that the algo-
rithm terminates when the resultant graph does not change
in 50 continuous timeslots in the simulation, i.e., in 50 con-
tinuous time slots no node can find a nearer neighbor within
each sector. Over 100 runs of the simulations have been made
for each reported average result.

Now, we first explore the stretch factor of the resultant
graph (real stretch factor) in Figure 6. In (a), we analyze the
influence of the number of nodes. The local broadcasting
range was set to Rb = 12, and the number of sectors was set
to k = 8. The maximum and average real stretch factor
slightly reduced with the number of nodes increasing. In

(b), we investigate the impact of Rb with the number of nodes
n = 3500 and the number of sectors k = 8. The real stretch
hardly changes with Rb. In (c), we analyze the influence of
the number of sectors k with n = 3500 and Rb = 12. The max-
imum and average real stretch factor decrease with k
increases. When k→∞, the stretch factor approaches one.
From all figures in Figure 6, it can be seen that both the max-
imum and average real stretch factor is much smaller than
the theory value in Table 1 with the same k. Hence, given
the required t, we can choose a smaller k according to practi-
cal experience. In summary, the stretch performance of the
algorithm SINR-Spanner is better than expected.

Due to randomization of SINR-Spanner, the constructed

graphs may not be perfect YGRb
k ; for example, the connection

link to the nearest neighbor in a sector might be missing. But
the algorithm performance is guaranteed with high probabil-
ity, i.e., the probability for all n nodes transmitting Rb success-

fully and all edges in YGRb
k being reserved is bounded by

1 − e−n/4. To verify this, we evaluate the number of missing
edges in the resultant graph from the corresponding perfect

Table 1: The stretch factor t and the number of sectors k in theory.

t 7.6 4.3 3.2 2.7 2.3 2.1 2 1.9 1.8 1.7 1.6 1.5 1.4 1.3 1.2 1.1

k 7 8 9 10 11 12 13 14 15 16 17 19 22 28 38 70
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Figure 6: Influences of n, Rb, and k on the number of missing edges.
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YGRb
k in Figure 7. With a different number of nodes, different

values of Rb, and different number of sectors, we compare the
number of missing edges in three sending probability cases

including 1/n, 1/Δp
u (SINR-Spanner), and 1/ΔI

u (the algorithm
SINR-Undirected-YG in previous work [9]). When the send-
ing probability is 1/Δp

u, the number of missing edges is a little
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Figure 8: Influences of n, Rb, and k on the delay.
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Figure 7: Influences of n, Rb, and k on the number of missing edges.
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bit more than the other two cases; the reason is that the nodes
transmitting at the same time are more and mutual interfer-
ence is a little bigger. However, the number of missing edges
in all three cases is no more than three in total 100 runs,
though each run has no less than 3000 nodes andOðknÞ edges.
Simulations indicate that the similarity between the resultant
graph and the corresponding YGRb

k with no-missing edges is
close to 100% in all three cases.

We then consider the average delay needed by SINR-
Spanner in Figure 8 from the influences of n in (a), Rb in (b),
and k in (c), respectively.We still compare the results with three
sending probability cases including 1/n, 1/Δp

u (SINR-Spanner),
and 1/ΔI

u (the algorithmSINR-Undirected-YG in previouswork
[9]).Whether the sending probability is 1/n, 1/Δp

u, or 1/ΔI
u in (a),

the delay grows with the number of nodes increasing. In (b), the
delay increases with Rb increasing when the sending probability
is 1/Δp

u and 1/ΔI
u. However, when the sending probability is 1/n,

the delay does not change in (b) since it is only related to the
number of nodes. In (c), the delay does not vary with k increas-
ing. In summary, from Figure 8, the delay mainly changes with
the change of the sending probability, while the sending proba-
bility of 1/Δp

u or 1/ΔI
u mainly varies with n and Rb. Moreover,

the average delay needed by the algorithm in [9] is close to the
case where each node transmits with the probability 1/n, and
the average delay needed by SINR-Spanner ismuch smaller than
that of previous work [9]. Finally, in theory, 16Δp + c is the delay
upper bound of the algorithm SINR-Spanner from Theorem 8
andΔp is theupperboundbyn,while in the simulation, thedelay
ismuch smaller than 16n + c and the algorithm can achieve reli-
able performance when the algorithm terminates when the
resultant graph does not change in 50 continuous time slots.

7. Summary

In this paper, we present a randomized and distributed algo-
rithm SINR-Spanner to solve the t-spanner-SINR problem
using small delay in the IoT, which has the following charac-
teristics: (1) being a distributed algorithm, (2) considering
the SINR interference model, (3) applying the YG idea, and
(4) theory and simulation guaranteed. In future research,
the delay performance of the spanner construction algorithm
under SINR may be able to be improved by adopting a
smaller proximity region. Other methods for spanner con-
struction except YG are also worthy of investigating.

Data Availability

Our simulations are coded in the Sinalgo simulation frame-
work [26], which is for testing and validating network algo-
rithms and abstracts from the underlying layers. We
consider a square area of 1000 by 1000 and deploy n nodes
within this network region randomly and uniformly, where
n f3000, 3500, 4000, 4500, 5000g.
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Considering the ongoing development of various devices and rich applications in intelligent Internet of Things (IoT) systems, it is a
crucial issue to solve secure transmission of legitimate signals for massive data sharing in the systems. Cooperative jamming-based
physical layer security is explored to be a complement of conventional cryptographic schemes to protect private information. Yet,
this method needs to solve a game between energy consumption and signal secure transmission. In this paper, we summarize the
basics of cooperative jamming and universal security metrics. Using the metrics, we study a series of typical cooperative jamming
strategies from two aspects, including power allocation and energy harvesting. Finally, we propose open issues and challenges of
further works on cooperative jamming in an IoT system with energy constraints.

1. Introduction

The popularization of smart devices and corresponding
applications in Internet of Things (IoT) systems, such as
smart city, intelligent industry, and security surveillance,
has penetrated modern life [1]. We heavily rely on these wire-
less smart devices for private information transmission. The
rapid development of mobile computing prompts smart
devices to receive wireless signals without restriction. Due
to the broadcast nature of wireless channels, legitimate wire-
less signals are vulnerable to unauthorized receivers. Wire-
tap, caused by an eavesdropper, is a passive attack and does
not interfere with legitimate transceivers. Though a legiti-
mate receiver can receive untampered signals, the privacy
leakage of these signals is unacceptable along with more
attention to information security [2–4].

Multilayer-based mechanisms have been studied to
increase the security and integrity of transmitted signals.
These mechanisms, designed by traditional cryptography
algorithms, are deployed in the high layers of the open sys-
tem interconnection model [5–7]. However, the distribution

and management of secret keys between wireless devices
remain a challenge for cryptography-based security mecha-
nisms [8]. Moreover, low-end IoT devices with limited com-
puting capability and hardware resources cannot adopt
highly complex cryptographic approaches [9, 10]. These
increase the probability to eavesdrop on legitimate signals.
Therefore, we need to introduce complementary or alterna-
tive information security measures for IoT devices and appli-
cations. Physical layer security (PLS) was first presented in
Wyner’s wiretap channel [11] and then extended to a Gauss-
ian degraded wiretap channel in [12] and a general nonde-
graded wiretap channel in [13]. These works are a vital
foundation for the following studies.

PLS exploits physical inherent characteristics of wireless
channels to guarantee information security regardless of
eavesdropper computing capability. It can provide low-
layer protection without compromising the existing crypto-
graphic technique-based security protection. Signal process-
ing techniques such as beamforming, precoding, and
diversity approaches contribute to PLS. Besides, cooperative
jamming, first proposed in [14], is a mainstream technology
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of PLS, whose core idea is to hide legitimate signals within
artificial noise (AN). Essentially, the inherent randomness
of AN is used to stop eavesdropping to guarantee informa-
tion security. At the same time, to avoid AN from interfering
with legitimate receivers, it should be actively controlled.

Most cooperative jamming schemes interfere with eaves-
droppers by AN while exploiting beamforming to cancel
interference at destination nodes [15]. This idea should lead
to much energy consumption. From the energy perspective,
we should focus on not only secure performance but also
energy efficiency for such security solutions due to massive
deployed devices with low power and limited energy [16].
We summarize three reasons to illustrate why energy effi-
ciency must be concerned in the cooperative jamming
design. Firstly, IoT devices are usually designed as small,
wireless portable electronics, whose batteries need to be
recharged frequently. Next, batteries may pose huge safety
risks in some deployments. Finally, it is not environment-
friendly to dump billions of waste batteries.

Because energy constraints of low-end IoT devices hinder
the application of cooperative jamming, recent works intro-
duced an energy harvesting technology [17] and power allo-
cation strategies to increase energy efficiency. However, there
remain significant issues to realize efficient cooperative jam-
ming with energy constraints. For example, current energy
harvesting technologies only transfer small amounts of
dynamic and unpredictable power for a small wireless device.
Thus, in this paper, we need to survey numerous studies of
cooperative jamming strategies with energy constraints.
Our contributions are as follows.

(i) We formulate a general cooperative jamming model
and present main metrics to measure security levels
of signal transmission

(ii) We systematically review cooperative jamming
strategies for limited energy scenarios in terms of
optimal power allocation and wireless-powered
methods

(iii) We raise a series of interesting open issues that need
to be studied in depth to improve secure energy effi-
ciency for physical layer security

The survey is organized as follows. Section 2 provides a
general cooperative jamming model and the corresponding
security performance metrics. Next, we present typical coop-
erative jamming schemes based on power allocation and
energy harvesting to cope with energy constraints in a wire-
less transmission scenario in Section 3. We discuss a few
interesting open research issues and the corresponding chal-
lenges in Section 4, and the conclusion of our survey will be
given in Section 5.

2. Basics of Cooperative Jamming Schemes

In this section, we investigate a general cooperative jamming
model and summarize typical secrecy metrics of cooperative
jamming.

2.1. A General Cooperative Jamming Model. A typical wiretap
model consists of a pair of transceivers (Alice and Bob) and
an illegal passive eavesdropper (Eve) [18]. Eve intends to pas-
sively wiretap legitimate signals between transceivers. A tra-
ditional method is to broadcast encrypted signals to prevent
Eve from wiretapping. However, the cryptographic method
cannot satisfy security requirements of resource-
constrained scenarios due to limited computational capabili-
ties and insufficient energy. As a result, a physical layer-based
solution provides additional protection via exploiting charac-
teristic differences between a legitimate channel and a wire-
tapping channel.

A cooperative jamming scheme is a typical physical layer-
based solution to broadcast artificial noise to block eaves-
dropping while not degrading the receiving performance of
legitimate transceivers. The artificial noise is actively trans-
mitted by the transceiver or a selected jammer, which is
defined as self-cooperative jamming and non-self-
cooperative jamming, shown in Figure 1. In essence, a trans-
ceiver in the self-cooperative jamming mode utilizes multiple
antennas to transmit legitimate signals and artificial noise
simultaneously while a friendly jammer in the non-self-
cooperative jamming mode needs to optimize power alloca-
tion and design beamforming vectors to cover legitimate
signals.

2.2. Security Metrics. Various metrics, i.e., bit error ratio of
received signals, secrecy capacity, secrecy outage probability,
and intercept probability, are considered to measure security
performances of cooperative jamming schemes in different
scenarios. We describe these metrics as follows.

2.2.1. Bit Error Ratio (BER). It is defined as a ratio of the
number of error bits to the number of total transmitted bits
in a certain period. It is used in the scenario where it only
focuses on the decode error probability at receivers. BER of
a receiver is affected by the signal energy per bit, the spectral
density of interference and noise, channel fading parameters,
and modulation methods. The received BER of an eavesdrop-
per under BPSKmodulation, for example, can be represented
as follows:

pBPSKe =Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 hAEj j2Eb

N0 + hJE
�� ��2N J

s !
, ð1Þ

where hAE and hJE represent the channel states from Alice
and Jammer to Eve, respectively. N0 is the spectral density
of the Gaussian white noise, and N J denotes the time-
averaged spectral density of jamming signals.Qð·Þ is the com-
plementary distribution function of the standard Gaussian
and defined as QðxÞ = 1/

ffiffiffiffiffiffi
2π

p Ð∞
x exp ð−ðt2/2ÞÞdt.

2.2.2. Secrecy Capacity (SC). It is firstly proposed in [12] and
can be defined as the maximum achievable perfect secrecy
rate [19], i.e., Cs = sup

pe<ε
Rs, where pe ≜ Pr ð �W ≠WÞ is the error

probability of message W and ε > 0 is a predefined error
probability threshold for a given system. Here, W is the
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original messages and �W represents the decoded messages at
Bob. Rs ≜HðWÞ/n is the secrecy rate, and Hð·Þ denotes the
entropy of the confidential messages. The secrecy capacity
of the general wiretap channel is given by the following
expression [20]:

Cs = max
p u,xð Þ

I V ; Yð Þ − I V ; Zð Þ, ð2Þ

where IðV ; YÞ and IðV ; ZÞ are the mutual information of an
auxiliary random variable, V , and the received variable at
Bob, Y , or the received variable at Eve, Z, when sending X
at Alice, respectively. For a given channel, finding the secrecy
capacity is equivalent to finding the joint distribution of V
and X, i.e., pðv, xÞ, u ∈U , x ∈ X, which maximizes the differ-
ence in (2). As the result, the secrecy capacity for an average
power constraint can be calculated as follows:

Cs = CY − CZð Þ+ = 1
2 log2 1 + γBð Þ − 1

2 log2 1 + γEð Þ
� �+

,

ð3Þ

where γU is the signal-to-interference-plus-noise ratio of U
∈ fBob, Eveg, ðxÞ+ represents max ð0, xÞ, and CY and CZ ,
respectively, represent the channel capacities of the main
and the wiretap channels. It is used when the state informa-
tion of both legitimate channels and illegal channels is per-
fectly known. Note that Eve definitely intercept transmitted
signals if the secrecy capacity is negative (i.e., the capacity
of a legitimate channel falls below that of a wiretap channel).
In this case, signal transmission from Alice to Bob should be
insecure [21].

2.2.3. Secrecy Sum Rate (SSR). It is used to characterize the
sum of the secrecy rate for n legitimate users when discussing
the overall security requirements of a wireless system with
several transmitters. It is a metric that optimizes the secrecy
rate of the whole system rather than a specific legitimate

channel:

Rsum = 〠
n

i=1
Ri

s: ð4Þ

2.2.4. Secrecy Outage Probability (SOP). The SOP metric is a
probability that the instantaneous security capacity is less
than a nonnegative target secrecy rate Rs. It is also named
the outage probability of SC. Considering a fading channel
with an eavesdropper, SOP is a mainstreammetric to analyze
secrecy performance [22]. The SOP metric is formulated as
follows:

Pout Rsð Þ = Pr Cs < Rsð Þ: ð5Þ

2.2.5. Connection Outage Probability (COP). The COP is
defined as the probability that the SINR of the legitimate
channel falls below the transmission threshold γth = 2Rt − 1,
where Rt represents the transmission minimum target rate
[23]. It can be expressed as follows:

PCO = Pr γt < γtht

� �
: ð6Þ

2.2.6. Intercept Probability (IP). This metric is to describe the
probability of an intercept event if the SC falls below zero
[24]. Intuitively, it is related to the statistical characteristics
of a legitimate channel and a wiretap channel when jamming
signals are invalid:

Pint = Pr CY < CZð Þ: ð7Þ

2.2.7. Secrecy Energy Efficiency (SEE). The concept of SEE,
ηSEE, is defined as a ratio of the secrecy rate to the total power
consumption, i.e., the number of securely transmitted bits
per unit energy [25]. It is an important metric for a scenario
that considers both secure transmission and energy effi-
ciency. We can find an optimal equilibrium between the
secrecy rate and the total energy consumption when maxi-
mizing this metric:

ηSEE =
Rs

Ptot
, ð8Þ

where Ptot is the total power consumption for the complete
transmission.

2.2.8. Secrecy Gap (SG). The secrecy gap is the SNR difference
between a legitimate receiver and an eavesdropper. It can be
calculated by a tight bound of the maximal secrecy rate [26]:

Δγ = γB − γE: ð9Þ

2.2.9. Worst-Case Secrecy Rate (WCSR). It is defined as the
minimum secrecy rate when there are K eavesdroppers in
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Figure 1: Cooperative jamming-based physical layer security.
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an uncertain region [27], i.e.,

Cs = CY − max
1≤k≤K

Ck
Z

� �+
: ð10Þ

In addition, we use WCSR to optimize beamforming vec-
tors, energy covariance at a transmitter, and AN covariance
at a receiver, to minimize the legitimate channel capacity
CY with power constraint [28],

Cs = min
h∈Ωh

CY hð Þ − CZ

� �+
, ð11Þ

where h represents the estimated signal fading coefficient
affected by the optimized factors mentioned above and Ωh
is the value range of h.

2.2.10. Secrecy Throughput (ST). This metric determines the
average number of bits of confidential information received
per unit time. We assume that the secrecy capacity is Cs,
and a ratio of the transmission duration to the total time-
slot is ð1 − αÞ; then, the secrecy throughput is calculated as
follows [29]:

τs = 1 − αð ÞCs: ð12Þ

2.2.11. Power Consumption (PC). It is a power constraint to
secure signal transmission. We can compare system perfor-
mance when satisfying the same security requirements.
Lower power consumption means higher energy efficiency.

3. Cooperative Jamming in Energy-
Constraint Scenarios

The stored energy in devices is the key factor to achieve
secure signal transmission, especially in an energy-
constraint wireless system. Enough energy can ensure the
simultaneous transmission of legitimate signals and artificial
noise. There are two perspectives to design secure communi-
cation strategies with energy constraints, including optimal
power allocation and the efficient wireless-powered method.
The former focuses on the reasonable utility of limited energy
in one period while the latter is aimed at harvesting much
energy from wireless environments to support energy
consumption.

3.1. Power Allocation-Based Cooperative Jamming Schemes.
Power allocation is one of the mainstream solutions to the
optimization problem of cooperative jamming-based physi-
cal layer security in an energy-constraint scenario. The trans-
mit power and jamming power are the main factors to affect
secrecy performance and transmission efficiency when send-
ing legitimate signals to a wireless network. An unreasonable
power allocation scheme may cause much decoding errors at
a legitimate receiver or low secure transmission performance.
Therefore, it is important to design a feasible power alloca-
tion scheme to ensure the effectiveness and security of signal
transmission.

The existing works to design optimal power allocation
are based on two assumptions. The first one is that the global
channel state information (CSI) is perfectly available to all
legitimate nodes, and the second one is that the CSI of eaves-
droppers in the given networks is imperfect. According to
these assumptions, the authors in [30] first proposed a
scheme to determine antenna weights and optimize transmit
power for a relay communication scenario with limited total
system power. Then, the authors in [31] further studied a
secure transmission strategy for a multiantenna amplify-
and-forward (AF) wireless network with one eavesdropper.
Their strategy exploited artificial noise sent by the receiver
to superimpose legitimate signal broadcast to the relay in
the first phase and perfectly removed the noise via the self-
interference cancelation (SIC) technology at the receiver
when in the forwarding phase. Their investigation on jam-
ming power allocation strategy depended on either the
known perfect CSI or the known statistical CSI. Similarly,
the authors in [32] presented a half jamming power scheme
to achieve secure transmission for a two-hop relaying net-
work with four nodes. They provided the optimal percentage
of jamming power to minimize SOP under different SNR
scenarios.

Although a relay can forward legitimate signals and emit
AN to degrade the receiving quality of Eve [43–47], it still has
potential secrecy threats for signal transmission. For one
thing, numerous eavesdroppers may surround a relay to
intercept forwarded signals. In this case, the authors in [48]
exploited the relay as a pure cooperative jammer without sig-
nal forwarding. They optimized power allocation between
information-bearing signals at the transmitter and the AN
at the relay to cope with the decreasing SC caused by the cor-
relation between eavesdropping channels and legitimate
channels. For another, an untrusted relay may intercept
and wiretap confidential signals when forwarding these sig-
nals. The work of [49] jointly optimized power allocation
for all nodes in an untrusted two-way relay network to max-
imize SEE subject to power and SC constraints.

In Table 1, we summarize a list of feasible power alloca-
tion schemes to achieve cooperative jamming in energy-
constraint scenarios. We notice that the known perfect CSI
is essential to achieve secure communications through opti-
mal power allocation.

3.2. Wireless-Powered Cooperative Jamming.Although power
allocation strategies achieve the optimal secure transmission
performance with energy constraints, it is difficult to further
increase the SC or decrease SOP by using limited energy.
Energy harvesting (EH) is a promising technology to
recharge their batteries by converting solar, thermoelectric,
or electromagnetic energy into electricity [50]. As this tech-
nology realizes the proactive energy replenishment of wire-
less devices, it has advantages to support further
cooperative jamming and achieve a self-sustainable secure
communication system [51].

Radio frequency-based energy harvesting (RF-EH) is a
feasible method to help wireless devices acquire energy from
ambient radio signals. A generalized RF-EH network consists
of RF energy sources (e.g., Powercast or even TV Tower),
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nodes (end users like sensors), and an information gateway
(e.g., relay and base stations). The RF energy sources, whose
spectrum to carry electromagnetic signals is from 3 kHz to
300GHz, are the common infrastructures in daily lives. It
attracts much attention as a viable solution to extend the life-
time of energy-constrained wireless networks. Though the
fact that RF waves are available almost anywhere, the density
in the environment is low. For example, the power density of
Wi-Fi is only 1mW/cm2. In addition, the efficiency of energy
harvesting is inversely proportional to the signal propagation
distance. As a result, it is much more efficient to exploit a
dedicated source as well as multiple-antenna techniques to
transfer energy [52, 53].

Simultaneous wireless information and power transfer
(SWIPT) is an efficient technology to broadcast information
and RF energy signals to communicate with information
nodes and power energy receivers [54]. Different from tradi-
tional energy harvesting methods, SWIPT harvests dedicated
RF energy rather than other environmental energy. Using
alternative patterns of information transmission and energy
transfer, it prolongs the lifetime for an energy-constrained
system with hardware limitations. In particular, three modes
are designed to implement SWIPT in a practical scenario, i.e.,
the time switching (TS) mode, the power splitting (PS) mode,
and the antenna switching (AS) mode, which are intuitively
compared in Figure 2. The first mode exploits an orthogonal
time-slot to receive signals and energy alternately by period-
ical switching antennas between an EH receiver and an infor-
mation decoder. The second one splits received signals into
two individual streams with different power levels. Last, the

AS mode assigns a part of antennas for decoding signals
while using the rest of the antennas to harvesting energy.

The SWIPT technology is usually used in a relay node to
extend transmission ranges and provide additional services,
e.g., cooperative jamming-based secure transmission. The
relay node with SWIPT ensures legitimate signal forwarding
and AN transmission via continuous energy replenishment.
In particular, the existing works on SWIPT-based secure
transmission include scenarios of static relay communica-
tions and unmanned aerial vehicle- (UAV-) enabled
dynamic relay communications.

For static relay communications, the authors of [66] ana-
lyzed the impact of the number of antennas of the source,
relay, and destination nodes on the secure performance of
cooperative jamming for different multiantenna models.
Then, the authors in [67] proposed an accumulate-then-
transmit communication protocol. They employed a multi-
antenna power beacon to establish a secure wireless link for
energy-constrained sources. In [68], the authors studied an
RF-EH power splitting technique for a multiuser multiple-
input-single-output interference channel. They designed
beamforming vectors and the power allocation strategy to
minimize the total transmitted power subject to the quality
of service requirements and energy constraints. Similarly,
the authors in [69] employed power splitting to design a
robust secure transmission scheme for a multiple-input-sin-
gle-output channel to minimize the WCSR under transmit
power constraints and additional worst-case EH constraints.

Yet, the above schemes are based on the half-duplex sig-
nal transmission that cannot receive and transmit signals

Table 1: An overview of power allocation-based cooperative jamming schemes.

References Assumptions Metrics Contributions

[33] Perfect CSI SC Propose a fast algorithm to obtain asymptotically optimal cooperative jamming.

[34] Perfect CSI SC Improve the SC for a scenario with limited power and a fixed number of antennas.

[35] Perfect CSI SC
Prove that the optimal power allocation depends on the global CSI and optimize SC subject to power

constraints.

[36] Perfect CSI SC
Study the secrecy performance of partial cooperative jamming for single and multiple data transmission

scenarios.

[37] Perfect CSI SC
Analyze the impact of the distance and the number of eavesdroppers on the secrecy performance for

different transmission patterns.

[38]
Unknown

CSI
SC

Propose a robust scheme in an unknown CSI scenario and demonstrate the similar secrecy performance
between unknown and known CSI.

[39]
Statistical

CSI
SOP Minimize the SOP problem to obtain the optimal power allocation.

[40]
Statistical

CSI
SOP

Derive closed-form and asymptotic expressions of the SOP for a dual-hop underlay uplink CRN
operating under Nakagami-m fading channels.

[24]
Statistical

CSI
IP

Propose a case study of physical layer security for a multiple relay scenario and evaluate the IP in
Rayleigh fading environments.

[41] Perfect CSI SEE
Propose a beamforming scheme to maximize the SEE-based optimization problem in an underlay CRN

cooperative jamming scenario.

[25] Perfect CSI SEE Consider a joint source and relay power allocation scheme to maximize the system SEE.

[26] Perfect CSI SG Demonstrate that a slightly reduced SC sharply decreases the received SNR of an eavesdropper.

[42]
Unknown

CSI
WCSR

Optimize the flying trajectories and transmit power of unmanned aerial vehicles to improve the average
WCSR of the system.
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simultaneously. To improve energy efficiency, some studies
proposed full-duplex-based cooperative jamming methods
because a jammer can broadcast AN and harvest energy
simultaneously. A three-part energy-constrained SWIPT sys-
tem with full-duplex self-jamming was proposed in [70].
They apply the TS SWIPT technology at the destination to
extend battery lifetime. The source transmits the energy-
bearing signals to the destination using maximal ratio trans-
mission (MRT) to increase harvested energy in the EH phase.
Based on their analysis, they derived the closed-form expres-
sions of SOP and ST and then provided the optimal duration
allocation and the maximum ST. Coincidentally, a wireless-
powered full-duplex jammer in a four-node system is intro-
duced in [71]. The authors employed the accumulate-and-
jam protocol and discussed the impact of antenna allocation
at the jammer on secure performance. They believed that
increasing the number of antennas used for energy harvest-
ing can enhance security when a source sends legitimate sig-
nals with low power.

For dynamic relay communications, relay nodes are
deployed based on physical layer characteristics, such as
channel state information (CSI), received signal strength
(RSS), channel phase response, and channel impulse
response (CIR). In [72], the authors considered a novel sce-
nario that has no direct link between transceivers due to
heavy shadow fading. They employed an energy-
constrained UAV-enabled mobile relay to receive informa-
tion and harvest energy simultaneously. The UAV exploits
PS and TS protocols while the full-duplex destination can
simultaneously receive forwarded signals from UAV and
transmit AN signals to confuse eavesdroppers without per-
fect CSI. Their scheme can achieve a significant improvement
in the max–min SC compared to the benchmark schemes.

Table 2 lists wireless-powered cooperative jamming
schemes for energy-constrained systems.

4. Open Issues and Challenges

In this section, we first discuss a few interesting open research
issues and novel technologies to improve energy efficiency
and then present challenges to be solved.

4.1. Open Research Issues

4.1.1. The Optimal Friendly Jammer Selection. The optimal
jammer selection leads to the best secure performance (the
maximal SC or the minimal SOP) with the same energy con-
sumption. The optimal jammer performs better than the
other candidate jammers under energy constraints. There-
fore, optimal jammer selection is an effective method to
improve energy efficiency. In [73], the authors considered a
wireless network with multiple sources and multiple relay
nodes. Each relay node is equipped with a rechargeable bat-
tery. A novel minimum bottleneck matching algorithm and
a suboptimal relay selection algorithm are proposed for the
group lifetime maximization policy. For an EH-enabled sec-
ondary system in cooperative cognitive radio-based IoT, the
authors of [74] presented a Vickrey auction-based relay
selection strategy. This strategy can select an SU from several
EH-enabled candidate SUs as a relay node while the unse-
lected SUs keep harvesting energy. Moreover, works of [75,
76] demonstrate that joint power allocation and relay selec-
tion schemes can obtain better secrecy performance than
the conventional jamming power allocation. Based on the
existing studies, we note that it is a fundamental issue to
select the optimal relay and jammer from a set of candidate
nodes to extend the lifetime and improve the energy effi-
ciency of a secure transmission system.

4.1.2. Intermittent Friendly Jamming. The optimal design of
friendly jamming schemes is the core issue to achieve the best
secure transmission performance and energy efficiency. Tra-
ditional continuous friendly jamming schemes can maximize
SC or minimize SOP under the given energy constraints.
However, these algorithms may waste energy to broadcast
AN even though there is no legitimate signal transmission.
Thus, some researchers studied intermittent jamming
schemes to cope with issues of low SEE. Different from con-
tinuous jamming, an intermittent jammer transmits jam-
ming signals on demand [77, 78]. Despite energy
constraints, we can exploit intermittent jamming to ensure
secure transmission and energy efficiency for it utilizes the
idle duration of legitimate signal transmission to keep sleep-
ing and harvest energy to improve SEE. The intermittent
jammer can theoretically strike a tradeoff between the jam-
ming effectiveness and energy savings by appropriately
adjusting durations of transmission and sleeping and, finally,
increase the lifetime of devices in an energy-constraint IoT
system.

Take an intermittent jamming strategy proposed in [79]
as an example. Different from traditional continuous jam-
ming strategies, the intermittent jamming strategy proposed
in this article is aimed at increasing the system security by
shortening the jamming time but strengthening the jamming
power. They compared the BER of intermittent jamming
strategies and continuous jamming strategies and developed
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Figure 2: The typical SWIPT modes.
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a new metric to jointly measure security requirements and
energy cost, formulated an optimization problem with
respect to the jamming duration proportion and jamming
power, and examined the feasibility of intermittent jamming
for different modulation methods. Accordingly, intermittent
jamming is a feasible scheme to satisfy the requirements of
secure performance and energy constraints. After solving
the issues of when to jam and how to jam, it will surely
become one of the practical cooperative jamming solutions.

4.1.3. Unknown CSI of an Eavesdropper. Almost all the exist-
ing cooperative jamming schemes are based on the assump-
tions of available perfect CSI or statistical CSI of all nodes
in a wireless system. Yet, it is difficult to estimate the CSI of
an eavesdropper perfectly especially when it is in the passive
wiretapping mode. As a result, the performance with energy
constraints in a practical scenario may be worse than its the-
oretical performance. Thus, the authors of [80] employed the
space power synthesis technology to design a multijammer-
based model to minimize synthetic jamming power at a legit-
imate receiver while satisfying predefined interference tem-
perature in other locations. Although this scheme can
securely transmit signals for an unknown CSI scenario within
a fixed small area, multijammer-based cooperative jamming
for a large-scale scenario may highly waste energy, which is
difficult to achieve in an energy-limited system. As a result,
future studies should consider how to design a cooperative

jamming scheme for an unknown CSI scenario with energy
constraints.

4.1.4. Cooperative Jamming for Intelligent Reflecting Surface.
Intelligent reflecting surface (IRS) is a promising technology
to engineer the radio signal propagation in wireless networks.
IRS can dynamically alter a wireless channel to enhance com-
munication performance via tuning massive reflecting ele-
ments. Different from the AF technology that uses energy
to transmit signals, IRS only reflects signals by passive ele-
ments rather than generating new signals via a transmitter
module. Thus, IRS adapts to an energy-constrained scenario
well. In [81], the authors studied an IRS-assisted multiple-
input-single-output system with cooperative jamming. They
designed jamming beamforming matrices and the IRS
phase-shift matrix to maximize energy efficiency. Consider-
ing the changeable CSI, the authors of [82] formulated a
secure energy efficiency maximization problem subject to
available power and the lowest rate constraints. Intuitively,
IRS is envisioned to have abundant applications in future
wireless networks. We need to consider issues such as how
to integrate IRS into existing wireless systems, how to balance
between signal transmission and energy consumption, and
how many reflecting elements should be introduced.

4.1.5. Polar Code-Based Secure Transmission. The polar code
has been regarded as a candidate technology for forward-

Table 2: An overview of energy-constrained wireless-powered cooperative jamming.

References Scenarios/assumptions Metrics Contributions

[29]
PS-based full duplex

jamming/imperfect CSI
ST

Prove that a PS-based scheme outperforms a TS-based scheme for a delay-
tolerant transmission mode and performs better for delay-constrained

transmission only in specific scenario.

[55]
SWIPT-based AF half-duplex

relay/perfect CSI
SC

Maximize SC subject to transmit power constraints by optimizing the transmit
beamforming matrix of an AF relay and the covariance matrix of AN.

[56] EH half-duplex relay/perfect CSI SOP
Obtain a closed-form near-optimal TS ratio and the SOP exact expression for an

EH-based jammer-assisted wireless sensor network.

[57]
SWIPT-based AF half-duplex

relay/imperfect CSI
WCSR

Maximize WCSR by jointly optimizing the CB and the CJ covariance matrix
along with the PS ratios for a relay with static power splitting and dynamic

power splitting scenarios.

[58]
EH half-duplex jammer/imperfect

CSI
ST

Achieve the best throughput subject to secrecy outage probability constraints by
optimizing rate parameters.

[59]
SWIPT-based AF half-duplex

relay/imperfect CSI
WCSR

Jointly optimize the AN covariance matrices at harvest-and-jam helpers and the
AF relay beamforming matrix to maximize the WCSR.

[60]
SWIPT-based full-duplex

relay/perfect CSI
SC

Study optimal power allocation in a secure OFDM-based SWIPT system with
the help of a wireless-powered friendly jammer.

[61]
SWIPT-based full-duplex

relay/imperfect CSI
PC

Prove that secure performance of the robust beamforming design is better than
nonrobust ones for a practical multiradio wireless mesh network.

[62].
SWIPT-based full-duplex self-

jamming/perfect CSI
COP,

SOP, ST
Analyze COP, SOP, reliable-secure probability, and ST when multiple

noncollusion eavesdroppers intercept confidential signals.

[63]
Half duplex destination-based-
jamming SWIPT/imperfect CSI

SC
Design an AN-aided multicell coordinated beamforming scheme for SWIPT-
enabled centralized and distributed manners by minimizing the total required

power.

[64]
SWIPT-based AF half-duplex

relay/imperfect CSI
SOP

Investigate the SOP for a TS-based SWIPT and destination-aided-jamming
system with an untrustworthy AF relay.

[65] EH full-duplex relay/imperfect CSI
SC and
SOP

Propose a full-duplex jammer protocol whose key feature is that both relay and
jammer are powered by source transmissions.
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error-correction (FEC) in the 5G air interfaces due to its
excellent encoding/decoding capability and high reliability.
Because using the polar code is able to improve the reliability
of legitimate signals, a friendly jammer can consume less
energy to ensure the transmission. Therefore, we can guaran-
tee secure transmission by an energy-limited friendly jam-
mer. For a discrete memoryless multiple-access wiretap
channel, the authors in [83] proved that any feasible rate pair
is achievable under strong secrecy with a low-complexity
polar coding scheme. In essence, the reason for using polar
codes to ensure physical layer security is that polarization
creates a series of independent linear deterministic multiple
access channels. These channels make it possible to design
a resolvability-based code and thus achieve strong secure
transmission. In [84], the authors minimized the number of
cooperative helpers to fulfill a feasible SC requirement. They
employed Tal-Sharov-Vardy implementation of polar codes
to implement secure polar coding for a two-user Gaussian
wiretap channel. Note that many modules and applications
of a digital wireless communication system have the polariza-
tion effect that can improve ST and the received signal qual-
ity. Thus, it is one of the urgent issues to jointly optimize
physical layer technologies with polar codes of future wireless
communications to achieve optimal transmission
performance.

4.2. Challenges of Future Works. Although the existing works
on cooperative jamming with energy constraints have made
progress, there are still many challenges unsolved.

Firstly, the study in [40] proved that a friendly jammer
cannot contribute to the enhancement of system security in
the presence of an important number of eavesdroppers. The
reason is that cooperative jamming is to ensure that the aver-
age legitimate channel state is better than the wiretap channel
state. Yet, multiple eavesdroppers may collude to achieve a
better wiretap channel than a legitimate channel. As a result,
the number, location, power, and social attributes [85] of
selected jammers should be appropriately designed to protect
from collusion eavesdropping.

Next, most current studies focus on static system models.
Yet, a practical scenario with mobile nodes, such as intelli-
gent industry or smart home, causes a dynamic wireless
channel [86], which leads to inaccurate prediction or even
difficult to predict. This indicates that the assumption of a
perfect/statistical channel state is unrealistic. In addition, a
mobile scenario results in wireless-powered nodes without
sufficient energy supply [87]. The Doppler shift causes the
mismatch between a cooperative node and a receiver, which
impacts the performance of cooperative jamming cancelation
[88]. Thus, one crux to use cooperative jamming in a practi-
cal application is how to design secure transmission for legit-
imate signals using various characteristics of changeable
wireless transmission scenarios.

Finally, recent works merely design the management of
harvested energy but ignore feasible scheme design to decide
when to switch a relay as a transceiver or to keep idle. Besides,
researches on SWIPT-based remote communications remain
vacant. The battery power may be insufficient due to low har-
vesting efficiency caused by long distances.

5. Conclusion

In this article, we investigate cooperative jamming schemes
for physical layer security for an IoT system with energy con-
straints. Our work starts with the necessity of physical layer
security and introduces the basic knowledge and security
metrics of cooperative jamming. Next, considering limited
energy scenarios, we discuss the typical security optimization
strategies from two aspects of power allocation and energy
harvesting. In essence, the power allocation-based secure
transmission focuses on the effective utilization of device
energy while the energy harvesting is aimed at employing
external energy to recharge. We believe that a feasible coop-
erative jamming scheme should exploit these two methods
to jointly optimize so as to deal with the bottleneck of energy
shortage in an IoT system. Finally, we propose related open
issues as well as challenges to study cooperative jamming
with novel technologies in the future for an IoT system with
limited energy.
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An excellent dialogue system needs to not only generate rich and diverse logical responses but also meet the needs of users for
emotional communication. However, despite much work, these two problems have not been solved. In this paper, we propose a
model based on conditional variational autoencoder and dual emotion framework (CVAE-DE) to generate emotional responses.
In our model, latent variables of the conditional variational autoencoder are adopted to promote the diversity of conversation. A
dual emotion framework is adopted to control the explicit emotion of the response and prevent the conversation from
generating emotion drift indicating that the emotion of the response is not related to the input sentence. A multiclass emotion
classifier based on the Bidirectional Encoder Representations from Transformers (BERT) model is employed to obtain emotion
labels, which promotes the accuracy of emotion recognition and emotion expression. A large number of experiments show that
our model not only generates rich and diverse responses but also is emotionally coherent and controllable.

1. Introduction

With the development of privacy protection and incentive
technology in the Internet of Things and mobile social
networks driven by artificial intelligence, intelligent dialogue
systems have entered our daily lives [1–4]. The enormous
demands of privacy protection for dialogue systems have
promoted the accuracy of speech recognition and semantic
understanding, greatly improving the experience of human-
machine dialogue. At the same time, people have put forward
increasing requirements for intelligent dialogue systems to
produce more human-like dialogues. As an important part
of human intelligence, emotional intelligence is defined as
the ability to perceive, integrate, understand, and regulate
emotions [5]. Thus, machines will be able to communicate
at the human level only when they have the ability to perceive
and express emotions.

Currently, deep neural networks have been successfully
applied in various applications [6–9]. In dialogue generation

tasks, the sequence to sequence (Seq2Seq) model [10] is a
commonly used model. It is mainly based on the language
ability learned from a large number of corpora to conduct
dialogue and on the powerful calculation ability and abstrac-
tion ability to automatically summarize and extract valuable
knowledge and features from massive data. In an open-
domain dialogue system, there are multiple reasonable replies
to a given query from a user. This phenomenon is called “one-
to-many” diversity. However, for the dialogue system based
on the Seq2Seq model and the maximum likelihood estima-
tion (MLE) objective, the characteristics of the model deter-
mine the general utterance with a greater probability of its
tendency to respond, such as “I don’t know” and “Yes.”

To generate more informative and meaningful responses,
much work has been carried out in the open-domain dialogue
[11–13]. These methods focus on the consistency of the
conversation content rather then on emotion. Based on the
past progress of dialogue systems, Zhou et al. [14] first inte-
grated emotional factors into large-scale dialogue generation
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using embedding of emotional tags, internal memory net-
works, and external memory networks. Subsequently, Asghar
et al. [15] used emotion word embedding and emotion-based
objective functions to improve performance. Zhou et al. [16]
proposed to use the emoticon-rich Twitter corpus as a data
set for emotional dialogue generation. However, the above
work only considers the characteristics of target emotions
and not the emotion of the input sentence, with the hope that
the machine generates corresponding emotional responses;
this will lead to the phenomenon of emotional drift, that is,
the emotional response is incoherent and inconsistent with
the emotion of the input sentence.

The generation of emotional dialogue needs to consider
twomain factors: one is the content of the generated response,
and the other is the emotion of the generated response. In
addition to avoiding the generation of a large number of gen-
eral replies and increase the diversity of replies, it is necessary
to consider the connection between the output emotion and
the emotion of the user’s input sentence, aswell as the control-
lability of the output emotion. For example, if the user is sad,
we can generate comfortingwords tomake the user feel better.

The contributions of our work are summarized as
follows:

(1) We propose a dual-emotional framework for emo-
tional dialogue generation, which comprehensively
considers the impact of the emotion of the input sen-
tence and the target emotion on emotional response
in order to make our emotional response consistent
with the user’s emotion and ensure that the emo-
tional response is controllable

(2) We combine the conditional variational autoencoder
[17] with the dual emotion framework to train an
emotional generation system, and experiments prove
that our model has strong performance

(3) A multiclass emotion classifier based on the BERT
[18] model is employed to obtain emotion labels,
which improves the accuracy of emotion recognition
and emotion expression.

The rest of the paper is organized as follows. In “Related
Work,” we outline the related work on emotional conversa-
tional agents. Then, we describe the proposed model in
“Proposed Model.” “Experiment” provides the experimental
results. Finally, we summarize this article and propose direc-
tions for the future work in “Conclusion.”

2. Related Work

With the popularity of social media, massive quantities of
dialogue data can be accumulated and saved, allowing
researchers to solve the problems of dialogue systems in a
purely data-driven manner. Vinyals et al. [19] applied the
Seq2Seq model in machine translation for dialogue genera-
tion for the first time, using an encoder to encode input sen-
tences and generating a reply through a decoder. Bahdanau
et al. [20] proposed an attention mechanism and applied it
to the field of machine translation to improve the accuracy

of machine translation. Shang et al. [21] first built a corpus
based on Sina Weibo and used a Seq2Seq model that intro-
duced an attention mechanism to implement a single-
round dialogue generation system.

Depending on the dialogue object and the dialogue scene,
some work introduces latent variables, samples the distribu-
tion of latent variables, and then decodes the distribution to
generate responses based on latent variables. Cao et al. [22]
proposed a single-round dialogue generation model based
on latent variables, including random variables z of the vari-
ational autoencoder in the decoder. Serban et al. [23] intro-
duced the method of latent variables into a hierarchical
dialogue model. The latent variables can be either topics or
emotions. Zhao et al. [13] constructed a dialogue model
based on a conditional variational autoencoder model using
multiple semantic intentions as conditions.

Emotion perception is an indispensable part of a success-
ful and intelligent dialogue system. Zhou et al. [14] proposed
the emotional chat machine (ECM), which first focuses on
how to generate a response with a specific emotion. ECM
uses emotion embedding, internal memory network, and
external memory network, but it considers neither the influ-
ence of the input sentence content on the decoder output
nor the influence of the input sentence emotion on the
emotional response. We believe that to learn higher-level
dialogue skills and logic from a real corpus, a more elaborate
mechanism is needed to capture the relationship between
the utterance and emotional response. Therefore, we focus
on the extraction and expression of the content and emo-
tions of input sentences and produce more human-like emo-
tional responses.

In terms of emotional dialogue research, [16] is most
similar to our work, but they mainly focus on emotions in
the Twitter corpus to train emotional chat robots, and their
work did not further consider the emotional characteristics
of the input sentences. Sun et al. [24] proposed a model that
takes a sequence containing an emotion category of the input
sentence and an emotion category of the output response as
input. Xu et al. [25] proposed a dual-attention mechanism
that pays attention to the content and emotion of input state-
ments. Song et al. [26] proposed an emotion dialogue system
that can express the desired emotion explicit or implicitly. Li
et al. [27] used generative adversarial networks to generate
emotional responses. Su et al. [28] proposed a stylistic
dialogue generation system, which is achieved by adopting
an information-guided reinforcement learning strategy.

3. Proposed Model

3.1. Task Definition and Model Overview. Our task is defined
as follows: given a post x = ðx1, x2,⋯,xmÞ, input emotion
label Ex, and target emotion label Ey , the goal is to generate
a response y = ðy1, y2,⋯,ynÞ. The input emotion label Ex is
obtained through the multiemotion classifier, xi is the token
of the input sentence, and yi is the token of the output
sentence. The response not only is consistent with the post
in terms of both content and emotion but also corresponds
to the target emotion.
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An overview of CVAE-DE is given in Figure 1. Ey is the
emotion label of the response, Ex is the emotion label of the
post, vector vy represents the text features of the response,
vector vx represents the text features and emotion features of
the post, vector ey represents the emotion features of the
response, and vector c is obtained by concatenation of vx
and ey. In the training process, Ex and Ey are obtained from
the BERT emotion classifier, post x and Ex are encoded by
the post encoder to obtain vx, Ey obtains vector ey through a
full connection network, and vx is concatenated with ey to
obtain vector c. Then, c and vy are fed to the prior/recognition
network, and the hidden variable z, which is sampled from the
recognition network, is fed to the decoder. In the inference
process, the response does not exist, Ey is directly given by
the user, z is sampled from the prior probability distribution
pðz ∣ cÞ, and we use an attention mechanism between the
encoder and the decoder. Finally, the decoder will generate
an emotional response that matches the post in content, is
coherent with the post emotion, and corresponds to the target
emotion based on attention memory, as well as c and z.

3.2. Multiemotion Classifier Based on the BERT Model. Most
existing models use word2vec or Glove to obtain pretrained
word vectors. However, the word vectors trained by these
models are a type of static encoding. The same word is the
same expression in different contexts, and it does not solve
the problem of polysemy, in which words have different
meanings in different contexts. In response to this problem,
this paper trains a multiemotion classifier based on the
BERT model [18]. BERT is a new language representation
model that can not only obtain the rich grammatical and
semantic features of the corpus text but also solve the prob-
lem of traditional language feature representation ignoring
word polysemy, ultimately improving the accuracy of
emotion classification. The structure of the BERT model is
shown in Figure 2.

The most important part of the BERT model is the bidi-
rectional Transformer encoder [29] encoding structure,
which uses the encoder structure in the Transformer model
as the feature extractor. The encoder is composed of a self-
attention mechanism and a feed-forward neural network,
abandoning the RNN’s cyclic network structure [30], and
completely uses an attention-based mechanism to model a
segment of text. The attention mechanism in the encoder is
called self-attention, and its core idea is to calculate the rela-
tionship between each word in a sentence and other words to
adjust the importance of each word in order to obtain a
context-related word vector. The encoder structure is shown
in Figure 3.

In the experiments in this article, the pretrained
Chinese model “BERT-Base, Chinese” released by Google
is used to train our classifier; it uses a 12-layer Transformer
with a hidden size of 768, a multihead attention parameter
of 12, and a total model size of 110MB. First, we load the
pretrained model, and then, we use the emotion classifica-
tion data set to fine-tune our model. Finally, the final model
will be employed in the CVAE-DE model as our multiemo-
tion classifier.

3.3. Sequence to Sequence Model Based on the Attention
Mechanism. The basis of our model is a Seq2Seq model based
on the attention mechanism [21]. The encoder and decoder
of the model are implemented by GRU [31]. The role of the
encoder is to map the post x = ðx1, x2,⋯,xmÞ to the hidden
feature state h = ðh1, h2,⋯,hmÞ. For moment t, ht is defined
as follows:

rt = δ Wrxt +Urht−1 + brð Þ, ð1Þ

zt = δ Wzxt +Uzht−1 + bzð Þ, ð2Þ
eht = tanh Whxt +Uh rt ∗ ht−1ð Þ + bhð Þ, ð3Þ

ht = 1 − ztð Þht−1 + zt eht , ð4Þ
where the initial hidden state h0 is zero vector, rt represents
the reset gate, zt represents the update gate, δ is the sigmoid
activation function, and Wr , Wz , Wh, Ur , Uz , Uh, br , bz , bh
are training parameters. The sigmoid activation function
can map the data to ½0, 1� to determine the gating signal.
The update door has two functions: the forgetting function
and memory function. It can not only selectively forget the
historical information that is not related to the original
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Figure 1: Overview of CVAE-DE. The blue part represents a
Seq2Seq model based on the attention mechanism, which is the
basis of our model. The orange and gold parts represent the
conditional variational autoencoder model. The green part
represents the dual emotion frame.
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hidden state but also selectively remember the candidate hid-
den state and retain the long short-term information that is
strongly dependent on the current moment. The above equa-
tions can be written as ht =GRUðht−1, xtÞ.

The current state of the decoder can be updated accord-
ing to the state st−1 at the previous time, the output yt−1 of
the decoder at the previous time, and the context vector vct
at the current time. The probability distribution of the words
output by the decoder is

p yt ∣ y1, y2,⋯,yt−1, xð Þ = g yt−1, st , vctð Þ, ð5Þ

st =GRU st−1, yt−1, vct½ �ð Þ, ð6Þ
where g is the maxout activation function, the context vector
vct is the result of using the attention mechanism to weight

the encoder state sequence h, and typically, we use Bahdanau
attention [20], which is defined as:

et j = vTa tanh Wast−1 +Uahj
� �

, ð7Þ

αt j =
exp et j

� �
∑m

k=1 exp etkð Þ , ð8Þ

vct = 〠
m

j=1
αt jhj, ð9Þ

where va,Wa, and Ua are the attention parameters that need
to be learned. The attention mechanism is in fact a weighted
sum of the hidden states of the encoder, which can dynami-
cally capture the dependence of the decoder on the input
utterance. The objective function of the Seq2Seq model based
on the attention mechanism can be expressed as

p y ∣ xð Þ =
Yn
t=1

p yt ∣ y1, y2,⋯,yt−1, vctð Þ: ð10Þ

3.4. Conditional Variational Autoencoder Model. The varia-
tional autoencoder (VAE) is a generative network structure
based on the variational Bayesian inference proposed by
Kingma et al. [32]. The VAE has been used to establish two
probability density distribution models: one model, called
the inference network, involves generating a variational
probability distribution of hidden variables according to the
variational inference of the original input data; and the other
model, called the generation network, involves restoring the
approximate probability distribution of the original data
according to the generated variational probability distribu-
tion of hidden variables. In this model, a prior distribution
pðzÞ is added to the hidden variable z, which often follows
the standard Gaussian distribution, so that the model can
generate samples that are closer to the original data
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distribution. The goal of the variational autoencoder is to
maximize the probability pðyÞ under the premise of sampling
by z, which can be expressed as

p yð Þ =
ð
p y ∣ zð Þp zð Þdz: ð11Þ

The VAE introduces a recognition model qϕðz ∣ yÞ in the
inference network to replace the undetermined true posterior
distribution pθðz ∣ yÞ. To make qϕðz ∣ yÞ approximately equal
to pθðz ∣ yÞ, the VAE uses the KL divergence to measure the
similarity between the two distributions and minimizes the
KL divergence. In this case, the objective function of the
model can be expressed as

L θ, ϕ ; yð Þ = −KL qϕ z ∣ yð Þ∥pθ zð Þ
� �

+ Eqϕ z∣yð Þ log pθ z ∣ yð Þ½ �,
ð12Þ

where ϕ is the parameter of the inferred network, θ is the
parameter of the generated network, KLðqϕðz ∣ yÞ∥pθðzÞÞ
indicates the KL divergence between the prior distribution
pθðzÞ of z and the posterior distribution qϕðz ∣ yÞ of the model
encoder, and Eqϕðz∣yÞ½log pθðy ∣ zÞ� represents the reconstruc-
tion loss of the data samples by the decoder pθðy ∣ zÞ. The
model’s decoder learning goal is to restore the real data as
much as possible, and the goal of the variational autoencoder
becomes to maximize its objective function, which can be
achieved by minimizing the first term on the right side of
Equation (12), that is, making qϕðz ∣ yÞ of the hidden variable
z approximate pθðzÞ.

The traditional VAE belongs to an unsupervised model.
Although it can generate similar output data based on the
input, it cannot control its orientation to generate specific
types of data. For this purpose, Makhzani et al. [17] proposed
a conditional variational autoencoder (CVAE) model. Based
on the Seq2Seq model, we introduce the latent variable z in
the CVAE model. For a given input utterance, multiple
appropriate responses may exist, and each response corre-
sponds to a potential variable configuration that does not
appear in the input utterance. CVAE is trained by maximiz-
ing the conditional likelihood variational lower bound of y
for a given c situation.

p y ∣ cð Þ =
ð
p y ∣ z, cð Þp z ∣ cð Þdz: ð13Þ

In our model, the decoder is used to approximate pDðy
∣ z, cÞ, the prior network is used to approximate pPðz ∣ cÞ,
and the recognition network is used to approximate the real
posterior pRðz ∣ y, cÞ. θD, θP, and θR are the parameters of
their networks. The objective function is given by

L θD, θP, θR ; y, cð Þ = −KL qR z ∣ y, cð Þ∥pP z ∣ cð Þð Þ
+ EqR z∣y,cð Þ log pD y ∣ z, cð Þ½ �: ð14Þ

In addition, as described by Bowman et al. [33], it is

difficult to encode useful information in hidden variables by
directly combining the RNN decoder and the variational
autoencoder in the field of text generation. Because the
RNN-based decoder is a general function approximator,
which has a strong ability to model sequence information,
it can learn the representation without hidden variables
information in the decoding process. The hidden variables
lose their function, and VAE mathematically degenerates
into a simple Seq2Seq model. Therefore, training a Seq2Seq
dialogue generation model based on CVAE needs to balance
the reconstruction loss and KL loss. In our experiments, we
use the techniques of KL annealing, early stop, and bag loss
to balance the reconstruction loss and KL loss. The bag of
words loss is added to the training objective function on the
previous basis, and the objective function is rewritten as

L′ = L + Lbow: ð15Þ

3.5. Dual Emotion Framework. To make the emotional
responses more coherent, we add an emotion label of the post
to the input of the post encoder. The input becomes ½Ex ; x�,
enabling our model to mine the emotional information of
the post and make the emotional response compatible with
the post emotion. The estimated probability of the model
can be rewritten as

p y ∣ Ex, xð Þ =
Yn
t=1

p yt ∣ y1, y2,⋯,yt−1, Ex, xð Þ: ð16Þ

To make our emotional responses more human-like, we
stitch the target emotion vector ey into the vector c to control
the emotion replied by decoder. The vector c becomes ½ey ; vx�.
Thus, we can choose different emotions to reply to the users,
and even affect the user’s emotion. For example, when the user
is unhappy, we can make the user happy by outputting a
response with a happy emotion.

3.6. Summary of the CVAE-DE Model. In this section, we
introduce the mathematical derivation and structural frame-
work of the model. The goal of our model is to generate
dialogue responses that are rich in content, diverse in form,
and rich in emotion. To improve our model’s ability to
understand emotion and improve the accuracy of emotion
recognition, we use the BERTmodel as the emotion classifier.
At the same time, to prevent the Seq2Seq model from gener-
ating a large number of general responses, we introduce the
hidden variables of the conditional variational autoencoder
to enable our model to generate rich and diverse responses.
Finally, to make the emotion contained in the responses
more natural and appropriate, we design a dual emotion
framework that considers not only the controllability of the
output emotion but also the continuity of the emotion with
the input sentence.

4. Experiment

4.1. Data Preparation and Implementation Details. We use
different data sets to train the multiemotion classifier and
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dialogue generation model. The multiemotion classifier is
trained with theWeibo corpus data with emotion labels, which
are derived from the Chinese Weibo emotion recognition task
in NLPCC 2013 and the Chinese Weibo text emotion analysis
task in NLPCC 2014. After sorting and filtering, the data set
has a total of 40133 sentences, each of which contains an emo-
tion label, which are divided into six categories: Null, Like,
Sad, Disgust, Anger, and Happiness. The dialogue generation
model is trained with the data set that is derived from the
emotion dialogue generation task in NLPCC 2017. The data
set contains 1119207 pieces of training data, each including
an original sentence and a response sentence.

In the training of the multiemotion classifier, we divide
the data set into a training set, a validation set, and a test
set, with a ratio of 36133 : 2000 : 2000. We train the classifier
on the basis of the pretrained Chinese model “BERT-Base,
Chinese” released by Google.

In the training of the dialogue generation model, the ratio
of the training set, validation set, and test set is
1099239 : 9984 : 9984. Our vocabulary size is set to 40000,
the word embedding vector and the emotion label embed-
ding vector are both set to 128, the encoder and decoder
use 128 hidden units of RNN layer, and the latent variable
size is set to 268. We randomly initialize all of the parameters
of the model and set the batch size to 128.

4.2. Baselines. In the experiments, we compare CVAE-DE
with the following baselines:

Seq2Seq: A standard Seq2Seq model with attention
method that is widely used as a baseline in the conversation
generation task [21].

ECM: A Seq2Seq model that uses the emotion category
embeddings, internal and external memory mechanisms to
generate emotional responses [14].

CVAE: A conditional variational autoencoder model that
takes the target emotion label as input to formulate latent
variable [16].

CVAE-MTDA: A conditional variational autoencoder
model with a dual-attention mechanism used to ensure that
specific emotional responses are coherent with the content
and the emotion of the input [25].

EDGAN: A model based on generative adversarial
networks with multiple generators for generating responses
with specific emotion and a multiclass discriminator [27].

4.3. Evaluation Indicators. In this paper, we introduce the
evaluation metrics for the following two aspects.

4.3.1. Multiemotion Classifier. Emotion classification accu-
racy is used as the evaluation index of the emotion classifier.
For comparison, we train a variety of emotion classifiers,
including RNN [30], LSTM [34], and Bi-LSTM [35].

4.3.2. Dialogue Generation Model. The evaluation indicators
of the dialogue generation model are mainly divided into
the categories of automatic evaluation and manual evalua-
tion. Since there is no correct answer in the open-domain
dialogue generation, the bilingual evaluation (BLUE) algo-
rithm [36] is not suitable for the evaluation of the dialogue
generation model [37]. Therefore, according to the perplexity

[38], the accuracy of emotion expression, and the Distinct-1
and Distinct-2 methods [11], the responses generated by
our model are automatically evaluated.

Perplexity: Defined by Eq. (17) where S is the gener-
ated sentence, L is the length of the sentence, and pðwiÞ
is the probability of the i-th word. A lower PPL score
corresponds to a better model, more natural response,
and smoother sentence.

PPL Sð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiYL
i=1

1
p wi ∣w1,w2,⋯,wi−1ð Þ

L

vuut : ð17Þ

Table 1: Accuracy of emotion classifiers.

Model Accuracy

RNN [30] 56.2%

LSTM [34] 59.7%

Bi-LSTM [35] 62.1%

BERT [18] 65.1%

Table 2: Objective evaluation with perplexity and accuracy.

Model Perplexity Accuracy

Seq2Seq [21] 67.2 0.205

ECM [14] 66.1 0.724

CVAE [16] 37.2 0.675

CVAE-MTDA [25] 34.6 0.692

EDGAN [27] 62.8 0.716

CVAE-DE 33.5 0.749

Table 3: Diversity scores for the CVAE-DE and the baselines.
Distinct-1 and Distinct-2 are the ratios of distinct unigrams and
bigrams in the generated responses.

Model Distinct-1 Distinct-2

Seq2Seq [21] 0.0045 0.0353

ECM [14] 0.0062 0.0396

CVAE [16] 0.0256 0.2635

CVAE-MTDA [25] 0.0287 0.2712

EDGAN [27] 0.0273 0.2658

CVAE-DE 0.0308 0.2836

Target responses 0.0952 0.5897

Table 4: Manual evaluation of the generated responses in terms of
content and emotion.

Model Content Emotion

Seq2Seq [21] 1.258 0.154

ECM [14] 1.286 0.422

CVAE [16] 1.302 0.392

CVAE-MTDA [25] 1.325 0.405

EDGAN [27] 1.314 0.416

CVAE-DE 1.337 0.437
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Distinct-1 and Distinct-2: Used to judge whether the
model will generate a large number of universal and
repetitive responses, which can reflect the diversity of
responses. The definition is given in Equation (18) where
Countðunique ngramÞ is the number of unigrams/bigrams
that are not repeated in the responses and CountðwordÞ is
the total number of unigrams/bigrams in the responses. A

larger value of Distinct-1 and Distinct-2 indicates a higher
diversity of the generated responses.

Distinct nð Þ = Count unique ngramð Þ
Count wordð Þ : ð18Þ

Table 5: Sample responses generated by CVAE-DE and other baseline models. For each input sequence, a generated example response is
listed for each emotion category.

Post Model Response (original) Response (translated)

港澳游很好 玩啊!

Seq2Seq [21] 哈哈, 是啊, 我也想去。 Haha, yeah, I want to go too.

ECM
[14]

Like 嗯, 我喜欢旅游。 Well, I like traveling.

Sad 唉, 可惜我去不了 Oh, it’s a pity I cannot go.

Disgust 我觉得太贵了。 I think it is too expensive.

Angry 难道你们觉得好玩? Do you guys find it fun?

Happy 哈哈, 太好玩了。 Haha, it’s so fun.

Traveling in Hong Kong and
Macau is fun!

CVAE-
DE

Like
不错哦, 我也很想去, 我的兴趣就

是去各地旅游!
Not bad, I also want to go, my hobby is to travel

everywhere!

Sad
很郁闷, 我还要加班, 只能等下次

去马尔代夫了。

Very depressed, I have to work overtime and can
only wait for the next time I go to the Maldives.

Disgust
这个旅游实在是很无聊的, 还需要

港澳通行证。

This tour is really boring and requires a Hong
Kong and Macau pass.

Angry 你们都不告诉我, 难道我是空气? You do not tell me, am I the air?

Happy 哈哈, 收获很多, 太开心了。 Haha, I have gained a lot, so happy.

Seq2Seq [21] 哈哈, 是啊, 我也觉得。 Haha, yeah, I think too.

ECM
[14]

Like 我喜欢这个发型。 I like this hairstyle.

你换发型了? Sad 很郁闷, 我也觉得不好。 Very depressed, I also feel bad.

Have you changed your hair
style?

Disgust 换发型很无聊啊! Changing hair style is boring!

Angry 我不喜欢理发。 I do not like haircuts.

Happy 哈哈, 剪了短发。 Haha, I cut my hair short.

CVAE-
DE

Like
新发型是蛮爽的哦! 我就是喜欢这

种风格!
The new hairstyle is pretty cool! I just like this

style!

Sad
太恐怖了, 我只是想换, 但是没有

勇气。

It’s horrible, I just want to change, but I do not
have the courage.

Disgust 无聊啊, 换了一个不喜欢的发型。 Bored, changed to a hairstyle that I do not like.

Angry 难道你不喜欢我的发型? Do not you like my hairstyle?

Happy 哈哈, 这个发型, 你会爱上我的。
Haha, with this hairstyle, you will fall in love

with me.

上海下雨了吗?

Seq2Seq [21] 是啊, 下雨了。 Yes, it’s raining

ECM
[14]

Like 我喜欢这种天气。 I like this weather.

Sad 估计会被淋湿的。 It is estimated that it will get wet.

Disgust 下雨太难受了。 The rain is too uncomfortable.

Is it raining in Shanghai?

Angry 我还不能出门。 I cannot go out yet.

Happy 哈哈, 已经凉快了。 Haha, it’s already cool.

CVAE-
DE

Like
在上海, 天气预报不错, 下雨很凉

快耶∼
In Shanghai, the weather forecast is good, and

the rain is very cool ∼

Sad
可惜最近完全没有下雨, 是一个干

旱的季节。

It is a pity that it has not rained at all recently, it is
a dry season.

Disgust 是的, 上海的天气太热了! Yes, the weather in Shanghai is too hot!

Angry 没啊!我说过不会的, 你们不相信。 No! I said no, you do not believe it.

Happy 哈哈哈, 估计大暴雨就要来了。
Hahaha, it is estimated that the heavy

rain is coming.
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Manual Evaluation: To better understand the quality of
the generated response in terms of content and emotion,
we invite 4 volunteers to evaluate the results of our gener-
ation models. The reviewer scores of the generated
response are based on content and emotion. The content
scores are mainly based on whether the response is appro-
priate and natural or whether it may be generated by
people; it is a widely accepted measurement standard by
researchers and was proposed by Shang et al. [21]. The
emotion scores are mainly based on whether the emotion
of response meets the given target emotion. The content
scores are divided into 0 point, 1 point, and 2 points.
The emotion scores are divided into 0 point and 1 point.

4.4. Experimental Results and Analysis. (1) Classification
Accuracy of the Multiemotion Classifier: As shown in
Table 1, the classifier based on the BERT model has the high-
est accuracy, reaching 65.1%. The higher the accuracy of the
emotion classifier is, the more accurate the emotion label is,
and the higher the accuracy of the emotion expression.
Therefore, we will use a classifier based on the BERT model
to generate the emotion labels.

(2) Perplexity and Accuracy of Emotion Expression: As
shown in Table 2, CVAE-DE obtains better score than all
of the other models in perplexity and emotion expression
accuracy. The best score in emotion expression accuracy
indicates that the dual emotion framework can generate
a response that is closer to the emotional response in the
real human conversation corpus than the other models.
The emotional responses of CVAE-DE model are not only
controlled by the target emotion but also affected by the
emotion of the input sentence. As communicated in real
life, the responding party is not only controlled by their
own emotion but also affected by the emotion expressed
by the other party. The emotion accuracy of Seq2Seq is
quite low because it generates the same response with dif-
ferent emotion types.

(3) Distinct-1 and Distinct-2: It is observed from Table 3
that the CVAE-DE model is far superior to the pure Seq2Seq
model in response diversity. The CVAE-based models can
enjoy the superiority of stochastic sampling from probabilis-
tic latent variable, enabling them to generate various and
meaningful responses, while pure Seq2Seq models tend to
generate monotonous responses.

(4) Manual Evaluation: From the results shown in
Table 4, CVAE-DE outperforms other models in content
and emotion. This result indicates that CVAE-DE can gener-
ate high-quality emotional responses without sacrificing the
grammatical correctness and logic of the content.

(5) Case Study: In Table 5, we show some example
responses generated by CVAE-DE and other baselines. For
a given post, there are a variety of proper responses with
different emotion types. Intuitively, different people generate
different emotion types for the same post.

It is observed that the CVAE-DE model generates emo-
tional responses on every emotion type, while Seq2Seq with
attention chooses a random emotion type for response.
Compared with ECM, our model can produce responses
with richer content, more diverse forms, and greater emo-

tional accuracy. When fed with different target emotions,
the CVAE-DE model uses different emotional words to
control expressions.

Although our model has achieved a relatively satisfactory
performance compared to that of other models, there are still
some limitations. Our model is mainly limited to some
coarse-grained emotional labels, including like, sadness, and
anger. Such coarse-grained classification labels make it diffi-
cult to capture the nuances of human emotion. Therefore,
our future work direction may be to train our model to make
it easier to capture the nuances of human emotions by build-
ing a corpus with fine-grained emotional labels.

5. Conclusion

In this paper, we propose an emotional dialogue generation
model, CVAE-DE, to produce high-quality responses with
multiple emotion types. An emotion classifier based on the
BERT model is used to classify a variety of emotions, which
to a certain extent improves the problem of previous
methods obtaining a low classification accuracy of emotion
categories. To enable the model to produce more rich and
diverse responses, we introduce a conditional variable auto-
encoder on the basis of the Seq2Seq model based on the
attention mechanism. At the same time, to enable the model
to generate coherent and controllable emotional responses,
we propose a dual-emotional framework. The experimental
results show that the model proposed in this paper can pro-
duce high-quality responses with specific emotions.

In future work, we will use more complex generation
models to further improve the quality of generated responses
and use a corpus with fine-grained emotion classification
labels to enrich the emotion of responses. At the same time,
we will also explore the application of the method in this arti-
cle to multiple rounds of dialogue, using contextual informa-
tion to infer the user’s emotional information, rather than the
emotional information specified by the user. This will be a
challenging task because it depends on the topic, contextual
information, and the user’s emotions.

Data Availability

We use different data sets to train the multiemotion classifier
and dialogue generation model. The multiemotion classifier
is trained with the Weibo corpus data with emotion labels,
which are derived from the Chinese Weibo emotion recogni-
tion task in NLPCC 2013 and the Chinese Weibo text
emotion analysis task in NLPCC 2014. After sorting and
filtering, the data set has a total of 40133 sentences, each of
which contains an emotion label, which are divided into six
categories: Null, Like, Sad, Disgust, Anger, and Happiness.
The dialogue generation model is trained with the data set
that is derived from the emotion dialogue generation task in
NLPCC 2017. The data set contains 1119207 pieces of train-
ing data, each including an original sentence and a response
sentence. All researchers can access the data at the following
site: https://www.biendata.xyz/ccf_tcci2018/datasets.
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In recent years, the number of web services grows explosively. With a large amount of information resources, it is difficult for users
to quickly find the services they need. Thus, the design of an effective web service recommendation method has become the key
factor to satisfy the requirements of users. However, traditional recommendation methods often tend to pay more attention to
the accuracy of the results but ignore the diversity, which may lead to redundancy and overfitting, thus reducing the satisfaction
of users. Considering these drawbacks, a novel method called DivMTID is proposed to improve the effectiveness by achieving
accurate and diversified recommendations. First, we utilize users’ historical scores of web services to explore the users’
preferences. And we use the TF-IDF algorithm to calculate the weight vector of each web service. Second, we utilize cosine
similarity to calculate the similarity between candidate web services and historical web services and we also forecast the ranking
scores of candidate web services. At last, a diversification method is used to generate the top-K recommended list for users. And
through a case study, we show that DivMTID is an effective, accurate, and diversified web service recommendation method.

1. Introduction

In recent years, web services have developed rapidly and are
playing an increasingly important role in E-commerce and
virtual reality applications. With the increasing of Internet
web services’ numbers, people have more access to Internet
information anytime and anywhere. However, people need
to deal with a large amount of information resources, which
makes it difficult for people to quickly find valuable services
which they are interested in. In other words, the selection
process is complicated in the age of big data [1–4]. Therefore,
precise recommendation of web services is the key issue in
service computing. As we all know, the recommender system
has been widely used in many applications, such as https://
Amazon.com, https://TiVo.com, and https://Netflix.com
[5]. And web service recommendation is a process of actively

identifying suitable web services and recommending them to
users. The most common method is traditional collaborative
filtering [6].

As we all know, collaborative filtering usually explores
users’ preferences basing on users’ historical usage records
and then recommends the most appropriate service items
to users automatically [7]. However, this method mainly
focuses on improving the accuracy of recommendation,
which may lead to the redundancy of services in a limited list
of top-K recommendations. Worse, the recommendation
results may reduce users’ satisfaction and are not conducive
to exploring users’ potential preferences for other services.
For example, it is assumed that there is a certain service
category with similar or related functions that match the
interests of users and has better quality of services than other
categories of services. Ordinary service recommendation
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methods may only recommend this category of services to
users in the final recommended list, but from users’ points
of view, recommendation services with similar functions
are redundant, and this phenomenon is called overfitting.
Accordingly, the recommender system should also pay
attention to the diversity of service recommendations
while ensuring a high accuracy of recommendation results.
In this manner, other categories of services that users may
be interested in can be included in the top-K recom-
mended list [3, 8].

Fortunately, diversification methods can not only avoid
redundancy but also expand the range of users’ choices,
which is beneficial to avoid the uncertainty in the prediction
of users’ preferences [9]. However, there is a trade-off
between accuracy and diversity [10] because high accuracy
may often be obtained by safely recommending users the
most popular and appropriate items, which can clearly lead
to the reduction of diversity. And on the contrary, higher
diversity can be achieved by trying to uncover and recom-
mend highly idiosyncratic or personalized items with less
data for each user, which will be more difficult to predict.
And it may lead to the decrease of recommendation accu-
racy. Therefore, it is crucial for recommender systems to
provide an optimal list of recommendations that takes into
account both accuracy and diversity and to keep a balance
between them [11–14]. This is also the main research direc-
tion of this paper. The main contributions of this paper are
listed below:

(i) A new web service recommendation method which
pays attention to both accuracy and diversity is
proposed

(ii) Providing users with the list of top-K service rec-
ommendations, our method improves the disad-
vantages of traditional service recommendation
methods and effectively solves the problem of
overfitting

(iii) Our method weighs well the double indicators of
accuracy and diversity in order to achieve the
best recommendation effect and improve users’
satisfaction

The remainder of this paper is organized as follows. Sec-
tion 2 describes a scenario of web service recommendation,
and based on that, the main motivation and research content
of this paper are further described. Section 3 presents the
framework and specific steps of the proposed web service
recommendation method (named DivMTID). Section 4
introduces a case study, where a specific case is solved by
DivMTID. Section 5 summarizes this paper, draws conclu-
sions, and expounds future work.

2. Research Scenario and Motivation

In this section, the research scenario and motivation of this
paper are described. All the work we have done is based on
the research scenario and motivation.

2.1. Research Scenario. Here, we use Figure 1 to describe the
research scenario in this paper. Suppose that a website has
many different types of modules (entertainment, military,
sports, life, finance, cars, games, films, shopping, etc.), and
there are many different web services under each module.
Assume that there are M web services used by a user under
all modules, and they are recorded as WSu1, WSu2,…, WSuM.
For each module, they are recorded as WSu1, WSu2,…, WSux
(x is a variable). Meanwhile, there are N candidate web ser-
vices recorded as WS1, WS2,…, WSN in the set of candidate
services. And each web service is described by the Web
Service Description Language (which is called the WSDL
document). In order to describe it exhaustively, the symbols
mentioned in this paper and their meanings are shown in
Table 1.

2.2. Motivation. In this subsection, we utilize the example in
Figure 2 to demonstrate the motivation of our proposal. It is
assumed that the recommender system intends to recom-
mend a list of web services to a user. In this condition, to rec-
ommend appropriate web services to the user, the similarity
between historical web services and candidate web services
should be calculated first. And then the system generates
the top-K recommended list to the user. However, in the
process of similarity calculation and recommendation
calculation, we will face the following challenges:

When calculating the similarity between historical web
services and candidate web services, it is necessary to estab-
lish the relationship between historical records and the can-
didate service set. However, an effective method to predict
the relative score of candidate service objects and filter the
candidate web services is needed.

As the diversity of the recommended list is frequently
neglected, the web services in the list may be similar to each
other, which may lead to overfitting and failure to explore
users’ potential preferences and finally reduce the users’
satisfaction.

Considering the above issues, a novel web service recom-
mendation method named DivMTID is proposed, which will
achieve the accuracy and diversity of recommendation
results, and it will be presented in detail in the following
sections.

3. A Diversified Service Recommendation
Method Based on TF-IDF

Under the research scenario of Section 2, this paper proposes
a new web service recommendation method named DivM-
TID, which is based on the TF-IDF algorithm. It utilizes
cosine similarity and combines WSDL documents to calcu-
late the ranking score of each candidate service and then uses
the diversity algorithm to select the best web services from
candidate services to set the top-K service recommended list.
Meanwhile, it takes into account the accuracy and diversity of
recommendation results. Table 2 lists the basic framework of
DivMTID, which includes four steps.

3.1. Step 1: Explore Users’ Preferences Approximately. In step
1, we first make an approximate positioning of users’
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preferences according to users’ historical score records. In
order to give more effectively personalized service recom-
mendations, we need to figure out what users like and why
they like it. In other words, using more effective preference
representation methods may make recommendation algo-
rithms exhibit higher performance. In most service recom-
mendation methods, a user’s score on web service can only
represent the user’s opinion on a service, but the user’s
preferences cannot be fully determined by a score record.
However, a user’s historical score records can be used to
make an approximate positioning of the user’s preferences.
We can use the rating scores of web services to establish
correlations with metadata and break the common limitation
of expressing preferences with only one score.

For example, under the scenario described in Section 2, if
a user rated 5 for all the web services under the module of
military and rated 2 for all the web services under the module
of finance, then the recommender system should infer that
the user prefers the military module and should recommend
more candidate web services about the military than finance.

We can establish the correlation between history scores
and the information of the metadata module in equation
(1), which utilizes score records for web services to calculate
a user’s preference degree for each module.

Mj =
∑rmax

i=rmin
ri × nrservice‐rated
� �

nrservice‐used
: ð1Þ

In equation (1),Mj represents the degree of a user’s pref-
erence for module j. ri represents a user’s historical rating
scores for the used web services. nrservice‐rated represents the
number of web services which rated ri under the metadata
module j, and nrservice‐used represents the number of all the used
web services by the user under the metadata module j.

We can calculate the user’s preference degree for the
modules in equation (1) and make an approximate position-
ing of the user’s preference. A threshold “a” is set here, and
the module with a calculated result greater than “a” is defined
as the user’s preference module. For example, in the scenario
of Section 2, we set a threshold 3. After calculation, if the
modules with a result greater than 3 are military, finance,
cars, and shopping, then the top-K recommended list should
mainly consist of web services under these modules, which
means that the modules below the threshold are automati-
cally filtered out. At last, we put all the web services belonging
to the preference modules together to form a set P. The above
is the content of step 1, its pseudocode can be described by
Algorithm 1.

Table 1: Symbols and their meanings.

Symbol Meaning

WSui Web service i used in a user’s history

WSj Candidate web service j

WSDLi The WSDL documentation of web service i

M The number of web services used in a user’s history

N The number of candidate web services

ri A user’s rating of web service i used in history

Mj Degree of a user’s preference for module j

a, b Threshold setting

t j The j-th word in the corpus

ω The weight vector of web service

CosSimi,j The similarity level of web service i and web service j

Scorej The predicted ranking score of candidate web service j

Entertainment Military Sports Life Finance

Cars Games Films Shopping

WSu1,...,WSux WSu1,...,WSux WSu1,...,WSux WSu1,...,WSux WSu1,...,WSux

WSu1,...,WSux WSu1,...,WSux WSu1,...,WSux WSu1,...,WSux

User

Figure 1: Research scenario.
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3.2. Step 2: Calculate TF-IDF Weight Vectors of Web Services.
The task of step1 in DivMTID is to determine users’ prefer-
ences, filtering out the web services under all modules with
low history rating scores. It saves a lot of time for the subse-
quent recommendation algorithm to run. However, step 1
cannot exactly determine what kind of services users like,
what characteristics the web services with high scores have,
and how to select the best web services from so many candi-
date services. Step 2 is designed to solve these problems. It is
assumed that step 1 filtered out L web services together.

As is mentioned, each web service in set P has a corre-
sponding WSDL document, the same as candidate services.
Then, all meaningful words in the WSDL documents of all
services can form a corpus. After that, a well-known TF-

IDF algorithm [8, 15] is used to assess the importance of
words in the corpus for each web service. The importance is
proportional to the number of times that words appear in
the document and inversely proportional to the frequency of
words appearing in the corpus. The explanation is as follows.

tf represents the word frequency, indicating the
frequency of a word appearing in a WSDL document. It
can be described in

tf t j, WSDLi
� �

=
freq t j, WSDLi

� �

WSDLij j : ð2Þ

tj represents the j-th word in the corpus and WSDLi repre-
sents the WSDL document of the i-th web service. Freqðt j,

User

Similar item search

Recommended list generation
Filtered candidate

service set

Candidate
service 

set

Historical

records

WS1

WS2

WSK

...

M1 Mj

rxj

WSu1

rx1

... ......

r11

WSux

r1j

...

...

...

...

Figure 2: A motivating example.

Table 2: The basic framework of DivMTID.

Step 1: explore users’ preferences approximately

By establishing the relationship between a user’s history score
records and the information of the metadata module, the
preference degree of each module is calculated, and the user’s
preferences is approximately explored.

Step 2: calculate TF-IDF weight vectors of web services

Using the TF-IDF algorithm, the importance of words in the
corpus to web services is calculated and finally represented by the
TF-IDF weight vector in order to make a distinction among web
services.

Step 3: predict the ranking scores of candidate services

The similarity between candidate web services and historically used
web services is calculated by using cosine similarity, and the
ranking score values of candidate web services are predicted.

Step 4: create a diversified web service recommended list

According to different index numbers, K different web services are
selected to form multiple recommended lists. Then, it needs to
calculate the list-diversity value of each list, and the list with the
highest value becomes the web service recommended list that is
finally recommended to the user.

Input:
WSu1, WSu2,…, WSuM: web services used by a user.
r1, r2,…, rM: the rating scores.
a: the threshold.

Output:
P: a set.

1.forj = 1 to gdo//assume there are g modules
2. nrservice‐used = count(WSui)
3. forr = rmin to rmaxdo
4. nrservice‐rated = count(WSui)
5. nrservice‐rated ∗ r
6. end for
7. Calculate Mj according to equation (1)
8. ifMj ≥ a
9. then add fWSui ∣ WSui ∈ jg to P
10. end if
11.end for
12.return P

Algorithm 1: Explore users’ preferences approximately.
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WSDLiÞ represents the number of times that t j appears in the
WSDLi document, and ∣WSDLi ∣ represents the number of
words that appear in the WSDLi document. So we can also
get the equation jWSDLij =∑jf reqðt j, WSDLiÞ.

idf represents the inverse document frequency. It is
expressed by the ratio of the total number of all WSDL
documents and the number of documents containing the
word. We can calculate the logarithm of the quotient in

idf t j, WSDLi
� �

= log2
WSDLj j

WSDLi : t j ∈WSDLi
� ��� �� : ð3Þ

∣WSDL ∣ represents the total number of WSDL docu-
ments. And ∣fWSDLi : t j ∈WSDLig ∣ represents the total
number of documents containing word t j.

we use TF-IDF to assess the importance of words in a
corpus for a web service. If a word appears with high fre-
quency in a WSDL document of a web service and appears
with low frequency in other WSDL documents of services,
then we suppose that the word has a high importance and
representativeness for this web service, which can be used
to classify and distinguish different services.

Since WSDL documents are generally short, this paper
chooses to give higher weight to the idf value to normalize
the inherent bias with

ω = tf t j, WSDLi
� �

∗ idf 2 t j, WSDLi
� �

: ð4Þ

The common way to implement TF-IDF is to give the
same weight to word frequency and the inverse document
frequency. However, this paper gives higher weight to idf in
order not only to standardize the inherent deviation of the
tf measurement in short documents but also to better exclude

the common words that frequently appear in web services in
the corpus [16]. In this way, it can improve the classification
and differentiation ability among web services and so
improve the accuracy of a user’s preferences. ω represents
the calculation result. It is the TF-IDF weight of word t j to
web services, which means the importance of word t j for
web services. Utilizing all the words in the corpus, we calcu-
late the TF-IDF weight of a web service by equation (4) to
form the weight vector of a certain web service. We candidate
the TF-IDF weight vectors of all web services in the set P,
denoted as ωi, i = u1, u2,⋯, uðM − LÞ. Similarly, for all
candidate web services, their TF-IDF weight vectors are also
calculated and denoted as ωj, j = 1, 2,⋯,N . The above is

Input:
WSu1, WSu2,…, WSu(M-L): web services in set P.
WS1, WS2,…, WSN: candidate web services.

Output:
ωi: weight vectors of services in set P.
ωj: weight vectors of candidate services.

1. Count (∣WSDL ∣ )
2. fori = u1 to uðM − LÞdo
3. forj = 1 to ndo//assume there are n words in the corpus
4. ift j ∈WSDLi
5. then freq(t j, WSDLi)
6. Count ∣WSDLi ∣
7. Count ∣fWSDLi : t j ∈WSDLig ∣
8. Calculate ωi according to equation (4)
9. end if
10. end for
11.end for
12. ωi = ðω1, ω2,⋯, ωnÞ
13.Calculate candidate services’ TF-IDF weight vectors ωj

14.returnωi, ωj

Algorithm 2: Calculate TF-IDF weight vectors of web services.

Input:
ωi,ωj: weight vectors of services.
ri: the rating scores.
b: the threshold.

Output:
Y : a set.

1. forj = 1 to Ndo
2. fori = 1 to M − Ldo
3. Calculate CosSimi, j according to equation (5)
4. ri ∗ CosSimi,j
5. end for
6. Calculate Scorej according to equation (6)
7. ifScorej > b
8. then add WSj to Y
9. end if
10.end for
11.returnY

Algorithm 3: Predict the ranking scores of candidate services.
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the content of step 2; its pseudocode can be described by
Algorithm 2.

3.3. Step 3: Predict the Ranking Scores of Candidate Services.
In order to evaluate the similarity between two web services,
we use the TF-IDF weight vector of web services to calculate
their cosine similarity [17] and define the similarity level
between two web services as CosSimi,j. The reason that we
choose cosine similarity to measure the distance between dif-
ferent services is twofold: (1) cosine similarity is not limited
to dimension volume; (2) cosine similarity has higher
accuracy and is intuitive enough to describe the similarity
calculation. The value of CosSimi,j is calculated in

CosSimi,j = cos ωi, ωj

� �
=

ωi ⋅ ωj

ωij j × ωj

�� �� : ð5Þ

In equation (5), ∣ωi ∣ and ∣ωj ∣ is the Euclidean length of
the weight vector ωi and ωj. Besides, ωi · ωj is their dot prod-
uct. Cosine similarity can be used to effectively evaluate the
similarity degree between two vectors, so we can also evaluate
the similarity between two web services. After that, we calcu-
late CosSimi,j of candidate web services by combining each
candidate web service and every web service in set P to get
their value of cosine similarity in order.

We can get the similarity between the candidate web
services and a user’s history web services according to the
value of CosSimi,j, so that we can calculate the ranking score
of each candidate web service (defined as Score j) in

Scorej = λ 〠
M‐L

i=1
ri × CosSimi,j: ð6Þ

In equation (6), λ is the parameter and ri is users’ rating
on history web services. The aim of multiplying users’ rating
and the value ofCosSimi,jis to giveCosSimi,ja different weight.
After that, we carry on the accumulation, and we can obtain
the ranking score of each candidate service. At last, we sort

the score and set a threshold “b.” All the candidate web
services with a ranking score greater than “b” form a set Y.
And the web services in the top-K recommended list are
selected from this set. The above is the content of step 3; its
pseudocode can be described by Algorithm 3.

3.4. Step 4: Create a Diversified Web Service Recommended
List. The purpose of setting threshold “b” is to ensure the
accuracy of the top-K recommended list, which is usually
recommended to the user by selecting the first K services
from high value to low value according to Scorej. Although
it ensures the high accuracy of the recommendation results,
it leads to the decrease of the diversity. Besides, it may cause
the problem of overfitting, which is not conducive to explor-
ing the potential preferences of users [18–21]. Therefore, we
need a method which can balance accuracy and diversity.

Input:
Y : set Y .
K : the length of recommended list
CosSimi,j: the similarity between service i and service j.

Output:
a diversified web service recommended list

1. f = ∣Y ∣ //f denotes the number of web services in the set Y
2. Sort(Y)
3. Create indexes for f web services
4. forj = 1 to CK fdo//K < f
5. Form a list with K web services according to different

index numbers
6. Calculate list-diversity according to equation (7)
7.end for
8.return the list with the highest list-diversity value

Algorithm 4: Create a diversified web service recommended list.

Table 3: The user’s history rating records.

Entertainment Military Sports

Webu1 Null 2 4

Webu2 2 3 5

Webu3 Null 1 3

Webu4 3 2 5

Webu5 4 1 3

Life Finance Cars

Webu1 4 1 Null

Webu2 4 1 4

Webu3 5 Null 3

Webu4 3 5 2

Webu5 3 Null 1

Games Films Shopping

Webu1 2 5 1

Webu2 1 3 2

Webu3 1 3 2

Webu4 1 3 3

Webu5 2 5 Null
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Step 4 provides a solution to how to make the recommenda-
tions more diverse while ensuring a high accuracy at the same
time.

First, we set up an index of all candidate web services in
the set Y and select K services according to different index
numbers to form multiple recommended lists. Then, we
define the diversity of web services in recommended lists as
the list-diversity and each recommended list’s list-diversity
is calculated in equation (7). Finally, we select the recom-
mended list with the highest list-diversity value as the top-
K recommended list to recommend to users.

List‐diversity = 1 − 2
N N − 1ð Þ 〠

i,j∈Y ,i≠j
CosSimi,j: ð7Þ

The list-diversity means the average dissimilarity
between each pair of web services in a recommended list. In
equation (7), Y represents the set Y and N = ∣Y ∣ . CosSimi,j

represents the similarity of every two candidate web services
in a list. The above is the content of step 4, its pseudocode can
be described by Algorithm 4 (set the length of recommended
list is K).

4. Case Study

In order to introduce the specific steps of DivMTID, and also
to further illustrate the effectiveness of DivMTID, a case
study is provided in this section.

Suppose that there are nine existing modules including
entertainment, military, sports, life, finance, cars, games,
films, and shopping. We assume that there are five different
web services under each module and there are ten candidate
web services. A user rated the web services he has used (rat-
ing values between 1 and 5, no rating value is recorded as null
which equals to 0). Table 3 is the user’s history rating records.
Now, our work is providing the user with a top-K web service
recommended list. We set the threshold “a” to 3.

4.1. Step 1: Explore Users’ Preferences Approximately.We use
equation (1) to calculate the user’s preference degree for each
module and make an approximate positioning of the user’s
preference. After the calculation, we get the preference degree
values Mj, and the results are shown in Table 4.

Because we have set the threshold “a” to 3, the modules
containing sports, life, and films whose Mj greater than 3
are the user’s approximate preference modules. The web
services under these three modules form a set P.

4.2. Step 2: Calculate TF-IDF Weight Vectors of Web Services.
After approximately exploring the user’s preferences, we cal-
culate the weight vectors of web services utilizing the WSDL
documents of all services in the set P and the WSDL docu-
ments of all candidate services. Table 5 shows the WSDL
documents of all web services in the set P, and Table 6 shows
the WSDL documents of all candidate services.

A corpus containing all meaningful words from the
WSDL documents of all services in the set P and the WSDL
documents of all candidate services is made (shooting, gym-
nastics, diving, marriage, cooking, Ang Lee, Hollywood,
action movie, video, article, picture, long, short, fast, and

Table 5: The WSDL documents of web services in set P.

Sports Life Films

Webu1

Shooting Marriage Ang Lee

Video Marriage Ang Lee

Long Article Ang Lee

Slow Long Article

Webu2

Shooting Marriage Hollywood

Video

Picture

Article

Short
Long

Fast

Webu3

Gymnastics
Cooking Ang Lee

Video Video

Picture
Short Long

Fast Slow

Webu4

Shooting Cooking Action movie

Shooting Cooking

PictureArticle Cooking

Long Picture

Webu5

Gymnastics Cooking Hollywood

Video Cooking Video

Long Cooking Short

Slow Article Fast

Table 6: The WSDL documents of candidate web services.

Candidate services

Web1 Ang Lee, article, long

Web2 Cooking, cooking, picture

Web3 Shooting, video, short, fast

Web4 Marriage, video, long, slow

Web5 Diving, diving, picture

Web6 Gymnastics, article, long

Web7 Hollywood, picture

Web8 Hollywood, video, short, fast

Web9 Action movie, article

Web10 Shooting, shooting, article, long

Table 4: The user’s module preference degree.

Entertainment Military Sports

Mj 1.8 1.8 4.0

Life Finance Cars

Mj 3.8 1.4 2.0

Games Films Shopping

Mj 1.4 3.8 1.6
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slow). Then, we calculate the weight vector of each web
service according to equation (4).

The sports module:

ωu1
�! = 1:35, 0, 0, 0, 0, 0, 0, 0, 0:54, 0, 0, 0:44, 0, 0, 1:75ð Þ,
ωu2
�! = 1:35, 0, 0, 0, 0, 0, 0, 0, 0:54, 0, 0, 0, 1:35, 1:35, 0ð Þ,
ωu3
�! = 0, 4:68, 0, 0, 0, 0, 0, 0, 0, 0, 1:69, 0, 0, 0, 0ð Þ,
ωu4
�! = 2:69, 0, 0, 0, 0, 0, 0, 0, 0, 0:54, 0, 0:44, 0, 0, 0ð Þ,
ωu5
�! = 0, 2:34, 0, 0, 0, 0, 0, 0, 0:54, 0, 0, 0:44, 0, 0, 1:75ð Þ:

ð8Þ

The life module:

ωu1
�! = 0, 0, 0, 4:68, 0, 0, 0, 0, 0, 0:54, 0, 0:44, 0, 0, 0ð Þ,
ωu2
�! = 0, 0, 0, 4:68, 0, 0, 0, 0, 0, 0, 1:69, 0, 0, 0, 0ð Þ,
ωu3
�! = 0, 0, 0, 0, 1:75, 0, 0, 0, 0:54, 0, 0, 0, 1:35, 1:35, 0ð Þ,
ωu4
�! = 0, 0, 0, 0, 5:24, 0, 0, 0, 0, 0, 0:84, 0, 0, 0, 0ð Þ,
ωu5
�! = 0, 0, 0, 0, 5:24, 0, 0, 0, 0, 0:54, 0, 0, 0, 0, 0ð Þ,

ð9Þ

The films module:
ωu1
�! = ð0, 0, 0, 0, 0, 7:01, 0, 0, 0, 0:54, 0, 0, 0, 0, 0Þ,
ωu2
�! = ð0, 0, 0, 0, 0, 0, 2:31, 0, 0, 0:72, 0, 0:58, 0, 0, 0Þ,
ωu3
�! = ð0, 0, 0, 0, 0, 2:34, 0, 0, 0:54, 0, 0, 0:44, 0, 0, 1:75Þ,
ωu4
�! = ð0, 0, 0, 0, 0, 0, 0, 6:64, 0, 0, 1:69, 0, 0, 0, 0Þ,
ωu5
�! = ð0, 0, 0, 0, 0, 0, 1:75, 0, 0:54, 0, 0, 0, 1:35, 1:35, 0Þ:
The candidate services:

ω1
!= 0, 0, 0, 0, 0, 3:09, 0, 0, 0, 0:72, 0, 0:58, 0, 0, 0ð Þ,
ω2
!= 0, 0, 0, 0, 4:66, 0, 0, 0, 0, 0, 1:12, 0, 0, 0, 0ð Þ,
ω3
!= 1:35, 0, 0, 0, 0, 0, 0, 0, 0:54, 0, 0, 0, 1:35, 1:35, 0ð Þ,
ω4
!= 0, 0, 0, 2:34, 0, 0, 0, 0, 0:54, 0, 0, 0:44, 0, 0, 1:75ð Þ,
ω5
!= 0, 0, 14:36, 0, 0, 0, 0, 0, 0, 0, 1:12, 0, 0, 0, 0ð Þ,
ω6
!= 0, 3:11, 0, 0, 0, 0, 0, 0, 0, 0:72, 0, 0:58, 0, 0, 0ð Þ,
ω7
!= 0, 0, 0, 0, 0, 0, 3:5, 0, 0, 0, 1:69, 0, 0, 0, 0ð Þ,
ω8
!= 0, 0, 0, 0, 0, 0, 1:75, 0, 0:54, 0, 0, 0, 1:35, 1:35, 0ð Þ,
ω9
!= 0, 0, 0, 0, 0, 0, 0, 6:64, 0, 1:09, 0, 0, 0, 0, 0ð Þ,

ω10
�! = 2:69, 0, 0, 0, 0, 0, 0, 0, 0, 0:54, 0, 0:44, 0, 0, 0ð Þ:

ð10Þ

4.3. Step 3: Predict the Ranking Scores of Candidate Services.
According to equation (5), the cosine similarity of the TF-
IDF weight vectors is calculated sequentially for each candi-
date web service with each historically used web service in
the set P, and the CosSimi,j value of each candidate service
is obtained. Then, the ranking score of each candidate web

service is calculated by equation (6), and it is shown in
Table 7.

We set the threshold “b” to 8 and make all candidate web
services with a ranking score higher than 8 form a set Y. It is
shown that the web services which are in set Y contain Web3,
Web8, Web4, Web2, and Web1.

4.4. Step 4: Create a Diversified Web Service Recommended
List. Suppose the value of K is 3. Then, we need to build a
diversified recommended list containing 3 web services for
the user. Step 4 establishes an index of all candidate web
services in the set Y, and three web services are selected
according to different index numbers to form multiple rec-
ommended lists. The list-diversity of each recommended list
is calculated by equation (7). Finally, the recommended list
with the highest list-diversity value is selected as the top-3
recommended list recommended to the user. The results
are shown in Table 8.

As shown in Table 8, we can see that there are two recom-
mended lists ranked first. If two lists have the same ranking
value that indicates the same diversity, we need to consider
accuracy to further rank them. In other words, we need to
compare the sum of every candidate service’s ranking score
through Step 3. And the list that has a higher ranking score
sum of candidate services is preferred. As a consequence,
we choose the list including Web3, Web2, and Web1 as the
top-3 web service recommended list.

5. Conclusions and Future Work

This paper presents a new web service recommendation
method called DivMTID. This method first uses users’ his-
tory ratings about web services to approximately explore
users’ preferences. Second, it uses the TF-IDF algorithm to
calculate the weight vectors of each web service. Third, it uses
the cosine similarity to calculate the similarity between

Table 7: The ranking scores of candidate web services.

Web3 Web8 Web4 Web2 Web1
Scorej 15.685 13.166 11.253 9.834 8.311

Web7 Web6 Web10 Web9 Web5
Scorej 7.052 6.234 5.801 3.347 0.275

Table 8: The list-diversity and the rank of recommended list.

Recommended list List-diversity Rank

Web3, Web8, Web4 0.930 10

Web3, Web8, Web2 0.938 8

Web3, Web8, Web1 0.938 8

Web3, Web4, Web2 0.996 4

Web3, Web4, Web1 0.993 7

Web3, Web2, Web1 1.000 1

Web8, Web4, Web2 0.996 4

Web8, Web4, Web1 0.994 6

Web8, Web2, Web1 1.000 1

Web4, Web2, Web1 0.997 3
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candidate web services and historical services in order to
estimate the ranking scores of candidate services. Finally,
list-diversity is used to generate the top-K recommended list.
DivMTID takes the accuracy and diversity index of web
service recommendation into account and achieves high
diversity of recommendation results while ensuring high
accuracy. It comprehensively balances the influence of accu-
racy and diversity on recommendation results, avoiding the
appearance of recommendation redundancy and solving
the problem of overfitting. DivMTID is an effective, accurate,
and diverse service recommendation method, which is worth
popularizing and using.

However, the specific influence of this method in many
aspects of the recommender system is not measured. There-
fore, in the future work, we will do more experiments about
this method’s influence on each index of the recommender
system.

In addition, we will take the time and space factors into
consideration to improve the algorithm from many aspects,
such as privacy [22–25]. We will also further improve the
performance and effectiveness of the algorithm [26–28] by
combining some new approaches such as Blockchain and
Edge Computing [29–32].

Data Availability

Our study does not need any data set. And all the data used to
support the findings of this study are included within the
article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was supported in part by the National Natural
Science Foundation of China (No. 61872219), the Natural
Science Foundation of Shandong Province (ZR2019MF001),
and the Open Project of the State Key Laboratory of Novel
Software Technology (No. KFKT2020B08).

References

[1] B. Alhijawi and Y. Kilani, “The recommender system: a sur-
vey,” International Journal of Advanced Intelligence Para-
digms, vol. 15, no. 3, p. 1, 2020.

[2] L. Qi, H. Xiang, W. Dou, C. Yang, Y. Qin, and X. Zhang, “Pri-
vacy-preserving distributed service recommendation based on
locality-sensitive hashing,” IEEE International Conference on
Web Services, pp. 49–56, 2017.

[3] L. Qi, W. Dou, C. Hu, Y. Zhou, and J. Yu, “A context-aware
service evaluation approach over big data for cloud applica-
tions,” IEEE Transactions on Cloud Computing, vol. 8, no. 2,
pp. 338–348, 2020.

[4] C. Zhou, A. Li, A. Hou et al., “Modeling methodology for early
warning of chronic heart failure based on real medical big
data,” Expert Systems with Applications, vol. 151, article
113361, 2020.

[5] P. Pirasteh, D. Hwang, and J. J. Jung, “Exploiting matrix factor-
ization to asymmetric user similarities in recommendation sys-
tems,” Knowledge-Based Systems, vol. 83, no. 1, pp. 51–57, 2015.

[6] X. Wu, B. Cheng, and J. Chen, “Collaborative filtering service
recommendation based on a novel similarity computation
method,” IEEE Transactions on Services Computing, vol. 10,
no. 3, pp. 352–365, 2017.

[7] L. Qi, Q. He, F. Chen et al., “Finding all you need: web APIs
recommendation in web of things through keywords search,”
IEEE Transactions on Computational Social Systems, vol. 6,
no. 5, pp. 1063–1072, 2019.

[8] G. Kang, M. Tang, J. Liu, X. Liu, and B. Cao, “Diversifying web
service recommendation results via exploring service usage
history,” IEEE Transactions on Services Computing, vol. 9,
no. 4, pp. 566–579, 2016.

[9] J. Li, T. Cai, K. Deng, X. Wang, T. Sellis, and F. Xia, “Commu-
nity-diversified influence maximization in social networks,”
Information Systems, vol. 92, article 101522, 2020.

[10] M. Kunaver and T. Požrl, “Diversity in recommender systems
– a survey,” Knowledge-Based Systems, vol. 123, pp. 154–162,
2017.

[11] A. Gogna and A. Majumdar, “Balancing accuracy and diversity
in recommendations using matrix completion framework,”
Knowledge-Based Systems, vol. 125, pp. 83–95, 2017.

[12] T. Yu, J. Guo, W. Li, H. J. Wang, and L. Fan, “Recommenda-
tion with diversity: an adaptive trust-aware model,” Decision
Support Systems, vol. 123, article 113073, 2019.

[13] Y. Wang, Z. Cai, Z.-H. Zhan, B. Zhao, X. Tong, and L. Qi,
“Walrasian equilibrium-based multiobjective optimization
for task allocation in mobile crowdsourcing,” IEEE Transac-
tions on Computational Social Systems, vol. 7, no. 4,
pp. 1033–1046, 2020.

[14] Y. Wang, Z. Cai, Z.-H. Zhan, Y.-J. Gong, and X. Tong, “An
optimization and auction-based incentive mechanism to max-
imize social welfare for mobile crowdsourcing,” IEEE Transac-
tions on Computational Social Systems, vol. 6, no. 3, pp. 414–
429, 2019.

[15] A. Guo and T. Yang, “Research and improvement of feature
words weight based on TF-IDF algorithm,” in 2016 IEEE Infor-
mation Technology, Networking, Electronic and Automation
Control Conference, pp. 415–419, Chongqing, China, 2016.

[16] D. Kim, D. Seo, S. Cho, and P. Kang, “Multi-co-training for
document classification using various document representa-
tions: TF–IDF, LDA, and Doc2Vec,” Information Sciences,
vol. 477, pp. 15–29, 2019.

[17] Y. Liu, Q. Xu, and Z. Tang, “Research on text classification
method based on PTF-IDF and cosine similarity,” in 2019
International Conference on Intelligent Informatics and Bio-
medical Sciences (ICIIBMS), pp. 205–208, Shanghai, China,
2019.

[18] L. Wang, X. Zhang, R. Wang, C. Yan, H. Kou, and L. Qi,
“Diversified service recommendation with high accuracy and
efficiency,” Knowledge-Based Systems, vol. 204, article
106196, 2020.

[19] J. Moody and D. H. Glass, “A novel classification framework
for evaluating individual and aggregate diversity in top-N rec-
ommendations,” ACM Transactions on Intelligent Systems and
Technology, vol. 7, no. 3, pp. 1–21, 2016.

[20] L. Wang, X. Zhang, T. Wang et al., “Diversified and scalable
service recommendation with accuracy guarantee,” IEEE
Transactions on Computational Social Systems, pp. 1–12, 2020.

9Wireless Communications and Mobile Computing



[21] Y. Zuo, M. Gong, J. Zeng, L. Ma, and L. Jiao, “Personalized rec-
ommendation based on evolutionary multi-objective optimi-
zation,” IEEE Computational Intelligence Magazine, vol. 10,
no. 1, pp. 52–62, 2015.

[22] Z. Cai, X. Zheng, and J. Yu, “A differential-private framework
for urban traffic flows estimation via taxi companies,” IEEE
Transactions on Industrial Informatics, vol. 15, no. 12,
pp. 6492–6499, 2019.

[23] J. Wang, Z. Cai, and J. Yu, “Achieving personalized k-anonym-
ity based content privacy for autonomous vehicles in CPS,”
IEEE Transactions on Industrial Informatics, vol. 16, no. 6,
pp. 4242–4251, 2020.

[24] Y. Wang, Z. Cai, X. Tong, Y. Gao, and G. Yin, “Truthful incen-
tive mechanism with location privacy-preserving for mobile
crowdsourcing systems,” Computer Networks, vol. 135,
pp. 32–43, 2018.

[25] T. Liu, Y. Wang, Y. Li, X. Tong, L. Qi, and N. Jiang, “Privacy
protection based on stream cipher for spatio-temporal data
in IoT,” IEEE Internet of Things Journal, vol. 7, no. 9,
pp. 7928–7940, 2020.

[26] X. Xia, F. Chen, Q. He, J. Grundy, M. Abdelrazek, and H. Jin,
“Cost-effective app data distribution in edge computing,” IEEE
Transactions on Parallel and Distributed Systems, vol. 32, no. 1,
pp. 31–44, 2020.

[27] Y. Wang, Q. He, D. Ye, and Y. Yang, “Formulating criticality-
based cost-effective fault tolerance strategies for multi-tenant
service-based systems,” IEEE Transactions on Software Engi-
neering, vol. 44, no. 3, pp. 291–307, 2018.

[28] L. Lin, T.-T. Goh, and D. Jin, “How textual quality of online
reviews affect classification performance: a case of deep learn-
ing sentiment analysis,” Neural Computing and Applications,
Springer London, vol. 32, pp. 4387–4415, 2020.

[29] Y. Xu, J. Ren, Y. Zhang, C. Zhang, B. Shen, and Y. Zhang,
“Blockchain empowered arbitrable data auditing scheme for
network storage as a service,” IEEE Transactions on Services
Computing, vol. 13, no. 2, pp. 289–300, 2020.

[30] Q. He, G. Cui, X. Zhang et al., “A game-theoretical approach
for user allocation in edge computing environment,” IEEE
Transactions on Parallel and Distributed Systems, vol. 31,
no. 3, pp. 515–529, 2020.

[31] L. Yu, H. Shen, Z. Cai, L. Liu, and P. Calton, “Towards band-
width guarantee for virtual clusters under demand uncertainty
in multi-tenant clouds,” IEEE Transactions on Parallel and
Distributed Systems, vol. 29, no. 2, pp. 450–465, 2018.

[32] T. Zhu, T. Shi, J. Li, Z. Cai, and X. Zhou, “Task scheduling in
deadline-aware mobile edge computing systems,” IEEE Inter-
net of Things Journal, vol. 6, no. 3, pp. 4854–4866, 2019.

10 Wireless Communications and Mobile Computing


