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Although small antenna designs and miniaturization tech-
niques have been widely studied in recent years, there are
still many challenging issues in small antenna applications
and research. In this special issue, several small antennas
have been proposed and discussed for wireless local area
networks (WLANs), UHF band, multiple-input-multiple-
output (MIMO), long-term-evolution (LTE), and other wire-
less communication applications. These designed antennas
are not only small in size but also able to provide high
performance to meet the practical engineering requirements
with respect to the impedance bandwidth and the radia-
tion patterns. On the other hand, two horn antennas with
enhanced performance were developed for modern wireless
communication applications. One of the horn antennas was
designed to obtain high gain, which was realized by the
integration of a horn antenna into a microstrip antenna. The
other horn antennawas presented for ultra-wideband (UWB)
applications by the combination of a TEM horn antenna with
a Vivaldi antenna together. Both of the proposed improved
horn antennas have been verified that they have low profile
and good performance.

In addition, several compact antennas have been pro-
posed and investigated to provide high efficiency antenna
and low SAR, which are suitable for on-body and mobile
communications.Motivated by the rapid developments of the
microwave imaging, a right angle-bent monopole antenna
has been built to obtain small size and low profile for
microwave tomographic imaging application. In addition, a
compact frequency selective surface (FSS) has been proposed
based on the square loop aperture element. The designed
FSS can give high polarization stability, angle stability, and
smaller size in comparison with the previously proposed FSS
structures.

Beyond that, frequency reconfigurable antennas have also
been proposed in this special issue formultifunction commu-
nication applications. Since each narrowband system should
be provided a different antenna, a reconfigurable antenna
can be operated in several narrowband by controlling its
reconfigurable states, which is flexible and can reduce the
cost for practical engineering applications. A reconfigurable
antenna has been investigated by using MEMS to realize
multiband antenna. Furthermore, the MEMS technique has
been also exploited for minimizing the antenna by means of
tunable capacitors.

As for the optimization method and measurement tech-
niques, an orthogonal design method was proposed to opti-
mize roughly designed antennas. Additionally, a wideband
differential-mode current injection testing techniquewas also
presented based on directional coupling device.

In this special issue, two adaptive signal processing algo-
rithms have been developed for sparse channel estimation
and virtual array antenna applications. Both of the proposed
adaptive algorithms can provide higher performance com-
pared with previous classical algorithm and can be further
developed for applying in the antenna arrays.
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The array interpolation technology that is used to establish a virtual array from a real antenna array is widely used in direction
finding. The traditional interpolation transformation technology causes significant bias in the directional-of-arrival (DOA)
estimation due to its transform errors. In this paper, we proposed a modified interpolation method that significantly reduces bias
in the DOA estimation of a virtual antenna array and improves the resolution capability. Using the projection concept, this paper
projects the transformation matrix into the real array data covariance matrix; the operation not only enhances the signal subspace
but also improves the orthogonality between the signal and noise subspace. Numerical results demonstrate the effectiveness of the
proposed method. The proposed method can achieve better DOA estimation accuracy of virtual arrays and has a high resolution
performance compared to the traditional interpolation method.

1. Introduction

Array signal processing has a wide range of applications in
radar, communications, sonar, and acoustics. Interpolation
or mapping technique from a real antenna array to a virtual
antenna array is a popular topic in array signal processing [1].
Virtual array interpolation (mapping) technique was intro-
duced in 1980s [2–5]. Virtual array transformation can map
an arbitrary planar structure antenna array to be a uniform
linear array- (ULA-) type array and can increase the degrees
of freedom (DOF) of an antenna array, which is widely used
in the DOA estimation and adaptive beamforming [6, 7].

There exist some efficient DOA estimation algorithms
such as “root-MUSIC” and “root-WSF,” which are normally
restricted to the ULA geometry. These algorithms cannot
be used for the conformal arrays or uniform circular array
(UCA) directly; however, the interpolation transform tech-
nique can solve this problem efficiently [8]. In Friedlander’s
virtual array transformation (VAT) method [9], an arbitrary
shaped antenna array can be transformed into a desired
virtual antenna array by interpolating the interested scanning
sector. The basic idea of Friedlander’s VAT is to divide
the spatial region into several subregions, and then by
taking interpolation in the array scanning sector of interest,

the manifold of the virtual array can be obtained by the linear
interpolation of the manifold of the real array. The transform
matrix is computed as the least squares solution.

The performance of array interpolation in the DOA esti-
mation has been reported in the literature [10–12]. Although
the array interpolation approach has some attractive proper-
ties [13, 14], an essential shortcoming of the method is that it
often introduces mapping errors that cause bias in the DOA
estimation. Hence, the DOA estimations are not statistically
optimal.

Pesavento et al. developed a robust interpolation method
in [15]. The method ensures that the interpolation transform
error of the selected sectors is minimal, while the conversion
outside region sets up multiple “stop bands” to make the
conversion error less than a criterion.

Hyberg et al. proposed a geometrical interpretation
method of a Taylor series expansion of the DOA estimator
criterion function to derive an alternative design of the
mapping matrix [16, 17]. The proposed design considers the
orthogonality between the manifold mapping errors and
certain gradients of the estimator criterion function. This
bias-minimizing theory was extended to not only minimize
bias but also consider finite sample effects due to noise
reducing the DOA mean-square error (MSE). DOA MSE is
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Figure 1: The structure of ULA.

not reduced by minimizing the size of the mapping errors,
but instead by rotating the errors and the associated noise
subspace into the optimal directions related to a certain
gradient of the DOA estimator criterion function in [17].
The two methods show the superior performance on the
DOAMSE reduction of array interpolation but its derivation
computed procedure is complex.

This paper proposed a novel method to reduce the DOA
bias of virtual interpolation. Using the projection concept,
project the transformation matrix onto the real array covari-
ance matrix to enhance the signal subspace, which improves
the orthogonality between the signal and noise subspace.The
proposed method is efficient and easy to realize. Numerical
simulations verify that this method can get better estimation
accuracy and has a high resolution performance compared to
the traditional interpolation method.

2. Signal Model

Considering an omnidirectional array with 𝑁 elements illu-
minated by 𝑀 narrow band signals, the distance of the array
elements is 𝑑, as shown in Figure 1.

The signal 𝑠𝑘(𝑡) is incident in the direction 𝜃𝑘; the received
signal X can be expressed as follows:

X (𝑡) = AS (𝑡) + N (𝑡) , (1)

where X(𝑡) = [𝑥1(𝑡), 𝑥2(𝑡), . . . , 𝑥𝑁(𝑡)]
𝑇 is a 𝑁 × 1 snap

data vector. S(𝑡) = [𝑠1(𝑡), 𝑠2(𝑡), . . . , 𝑠𝑀(𝑡)]
𝑇 is a vector

containing the complex signal envelops of 𝑀 narrow-band
signal sources. N(𝑡) = [𝑛1(𝑡), 𝑛2(𝑡), . . . , 𝑛𝑁(𝑡)]

𝑇 is a vector of
zero-mean spatial white sensor noise of variance 𝜎

2

𝑛
; A is an

array manifold matrix; namely, A = [a(𝜃1), a(𝜃2), . . . , a(𝜃𝑀)],
where a(𝜃1) = [1, 𝑒

𝑗𝛽𝑘 , . . . , 𝑒
𝑗(𝑁−1)𝛽𝑘]

𝑇, 𝑘 = 1, 2, . . . , 𝑀

represents a steering vector in the 𝜃𝑘 direction, and 𝛽𝑘 is the
phase difference that can be represented as

𝛽𝑘 =
2𝜋

𝜆
𝑑 sin (𝜃𝑘) . (2)

Assume that the signal and noise are linearly indepen-
dent, and then the data covariance is written in the format
below:

R = 𝐸 {X (𝑡)X𝐻 (𝑡)} = AR𝑠A
𝐻

+ 𝜎
2

𝑛
I, (3)

where 𝐸{ } denotes the expectation operator; R𝑠 =

𝐸{𝑆(𝑡)𝑆
𝐻
(𝑡)} represents the autocorrelation matrix of

signal complex envelops. 𝜎2
𝑛
is the noise power; I is the unit

matrix; and (⋅)
𝐻 denotes the matrix conjugate transposition.

Real antenna unit

Virtual antenna unit

Figure 2: Real antenna and interpolated arrays.

In practice, the desired signal is often present in the snap-
shots. The sample array covariance matrix can be expressed
as follows:

R̂ =
1

𝐾

𝐾

∑

𝑖=1

X (𝑖)X𝐻 (𝑖) , (4)

where 𝐾 is number of snapshots. VAT is based on inter-
polation technique [8] in which the entire antenna array
scanning vector is divided into several subregions, and the
subregion of interest will be segmented through a certain
transformation to realize themapping from the original array
to the corresponding virtual array.

3. Conventional Interpolated Array

Consider a real ULA transformed into a virtual ULA via array
interpolation, as illustrated in Figure 2.

Assume that there is a signal located in the region Θ; we
equally divide Θ into

Θ = [𝜃𝑙, 𝜃𝑙 + Δ𝜃, 𝜃𝑙 + 2Δ𝜃, . . . , 𝜃𝑟 − Δ𝜃, 𝜃𝑟] , (5)

where 𝜃𝑙 and 𝜃𝑟 are the left and right boundary of region
Θ, respectively. Δ𝜃 is size of the interpolation step, which is
determined by the specified accuracy.

The real array manifold matrix in the chosen area can be
expressed as follows:

A = [a (𝜃𝑙) , a (𝜃𝑙 + Δ𝜃) , a (𝜃𝑙 + 2Δ𝜃) , . . . ,

a (𝜃𝑟 − Δ𝜃) , a (𝜃𝑟)] ,
(6)

where a(𝜃𝑙) represents the steering vector of a real array in the
𝜃𝑙 direction.The array manifold matrix of virtual array in the
same area Θ is expressed as follows:

A = [a (𝜃𝑙) , a (𝜃𝑙 + Δ𝜃) , a (𝜃𝑙 + 2Δ𝜃) , . . . ,

a (𝜃𝑟 − Δ𝜃) , a (𝜃𝑟)] ,
(7)

where a(𝜃𝑙) represents the steering vector of a virtual array
in the 𝜃𝑙 direction. There must exist a mapping relationship
between the real and the virtual array vectors. Then an
interpolation matrix B is designed to satisfy the least square;
that is,

min
B

󵄩󵄩󵄩󵄩󵄩
B𝐻A − A󵄩󵄩󵄩󵄩󵄩

2

𝐹
, (8)
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where ‖ ⋅ ‖𝐹 denotes the Frobenius norm for amatrix.The real
and the virtual array manifold vectors satisfy the following
relationship:

B𝐻A (𝜃) = A (𝜃) 𝜃 ∈ Θ. (9)

And their steering vectors satisfy the following equation:

B𝐻a (𝜃) = a (𝜃) 𝜃 ∈ Θ. (10)

When the number of a transformed array is greater than
the actual number of antenna elements and the matrix A
has a nonzero condition value, by solving (8) the virtual
transformation matrix B is

B = (AA𝐻)
−1
AA𝐻. (11)

Define the transformation error

𝐸 (B) =

minB
󵄩󵄩󵄩󵄩󵄩
B𝐻A − A󵄩󵄩󵄩󵄩󵄩𝐹
󵄩󵄩󵄩󵄩󵄩
A󵄩󵄩󵄩󵄩󵄩𝐹

. (12)

In an ideal case, there is no error in the virtual trans-
formation; 𝐸(B) should be zero. However, in practice, since
interpolation points in the transformation area infinities are
limited, the interpolation operation often introduces map-
ping errors. These preprocessing techniques often introduce
mapping bias and excess variance in the DOA estimations.
Hence, the estimations are not statistically optimal [6].

4. Modified Interpolated Method

In this section, we describe a modified interpolation algo-
rithm.We set the data covariancematrix of the real array R̂ as
a projection matrix. After obtaining the transform matrix B,
according to (11), we reconstruct the transformationmatrixB
by projecting it to the sample array covariance matrix

B = R̂B. (13)

For a given transformationmatrix B, we can compute the
covariance matrix of a virtual antenna array

R = BAR𝑠A
𝐻B𝐻 + B (𝜎

2

𝑛
I)B𝐻

= R̂BAR𝑠A
𝐻B𝐻R̂𝐻 + 𝜎

2

𝑛
R̂BB𝐻R̂𝐻.

(14)

The above procedure can enhance the signal components
in the virtual covariance matrix R and improve the orthogo-
nality between the signal and the noise subspace.

We can clearly see that BB𝐻 ̸= I, which implies that
the original white noise turns into the colored noise after the
virtual transformation. For most DOA estimation algorithms
can only work when the background noise is Gaussian white
noise, and the colored noise must be prewhitened. Define the
transformation matrix as

T = (B𝐻B)
−1/2

B𝐻. (15)

Virtual subarray 
interpolator

Projection process

Prewhiten noise

Virtual array output

Real antenna array data X

̃X

B
X

B = R̂B

Figure 3: Construction of modified interpolated approach.

The real antenna array steering vector a(𝜃) and the virtual
array steering vector a(𝜃) have the following relationship:

Ta (𝜃) = (B𝐻B)
−1/2

a (𝜃) =

_
a (𝜃) 𝜃 ∈ Θ. (16)

After the noise prewhitening above, the covariancematrix
of the virtual antenna can be computed by using the transfor-
mation matrix T.

Consider
_
R = TRT𝐻 =

_
A R𝑠

_
A
𝐻

+ 𝜎
2

𝑛
I. (17)

Therefore, the covariance matrix of the virtual antenna is
obtained, and the application of a direction finding estimator
to (17) is straightforward [6].

To summarize the modified interpolation transforma-
tion technique, the transformation procedure is shown in
Figure 3.

In this paper, the multiple signal classification (MUSIC)
algorithm is used to estimate the DOA. MUSIC algorithm
is a high resolution technique based on exploiting the
eigenstructure of an input covariance matrix. We decompose
the autocorrelation matrix into signal and noise subspaces.

The covariance matrix
_
R can be written as

_
R = U𝑆Σ𝑆U

𝐻

𝑆
+ U𝑁Σ𝑁U

𝐻

𝑁
, (18)

where U𝑆 represents the signal subspace; U𝑁 represents the
noise subspace; Σ𝑆 = diag{𝜆1, 𝜆2, . . . , 𝜆𝑀} is the signal
eigenvalue; Σ𝑁 = diag{𝜆𝑀+1, 𝜆𝑀+2, . . . , 𝜆𝑁} is the noise
eigenvalue. The noise subspace U𝑁 is orthogonal to all
𝑀 signal steering vectors. The spectrum of the MUSIC
algorithm is given by

𝑃MUSIC =
1

a𝐻 (𝜃)U𝑁U𝐻𝑁a𝐻 (𝜃)
=

1

󵄩󵄩󵄩󵄩U𝐻𝑁a (𝜃)
󵄩󵄩󵄩󵄩

. (19)
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Table 1: Comparison of the two methods.

Notion of DOA RMSE reduction Computational complexity
of mapping matrix T

Additional prior
information compared to

[8]

Array interpolation of [17]
Rotate the mapping errors and noise

subspace into optimal directions relative
to a certain gradient of the DOA
estimator criterion function

𝑂(2(2𝑁 + 1)
2

𝑁
2

cal𝑁𝑁)

Complex gradient of
criterion of the used

estimator

Proposed method
Project the transformation matrix on the
real array covariance matrix to strengthen

thesignal subspace
𝑂(𝑁𝑁

3
) None

If 𝜃 is equal to DOA, the noise subspaceU𝑁 is orthogonal
to the signal steering vectors and ‖U𝐻

𝑁
a(𝜃)‖ becomes zero

when 𝜃 is a signal direction and the denominator is identical
to zero. It is obvious that in practice U𝐻

𝑁
a(𝜃) ̸= 0 due to

finite samples. If this happens the performance of MUSIC
algorithm will not be optimal.

Now, we can summarize the modified VAT procedure as
follows.

Step 1. Compute the real array covariance matrix R̂.

Step 2. Compute the real array manifold A(𝜃) and virtual
array manifold A(𝜃) and then compute the transformation
matrix B using (11).

Step 3. Take the projection operation to get the new transfor-
mation matrix B using B = R̂B.

Step 4. Compute the covariance matrix
_
R of the virtual array

from the covariance matrix R̂ of the real array.

Step 5. Apply the MUSIC algorithm to the covariance
_
R in

(19).

We compare the proposedmethod with Hyberg’s method
in [17], which is selected for comparison because of its
superior performance on DOA mean-square error (MSE)
reduction of array interpolation. In [17], the authors proposed
a design algorithm for the mapping matrix that minimized
the DOA estimate bias. The MSE-minimizing mapping
matrix 𝑇 is designed as

Topt = arg min
T

{

𝑁cal

∑

𝑖=1

(1 − 𝜇)
󵄩󵄩󵄩󵄩󵄩
Δ𝑒
(𝑖)

V
󵄩󵄩󵄩󵄩󵄩

2

+
𝜇

𝑉2 (𝜃(𝑖), 𝑒
(𝑖)
V )

×[4 (Re {𝑔(𝑖)V Δ𝑒
(𝑖)

V })
2

,

+

𝑚

∑

𝑘=2

2𝛼
(𝑖) 󵄨󵄨󵄨󵄨󵄨

𝑔
(𝑖)

V T𝐻𝑒(𝑖)
𝑘

󵄨󵄨󵄨󵄨󵄨

2

]} ,

(20)

where 𝜇 is a weighting factor (0 ≤ 𝜇 < 1) and 𝑔
(𝑖)

V ≜ 𝑔V(𝜃
(𝑖)
)

are the gradient vectors. 𝑁cal is the number of calibration
directions. In general, the superscript (𝑖) means that the
corresponding quantity should be computed as if there were
a single source in the 𝑖th calibration direction (see [17] for
details). DOA MSE is not reduced by minimizing the size of
the mapping errors but instead by rotating these errors and
the associated noise subspace into optimal directions relative
to a certain gradient of the DOA estimator criterion function.
We can clearly see that criterion in (20) is a quadratic function
of the elements of T. The characteristics of the method of [17]
and the proposed method are listed in Table 1.

The comparisons of the two methods are given in Table 1
where we can see that method in [17] is much more complex
than our method, which need to calculate the complex
gradient of criterion of the used estimator at first compared to
[8].The calculation of references [17] is more than eight times
higher than the proposedmethod. Simulation is conducted to
evaluate the performance of the different methods.

5. Numerical Examples

In this section, the estimation accuracy of the proposed
interpolationmethod and the conventional approach [3, 8, 9]
is evaluated through numerical simulations.

Numerical Experiment 1. The real array is uniform and
linear with 4 elements and the element space is 𝜆. The
nondirectional noise is spatial white Gaussian with a unit
variance. The virtual antenna array is uniform and linear
array with 8 elements and element space 𝜆/2. There are
four independent signals arriving from the directions −55.0∘,
−50.0∘, 10.0∘, and 15.0∘. The signal-to-noise ratio (SNR) of
the six signals is 10 dB and the virtual transform sector is
[−60
∘
, −40
∘
] ∪ [0

∘
, 20
∘
]. The step size is 0.1

∘. The number of
snapshots is 128. 200 Monte Carlo runs are used to obtain
each point.

The simulation results of conventional method and the
proposed method are shown in Figure 4. It can be seen
from the Figure 4 that the real array has 3 DOFs, which
can process 3 signals at most, while the virtual antenna
array has 8 elements with 7 DOFs and can process more
than 3 signals. But the conventional interpolation method
fails to distinguish the two close signals (−55.0∘, −50.0∘) and
(10.0
∘
, 15.0
∘
) for its large transform errors. The modified
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Figure 4: Spatial spectrum of MUSIC algorithm for two methods
comparison.

interpolation method can distinguish the two very close
signals.TheDOA finding results is (−55.4∘, −49.2∘, 10.1∘, and
14.4
∘), and the result is accurate. We also can see that the

modified interpolation method can still work in the case of
the number of signals exceeding the DOFs of actual array
and the resolution is improved compared to the conventional
interpolation method.

Numerical Experiment 2. We consider a uniform and linear
array with 4 elements and the element space 𝜆. The nondi-
rectional noise is spatial white Gaussian with a unit variance.
The virtual antenna array is also uniform and linear array
with 8 elements and element space 𝜆/2. Two independent
signals arrive from the directions 0.0∘ and 5.0

∘ and the virtual
transformation area is [−5∘, 10∘], and the step size is 0.1∘. The
SNR of the two signals is 10 dB. All SNR values are referred
as per antenna element, and the number of snapshots is 128
and, once again, 200MonteCarlo runs are used to obtain each
point.

Figure 5 shows the performance of conventional method
and the proposed method; we can clearly see that the
proposed method can distinguish the two signals while the
conventional VAT fails for the SNR = 10 dB.TheDOAfinding
results of proposed method is (0.1∘, 5.2∘). The resolution and
accuracy has been greatly improved compared conventional
interpolated method. This is because the proposed method
enhanced the signal subspace and improved the orthogo-
nality between the signal and noise subspace by projection
process.The proposed method is considerably more accurate
than the conventional methods (also see Figure 4).

Figure 6 shows the root-mean-square errors (RMSEs) for
the MUSIC-based DOA estimators versus SNR by using the
conventional interpolation approach, themodified interpola-
tion approach, and the real eight-antenna array.The Cramer-
Rao bounds (CRB) [18] of a real four-element array (CRB1)
and eight-element array (CRB2) are plotted as a benchmark.
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Figure 6: RMSE versus SNR for MUSIC-based DOA.

It can be observed from this figure that the proposed method
has better RMSE performance than the conventional method
for the entire range of SNR values. Since the interpolation
transformation can increase the DOF of an antenna array,
the DOF of the four-antenna array increases to seven in
this example. When SNR > 15 dB, the RMSE of modified
interpolation is lower than CRB1 but is still larger than CRB2.
The RMSE of the conventional interpolation approach is
larger than CRB1.

The probabilities of source resolution versus SNR are
shown in Figure 7 for different methods. It can be observed
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from Figure 7 that, with the SNR increase, the probabilities of
source resolution of the methods increase, but the proposed
method has better source resolution capabilities than the
traditional method.

Numerical Experiment 3. We consider that an eight-element
UCA with element space is one wave length. The mapping is
from theUCAonto an eight-element half-wavelength-spaced
ULA. Virtual transformation area is [0

∘
, 60
∘
]. One signal

arrives from the direction 30.0∘. The number of snapshots is
100, and 200Monte Carlo runs are used to obtain each point.
All SNR values are referenced per antenna element, which are
modeled as isotropic, unity gain, and nonpolarized.

The RMSE values as well as the CRB for the unmapped
UCA data were plotted versus the SNR in Figure 8. It can
be seen that the method in [17] has the highest RMSE
performance which is slightly larger than the CRB. It also
can be seen that the proposed technique outperforms the
traditional interpolated method, though it is still worse than
the method in [17] but it has low complexity and is easy to
realize. The lower complexity makes our proposed algorithm
suitable for real-time implementation.

6. Conclusion

The array interpolation technique is widely used in array sig-
nal processing. The interpolation preprocessing techniques
introduce mapping errors that cause large bias in DOA
estimation. This paper proposed a modified interpolation
method based on the covariance matrix projection; the
transformation matrix is reconstructed by using the covari-
ance matrix projection. The modified interpolation method
enhances the signal subspace and improves the orthogonality
between the signal and the noise subspaces. Simulation
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Figure 8: RMSE versus SNR.

results show that the proposed approach offers better esti-
mation accuracy and has a high resolution performance
compared to the tradition interpolation method.
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Ultrawideband (UWB) antennas are of huge demand and Vivaldi antennas as well as the TEM horn antennas are good candidates
for UWB applications as they both have relatively simple geometry and high gain over a wide bandwidth. The aim of this study
is to design a compact antenna that achieves maximum gain over a bandwidth between 1.5 and 10.6GHz while minimizing its
size. The idea is to make use of combined respective advantages of Vivaldi and TEM horn antennas to achieve the desired goals by
shaping the TEM horn antenna to look like a Vivaldi antenna. The antenna structure is modified by a dielectric load in the center
to increase the gain bandwidth. It is placed in a surrounding box made of PEC material to reduce the undesired side lobes and to
obtain more directive radiation pattern. The simulations are performed by using the CST STUDIO SUITE electromagnetic (EM)
simulation software and they are later verified by the actual measurements.TheVivaldi shaped partially dielectric loaded (VS-PDL)
TEM horn antenna is proposed as a compact UWB antenna for systems using the newly established UWB band and also for the
communication systems of popular bands like ISM, Wi-Fi, and GSM.

1. Introduction

Even though the ideawas older,UWB technology has become
popular starting from the late 1960s because of its use in the
form of impulse radar in military area. Its development even
accelerated after FCC had approved the UWB technology for
commercial use in 2002 [1].

UWB technologies have been used increasingly for high-
speed RF wireless communication, high power RF jamming,
and high-resolution impulse radar systems as they have a
number of advantages over traditional narrowband systems
like low complexity, low cost, and improved detection, rang-
ing, and target resolution performances [1, 2].

UWB antennas are obviously a vital part of these systems
as they are closely linked to the system performance. They
are basically needed to have maximum gain over a specified
wide bandwidth. Other antenna features can be considered as
application specific.

In this study, our purpose is to design a compact UWB
antenna with a gain level close to 10 dBi over the bandwidth
starting from 1.5GHz up to 10.6GHz. In the analog RF
frontend, a high relative bandwidth and not necessarily a high
absolute bandwidth poses new challenges to the RF system
design. We therefore concentrate on this band where a large
variety of system concepts are under investigation worldwide
[1].

This paper is composed of four sections in total; following
the introduction, antenna design is described in Section 2,
simulation and measurement results are given in Section 3,
and finally Section 4 is for the conclusions.

2. Antenna Design

This paper is all about the design and development of a
compact UWB antenna based upon Vivaldi and TEM horn
antennas both of which have respective advantages for the
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Figure 1: Vivaldi Shaped TEM horn antenna (PDVA10) [7].

possibleUWBapplications asmentioned above.The idea is to
make use of these combined respective advantages of Vivaldi
antennas andTEMhorn antennas to achieve the desired goals
by shaping the TEM horn antenna to look like a Vivaldi
antenna.

The antenna structure is modified by partially loading it
in the center with a dielectric Teflon material of 𝜀𝑟 = 2.1
in order to decrease the lower frequency limit and by doing
so increasing the frequency range of the antenna [3]. The
dielectric filling or partial dielectric loading techniques are
employed commonly as mentioned in the literature [4–6] to
broaden the operational band up to twice and improve the
directivity (gain) performance. It is noted that the partial
dielectric loading operation should not result in altering the
physical dimensions of the antenna (including its weight) in
a negative manner [6].

The partially dielectric loaded TEM (PDTEM) horn, its
Vivaldi shaped version (PDVA), and array combinations have
been introduced by Turk as efficient UWB impulse radiators
for GPR (Ground Penetrating Radar) operation to obtain
UWB characteristics from 150MHz to 10GHz [4, 7, 8].

As a specific example, the partially dielectric-loaded
Vivaldi antenna (PDVA) which yields ultrawide band
antenna characteristics from 400MHz to 10GHz was intro-
duced and referred to as PDVA10 (meaning an aperture depth
length of 10 cm) in [7] as given in Figure 1. It had a positive
gain over the specified bandwidth which came close to 10 dBi
at higher frequencies. It was designed for multisensor adapt-
ive-impulse GPR operation and its performance was promis-
ing when compared to the regular (no dielectric loading)
TEM horn and Vivaldi antennas.

However, it has the disadvantage of having a large size.
Our purpose herein is to improve that design to make it
smaller (compact) for some possible applications in UWB
communication systems as it covers whole popular wireless
frequency bands. To make it compact, the height of the
antenna is reduced up to 8 cm to cancel the lower bands of
the spectrumwhich were needed for GPR operations and the
depth of the𝐸-plane (flared vertically) horn antenna aperture
has been changed from 8 cm down to 3 cm as the primary
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Figure 2:The variation of gain with respect to frequency for various
aperture depth (𝐷) values (simulation only).

parameter affecting the antenna gain. The gain values have
been examined by usingCST STUDIO SUITEEM simulation
software. The simulation results (Figure 2) showed that the
antenna gain was decreasing especially for the band above
4.0GHz and the radiation pattern was deforming as the
antenna aperture depth shortened. As a result, an antenna
structure with aperture depth𝐷 = 5 cm is decided as optimal
by taking into consideration the fact that it was aimed to be
constructed as compact as possible.

It is placed in a surrounding boxmade of PECmaterial to
reduce the undesired side lobes and to obtain amore directive
radiation pattern. It would also help to obtain physical
protection and EM shielding in a possible application like
wireless communication system to overcome the coupling
affects between the transmit/receive antennas [8]. The final
design of theVS-PDLTEMhorn antennawith its dimensions
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Table 1: Frequency bands of some of the popular wireless communication systems.

806–960MHz,
1,710–2,025MHz,
2,110–2,200MHz, and
2,500–2,690MHz.
(ITU-R approved
bands)

1.227–
1.575GHz 2.3GHz 2.4GHz

868MHz,
915MHz, and

2.4GHz
3.1–10.6GHz

900MHz,
1.8 GHz,

2.4GHz, and
5.8GHz

Cellular Phone
Operations (GSM 3G
and 4G
(WiMax/LTE))

Global
positioning
system—GPS

Satellite radio WiFi/802.11 b/g
and Bluetooth Zigbee/802.15.4 UWB

ISM (Industrial,
scientific,
medical)

8 cm

10 cm 8 cm

10 cm
D = 5

cm

(a) (b)

Figure 3: (a) VS-PDL TEM horn antenna design with its dimensions given on the figure. (b) The manufactured antenna.

is given in Figure 3(a) as vertically divided right-hand-
side made transparent for the purpose of clarity while the
manufactured antenna is shown in the Figure 3(b).

3. The Simulation and Actual
Measurement Results

The simulation results show that the Vivaldi shaped partially
dielectric loaded (VS-PDL) TEM horn antenna with 5 cm
aperture depth as given in Figure 3(a) achieves an opti-
mum performance over the desired bandwidth while it is
practically possible to implement it physically as a compact
structure.

The simulated radiation patterns of the VS-PDL TEM
horn antenna at selected frequencies within the 1.5–10.6GHz
band for “boxed” and “unboxed” configurations are given in
Figure 4 where the bolder line is for the “boxed” configura-
tion.

It can easily be noticed from this figure that, with the
metallic box, the radiation pattern becomes more directive

especially at the higher frequencies. It offers superior gain
performance starting from lower frequencies. The measured
radiation patterns of the manufactured antenna verify the
simulation results as shown in Figure 5.

The simulated and measured gain values for the antenna
are given in Figure 6 while the simulated and measured
VSWR plots are given in Figure 7. The measured gain of the
antenna remains above 7 dBi over the practical band which is
considered as a satisfactory gain performance.

Regarding theVSWRmeasurements, it remains below 2.0
throughout the operational band until 9.8 GHz but it exceeds
that value for the rest of the band which can be considered
as not satisfactory. On the other hand, as it does not impact
the gain and radiation performance in a negative manner,
it can still be considered as practically acceptable. It is also
noteworthy to state that for “boxed” configuration, the box
itself has a negative effect on VSWR performance at lower
part of the bandwidth (1.5 to 2.5 GHz) resulting a higher
VSWR values when compared to “unboxed” case but still the
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Figure 4: The simulated radiation patterns of the VS-PDL TEM
horn antenna for “boxed” and “unboxed” configurations at various
frequencies.

“boxed” antenna has a satisfactory performance with VSWR
values below 2.

Figure 8 gives the time-domain characteristic of the
proposed antenna for the measured received pulse case at
various angles for 1.5–11.0 GHz. It denotes a smooth pulse
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Figure 5: Measured 𝐸-plane and 𝐻-Plane (normalized) radiation
patterns of the proposed antenna.

shape with minimal ringing effects. The excitation pulse also
is plotted within the Figure 8.

If one evaluates the overall measured performance of the
proposed antenna, one can easily conclude that it satisfies
the requirements of a multitude of applications ranging
fromUWB communication to electromagnetic compatibility
(EMC) measurement systems in terms of gain, VSWR, and
radiation performance due to its reduced size and shielded
metallic box structure. Hence it can be considered as a good
candidate for popular communication systems like cellular
phone, SATCOM, Wi-Fi, Wi-Max/LTE, and other systems
using ISM and UWB (Table 1).

4. Conclusion

In this paper, a novel compact Vivaldi shaped partially
dielectric loaded (VS-PDL) TEM horn antenna has been
designed and developed for UWB communication systems
of 1.5–10.6GHz frequency band. We have shown that a new
panel type quasiplanar design obtained by more bending the
tapered Vivaldi shaped wings (shortened aperture depth) of
the TEM horn antenna leads to a significant size reduction
of the device. Furthermore, simulation and measurement
results that were in coincidence showed that, when installed
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within a metallic box, VS-PDL TEM horn antenna with
a 5 cm aperture depth has satisfactory far-field radiation
characteristics and high gain/lower VSWR over the practi-
cal bandwidth. That means such a panel type quasiplanar
antenna would be a good candidate for UWB applications
like popular communication systems of GSM, GPS, ISM,
Wi-Fi, and SATCOM bands requiring satisfactory antenna
performance.
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measured on received pulse for various angles and for 1.5–11.0 GHz.
The excitation pulse is given within the figure as well.
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Triple band parasitic array antenna for C-X-Ku-band application is presented.The proposed antenna is designed using the concept
of parasitic array and out-of-phase coupling approach. The objects of research are to optimize total inductance of geometry by
using out-of-phase inductance approach. The out of phase inductance of geometry consists of using two U-patches novel director
on the left side of geometry, appropriate dimension of ground plan, and gap coupling between parasitic and active patches. The
dimension of the ground plan geometry is 0.5𝜆mil × 0.5154𝜆mil. The usable impedance bandwidth of design antenna is “5.8 GHz
to 18GHz” (102% impedance bandwidth) and gain enhancement is up to 11.8 dBi.The proposed antenna can be used for X-Ku band
and C-band applications. Both simulated and measured results are presented, which are in good agreement.The proposed antenna
was fabricated with a thin copper layer printed on a thin lossy FR4 substrate for low-cost production.

1. Introduction

An explosive growth of the wireless radio a communication
system is currently observed in the microwave band. In [1], a
dual-frequency antenna based on the Sierpinski fractal with
two parasitic patches to enhance the impedance bandwidth
was presented. An electrical circuit model is formed by RLC
resonators to learn about the antenna physical behaviour and
to achieve the dual band operation minimizing a trial-and
error numerical/measurement proofs.The antenna designed,
using a method of moment, obtained two bands with a
broad bandwidth and similar radiation patterns. In [2], a
triple-frequency antenna is designed having a dual-band and
monoband antenna with broadside radiation patterns. The
dual-band antenna is inspired in the Sierpinski fractal. Such
a dual-band antenna is stacked over a monoband antenna.
The antenna presented a broadband behavior at each band
using parasitic patches. The antenna is designed using a
MoM commercial code, obtaining three bands with a broad
bandwidth, high efficiency, and similar radiation patterns.
Huang et al. [3] presented a microstrip antenna design that
effectively circular polarized (CP) and suppressed harmonics.
By modifying the size and position of two peripheral cuts,

two orthogonal modes that have equal amplitude and are
90 out of phase were simultaneously excited. The four right-
angle slits embedded in the antenna can block the second-
and third-order harmonic signals. The adopted CP antenna
built on a low-cost FR4 substrate measured bandwidth of
137MHz (10-dB return loss) and a 30-MHzCP bandwidth (3-
dB axial ratio). This work is further extended in [4] where a
triband dual-polarization (TBDP) shared aperturemicrostrip
array antenna is designed for synthetic aperture radar (SAR)
application. It operates in L-S-X Bands with a frequency ratio
of 1 : 2.8 : 8. This TBDP shared aperture array is assembled
by two L/S and L/X DBDP shared-aperture sub arrays with
one L-band dual-polarized sub array, which exhibits wide
impedance bandwidth of 13.4%, 14.8%, and 16.8% in L-S
band and X-bands. Usable bandwidth of design antenna is
further modified in [5], a printed wide-slot antenna with a
parasitic patch for bandwidth enhancement, which is 80% for
|S11| ≤ −10 dB ranging from “2.23GHz to 5.35GHz.” Work
further carried in [5–8], in [8] presented a novel compact
ultra wideband (UWB) printed slot antenna with three
extra bands for various wireless applications. The low-profile
antenna consists of an octagonal-shaped slot fed by a beveled
and stepped rectangular patch for covering the UWB band
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(“3.1 GHz–10.6GHz”). In [7], a new design of a compact ultra
wideband (UWB) antennawithmultiple bands notched char-
acteristic utilized a C-shape ground to realizeminiaturization
and two mushroom-type electromagnetic band gap (EBG)
structures to create notched bands. The antenna achieved an
operation frequency band from “3GHz to 13GHz” (10GHz
Bandwidth slot). Modification of paper [7] done in [8],
where a compact planar ultra wideband (UWB) antenna
is designed for wireless universal serial bus (USB) dongle
application. Cutting 7 notches and embedding types of slots
into a rectangular patch, multiple resonances with effective
bandwidth enhancement is achieved.This prototype antenna
is constructed and measured to show an ultra wide operating
band with 10-dB return-less bandwidth of about 10.42GHz
ranging from “2.86GHz to 13.38GHz,” highest bandwidth
modification done in [9]. The gain enhancement technique
is displayed, which loosely configured grooved ground plan
able to significantly enhance the gain of a standard patch
antenna with a flat, electrically large ground plan. Simulation
and measurement results show the enhancement of the
gain up to 10.2 dBi at 10.45GHz and the proposed antenna
is designed to achieve usable bandwidth 12.2 GHz from
“5.8GHz to 18.15 GHz.” The proposed design of antenna in
this paper is modification of [6–9] to achieve more −10 dB
impedance bandwidth slot and directivity.

2. Proposed Geometry Design

The Proposed Geometry consists of

(i) Δ = 3mil air gap between top and bottom layer,
(ii) geometry which consists of glass epoxy PCB and air

gap (FR-4 – air-FR-4) material,
(iii) total height of geometry which is 3.07mm (from a

ground plan to top layer),
(iv) middle layer driven element which has patch dimen-

sion 𝐿 × 𝑊 = 10.44mm × 11.32mm (0.1808𝜆mm ×

0.1962𝜆mm),
(v) top parasitic patches which have dimension of 𝐿1 ×

𝑊1 = 2.54mm × 3.81mm (0.044𝜆mm × 0.066𝜆mm)
used as director,

(vi) the dimensions of ground plan which is 28.87mm ×

29.76mm (0.05𝜆mm × 0.05154𝜆mm) used as a
reflector.

The geometry consists of two U-type patches on the
left side of the top layer shown in Figure 2. The proposed
geometry is simulated using IE3D simulator.

3. Mutual Coupling Approach for
Designing of Proposed Antenna

The proposed antenna is design to reduce the total mutual
inductance of geometry, in geometry U-type patch direc-
tors is configured in out-of-phase mutual coupling through
vertical arms of U-patch is shown in Figure 3. Two sections
of U-patch carrying currents in the same direction have

positive mutual inductance here as the inductance is negative
for a current flowing in opposite directions is shown in
Figure 4. The lengthening of the effective patch’s surface
current paths is due to the additional downward paths in
the added rims, which is different from that of the mean-
dered designs; a relatively very small perturbation on the
excited surface current distribution in the radiating patch
is expected. This implies that it is possible for the radiation
characteristics of this compact design to be as good as
those of a corresponding conventional patch antenna with a
planar radiating patch. Adjacent resonantmodes with similar
radiation characteristics can be excited at frequencies close to
each other, resulting in awide bandwidthmicrostrip antenna.
Furthermore by properly adjusting the parameters of slots,
both of the adjacent resonant modes could achieve good
impedance matching, which makes the antenna broadband
and compact:

𝐿Total = Σ𝐿 + Σ𝑀+ − Σ𝑀−, (1)

Σ𝑀− = 2Σ𝑀13 + Σ𝐿𝑚𝑔 + 2Σ𝑀34 + 2Σ𝑀46 + 2Σ𝑀16, (2)

𝑀13 = 2 × 10
−4
𝑙𝑒
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(4)

where 𝑙𝑒 is the effective length of the arms between 1 and 3,
which calculated the mutual inductance𝑀13. Dimensions of
𝑙𝑒 and 𝑑 are in microns and 𝑀13 is in nanohenries. As an
approximation, 𝑙𝑒 can be considered an average length for
three sections 𝑙𝑒 = 𝑙1 + 𝑙2 + 𝑙3, 𝑙𝑒1 is an effective length of
the sections 3 and 4, and 𝑙𝑒2 is the effective length of sections
1 and 6. 𝑑16 and 𝑑34 are distance between 1 and 6, 3 and 4,
respectively. 𝑀16 and 𝑀34 are mutual inductance between 1
and 6, 3 and 4, respectively.

So total inductance of U-patch is

𝐿 = 𝐿1 + 𝐿2 + 𝐿3 + 𝑋𝑃. (5)

The free-space inductance 𝐿 (in nanohenries) of a width of
U-patch is 𝑑 and 𝑙 length, (in microns) given by [10, 11].
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For 𝑙 ≪ 𝑑

𝑙 = length of U-patch,

𝑑 = width of U-patch:

𝐿1 = 𝐿3 = 2 × 10
−4
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(6)

where 𝑙1 = 𝑙2 = 𝑙

𝐶 = 0.25 tanh(4𝛿
𝑑
) ,

𝛿 =
1

√𝜋𝜎𝑓𝜇
.

(7)

The inductor𝑋𝑃 produced by the probe is given by

𝑋𝑃 =
𝜂

𝜋
tan (0.5𝑘𝑜ℎ) In(

2.25

𝑘𝑜𝑑
) . (8)
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patchTop layer 
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Coaxial probe 
feeding

Figure 2: Optimization model for geometry.

𝑙 ≫ 𝑑 where 𝜎 is the conductivity of the wire material. For
gold wires, 𝛿 = 2.486𝑓 − 0.5, where frequency 𝑓 is expressed
in gigahertz. When 𝛿/𝑑 are small, 𝐶 = 𝛿/𝑑.

When 1 ≫ 𝑑, (4), (5) reduces to

𝐿1 = 𝐿3 = 2 × 10
−4
𝑙 (In 4𝑙

𝑑
+ 0.5

𝑑

𝑙
− 1 + 𝐶) ,

𝐿2 = 2 × 10
−4
𝑙2 (In

4𝑙2

𝑑
+ 0.5

𝑑

𝑙2

− 1 + 𝐶) ,

𝐿 = 𝐿1 + 𝐿2 + 𝐿3 + 𝑋𝑃.

(9)

3.1. Ground Plan Effect. The effect of the ground plan on the
inductance value of an antenna has also been considered [12].
If the radiating patch is at a distance ℎ above the ground
plan as shown in Figure 1, it sees its image at 2 h from it.
The U-Slot patches and its image consists mutual inductance
𝐿𝑚𝑔. Because the image of antenna carries a current opposite
to the current flow in the patch, the mutual inductance of
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the antenna 𝐿𝑚𝑔 is calculated from (6) by mutual coupling
approach

𝐿𝑚𝑔 = 2 × 10
−4
𝑙 [
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(10)

4. Optimization Using Ground Plan

In this optimization section, proposed antenna is optimized
using only change in dimension of ground plan. The dimen-
sion of ground plan severely has an effect on reflected
signal; according to (10), 𝐿𝑚𝑔 is mutual inductance of ground
plan and depends on the dimensions length of ground
plan, width of ground plan, total height of antenna, loss
tangent of dielectric material, and conductivity of ground
plan. When the dimensions of ground plan increase the
mutual inductance of the ground plan (𝐿𝑚𝑔) also increases
so that overall out-of-phase inductance increases as per
(2) and total dominate inductance of proposed design is
reduced and achieved reduction in reflected signal; this
optimization approach provides impedance matching over a
wide band of frequency and this approach is more feasible
and easy. When the dimension of ground plan changes from
11.43 × 13.97mm2 to 28.87 × 29.76mm2, simultaneously the
useful −10 dB impedance matching bandwidth slot improves
from 8GHz to 12.2 GHz. After 28.87 × 29.76mm2 ground
dimension, the increment in dimension of ground plan is not
feasible because size of antenna is not compatible over a useful
bandwidth slot and therefore optimization is done up to 28.87
× 29.76mm2 only.

4.1. Optimization Using Ground Plan Dimensions 11.43 ×

13.97mm2. In this optimization section, the dimensions of
ground plan are changed; the dimension of ground plan is
11.43× 13.97mm2 and achieved−10 dB impedance bandwidth
8GHz is shown in Figure 5(a).

4.2. Optimization Using Ground Plan of Dimensions 12.7 ×
12.7mm2. In this optimization section, the dimension of
ground plan is 12.7 × 12.7mm2 and obtained −10 dB
impedance bandwidth 8.9GHz is shown in Figure 5(b).

4.3. Optimization Using Ground Plan of Dimensions Is 12.7 ×
13.97mm2. In this optimization section, the dimension of
ground plan is 12.7 × 13.97mm2 and obtained −10 dB
impedance bandwidth 9GHz is shown in Figure 5(c).

4.4. Optimization Using Ground Plan of Dimensions Is 28.87 ×
29.76mm2. From the validation of proposed geometry in
IE3D simulator, obtained −10 dB impedance bandwidth is
12.2 GHz and return losses of −20 dB as shown in Figure 5(d).
Simulation results obtained for 5.8 to 18GHz frequency slots
and at 12GHz achieved −20 dB return loss.

The results of all optimization section using ground plan
are shown in Table 2.

5. Results and Discussion

Theproposed structure consists of one reflector of dimension
0.5𝜆mm × 0.5154𝜆mm. The dimensions of reflector give
180 deg phase shift so that all the reflected waves will be
reflected from the reflector and move towards the direc-
tor and achieved elimination of reflected waves over wide
range of frequency. The dimension of the driven element
is 0.1808𝜆mm × 0.1962𝜆mm giving 70 deg phase shift for
forward wave with the intention that wave is coupled more
towards the director. In antenna theory gain, bandwidth
does not increase simultaneously if gain of the antenna is
more than bandwidth of antenna which is less but in our
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Figure 5: (a) Return losses versus frequency for dimension of groundplan 11.43× 13.97mm2. (b) Return losses versus frequency for dimension
of ground plan 12.7 × 12.7mm2. (c) Return losses versus frequency for dimension of ground plan 12.7 × 13.97mm2. (d) Return losses versus
frequency.

design required optimal gain over a broad bandwidth there-
fore considered an appropriate dimension, 0.1808𝜆mm ×

0.1962𝜆mm dimensions for driving element; the spacing
between elements is𝐷1 = 0.038𝜆mmand𝐷2 = 0.02𝜆mm; the
spacing between elements gives 10 deg phase shift so that the
signal cannot losses between elements and maximum signal
coupled to director. The dimension of U-type novel director
is 0.044𝜆mil× 0.066𝜆mil; director exists in 13 deg phase shift
and consequently all forwardwave has received and again has
been amplified by the director so that it achieved optimum
gain from 5.8GHz to 18GHz.

The wide band operation is obtained from proposed
structures. The 0.5𝜆mm × 0.5154𝜆mm ground plan is
inductive in nature in order to provided impedancematching
for lower frequency. The middle layer patch 0.1808𝜆mm ×

0.1962𝜆mm is resistive in nature and provided impedance
matching for middle frequency. The top layer patch
0.044𝜆mm × 0.066𝜆mm, is capacitive in nature and pro-
vided impedance matching for high frequency. Appropriate
U-type patches and appropriate dimensions of ground plan
reduced total inductance of geometry by increasing out-of-
phase inductance of geometry and providing impedance
matching over broad bandwidth, the range of broad band
decided by the length, width of U-type patch, spacing
between U Type patches, and dimension of ground plan.

Frequency (GHz)
6 7 8 9 10 11 11.3 12 13 14 15 16 17 18

Return losses

−20.12

−17.86
−18.96

−13.75

−10

−12.7
−13 −12.7

−16.37

−12.94
−11.95 −11.32

0

Re
tu

rn
 lo

ss
 (d

B)
 

−25

−20

−15

−10

−5

−10dB, impedance bandwidth is 12.2GHz

Figure 6: Return losses versus frequency.

5.1. Return Losses versus Frequency. From the validation of
proposed geometry in IE3D simulator, −10 dB impedance
bandwidth is 12.2 GHz as is shown in Figure 6 and return
losses of−20 dB. Simulation results obtained for 5.8 to 18GHz
frequency slots.

5.2. Gain versus Frequency. The simulation result in Figure 7
concluded that out-of-phase coupling severely reduced
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Figure 8: Current density of geometry at different frequency.

the inductance of design and improved gain, achieved gain
4 dBi to 11.8 dBi; the maximum value of gain 11.8 dBi is at
15.97GHz.

5.3. Current Density at Different Frequency for Geometry-I.
Using IE3D simulator observed current density, the current
density analysis is shown in Figure 8 and found higher
current density towards a higher range of frequency and
obtained higher radiating and antenna efficiency towards the
higher edge of frequency.

All comparison results for geometry are shown in Table 1
which shows comparable results in terms of VSWR, return
losses (S11 ≤ −10 dB), and impedance bandwidth, analyzed
geometry, and got impedance bandwidth VSWR ≤ 2 and
−10 dB and impedance bandwidth up to 12.2 GHz (Table 3).
The gain of geometry in Figure 8 varies from 5 dBi to 11.8 dBi.

The proposed geometry is appropriate for C-band, X-band
and Ku-band application. Fabricated and validation is done
for the proposed geometry.

5.4. Radiation Pattern

5.4.1. Elevation Radiation Pattern at 𝑓 = 18.17GHz, phi(𝜙) =
70 deg. See Figure 9(a).

5.4.2. Elevation Radiation Pattern at 𝑓 = 10.4592GHz,
phi(𝜙) = 50 deg. See Figure 9(b).

Current distribution simulation shows what areas of the
antenna are excited (Figure 8). It is interesting to note that
the current distribution does not follow any regular pattern
as in the case of regular shapes. At 10.45GHz, 12.11 GHz,
15.97GHz, 16.24GHz, 17.07GHz, and 18.17 GHz the gain
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Figure 9: (a) Elevation radiation pattern at 𝑓 = 18.17GHz, phi(𝜙) = 70 deg. (b) Elevation radiation pattern at 𝑓 = 10.4592GHz, phi(𝜙) =
50 deg. (c) Elevation radiation pattern at 𝑓 = 12.1122GHz, phi(𝜙) = 50 deg. (d) Elevation radiation pattern at 𝑓 = 15.97GHz, phi(𝜙) =
50 deg. (e) Elevation radiation pattern at 𝑓 = 16.2449GHz, phi(𝜙) = 60 deg. (f) Elevation radiation pattern at 𝑓 = 17.0714GHz, phi(𝜙) =
70 deg.

Table 1: Dimension of proposed design.

Dimension of top layer
Length of U-slot 𝐿1 2.54mm Width of U-slot𝑊1 3.81mm

Dimension of middle layer
Length of middle patch 𝐿 10.4394mm Width of middle patch𝑊 11.33mm

Dimension of ground plan
Length of ground plan 𝐿

𝑔
28.87mm Width of ground plan𝑊

𝑔
29.76mm
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(a) (b)

Figure 10: (a) Front view of fabricated antenna. (b) Bottom view of fabricated antenna.

Table 2: Optimization of bandwidth using different ground plan dimensions.

Ground plan dimension 11.43 × 13.97mm2 12.7 × 12.7mm2 12.7 × 13.97mm2 28.87 × 29.76mm2

Useful bandwidth 8GHz 8.9GHz 9GHz 12.2GHz

Table 3: Validation of antenna parameters of different geometry with reference paper.

Antenna parameters Proposed work Reference [6] Reference [7]
−10 dB, Impedance bandwidth 12.2 GHz 10.42GHz (2.86GHz to 13.38GHz) 10GHz (3GHz to 13GHz)
VSWR ≤ 2, Impedance bandwidth 12.2 GHz 10.42GHz (2.86GHz to 13.38GHz) 10GHz (3GHz to 13GHz)
Proposed geometry reported impedance bandwidth greater than 12GHz.

values are 4 dBi, 8 dBi, 11.8 dBi, 11.7 dBi, 10.11 dBi, and 8.2 dBi,
respectively. In conclusion, it can be seen from the simulation
results that the antenna performs well at the operating
frequency 5.8GHz to 18GHz. There is also some deviation
from the theoretically expected operating frequency; the
main reason for this is the discretization applied during
simulation.

5.4.3. Elevation Radiation Pattern at 𝑓 = 12.1122GHz,
phi(𝜙) = 50 deg. See Figure 9(c).

5.4.4. Elevation Radiation Pattern at 𝑓 = 15.97GHz, phi(𝜙) =
50 deg. See Figure 9(d).

5.4.5. Elevation Radiation Pattern at 𝑓 = 16.2449GHz,
phi(𝜙) = 60 deg. See Figure 9(e).

5.4.6. Elevation Radiation Pattern at 𝑓 = 17.0714GHz,
phi(𝜙) = 70 deg. See Figure 9(f).

6. Fabrication of Proposed Structure

The fabricate antenna used FR-4 and air, the layout of the
antenna is designed in AUTO CAD software, its etching is
done using ferric-chloride acid. For feeding SMA connector
is used (Figure 10).

7. Hardware Validation of Fabricated Antenna

There are some deviation 0.108 values from the theoretically
expected; themain reason for this is the discretization applied
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Figure 11: VSWR measurement of fabricated antenna.

during simulation. Figure 11 shows hardware validation of
fabricated antenna.

8. Conclusion

In this paper, the out-of-phase inductance coupling approach
is used for designing of proposed geometry; the out-of-
phase inductance consists of two U-type patches and ground
plan. This is justified in mutual coupling approach; after
the analysis of the results of the proposed antenna, it is
concluded that the total inductance is optimized, reflection is
reduced and enhanced surface current over wide bandwidth
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(12.2 GHz); achieved impedance bandwidth S11 (≤ −10 dB
impedance bandwidth) from 5.8GHz to 18GHz is 102%,
VSWR ≤ 2 over 12.2 GHz bandwidth slot. Utilized impedance
bandwidth, 38% of X-band, 19% of C-band and 45% of
Ku-band, achieved gain “4 dBi to 11.8 dBi” over 12.2 GHz
impedance bandwidth slot. This proposed antenna geometry
can be used for X-band, Ku-band, and C-band application.
The hardware validation and simulation results are matched
to this design. In this research we observed that ground
dimension 0.5𝜆mm × 0.5154𝜆mm has improved the effi-
ciency and useful bandwidth of antenna.
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The possibility of achieving directive fan-beam radiation with planar Fabry-Pérot cavity antennas constituted by an upper
ferroelectric thin film and a lower ground plane having ultrasubwavelength thickness is studied by means of a simple transverse-
equivalent-network approach and a cylindrical leakywave analysis, deriving simple design formulas. The performance of the
proposed antenna is investigated in terms of power density radiated at broadside and directivity in the principal planes, pointing
out the main limitations and tradeoffs associated with the reduced thickness.

1. Introduction

Planar antennas based on partially reflecting surfaces (PRSs)
have been receiving increasing interest during the last decade,
thanks to their attractive features of low profile, high direc-
tivity, and simple feeding. Since the first design proposed and
realized by von Trentini in 1956 [1], in which the directivity
of truncated waveguides opening in an infinite conducting
ground plane was increased by means of periodic metal
screens, a number of different PRS realizations have been pro-
posed, based, for example, on dielectric substrate-superstrate
configurations [2] or on two-dimensional periodic array of
metal patches [3, 4] or slots cut in a top plate [5].

The typical thickness of PRS-based planar antennas is
of the order of one-half of the free-space wavelength. In
fact, the directivity enhancement afforded by the PRS can
be attributed to the resonant behavior of the partially open
planar cavity formed by the ground plane and the PRS; the
antenna can thus be viewed as a sort of Fabry-Pérot resonator
(hence the name Fabry-Pérot cavity (FPC) antennas) [2,
6]. Alternatively, the antenna can be viewed as a two-
dimensional leakywave antenna, inwhich the primary source
excites a pair of cylindrical TMz and TEz leaky modes; these

propagate along the structure and give the main contribution
to the antenna aperture field, thus establishing the main
features of the antenna radiation pattern [7, 8]. A leaky wave
analysis of FPC antennas showed that the power density
radiated at broadside is maximum when the thickness of the
cavity is optimum, that is, close to half of the wavelength
inside the substrate abovewhich the PRS is placed; when such
an optimum thickness is used to create a broadside beam,
the leaky modes supported by the structure have nearly the
same wavenumber with nearly equal low values of the phase
and attenuations constants [9–11] thus producing a highly
directive broadside beam.

In this paper we study PRS-based planar antennas in
which the total thickness is considerably smaller than the
values typical of the usual FPC antennas [2, 7] and which
has been the subject of many investigations [12–14]. A
preliminary investigation on this kind of structure has been
presented in [15]. Here we consider a planar substrate
constituted by a conventional dielectric covered by a thin
ferroelectric film. The structure is similar to that presented
in [16] where the ferroelectric film was used to allow for an
electrical tuning of the main parameters characterizing the
radiation pattern of the antenna. Here the ferroelectric film
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is used to obtain an equivalent capacitive PRS which allows
for dramatically reducing the total thickness of the antenna
capable of obtaining a directive beam.Theperformance of the
proposed antenna is investigated in terms of power density
radiated at broadside and directivity in the principal planes,
pointing out the main limitations and tradeoffs associated
with the reduced thickness.

2. Structure Description

The reference structure, shown in Figure 1, is a dielectric
slab (the substrate) of thickness 𝑏 and relative permittivity
𝜀𝑟1, bounded below by a perfectly conducting (PEC) ground
plane and covered by a ferroelectric film of thickness 𝑡 with
permittivity 𝜀𝑟2 = 𝜀

󸀠

𝑟2
− 𝑗𝜀
󸀠󸀠

𝑟2
. The materials are assumed to be

nonmagnetic (i.e., 𝜇𝑟1 = 𝜇𝑟2 = 1). The structure is assumed
to be excited by a unit-amplitude (1 V⋅m)horizontalmagnetic
dipole (HMD) directed along the 𝑥-axis and placed over the
ground plane, thusmodeling a thin slot etched on the ground
plane and excited by a suitable waveguide structure (e.g., a
microstrip line). This kind of source is chosen instead of the
more conventional horizontal electric dipole (HED) since in
an ultrasubwavelength configuration the latter would radiate
poorly due to the electrical closeness to the PEC ground
plane. A time-harmonic dependence exp(𝑗𝜔𝑡) of sources and
fields will be assumed and suppressed throughout.

3. Antenna Radiation

3.1. Far-Field Pattern via Reciprocity. The far-field pattern
radiated by the HMD in the presence of the planar struc-
ture described above can be calculated through a standard
application of reciprocity theorem, by letting a plane wave
impinge on the structure from the observation direction
(𝜃, 𝜙) and calculating the reaction between the resulting total
field and the HMD source [2, 6]. The field produced by the
incident plane wave can in turn be readily calculated using
the transverse equivalent network (TEN) representation of
the structure shown in Figure 2(a), where the substrate and
superstrate layers are modeled with lengths of transmission
lines (TLs).

Assuming that the relative permittivity of the ferroelectric
film is very large (|𝜀𝑟2| ≫ 1), 𝑘𝑧2 = 𝑘0√𝜀𝑟2 − sin2𝜃 ≅ 𝑘𝑧2 =

𝑘0√𝜀𝑟2 results and hence 𝑌2 ≅ √𝜀𝑟2/𝜂0 for both TM and
TE polarizations (here 𝑘0 = 2𝜋/𝜆0 and 𝜂0 are the free-space
wavenumber and characteristic impedance, resp.). Assuming
further that the electrical thickness of the ferroelectric film is
small, the relevant length of TL can be replaced by a shunt
admittance 𝑌𝑓 = 𝐺𝑓 + 𝑗𝐵𝑓 = 𝑘0𝑡𝜀𝑟2/𝜂0 for both TM
and TE polarizations [16, 17], thereby obtaining the TEN in
Figure 2(b). Using the latter TEN, the expressions of the far-
field pattern are obtained as

𝐸𝜃 (𝑟, 𝜃, 𝜙)

= 𝐸0 sin𝜙
−2𝑗𝑌

TM
1

(𝑌
TM
0

+ 𝑌𝑓) sin (𝑘𝑧1𝑏) − 𝑗𝑌
TM
1

cos (𝑘𝑧1𝑏)
,

𝐸𝜙 (𝑟, 𝜃, 𝜙)

= −𝐸0 cos𝜙 cos 𝜃
−2𝑗𝑌

TE
1

(𝑌
TE
0

+ 𝑌𝑓) sin (𝑘𝑧1𝑏) − 𝑗𝑌
TE
1

cos (𝑘𝑧1𝑏)
,

(1)

where

𝐸0 = −𝑗𝑘0

𝑒
−𝑗𝑘0𝑟

4𝜋𝑟

(2)

and the TL parameters are

𝑌
TM
0

=
𝑘0

𝜂0𝑘𝑧0

,

𝑌
TE
0

=
𝑘𝑧0

𝜂0𝑘0

𝑌
TM
1

=
𝜀𝑟1𝑘0

𝜂0𝑘𝑧1

,

𝑌
TE
1

=
𝑘𝑧1

𝜂0𝑘0

𝑘𝑧0 = 𝑘0 cos 𝜃,

𝑘𝑧1 =
√𝜀𝑟1𝑘

2

0
− sin2𝜃.

(3)

3.2. Design Equations for Maximum Broadside Radiation.
From (1), at broadside we have

𝐸𝜙(𝜃 = 0)
󵄨󵄨󵄨󵄨󵄨𝐻

= 𝐸𝜃(𝜃 = 0)
󵄨󵄨󵄨󵄨𝐸

= 𝐸

= 𝐸0

−2𝑗𝑛1

(1 + 𝑌𝑓) sin (2𝜋𝑛1𝑏̂) − 𝑗𝑛1 cos (2𝜋𝑛1𝑏̂)
,

(4)

where 𝑛1 = √𝜀𝑟1, 𝑏̂ = 𝑏/𝜆0, and 𝑌𝑓 = 𝜂0𝑌𝑓. For very thin
substrates (i.e., 𝑛1𝑏̂ ≪ 1), (4) can be approximated using a
Taylor expansion of the trigonometric functions as

𝐸 ≃ 𝐸0

−2𝑗𝑛1

(1 + 𝑌𝑓) (2𝜋𝑛1𝑏̂) − 𝑗𝑛1 [1 − ((2𝜋𝑛1𝑏̂)
2

/2)]

≃
−2𝑗𝐸0

(1 + 𝐺𝑓) 2𝜋𝑏̂ + 𝑗 (2𝜋𝑏̂𝐵𝑓 − 1)

.

(5)

Then, for a high-permittivity low-loss ferroelectric medium
[18–20], 𝐵𝑓 ≫ max{1, 𝐺𝑓} results and the absolute value of
the expression in (5) is maximized when 2𝜋𝑏̂𝐵𝑓 − 1 = 0; that
is,

𝐵𝑓 =
1

2𝜋𝑏̂

(6)
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Figure 1: Planar substrate-superstrate configuration excited by a magnetic dipole over the ground plane with the relevant geometric and
physical parameters.
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Figure 2: Transverse equivalent network of the structure in Figure 1. Exact representation (a) and approximate representation (b) valid for a
high-permittivity thin-film superstrate.

or

𝑏̂ =
1

2𝜋𝐵𝑓

. (7)

Therefore, very thin substrates require large values of the
normalized (capacitive) susceptance 𝐵𝑓. In such a case, the
power density at broadside is given by

𝑃 (0) =
|𝐸|
2

2𝜂0

≃
𝑘
2

0

8𝜋2𝜂0

𝐵
2

𝑓

(1 + 𝐺𝑓)
2
≃

𝑘
2

0

8𝜋2𝜂0

𝐵
2

𝑓
. (8)

Therefore, the power density radiated at broadside is
enhanced of a factor 𝐵2

𝑓
with respect to the case of a magnetic

dipole radiating on a PECgroundplanewith free space above.
(This may be contrasted with the case of a HED excitation
[15], in which no such enhancement is found because the
short-circuiting effect of the PEC ground plane compensates
the resonant effect of the PRS.) To establish whether the
enhancement of power density is accompanied with an
enhancement of directivity as well, we have to determine if
the structure can support leaky waves with small values of the
phase and attenuation constants.

4. Leaky Wave Analysis

The dispersion equation coincides with the denominator in
(1); that is, (neglecting 𝐺𝑓 ≪ 𝐵𝑓, [18–20])

𝑌
TE/TM
0

+ 𝑗𝐵𝑓 − 𝑗𝑌
TE/TM
1

cot (2𝜋𝑘̂𝑧1𝑏̂) = 0. (9)

We assume a solution for the normalized longitudinal prop-
agation constant 𝑘̂𝑥 of the form

𝑘̂𝑥 = 𝛿 = 𝛿𝑅 − 𝑗𝛿𝐽, (10)

where 𝛿𝑅 and 𝛿𝐽 are “small” (|𝛿𝑅| ≪ 1 and |𝛿𝐽| ≪ 1), so that
the normalized transverse propagation constants 𝑘̂𝑧0 and 𝑘̂𝑧1

in air and inside the slab, respectively, are approximated as

𝑘̂𝑧0 =
√1 − 𝑘̂2

𝑥
= √1 − 𝛿2 ≃ 1 −

𝛿
2

2
,

𝑘̂𝑧1 =
√𝜀𝑟1 − 𝑘̂2

𝑥
= √𝜀𝑟1 − 𝛿2 ≃ 𝑛1 −

𝛿
2

2𝑛1

(11)
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while the cotangent function in (9) can be approximated as

cot (2𝜋𝑘̂𝑧1𝑏̂) ≃

(1/2𝜋𝑛1𝑏̂) (− (𝑛1/𝜋ℎ̂𝛿
2
)) − 1

(1/2𝜋𝑛1𝑏̂) + (− (𝑛1/𝜋𝑏̂𝛿
2))

=

𝑛1 (1 + 2𝜋
2
𝑏̂
2
𝛿
2
)

𝜋𝑏̂ (2𝑛
2

1
− 𝛿2)

.

(12)

Now we have to consider separately the two cases of TE and
TMmodes.

4.1. TE LeakyWaves. For TEmodes the transverse character-
istic impedances are

𝑌
TE
0

= 𝑘̂𝑧0 𝑌
TE
1

= 𝑘̂𝑧1.
(13)

Based on the above approximations, (9) can be written as

1 −
𝛿
2

2
+ 𝑗𝐵𝑓 − 𝑗(𝑛1 −

𝛿
2

2𝑛1

)

𝑛1 (1 + 2𝜋
2
𝑏̂
2
𝛿
2
)

𝜋𝑏̂ (2𝑛
2

1
− 𝛿2)

= 0. (14)

That is,

𝜋𝑏̂ (2𝑛
2

1
− 𝛿
2
) − 𝜋𝑏̂ (2𝑛

2

1
− 𝛿
2
)
𝛿
2

2

+ 𝑗𝜋𝑏̂ (2𝑛
2

1
− 𝛿
2
) 𝐵𝑓 − 𝑗(𝑛1 −

𝛿
2

2𝑛1

)

× 𝑛1 (1 + 2𝜋
2
𝑏̂
2
𝛿
2
) = 0.

(15)

By neglecting all the terms 𝑜(𝛿4), (15) is written as

(4𝑛
2

1
𝜋𝑏̂ + 𝑗4𝑛

2

1
𝜋ℎ̂𝐵𝑓 − 𝑗2𝑛

2

1
)

+ (𝑗 − 𝜋𝑏̂ − 2𝑛
2

1
𝜋𝑏̂ − 𝑗2𝜋ℎ̂𝐵𝑓 − 𝑗4𝑛

2

1
𝜋
2
𝑏̂
2
) 𝛿
2

= 0.

(16)

Under the optimum condition (4) (or (5)), (16) becomes

(2𝑛
2

1

1

𝐵𝑓

) +(−
1

2𝐵𝑓

− 𝑛
2

1

1

𝐵𝑓

− 𝑗𝑛
2

1

1

𝐵
2

𝑓

)𝛿
2
= 0. (17)

That is,

𝛿
2
=

4𝑛
2

1

(2𝑛
2

1
+ 1)

− 𝑗
8𝑛
4

1

(2𝑛
2

1
+ 1)
2
𝐵𝑓

. (18)

By equating the real and the imaginary parts of (18) we obtain

𝛿
2

𝑅
− 𝛿
2

𝐽
≃

4𝑛
2

1

(2𝑛
2

1
+ 1)

2𝛿𝑅𝛿𝐽 ≃
8𝑛
4

1

(2𝑛
2

1
+ 1)
2
𝐵𝑓

.

(19)

Equations (19) contradict the assumption of “small” 𝛿𝑅 and
𝛿𝐽, so that no TE leaky waves exist in this case with 𝛽 = 𝛼̂ and
𝛼̂ ≪ 1.

4.2. TM Leaky Waves. For TM modes the transverse charac-
teristic impedances are

𝑌
TM
0

=
1

𝑘̂𝑧0

𝑌
TM
1

=
𝜀𝑟1

𝑘̂𝑧1

(20)

and (9) can be approximated as

2𝜋𝑏̂(2𝑛
2

1
− 𝛿
2
)
2

+ 𝑗𝐵𝑓𝜋𝑏̂(2𝑛
2

1
− 𝛿
2
)
2

(2 − 𝛿
2
)

− 𝑗2𝜀𝑟1𝑛
2

1
(2 − 𝛿

2
) (1 + 2𝜋

2
𝑏̂
2
𝛿
2
) = 0.

(21)

By neglecting all the terms 𝑜(𝛿4), (21) is rewritten as

(4𝑛
2

1
𝜋𝑏̂ + 𝑗4𝑛

2

1
𝐵𝑓𝜋𝑏̂ − 𝑗2𝜀𝑟1)

+ (𝑗𝜀𝑟1 − 4𝜋𝑏̂ − 𝑗4𝐵𝑓𝜋𝑏̂ − 𝑗2𝑛
2

1
𝐵𝑓𝜋𝑏̂ − 𝑗4𝜀𝑟1𝜋

2
𝑏̂
2
) 𝛿
2
= 0.

(22)

Under the optimum condition (4) (or (5)), (22) becomes

(
2𝑛
2

1

𝐵𝑓

) −(
2

𝐵𝑓

+ 2𝑗 + 𝑗
𝑛
2

1

𝐵
2

𝑓

)𝛿
2
= 0, (23)

from which

𝛿
2
= (

2𝑛
2

1

𝐵𝑓

)
1

((2/𝐵𝑓) + 2𝑗 + 𝑗 (𝑛
2

1
/𝐵
2

𝑓
))

=

2𝑛
2

1
𝐵𝑓

2𝐵𝑓 + 𝑗 (2𝐵
2

𝑓
+ 𝑛
2

1
)

.

(24)

For thin substrates the susceptance𝐵𝑓 is large (see (6)) so that
(24) can be approximated as

𝛿
2
≃

2𝑛
2

1
𝐵𝑓

2𝐵𝑓 + 𝑗2𝐵
2

𝑓

=
𝑛
2

1

1 + 𝑗𝐵𝑓

=

𝑛
2

1
(1 − 𝑗𝐵𝑓)

1 + 𝐵
2

𝑓

≃
𝑛
2

1

𝐵
2

𝑓

− 𝑗
𝑛
2

1

𝐵𝑓

.

(25)

By equating the real and the imaginary parts of (25) we obtain

𝛿
2

𝑅
− 𝛿
2

𝐽
≃

𝑛
2

1

𝐵
2

𝑓

,

2𝛿𝑅𝛿𝐽 ≃
𝑛
2

1

𝐵𝑓

.

(26)

In the limit of large 𝐵𝑓, the RHS of the first of (26) can be
neglected with respect to the RHS of the second. Finally, from
the second we obtain

𝛿𝑅 ≃ 𝛿𝐽 ≃ √

𝜀𝑟1

2𝐵𝑓

. (27)
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Since the radiation pattern in the 𝐸 plane is mainly deter-
mined by radiation from TM leaky modes, a directive broad-
side beam is expected in the 𝐸 plane for sufficiently large
values of the normalized shunt susceptance 𝐵𝑓. Alternatively,
(27) can be written in terms of the normalized thickness as

𝛽
TM

≃ 𝛼̂
TM

≃ √𝜋𝜀𝑟1𝑏̂,
(28)

which shows that a directive broadside beam in the 𝐸 plane
requires very thin substrates.

5. Pencil-Beam Radiation

Based on the above analysis a fan shape of the radiation
pattern can be expected, directive in the 𝐸 plane and nondi-
rective in the𝐻 plane. In fact, as it will be shown in Section 6,
when the antenna is designed for maximum broadside power
density the pattern in the 𝐻 plane is almost constant. Since
the pattern in (1) is of BOR1 type [21], that is,

E (𝑟, 𝜃, 𝜙) = 𝐸0 [sin𝜙𝐶𝐸 (𝜃) 𝜃0 + cos𝜙𝐶𝐻 (𝜃)𝜙0] , (29)

this is equivalent to saying that 𝐶𝐸(𝜃) is peaked and 𝐶𝐻(𝜃) is
almost constant. Under this condition, it is easy to show that
the maximum directivity of the pattern cannot be larger than
2:

𝐷max =
2𝜋𝑟
2󵄨󵄨󵄨󵄨E (𝑟, 0, 𝜙)

󵄨󵄨󵄨󵄨

2

∫
2𝜋

0
∫
𝜋/2

0

󵄨󵄨󵄨󵄨E (𝑟, 0, 𝜙)
󵄨󵄨󵄨󵄨

2
𝑟2 sin 𝜃 𝑑𝜃 𝑑𝜙

=
2

∫
𝜋/2

0
[1 +

󵄨󵄨󵄨󵄨𝐶𝐸 (𝜃) /𝐶𝐸 (0)
󵄨󵄨󵄨󵄨

2
] sin 𝜃 𝑑𝜃

≤ 2

(30)

(e.g., for a HMD in free space, it is equal to 3/2, as is well
known).

If a pencil beam is desired, with narrow patterns in both
principal planes, a linear array of HMD sources may be
employed. Since the element pattern is directive in the𝐸plane
(orthogonal to the HMD direction) and nondirective in the
𝐻 plane (parallel to the HMD direction), the elements of
the array should be aligned along the HMD direction (i.e.,
in the cases considered so far, along the 𝑥-axis). Assuming
for simplicity a uniform equispaced array with interelement
spacing 𝑑 and 2𝑛+1 elements, placed symmetrically with
respect to the origin, the resulting array factor is 𝐹(𝜃, 𝜙) =

sin[(2𝑛+1)𝜉/2]/ sin[𝜉/2], with 𝜉 = 𝑘0𝑑 sin 𝜃 cos𝜙 [22]. In this
way the 𝐸 plane array pattern is determined by the element
pattern, whereas the 𝐻 plane array pattern is determined by
the array factor. In particular, for small𝐻 plane beam widths
𝜃
𝐻

3 dB and a small array spacing (i.e., 𝑘0𝑑 ≪ 1),

𝜃
𝐻

3 dB ≃
1.391

𝑛𝑘0𝑑
(31)

approximately results [21]. On the other hand, since the 𝐸

plane element pattern is due to radiation from a TM leaky
wave, using (7) the 𝐸 plane array beam width 𝜃

𝐸

3 dB can
approximately be evaluated as [9]

𝜃
𝐸

3 dB ≃ √
2𝜀𝑟1

𝐵𝑓

(32)

with the approximation being more accurate for small beam
widths (i.e., large normalized PRS susceptances). The array
parameters, that is, the number 𝑛 and the spacing 𝑑, can
then be determined through (31) and (32), for example, by
requiring that the 3 dB beam width of the array factor in the
𝐻 plane be equal to that of the element pattern in the𝐸 plane.
Finally, for narrow beams the resulting broadside directivity
can be estimated as [22]

𝐷max ≃
9.9

(2𝜃
𝐸

3 dB) (2𝜃
𝐻

3 dB)
≃ 1.8𝑛𝑘0𝑑

√
𝐵𝑓

2𝜀𝑟1

. (33)

It is worth noting that, remaining within the class of directive
planar antennas, a similar performance in terms of directivity
could be achieved also with ordinary phased arrays of,
for example, metal patch antennas. As already mentioned,
these structures would require a significant larger overall
thickness; moreover, by considering truncated structures,
whereas the transverse dimensions would be comparable, for
these conventional classes of antennas, a 2D instead of a 1D
array would be required, with a considerably larger number
of radiating elements and hence a higher cost.

6. Results and Discussion

In order to check the accuracy of the asymptotic expres-
sions derived in the above sections, a grounded dielectric
slab covered with a capacitive PRS consisting of a low-
loss ferroelectric thin film is considered with 𝜀𝑟1 = 2.2

at the operating frequency 𝑓 = 1GHz. The values of
the phase and attenuation constants have been numerically
calculated as a function of the normalized shunt susceptance
𝐵𝑓 representing the ferroelectric thin film in the transverse
equivalent network. For each value of 𝐵𝑓, the thickness 𝑏 of
the slab has been calculated according to the optimization
condition in (6). In particular, in Figure 3, the exact results
are compared with the approximate asymptotic ones for the
TM leakymode.The asymptotic approximate expression (28)
is seen to be very accurate in a wide range of values of
𝐵𝑓, starting approximately from 𝐵𝑓 = 10. As expected,
no TE leaky waves are found. In Figure 4, the optimum
subwavelength thickness is reported as a function of 𝐵𝑓.

We then consider the same substrate with a fixed thick-
ness 𝑏 equal to 𝜆0/70 at the frequency 𝑓 = 1GHz (i.e.,
𝑏 = 4.28mm); according to (5), in order to have maximum
broadside radiation at 𝑓 = 1GHz a normalized susceptance
𝐵𝑓 = 11.14 is required, which can be obtained, for example,
with a ferroelectric film having 𝑡 = 2mil and 𝜀𝑟2 = 6.68 ⋅ 10

3

[20]. In Figure 5, the dispersion curve of the TM leaky mode
is reported as a function of frequency, togetherwith the power
density radiated at broadside by a horizontal magnetic dipole
on the ground plane. It can be seen that, at 𝑓 = 1GHz,
𝛽
TM

≃ 𝛼̂
TM

≃ 0.31 results which is the value predicted by
the approximate formula (28). It can also be observed that
the broadside power density is maximum at 𝑓 = 1GHz.

In order to investigate the radiation properties, radiation
patterns in the 𝐸 and𝐻 planes are reported in Figure 6 at the
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Figure 4: Optimum subwavelength thickness for directive TM
radiation as a function of 𝐵𝑓.
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Figure 6: Radiation patterns in the 𝐸 and 𝐻 planes at 𝑓 = 1GHz
for a structure with 𝑏 = 𝜆0/70 and 𝐵𝑓 = 11.41.

frequency 𝑓 = 1GHz. It can be seen that the pattern is flat
in the𝐻 plane (no TE leaky wave is excited), while it is quite
directive (at broadside) in the 𝐸 plane (due to the excitation
of a TM leaky wave).

More directive beams can be obtained with thinner
substrates (and, accordingly, larger values of the normalized
susceptance). An example is shown in Figures 7 and 8, where
the same structure of Figures 5 and 6 has been considered but
with a thickness 𝑏 = 𝜆0/300 at the frequency 𝑓 = 1GHz,
for example, 𝑏 = 1mm (according to (5), a normalized
susceptance 𝐵𝑓 = 47.75 is required).

In Figure 7, the dispersion curve of the TM leaky mode is
reported as a function of frequency, together with the power
density radiated at broadside by a horizontal magnetic dipole
over the ground plane. It can be seen that, at 𝑓 = 1GHz,
𝛽
TM

≃ 𝛼̂
TM

≃ 0.15 results which is the value predicted by
the approximate formula (28). It can also be observed that the
broadside power density is maximum at𝑓 = 1GHz and, with
respect to the structure of Figure 5, the broadside bandwidth
has been reduced.

The radiation patterns in the 𝐸 and𝐻 planes are reported
in Figures 8(a) and 8(b) at the frequency 𝑓 = 1GHz. Again
a flat pattern is radiated in the 𝐻 plane, whereas a highly
directive beam at broadside is radiated in the 𝐸 plane.

In Figure 9 the patterns at different frequencies are
reported in order to verify the scanning features typical of a
leaky wave antenna. The radiation patterns in the principal
planes are so different because in the 𝐸 plane the pattern is
mainly determined by a weakly attenuated TM leaky wave;
hence it is directive; on the other hand, as shown in Section 4,
no weakly attenuated TE leaky waves exist in the considered
structure at the same frequencies; hence the pattern in the𝐻
plane is not directive. Please note that the radial scale in the
plot of Figure 9(a) is linear (not in dB); hence both the𝐸 plane
and the 𝐻 plane patterns are very broad at 0.8GHz. (The
pattern in the𝐻 plane is however narrower than at 1 GHz; this
may be due to the excitation at 0.8GHz of a TE leaky wave
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Figure 9: Radiation patterns in the𝐸 and𝐻 planes at different frequencies to show the scanning features of the proposed antenna. Parameters:
𝑏 = 𝜆0/300 at 𝑓 = 1GHz and 𝐵𝑓 = 47.75. (a) 𝑓 = 0.8GHz and (b) 𝑓 = 1.3GHz.
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Figure 10: Radiation patterns in the 𝐸 and 𝐻 planes at 𝑓 = 1GHz
for a structure with 𝑏 = 𝜆0/300 and 𝐵𝑓 = 47.75 excited by a
linear array of 21 equiamplitude HMDs placed along the 𝑥-axis with
spacing 𝑑 = 𝜆0/10.

with a large attenuation constant, which is not significant
at 1 GHz and whose existence cannot be excluded from the
analysis presented in this study.)Note that in the scanned case
the maximum power density in the 𝐻 plane is much lower
than the maximum in the 𝐸 plane; hence the nondirective𝐻
plane pattern is not visible in Figure 9(b).

The presence of losses in the ferroelectric film negligibly
affects the performance of the antenna since it has been
shown that doped relaxor ferroelectric materials may have
very low values of the loss tangent [20].

Finally, the case of a linear array of HMD sources is con-
sidered, in order to obtain broadside pencil-beam radiation.
As explained in Section 5, by aligning the sources along the
HMD direction the almost isotropic pattern in the 𝐻 plane
can be made directive; in particular, the same structure as in
Figure 9 has been excited by an array of 21 HMD elements
with interelement spacing 𝑑 = 𝜆0/10, in order to obtain the
same 3 dB beamwidths in both principal planes.The relevant
radiation patterns are shown in Figure 10; it can be seen that
the principal-plane beam widths are indeed equal (while the
secondary lobes are higher in the𝐻 plane due to the uniform-
amplitude excitation of the array).

7. Conclusion

Thepossibility of achieving directive fan-beam radiationwith
planar antennas having ultrasubwavelength thickness has
been demonstrated. The proposed antenna consists of high-
permittivity superstrate (e.g., a low-loss ferroelectric thin
film) above a ground plane; the primary source is a thin slot
etched in the ground plane. In particular, it has been shown
analytically that this kind of structure supports a weakly
attenuated TM leaky wave which is responsible of a highly
directive beam in the 𝐸 plane of the structure. By using a
uniform array of slot sources aligned along the 𝐻 plane the
radiation pattern can bemade directive in the𝐻 plane as well,

thus obtaining a pencil broadside beam.Numerical results are
provided which confirm the conclusion theoretically derived.
Future work will concern the issues related to the practical
excitation of these structures, that is, the feed design and the
relevant analysis of the antenna input impedance.
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Simple multiband planar antenna for wireless communication applications is presented. The proposed antenna performs four
resonant modes covering multibands of wireless standards, including LTE 700, GSM, DCS, PCS, UMTS, and LTE 2300/2500.
Furthermore, it covers the ISM, WiMAX, and the WLAN bands. The geometry of the proposed antenna consists of a single FR4
substrate where an open cavity fed by a coplanar U-shaped monopole is etched on one side and a short-circuited meander line in
the opposite side. The cavity by its nature supports a wide range of higher frequencies, while its boundary that consists of a thin
monopole resonates at 900MHz. The meander line in the opposite side supports the LTE 700 band. The operating bands ranges
are (680–748MHz), (870–960MHZ), (1.36–1.59GHz), and (1.71–2.56GHz). The antenna size is 30 × 18 × 0.8mm3. The antenna
not only has a compact size but also supports a low SAR radiation at all the operating frequencies. The proposed antenna is tested
using the four recommended test positions of the CTIA association where the proposed antenna reveals good performance in all
test cases in the presence of handset (keypad, battery, speaker camera, RF circuit, and LCD) in talking position, and in standby
position.

1. Introduction

With the vast increase of mobile services and with the intro-
duction of compact electronics, there is a great demand for
developing new low specific absorption rate (SAR) antenna
with compact size that is compatible with the compact
electronic components sizes. Also, the future development
of the personal communication devices will aim to provide
image, voice, and data communication at any time. This
indicates thatmobile devices are required to support different
technologies and operate in different frequency bands. So,
the LTE (long term evolution) is a new high-performance
air interface standard for cellular mobile communication
systems. It is the 4th generation (4G) of radio technologies to
increase the capacity and speed ofmobile telephone networks
[1, 2].

Several studies have been performed to produce an
antenna structure able to satisfy the demands of low SAR
compact multiband antenna for use in hand-held devices
[2–7]. Miniaturisation techniques with control circuits were

introduced [3–6]; however, they had problems such as low
antenna efficiency because of insertion loss in lumped ele-
ments, as well as an increased cost. Multilayer has been
used for the multiband antenna method; however, they have
certain disadvantages that cause high loss as well as high cost.

In order to include LTE bands, Guo et al. [5] introduced
a new compact multiband antenna to cover GSM 900, DCS
1800, PCS 1900, UMTS 2100, and some LTE bands (FDD-LTE
bands 1–6 and 8–10 and TDD-LTE bands 19, 20, and 33–37)
with dimensions of 50 × 15 × 4mm3. Also, Chen and Jhang
[6] introduced a compact multiband antenna that consists
of a direct-fed monopole with a chip inductor, a grounded
strip, and a coupled-fedmonopolewith a distributed inductor
and dimensions of 75 × 10 × 0.8mm3. Recently, Elsheakh and
Abdallah [8] introduced a new compact multiband printed
inverted-F antenna (IFAs) with dimensions 35 × 45mm2
which covers GSM, LTE, UMTS, Bluetooth, and WLAN (at
−6 dB).

In this paper, a new compact size, single layer planar
antenna, is proposed. The new antenna has dimensions of
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Figure 1: Geometry of the proposed antenna: (a) front view and (b) back view.
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Figure 2: Prototype of the proposed antenna: (a) front view and (b) back view.

30 × 18 × 0.8mm3. It covers the following operating bands;
GSM 900, DCS 1800, PCS 1900, UMTS 2100, ISM 2450,
almost LTE bands (FDD-LTE bands 1–4, 7–12, 15–17, and 23–
25 and TDD-LTE bands 33–38), WiMAX (2.3-2.4GHz, 2.5–
2.56GHz), and WLAN (2.4-2.5 GHz).

2. Antenna Design

The proposed antenna is a planar microstrip antenna with
compact dimensions of (30 × 18 × 0.8)mm3. So, the antenna
can be easily integrated in small and sleek mobile device.
Figure 1 shows the geometry of the proposed antenna. All
the labeled dimensions are tabulated in Table 1.The proposed

antenna is designed over FR4 substrate (𝜀r = 4.5)with 0.8mm
thickness and loss tangent of 0.025.

The antenna is composed of an open cavity excited by
a U-shaped monopole fed in a coplanar way. The electrical
length of the monopole is a quarter-wavelength at 2.1 GHz.
The cavity radiates in the range from 1.71 GHz to 2.5 GHz. In
order to support the GSM 900 application, the arm length
of the cavity is designed to resonate at 900MHz. The most
challenging resonance is the LTE 700 which necessitates a
long branch that consumes more area of the antenna. In
order to overcome this problem a meander line is etched
on the opposite side of the antenna where it is fed by
aperture coupling. The meander line has the advantage of
having long length in a very small area but at the expense
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Table 1: Geometrical parameters of the proposed antenna.

Parameter Value
(mm) Parameter Value

(mm) Parameter Value
(mm)

𝐿1 10 𝐿5 6 𝑊𝑓 1.5
𝐿2 17 𝐿6 18 𝑊𝑠 30
𝐿3 3 𝑊1 1.5 𝑔 0.25
𝐿4 5 𝑊2 9 𝑠 0.9
𝐿𝑔 5
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Figure 3: Measured and simulated reflection coefficient of the
proposed antenna.

of its high impedance which complicates the matching. This
problem is solved by ending themeander line by a rectangular
conducting slab connected to the ground.

Compared to the 3D structure of the PIFA antennas,
the proposed antenna is via free antenna and has a simple
structure that effectively reduces themanufacturing costs and
complexity. A prototype of the antenna is fabricated as shown
in Figure 2.

The proposed antenna was simulated using the CST
Microwave Studio 2012. Figure 3 shows a comparison
between the simulated and measured results of the reflec-
tion coefficient. The simulated and the experimental results
ensure that the antenna covers all the aforementioned
mobile and wireless applications bands. Taking the 6 dB
return loss as a reference, the antenna operates in the four
bands (680–748MHz), (870–960MHZ), (1.36–1.59GHz),
and (1.71–2.56GHz) to cover GSM 900, DCS 1800, PCS 1900,
UMTS 2100, ISM 2450, most LTE bands, WLAN, Bluetooth,
and Wi-Fi. The ground plane on the lower part of PCB has
an area of 30 × 50mm2, representing a typical system board
of mobile terminals. The ground plane below the radiator is
removed for coupling between the radiator and the meander
line. The effect of ground plane is taken into consideration
as shown in Figure 4. It is noticed that the length of ground
plane affects the matching slightly. Figure 5 shows the mea-
sured and simulated radiation patterns at frequencies 0.9, 1.8,
and 2.1 GHz in free space. Radiation pattern measurements
were carried out using SATIMO Anechoic antenna chamber
where the available frequency range starts from 0.8GHz.
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Figure 4: The effect of ground plane length against frequency.

Table 2: Gain and the radiation efficiency of the proposed antenna.

𝐹 (GHz) 0.7 0.9 1.8 2.1

Gain dBi Simulated 2.1 1.8 2.3 2.7
Measured — 1.55 1.8 2.5

Radiation efficiency % Simulated 69 74 78.2 79.6
Measured — 69 72.5 77.4

Table 3: Characteristics of the mobile parts.

Mobile parts Material type 𝜀𝑟

LCD LCD film 4.78
Battery PEC —
Rf circuit PEC —
Side key, function keys Rubber 3.5
Camera PEC —
Speaker PEC —
Casing (housing) PVC 2.8
PCB FR4 4.5

Table 2 shows the values of gain and radiation efficiency of
the proposed antenna.

It is worth illustrating the degradation of the radiation
pattern in presence of the human body model. As shown
in Figure 6, the simulated radiation in the presence of the
human body is directed away from the human body due to
the high reflection of the head materials. Thus, the nature of
the human body itself contributes to lowering the SARwithin
the human body.

3. Handset Modeling

The smart phone has a number of components besides the
system circuit board and the antenna. Figure 7 shows mobile
Samsung Galaxy SIII with standard dimensions (136.6 ×
70.6 × 8.6mm3). The antenna is assembled with battery,
camera, speaker, RF circuit, and touch screen LCD. The
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Figure 5: The radiation pattern in the XZ and YZ planes. The antenna is in the XY plane: simulated (solid line); measured (dash line).

housing of the mobile is a polyvinyl chloride material (PVC)
with permittivity of 2.8 and loss tangent of 0.019 where the
total dimensions of themobile are 136.6× 70.6× 8.6mm3 and
its wall thickness is 1mm.The camera has a diameter of 5mm,
and 4mm thickness. Opposite to the camera is a speaker with
the dimensions of 15mm length and 6mm width; a battery
with volume 70 × 50 × 3mm3 and a large touch LCD with
size 110×60×2mm3 are connected to the main circuit board

via connectors. Table 3 shows the characteristics of themobile
parts.

CTIA has proposed several body test cases for a mobile
phone as shown in Figure 8, namely, mobile handset in free
space, browsing mode, talking position, and talking position
with hand [9]. Figure 9 shows the return loss of the antenna in
the 4 different cases. The primary effect of the hand and head
has little shift and degradation in the impedance matching.
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Figure 6: The simulated radiation pattern in the XZ and XZ planes. The antenna is in the YZ plane: without human body (Dash line); with
human body (Solid line).

However, the impedance matching over the operating bands
is still acceptable for practical applications of the mobile
phone.

4. SAR Calculation

As the use of the mobile phone is increased, the research on
the health risk due to the electromagnetic (EM) fields gen-
erated from wireless terminals is widely in progress. Many
factors may affect the EM interaction while using cellular

handset in close proximity to head and hand. One of themost
widely used parameters for the evaluation of exposure is SAR,
specific absorption rate. Therefore, some regulations and
standards have been issued to limit the radiation exposure
from the mobile handsets not only to decrease the SAR but
also to increase the antenna systems efficiency.The SAR limit
specified in IEEE C95.1-2005 has been updated to 2W/kg
over any 10 g of tissue [10], which is comparable to the limit
specified in the International Commission on Non-Ionizing
Radiation Protection (ICNIRP) guidelines [11].
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Figure 8: CTIA-defined four different test positions: (a) free space, (b) browsing mode, (c) talking position, and (d) talking position with
hand.



International Journal of Antennas and Propagation 7

Table 4: SAR values and the effects of human model on antenna properties.

𝐹 (GHz) SAR (W/kg) (10 g) In free space With human model
|𝑆11| (dB) Radiation efficiency (%) |𝑆11| (dB) Radiation efficiency (%)

0.7 0.98 −17 69 −15.5 66.5
0.9 0.93 −29.5 74 −29 70.6
1.8 0.80 −8 78.2 −7.2 72.8
2.1 1.2 −10 79.6 −9.4 73.3

0.5 1 1.5 2 2.5 3
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Figure 9:The simulated return loss of antenna in mobile handset in
four different test positions.

Figure 10: Antenna structure with the human head model (Hugo
voxel model).

In this paper,The SAR calculations on humanheadmodel
are done in the presence of the antenna in the ZY plane as
shown in Figure 10. The SAR is tested at 0.7, 0.9, 1.8, and
2.1 GHz when the antenna is close to the human head and the
output power of the cellular phone is set to 500mW.The SAR
calculations are done using theCST 2012 commercial package
withHugomodel CSTMicrowave Studio [12]; the tissues that
are contained have relative permittivities and conductivities,
according to [13]. The tissues frequency dispersive properties
are taken into consideration.

Table 4 shows the maximum SAR at the aforementioned
operating frequencies when the antenna is close to the body;

the radiation efficiency and 𝑆11 are also shown in Table 3 in
free space and with human model.

5. Conclusion

A new compact planar antenna design that supports all of
the operating mobile services, ISM applications, and wireless
communication services is introduced.The SAR values of the
antenna satisfy the standard safety guidelines. The antenna
has more compact size when compared to other published
antennas. The antenna was simulated using the CST simu-
lator and fabricated using the photolithographic technique.
Very good agreement is obtained between the simulated and
the experimental results.
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In today’s mobile device market, there is a strong need for efficient antenna miniaturization. Tunable antennas are a very promising
way to reduce antenna volume while enlarging its operating bandwidth. MEMS tunable capacitors are state-of-the-art in terms
of insertion loss. Their characteristics are used in this investigation. This paper uses field simulations to highlight the trade-offs
between the design of the tuner and the design of the antenna, especially the impact of the location of the tuner and the degree of
miniaturization. Codesigning the tuner and the antenna is essential to optimize radiated performance.

1. Introduction

With their increasing functionality, mobile phones are
embedding better screens, better cameras, larger batteries,
and more antennas, among others. In order to keep the
portability of such device, a very high degree of integration
is required. Chipset miniaturization has seen a large success
over the last years [1]; however, antenna volume is ruled
by fundamental laws [2] that relate size, efficiency, and
bandwidth. To support the latest mobile communication
standards, long-term evolution (LTE), and LTE-advanced
(LTE-A), the antennas need to operate in frequency bands
ranging from 698MHz to 2.690GHz. In order to maintain
good performance throughout such a large bandwidth with a
conventional design, the antenna volume must be increased.

Nowadays, the most common types of antenna designs
for mobile phones are classified into two categories: self-
resonating elements and nonresonating elements (also
known as capacitive coupling elements). Self-resonating
multiband antennas can cover several bands simultaneously.
Literature reports a coverage up to 9 simultaneous bands.
These antennas are space consuming as the antenna volume
increases nearly linearly with the number of bands supported.

For example, [3] occupies a volume of 4.6 cc to cover all GSM
bands, the antenna presented in [4] covers the GSM, DCS,
PCS, and UMTS bands in a volume of 1.9 cc, and [5] needs
about 7 cc to also include GPS, Bluetooth, WLAN, AMPS,
and DVB-H bands. Nonresonating antennas exhibit a lower
profile and exploit the ground plane modes to obtain a large
bandwidth. Hence, covering the lowest LTE band is possible.
However, this type of antennas typically uses several match-
ing components at the feed, which affects the total efficiency.
For example, [6] covers down to 700MHz in 2.5 cc, but with a
total efficiency dropping to 55%. Additionally, nonresonating
antennas fully utilize the ground plane, which complicates
decoupling, required for the multiple-input multiple-output
(MIMO) technique in LTE and LTE-A.

Modern phones have antennas that exhibit a very low
profile, at the cost of their performance. The investigation
in [7] shows total radiated power (TRP) and total isotropic
sensitivity (TIS) values in the presence of hand and head
phantoms, for popular smart-phones in 2012. For example,
TRP ranges from 16.6 dBm to 20.1 dBm in theGSM-900 band.
Before 2000, handsets with a patch antenna performed with
TRP values of about 26 dBm [8], in the presence of a user for
GSM-900. Today’s phones exhibit poor antenna efficiency, it
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can be as low as −7.7 dB [9] in free space. This phenomenon
is due to the ever increasing number of bands to cover the
constrained space available for the antenna. It has led to
antenna designs exhibiting a wide but mismatched antenna
impedance [9]. Efficient miniaturization has not happened
yet in commercial devices.

To address the bandwidth-size challenge of modern
antennas, tunable antennas are investigated. They use a
tunable component in order to reconfigure their resonance
frequency. These antennas exhibit an instantaneous narrow
bandwidth, that can be reconfigured to a wide range of
frequencies, thus resulting in an effectively wide bandwidth.
As the antenna is designed for a narrow bandwidth, it can
have a very low profile. In the architecture proposed in
[10], the antenna only needs to cover a channel (maximum
20MHz in LTE and LTE-A). Exploiting the narrow-band
property of tunable antennas, very compact designs can be
made. In [10], the radiators only occupy 1.0 cc and cover
operating bands between 600MHz and 2.1 GHz. Tunable
antennas have a tremendous potential for miniaturization.

The performance of tunable antennas is tested over-the-
air [11] and relies on an efficient codesign of the radiator
and the tuner. The objective of this paper is to investigate
the trade-offs and the requirements between the antenna
designers and the tuner designers. Codesigning the antenna
and the tuner is essential to manufacture small and efficient
tunable antennas. Section 2 compares the different tuning
technologies. Section 3 describes the impacts of the location
of the tuner on the antenna design. Section 4 investigates the
requirements on the tuner for different levels of miniaturiza-
tion. Finally, Section 5 discloses the conclusions.

2. Tuning Elements

Because reconfiguring the resonance frequency of an antenna
allows to extend its operating bandwidth without modifying
its physical size, tunable antennas are very promising to
address the antenna miniaturization challenge. There are
several components that can be used to tune the resonance
frequency of an antenna. To name the most common ones,
there are switched capacitors, tunable substrates, and micro-
electromechanical Systems (MEMS).

The switching approach combines a single-pole-multiple-
throw (SPnT) switch and a bank of capacitors to choose from.
It uses most commonly field effect transistors (FET) which
leads to an intrinsically low breakdown voltage and power
handling, limiting its application to mobile communication
standards [12]. PIN diodes can handle more power; however,
they exhibit a higher insertion loss, a smaller tuning range,
and a higher power consumption [13].

Tunable substrates (also known as paraelectric solutions)
provide variable capacitance without the need for a FET
switch, thus increasing the quality factor (𝑄) of the compo-
nent. It uses barium strontium titanate (BST) which causes
the design to have issues with linearity.

In the mechanism of MEMS tunable capacitors, an
electrostatic force actuates a beam. When the beam is down,
only dielectric separates it from the metal trace below it and
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Figure 1: Antenna design used to investigate the impact of 𝐶position.

the capacitor is on. When the beam is up, an additional air
gap separates the beam from themetal trace and the capacitor
is off [12]. With this architecture, the RF path is a metal
trace. Therefore, MEMS capacitors offer significantly higher
𝑄 and linearity than the previous solutions. Additionally, the
structure of the component allows for the handling of higher
voltages. Tunability can also be realized using varactors,
as in [14–17]. However, the limit on maximum achievable
capacitance and the high bias voltage requirements reduce the
flexibility of such tuning technique.

MEMS tunable solutions are state-of-the-art in terms
of insertion loss and power consumption. The following
investigations aremade considering that the tuner is aMEMS
tunable capacitor. More specifically, a commercially available
tuner is used [18] that exhibits a tuning range from 1 pF to
4.875 pF with steps of 125 fF.

3. Tuner Location Trade-Offs

In order to reconfigure the resonance frequency of an
antenna, one can choose to place a tuner at different locations.
These locations depend on the antenna type and the tuning
objectives. In the case of antennas based on wideband
coupling elements, the tuner is typically placed at the feed to
match the antenna to different operating frequencies simul-
taneously [6, 19–21] or instantaneously [22–25]. Frequency
reconfigurability can also be achieved by loading the antenna
structure itself [26–28] or by placing the tuner between the
antenna element and the ground plane [29–35]. The latter is
themost commonuse of tunableMEMScapacitors; therefore,
this placement will be used for the following investigation.
The following is illustrated with a low-band design.

3.1. Simulation Results. The antenna design described in
Figure 1 is chosen for this investigation. Simulations are
conducted with the transient solver, based on finite-element
method (FEM), of theCST software [36]. It is a typical planar-
inverted-F antenna (PIFA) for mobile phone application and
addresses the low-bands of LTE, 698MHz to 960MHz. The
position of the tuner (𝐶position) is given in mm away from
the feed, at the edge of the antenna and the ground plane.
The instantaneous bandwidth of the antenna is determined
by the height of the PIFA above the ground plane (ℎ). When
ℎ = 2mm, the bandwidth of the antenna, at−6 dB return loss,
equals 34MHz, centered in 960MHz. The initial resonance
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Figure 2: Antenna tuning, with tuner placed in 𝐶position = 20mm.

frequency of the proposed design is 960MHz, as it is the high
bound of the low bands of 4G. Tuning enables it to cover the
261MHz required for LTE, as shown with the simulations of
Figure 2. This design uses a tunable capacitor placed at the
position 𝐶position = 20mm, providing varying capacitance
from 1 pF to 4.875 pF.

The location of the tuner on the antenna structure has an
impact on the specifications required for the MEMS tunable
capacitor, that is, insertion loss (𝐿 ins), voltage across the
tuner (𝑉tuner), tuning step (𝐶step), and maximum capacitance
(𝐶max). The insertion loss of the tuner depends on its max-
imum equivalent series resistance (ESRmax) and the current
that flows to it.

In this investigation, it has been set that the efficiency
should be better or equal to 50% throughout the operable
bandwidth. This means that 𝐿 ins = 3 dB at 700MHz,
low bound of 4G bands. Indeed, the antenna radiation
efficiency degrades as it is tuned further away from its
original resonance frequency. That is because higher fields
concentrate around the antenna structure, inducing larger
currents to the capacitor.Therefore, larger currents to the ESR
of the capacitor cause higher loss. Hence, the lowest efficiency
is observed at the lowest operating frequency of the tunable
antenna. With 𝐿 ins = 3 dB at 700MHz, 𝐿 ins will be equal to
2 dB at 800MHz and 1 dB at 900MHz.

In order to demonstrate the trade-offs linked to the
position of the tuner on the antenna, different locations of
the tuner are simulated and compared. The position of the
tuner varies in arbitrary steps from 5mm away from the
feed (high current location) to 55mm away from the feed
(high voltage location). The antenna is continuously tuned
from 960MHz to 700MHz. The requirements on the tuner,
depending on its location, are summarized in Table 1, for
700MHz, where the requirements are the toughest, since the
fields are the highest. It is observed that the requirements on
𝑉tuner and 𝐶step are toughened as the tuner is placed further
away from the feed. Similarly, the requirements on the 𝐶max
and ESRmax are toughened as the tuner is placed closer to the
feed. Indeed, as 𝐶position decreases, the current flowing to the
capacitor increases and the ESR of the tuner dissipates more
power. Thus, it needs to be smaller to keep the efficiency at
50%. One can notice that the impact of the tuner location
on the tuner design is significant, as its requirements on
𝑉tuner and ESRmax are nearly quadrupled, and its require-
ments on 𝐶step are nearly ten times toughened. Moreover, if

Table 1: Trade-offs due to location of the tuner.

𝐶position [mm] 5 10 15 30 55
𝑓
𝑟
[MHz] 700 700 700 700 700
𝐿 ins [dB] 3 3 3 3 3
ESRmax [Ω] 0.41 0.58 0.80 1.13 1.48
𝑉tuner [V] 30 41 53 80 97
𝐶step [pF] 0.9 0.6 0.4 0.2 0.1
𝐶max [pF] 11.4 7.2 4.8 2.7 1.9

Figure 3: Low-band demonstrator, tuner placed in 𝐶position =
10mm. The tuner has a minimum capacitance of 1 pF and a
maximum capacitance of 4.875 pF.

the 𝑉tuner allows it, the most efficient location for a tuner is
the furthest from the feed, as the power dissipation due to
the ESR will be minimized. Therefore, this location is used
for the investigation of Section 4. The achievable bandwidth
only varies by 1MHz, depending on the different locations of
the tuner.

3.2. Measurement Results. A demonstrator of the presented
antenna is built and shown in Figure 3. The tuner was placed
at 𝐶position = 10mm due to schematic limitations on the
demonstrator board. This position only allows for the tuning
of the antenna to 800MHz, with a tuner exhibiting 4.875 pF
tuning range. Continuous tuning is shown in Figure 4. The
demonstrator was measured in Satimo StarLab and exhibited
a total efficiency (𝜂𝑇) of −2.0 dB at 900MHz and −3.2 dB
at 800MHz. The 𝜂𝑇 includes mismatch loss and 0.8 dB of
trace loss. Improvements in the ESR will directly improve the
measured 𝜂𝑇.

4. Antenna Miniaturization Trade-Offs

4.1. Theory. The antenna quality factor (𝑄ant) is a measure
that can be translated into antenna volume, stored energy,
or bandwidth. These relations are detailed in [37]. In order
to understand the trade-offs of miniaturization, one needs to
understand the consequences of decreasing antenna volume
on the 𝑄ant.
𝑄ant relates to volume as follows [38]:

𝑄ant (𝜔) = (
1

(𝑘𝑎)
3
+
1

𝑘𝑎
) , (1)
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Figure 4: Measured frequency response of the demonstrator shown
in Figure 3, with 𝐶max = 4.875 pF and 𝐶step = 125 fF.

where 𝑎 is the radius of an imaginary sphere circumscribing
the maximum dimension of the antenna and 𝑘 is the wave
number. As the volume occupied by the antenna decreases
the 𝑄ant increases, at a given angular frequency (𝜔). The 𝑄ant
is also related to the instantaneous bandwidth of the antenna,
for single resonance antennas. The relationship between 𝑄ant
and fractional bandwidth (FBW) is [37]

𝑄ant (𝜔) =
2√𝛽

FBWVSWR (𝜔)
, √𝛽 =

𝑠 − 1

2√𝑠
, (2)

where FBWVSWR is the FBW matched to a voltage standing
wave ratio (VSWR) and 𝑠 is the specific value of the VSWR.
The antenna bandwidth is inversely proportional to 𝑄ant.
Thus, the volume is proportional to the antenna bandwidth.
That is to say, when the antenna volume decreases, the
bandwidth does as well. Finally, the 𝑄ant is also a measure
of the stored energy (𝑊) in the antenna structure versus the
accepted power (𝑃𝐴) [37]

𝑄ant (𝜔) =
𝜔 |𝑊 (𝜔)|

𝑃𝐴 (𝜔)
. (3)

Therefore, the larger the𝑄ant, the larger the stored energy.
Thus, larger fields are confined in the antenna structure.
Consequently, larger currents and voltages flow to the tuner,
impacting insertion loss and voltage handling. To sum up, as
the antenna becomes smaller, its bandwidth decreases and the
tuning capacitor needs to have better characteristics in order
to cope with the increased fields.

4.2. Example. The above is illustrated using a high-band
design to emphasize how small an antenna can get. In
the following, a design addressing band 41 [2.496GHz–
2.690GHz] will be presented and used for the miniatur-
ization investigation. The antenna is placed on a 120mm
× 55mm ground plane and its geometry is described in

Table 2: Antenna geometry.

Parameters [mm] D0 D1 D2 D3 D4
𝐿 10 3.8 3.8 4.8 7.5
𝐻 2.0 5.0 4.0 3.0 1.0
𝑊 5.0 5.0 5.0 2.0 1.0
𝑤 5.0 2.0 2.0 2.0 1.0
ℎ 1.0 1.0 1.0 1.0 1.0
𝑑 4.0 1.5 1.0 1.0 0.6
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Figure 5: High-band antenna design.

Figure 5. Simulations are conducted using the transient solver
of CST [36]. Three ports are placed on the antenna, where
port 1 represents the feed, port 2 presents the tuner, and
port 3 presesnts the short. The tuner is placed the furthest
form the feed, given the results of Section 3. The design
is modified in order to have four different models with
four different initial bandwidths. The width of the top plate
(𝑊) and its height (𝐻) are the main parameters controlling
the bandwidth of the antenna, that is, 𝑄ant. The length
parameter (𝐿) varies accordingly, in order to adjust the initial
resonance to 2.690GHz. Five antenna designs are simulated
(D0–D4), with initial bandwidths varying from 168MHz to
32MHz. The geometry required for each of these cases is
described in Table 2.The characteristics of the five designs are
summarized in Table 3, especially the volume, the bandwidth
at the high bound of band 41 (BW2.7GHz), and the bandwidth
at 2.400GHz (BW2.4GHz). Implementing tuning allows to
have tremendously small antenna designs; for example, D4
is ten times smaller than D1 and still cover the required band
with tuning.

All four designs are tuned to 2.400GHz. As the antenna
becomes narrow-band, that is, smaller, it will store higher
fields and impact the 𝐿 ins and𝑉tuner. In order tomaintain 50%
total efficiency at 2.400GHz, the ESRmax needs to decrease as
the bandwidth decreases. D4 occupies 1/10 of the volume of
D1 and needs an ESRmax four times smaller. Simultaneously,
the 𝑉tuner needs to increase as the antenna becomes smaller.
D4 requires a 𝑉tuner three times larger. The results are
summarized inTable 4. Both the antenna volume and the ESR
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Table 3: Design characteristics.

D0 D1 D2 D3 D4
Volume [cc] 0.15 0.11 0.09 0.04 0.01
BW2.7GHz [MHz] 168 118 78 62 32
BW2.4GHz [MHz] 119 84 61 46 23

Table 4: Tuner requirements.

D0 D1 D2 D3 D4
𝑓𝑟 [GHz] 2.400 2.400 2.400 2.400 2.400
𝐿 ins [dB] 3 3 3 3 3
ESRmax [Ω] 4.5 3.2 2.5 1.5 0.8
𝑉tuner [V] 10 10 10 17 31

Table 5: 𝑄 comparisons at 2.400GHz.

D0 D1 D2 D3 D4
𝑄ant 16 23 25 47 97
𝑄MEMS 35 35 45 75 142

of the tuner can be expressed in terms of 𝑄 values. 𝑄ant is
calculated using (2). It is the unloaded𝑄ant, meaning that it is
calculated based on a lossless simulation. Table 5 compares
the 𝑄 values between the antenna design and the MEMS
capacitor design leading to 3 dB 𝐿 ins.The𝑄MEMS is calculated
as detailed in (4), where 𝐶 is the capacitance. It is observed
that the ratio between 𝑄MEMS and 𝑄ant leading to 50% total
efficiency is nearly constant and equals 1.5

𝑄MEMS (𝜔) =
1

𝜔 × 𝐶 × ESR
. (4)

4.3. Measurements

(1) High-Band Tuning. A demonstrator is built for the design
D0, as it is shown in Figure 6. The dimensions of the board
are 120mm × 55mm. In practice, the antenna is soldered
directly on the feeding pad of the board; therefore, ℎ =
0mm. The tuner is a MEMS tunable capacitor [18] and it is
connected to the antenna from the other side of the board.
In order to deal with the small minimum capacitance (𝐶min)
required for the proposed designed, a series capacitor is
placed between the antenna and the tuner according to the
schematics depicted in Figure 7. The series capacitor has a
value of 0.6 pF, which decreases the 𝐶min from 1 pF (original
value for the commercial tuner) to 0.375 pF. Moreover, the
addition of the series capacitor decreases 𝑉tuner.

Continuous tuning from 2.7GHz (high bound of 4G)
to 2.4GHz (WiFi) is shown in Figure 8. On can see that, as
the antenna is tuned further away from its natural resonance
frequency, the tuning steps are reduced. This is due to the
insertion of the series capacitor. The 𝜂𝑇 of the demonstrator
was measured with 3D-pattern integration tehnique using
Satimo StarLab.The results are shown for three tuning stages
in Figure 9. Due to the low 𝑄ant (wide bandwidth) and the
position of the tuner (furthest from the feed), fields strength

MEMS tuner

Series capacitor
Short

Feed

10 mm

Figure 6: High-band demonstrator.

MEMS tuner

0.6 pF

Feed
Antenna

Figure 7: Schematic of the high-band demonstrator.

is kept low and the demonstrator is efficient. Moreover, the
efficiency remains quasiconstant throughout tuning: −2.0 dB
to −2.5 dB. It includes mismatch loss and trace loss on the
board (0.8 dB).

(2) Miniaturization. Using the design techniques of the
above-presented antennas, a new design is built to address
the low bands of 4G. This design is identical to D0, except
for 𝐻 that is equal to 10mm instead of 5mm. The electrical
dimensions of the antenna are electrically small. At 700MHz,
the maximum antenna dimension (10mm) represents 1/42th
of the wavelength. This experiment tests the limitations of
miniaturization.

Given the tuner properties (tuning range from 1 pF to
4.875 pF [18]), an additional fixed capacitor is placed in series
with the tuner, in order to have enough capacitance to reach
700MHz. The schematic is shown in Figure 10.

The demonstrator is shown in Figures 11 and 12. The
antenna volume is 0.5 cc for operation in the low LTE bands.
The frequency reconfigurability of the antenna is plotted in
Figure 13 and shows continuous tuning from 940MHz to
700MHz.With the operating frequencies being very far from
the natural resonance frequency of the antenna design, the
unloaded 𝑄ant is very large. It is simulated to be larger than
300, which means that the antenna is very sensitive to the
insertion loss of the tuner. The demonstrator is measured
in the Satimo StarLab and 𝜂𝑇 is computed with 3D-pattern
integration technique. The results are shown in Figure 14 for
three different tuning stages. The 𝜂𝑇 includes the mismatch
loss (less than 0.5 dB) and the loss of the traces in the board
(0.8 dB). Efficiency degradation is observed as the antenna
is tuned towards lower frequencies. For the lowest operating
frequencies, the 𝜂𝑇 reaches−11 dB.The limitation ofminiatur-
ization with tuners is the achievable efficiency of the system.
The cause of loss is twofold: the metal loss due to nonperfect
conductor (copper) and the ESR loss due to increasing 𝑄ant
and field strength around the tuner, thus currents in the ESR.
The net ESR of the tuner and interconnects used on the board
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Figure 8: Measured tuning range of the demonstrator in Figure 6.
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Figure 9: Measured total efficiency of the demonstrator in Figure 6.
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Figure 10: Schematic of the miniaturization demonstrator.

Figure 11: Antenna miniaturization demonstrator, top view.

Figure 12: Antenna miniaturization demonstrator, bottom view.

700 750 800 850 900 950
−20

−10

0

Frequency (MHz)

|S
1
1
|

(d
B)

Figure 13: Measured tuning range of the demonstrator in Figure 11.

is equal to 2Ω and causes most of the loss for this very high
𝑄 antenna. Thus, the efficiency will significantly improve by
using a newer generation of tuners that exhibits a lower ESR
alongwith improvements in the interconnects. In order to get
a loss of 3 dB at 700MHz for the proposed design, the effective
ESR should be reduced to 0.2Ω.

5. Conclusion

This work has detailed the interdependency of the antenna
design and the tuner design. The presented investigations
have highlighted the importance of codesigning the tuner
and the antenna. Examples have been given for a low-band
antenna design as well as for a high-band antenna design.
The design trade-offs come from two sources. On one hand,
the required characteristics of the tunable capacitor relate
to its location on the antenna. On the other hand, they
relate to the antenna initial bandwidth, in other words the
𝑄ant. Depending on its application, the tunable antenna will
require a certain volume and, together with the location of
the tuner, they will determine a set of tuner parameters (ESR,
voltage handling and maximum capacitance) to realize an
optimized design. The required characteristics of the tuner
are strongly dependent on its location; for example, the
required capacitance steps can be up to 10 times smaller, if
placed far from the feed.

Using tunable components, the antenna volume can be
dramatically decreased and the efficiency can remain above
50% as long as the ratio between 𝑄MEMS and the unloaded
𝑄ant is about 1.5. Demonstrators have been built supporting
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Figure 14: Measured total efficiency of the demonstrator in
Figure 11.

the investigation on codesigning trade-offs. Efficiency of tun-
able antennas can be optimized.The limits of miniaturization
lie in the achievable antenna efficiency, which determines the
feasibility of the system. Improvements in tuner insertion loss
will directly improve the total efficiency of tunable antennas
and highlight their tremendous potential forminiaturization.
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Techniques based on fixture probes in reflection are used in microwave reflectometry as a novel diagnostic tool for detection of
skin cancers, for complex permittivity measurements on liquid samples and oil shale, and for complex dielectric permittivity of
animals’ organs and tissues measurements in microwave band for the needs of modern veterinary medicine. In this work, we have
developed a technique to characterize multilayer materials in a broadband frequency range. A coaxial probe in reflection has been
specially developed for microelectronic substrate. Using SMA connector, loss tangent of 10−4 and relative permittivity have been
measured with an error of 0.145%.The extension of the coaxial probe in reflection technique to multilayer substrates such as Delrin
and Teflon permitted to measure bilayer material provided the good knowledge of electrical parameters and dimensions of one
layer. In the coaxial transmission line method, a factor that greatly influences the accuracy of the results is the air gaps between
the material under test and the coaxial test fixture. In this paper, we have discussed the influence of the air gaps (using samples of
0.5mm air gaps) and the measures that can be taken to minimize that influence when material is measured. The intrinsic values
thus determined have been experimentally verified. We have described the structure of the test fixture, its calibration issues, and
the experimental results. Finally, electromagnetism simulations showed that the best results can be obtained.

1. Introduction

In this paper, we have developed a method using a coaxial
fixture that allows the extraction of electrical parameters of
substrates by the reflection measurement. This coaxial probe
is in contact at its end with the samples and with a short
circuit for calibration. For validation we have measured the
Teflon and Delrin (Pome). The validation of the method is
first made on monolayer materials and secondly on multi-
layers substrates. We reversed the positions of the couple of
materials (Delrin, Teflon) then (Teflon-Delrin) to check their
asymmetries. In the multilayer measurements we use Teflon
as reference material.

2. Principle of the Method

Figure 1 shows the structure of the line with sample as well
as the reference plans of measurements in this method. Our
method requires six measures to be made: in a first step we
perform one measure of the 𝑆11 parameters in open circuit
and another one in short circuit for calibration. In a second
step we measure the 𝑆11 parameters of line without sample,
terminatedwith open circuit andwith short circuit at the end.
In the third and last step, wemeasure the 𝑆11 parameters of the
line with sample terminated with short circuit and with open
circuit.
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Figure 1: Presentation of the coaxial reflective frame with sample.

To move from plan P1 to plan P2, as shown in Figure 1,
we apply the following formula [1], with l being the length
between P0 and P1:

𝑆
󸀠

𝑖𝑗
= 𝑆𝑖𝑗 ⋅ 𝑒

2⋅𝑗⋅𝛾𝑙
. (1)

3. Presentation of the Coaxial
Frame in Reflection

A coaxial frame is a coaxial line comprising a central
conductor and a cylindrical outer aluminum conductor. This
line is connected to the tester bymeans of an SMA connector,
which is placed on one of its ends so as to measure the 𝑆11
parameters in which the electrical parameters of the material
are extracted [2]. On the termination of the coaxial line we
connect a short circuit or open circuit so that the material
under test is in direct contact with the short circuit (Figure 1).

For the modeling of this frame we have calculated all the
parameters of the transmission line, as well as the dimensions
of the samples to be characterized before proceeding to the
simulation step.

4. Electromagnetic Simulations and Validation

We simulated the structure of the frame with and without
sample in the case of loss and lossless dielectric using CST
and HFSS11.1 simulators. The simulation is made with the
following steps.

4.1. Impedance Matching Bandwidth. The test structure com-
prises a radiating coaxial transmission line in a semi-infinite
environment with a given thickness and ended by a metal
plate for short circuit. The ratio of the inner diameter (2𝑎)
and of the outer conductor (2𝑏) is set so that the characteristic
impedance of the transmission line is equal to 50Ω inwithout
sample.

4.2. Extraction of the Electrical Parameters of the Dielectric.
The 𝑆11 parameters, obtained by simulation, allow easy access
to propagation phase 𝛾𝑙 in the presence and in the absence of
material. Consider

𝑍 (𝑆) = 𝑍𝑛 ⋅
1 + 𝑆

1 − 𝑆
, (2)

where 𝑍(𝑆) is the impedance characteristic function of 𝑆
parameters, 𝛾 is the propagation constant, and 𝑙 is the length
of the line.

In the absence of the dielectric material, we have

𝑍𝑐air = √𝑍𝑐air𝑐𝑐 ⋅ 𝑍𝑐air𝑐𝑜,

𝛾𝑙air = 𝑎 tanh√
𝑍𝑐air𝑐𝑐

𝑍𝑐air𝑐𝑜
.

(3)

In the presence of the dielectric material

𝑍𝑐mat = √𝑍𝑐mat𝑐𝑐 ⋅ 𝑍𝑐mat𝑐𝑜,

𝛾𝑙mat = 𝑎 tanh√
𝑍𝑐mat𝑐𝑐

𝑍𝑐mat𝑐𝑜
,

(4)

where 𝑍𝑐 is the characteristic impedance of the line.
These two measures of parameter 𝛾𝑙 [3, 4] allow easy

access, theoretically, to parameters 𝜀𝑟 and tan 𝛿𝑑 of the
dielectric material.

From the line impedance in short circuit and open circuit,
to extract the propagation parameters of a transmission line,
we can measure the 𝑆11 reflection parameters in two different
configurations, namely, the line in short circuit and the line
in open circuit [5]. Any transmission line can be represented
by its propagation constant (𝑍𝑐, 𝛾𝑙).

The input impedance𝑍in of a transmission line loaded by
impedance 𝑍𝑅 is determined by the following expression:

𝑍in = 𝑍𝑐
𝑍𝑅 + 𝑍𝑐 tanh (𝛾𝑙)
𝑍𝑐 + 𝑍𝑅 tanh (𝛾𝑙)

. (5)

In the case of a short-circuit line (𝑍𝑅 = 0), the impedance
seen at the input line is written as

𝑍in𝑐𝑐 = 𝑍𝑐 ⋅ tanh (𝛾𝑙) = 𝑍𝑛
1 + Γcc
1 − Γcc

= 𝑍cc, (6)

where 𝑍𝑛 is the standard resistance that is equal to 50Ohm
and Γ is a coefficient of reflexion.

In the case of an open-circuit line (𝑍𝑅 = ∞), the
impedance seen at the input of the line is

𝑍in𝑐𝑜 =
𝑍𝑐

tanh (𝛾𝑙)
= 𝑍𝑛

1 + Γ𝑐𝑜

1 − Γ𝑐𝑜

= 𝑍𝑐𝑜. (7)

4.3. Extraction of the Complex Relative Permittivity. The
complex relative permittivity and the loss angle are obtained
from

𝜀eff =
𝛾𝑙mat + 𝑍𝑐air
𝛾𝑙air + 𝑍𝑐mat

,

tan 𝛿 =
𝛾𝑙mat ⋅ 𝑍𝑐mat
𝛾𝑙air ⋅ 𝑍𝑐air

,

(8)

where 𝜀eff is the effective relative permittivity and tan 𝛿 is the
dielectric losses.
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Figure 2: Sample of Delrin and Teflon for 𝑑 = 5mm and 15mm.
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Figure 3: Real part of relative permittivity of Delrin.

4.4. Machining of the Samples. The advanced hypothesis of
the measurement technique in coaxial line (spread of a single
TEM mode in all regions of the line) requires the complete
filling of the transverse section of the line by the sample
(Figure 2). This involves strong machining constraints of the
sample ring because of the presence of an air gap between it
and the conductive walls of the line.

Although mechanical tolerances met by the end of the
machining process are low, the manual insertion of the
sample inside the line inevitably implies the presence of an
air gap. It will influence the accuracy of measurement results.
To illustrate this problem, we have studied the effect of these
errors on the determination of the dielectric permittivity
𝜀𝑟. Errors of measurement due to the presence of air space
between the sample and the line conductors are gradually
larger as the frequency increases. For this, we have established
a correction (sample of 5mm long and with no air gap).

4.5. Correction of the Air Gap. In these simulations and to
reduce the number of parameters, we have assumed that the
air gap between the material and the outer conductor is zero.
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Figure 4: Delrin dielectric losses.
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Figure 5: Error of relative permittivity of Delrin.

Figure 5 shows that the error increases very rapidly with the
thickness of air space and the value of the permittivity of
the material. This has the effect of lowering the value of the
measured permittivity.

To correct the errors related to the imperfections of the
test device (such as the connecting cable of the analyser, the
coaxial conical/coaxial transition associated with the discon-
tinuity line/guide, and metal losses due to finite conductivity
of the conductors used to make the alignment of the various
elements) we added formula (9), in the MathCAD program.
A formula has been derived to estimate the effective complex
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Figure 6: Relative permittivity after correction of the Delrin.

0.01

0.1

1

D
ie

le
ct

ric
 lo

ss
es

 aft
er

 co
rr

ec
tio

n

No air gap
Inner air gap
Two air gaps

1 2 3
Frequency (GHz)

Figure 7: Dielectric losses after correction of Delrin.

permittivity 𝜀∗
𝑟,eff from the total capacitance consisting of a

mixture of three coaxial layers, air, a bulk material, and air:

𝜀
∗

𝑟,eff = ln(𝑏
𝑎
)[ln( 𝑏/𝑎

𝑟0/𝑟𝑖

) +
ln(𝑟0/𝑟𝑖)
𝜀∗
𝑟,nom

]

−1

, (9)

where 𝜀∗
𝑟,nom is the nominal complex permittivity, 𝑎 and 𝑏 are

the inner and outer radii of the sample holder, and 𝑟𝑖 and
𝑟0 are the inner and outer radii of the sample. To obtain a
gap correction formula, this equation can be rearranged by
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Figure 8: Relative permittivity error after correction of Delrin.

Figure 9: Constituents of the small and large coaxial line in
reflexion.

renaming 𝜀∗
𝑟,eff → 𝜀

∗

𝑟,𝑚
and 𝜀∗
𝑟,nom → 𝜀

∗

𝑟,𝑐
(corrected complex

permittivity) and solving for 𝜀∗
𝑟,𝑐

(11).
Wall thickness was calculated by subtracting the inner

diameter of the sample from its outer diameter and dividing
the difference by 2.

To extract the initial dielectric loss, we simulate a case
with (𝜎AP) losses and (𝜎SP) lossless dielectrics. The difference
between the two extracted electrical conductivities gives the
electrical conductivity of the dielectric 𝜎𝑑 after correction is
given by the following:

𝜎𝑑 = 𝜎AP − 𝜎SP. (10)

The correction of the electrical conductivity has allowed us to
find its actual value. This allows to conclude that the chosen
model and the applied extraction procedure are good.

In practice, we do not have material without losses and
cannot perform dielectric measurements without losses.

From (9) we obtain

𝜀𝑟eff,𝑐
=

𝜀𝑟eff,𝑚
⋅ ln (𝑟0/𝑟𝑖)

ln (𝑏/𝑎) − 𝜀𝑟eff,𝑚 ⋅ ln [𝑏/𝑎/𝑟0/𝑟𝑖]
. (11)
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Figure 10: Photo of small coaxial line in reflection (15mm).
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Figure 11: Teflon real relative permittivity (sample of 15mm).

To correct error of eccentricity we add the following formula:

𝜀𝑟eff
=

𝜀𝑟eff
𝑐

√1 + ((𝑆 ⋅ Δ ⋅ 𝜀𝑟eff
𝑐) /𝛼)

2

,
(12)

where 𝛼 = log(𝑏/𝑎), Δ = 2(𝑑 − 𝑎)/(𝑑 + 𝑎), Δ is a deviation
fraction on inner diameter, 𝑑 is the air gap between central
conductor and sample, and 𝑠 = Δ𝑐/(𝑑−𝑎) is the parameter of
eccentricity.

Without eccentricity (𝑠 = 0) andwith complete eccentric-
ity (𝑠 = 1).

5. Simulation Results

Thesimulation results of the set of Figures 1 to 8were obtained
after extraction of the permittivity from the 𝑆11 parameters. In
Figures 3 and 4, we can see that the real part of the relative
permittivity (of Delrin) and the dielectric losses decrease
when the frequency and the value of the gaps increased,
whereas Figure 5 shows that the error of relative permittivity
of Delrin increases with the value of the gaps and weak for
a line without gap. After correction, the results of Figures
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Figure 12: Teflon dielectric losses (sample of 15mm).
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Figure 13: Teflon relative permittivity error (sample of 15mm).
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Figure 15: Delrin dielectric losses (sample of 15mm).
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Figure 16: Delrin relative permittivity (sample of 5mm long and
with no air gap).
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Figure 17: Delrin dielectric losses (sample of 5mm long and with
no air gap).
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Figure 18: Teflon relative permittivity and dielectric losses (sample
of 5mm long and with no air gap).

Frequency (MHz)
101 100 1 × 10

3
1 × 10

4
1 × 10

−3

0.01

0.1

10

1

Re
lat

iv
e p

er
m

ea
bi

lit
y 

an
d 

m
ag

ne
tic

 lo
ss

es

Tan Mm
Re(Ureff,m)

Figure 19: Teflon relative permeability and magnetic losses (sample
of 5mm long and with no air gap).

6, 7, and 8 show clearly the improvement of the results and
the cancellation of the effect of the air gap. We see that
the three curves merge into one, especially for the dielectric
losses.

6. Experimental Validation

Before beginning measurements, we must define the refer-
ence plans that will support the practical implementation
of the cell, and then we perform the calibration proce-
dure to eliminate systematic errors of the measurement of
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the reflection coefficient. Finally, we validate the imple-
mentation method from the measurement of the com-
plex permittivity of dielectric materials with well-known
properties.

6.1. Realization of the Measuring Cell. To ensure the repre-
sentativeness of the measurements performed on the dis-
continuity line/guide with respect to the electromagnetic
properties of the samples, the measuring cell must have an
outside diameter equal to 11.5mm. Under these conditions,
the connection of the measuring cell to the vector network
analyser requires the use of a coaxial/coax transition. This
transition consist in an SMA connector, suitable for the
connecting cable of the network analyser (diameter 3.5mm)
and a coaxial conical portion which ensures the progressive
variation of the diameter of the line between the coaxial line
and the discontinuity, which has a line diameter of 5mm
(Figure 9).

To limit the effets of propagation discontinuity in the
conical section, the ratio between the internal diameter of the
outer conductor and the diameter of the central conductor is,
on the whole length of the section, 2.3mm (conditions of 50
ohms impedance matching).

6.2. Experimental Results. To exploit reflectance measures,
we used a network analyser type VNA.E5062A. This implies
positioning the reference plan of the measurement of the
reflection coefficient at the end of the coaxial access line
on the front face of the cylindrical sample characterization
(Figure 10).

The experimental results of Figures 11, 12, and 13 present,
respectively, the relative permittivity, the dielectric losses, and
the relative permittivity error for Teflon (sample of 15mm). In
Figures 14, 15, 16, 17, and 18 we plot the parameters of Delrin.
These results were considered very good since the obtained
values of all these parameters were very near to the typical
values in this considered frequency range. Figures 17 and 18
are obtained for Derlin without air gap (sample of 5mm).We
can notice, fromFigure 18, that the losses are less than 0.1 after
50MHz. For the same sample and in the same conditions, the
simulation and experimental results are very close.This good
agreement proves, for the corrected measurements by using
the kit short-circuit/open-circuit/standard material, that the
used technique and the calibration procedure were successful
over the entire frequency band.

In Figures 18 and 19, we plot, respectively, the relative
permittivity and the relative permeability andmagnetic losses
of Teflon (sample of 5mm long and with no air gap). These
figures show that the losses are constant over the entire
frequency range. Figure 20 illustrates the relative permittivity
for Delrin (sample of 5mm long and with air gap of 0.5mm
in inner diameter). The red traces are the corrected values,
obtained by using (11) and (12) to take into account the air
gap effects.

We present, respectively, in Figure 21, the initial and
corrected values of relative permittivity for Teflon (sample of
5mm long and with air gap of 0.5mm in inner diameter). We
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Figure 20: Delrin relative permittivity (sample of 5mm long and
with air gap of 0.5mm in inner diameter).
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Figure 21: Teflon relative permittivity (sample of 5mm long and
with air gap of 0.5mm in inner diameter).

notice here that, after correction, the relative permittivity is
improved.

7. Application of the Method for
Multilayer Materials

We will show that the proposed method can also be applied,
successfully, to multilayer materials. We rely primarily on
the principles of the coaxial probe in reflection. Let us put



8 International Journal of Antennas and Propagation

a bilayer dielectric in the metallic cavity (Figure 22(a)). In
Figure 2 we invert the position of the layers. In literature,
studies have shown that the coaxial probe is sensitive to the
surface of the sample which is in contact with the central
conductor [6]. This sensitivity is due to the distribution of
electromagnetic fields in the vicinity of the central conductor
[7, 8]. This implies that the overall capacitance created is not
the same as the orientation of the sample (𝜀𝑟1 ̸= 𝜀𝑟2).

7.1. Extraction of Each Layer’s Complex Permittivity. We
consider that the bilayer dielectric in contact with the
greatest metal surface (point C) entails that overall losses are
depending on the orientation of the sample. Moreover, at the
interface of the two dielectrics (point B), the capacitance is
the same regardless of the orientation of the sample.

We know that

𝛾𝑙 =
𝑗𝑤𝑙√𝜀𝑟

𝑐
, (13)

𝛾tot𝑙tot = 𝛾1𝑙1 + 𝛾2𝑙2, (14)

𝑙tot = 𝑙1 + 𝑙2. (15)

When we put (13) in (14) we obtain the effective permittivity
of the first layer as a function of that of the reference:

𝜀𝑟-Delrin = (2 ⋅ √𝜀𝑟-tot − √𝜀𝑟-Teflon)
2
. (16)

This extraction method has the privilege of not necessarily
being based on prior knowledge of the thickness of each layer.
Only the thickness of the aggregate layer must be known in
order to meet the dimensions of the test frame.

7.2. Experimental Results. We have plotted in Figures 23 and
24, respectively, the relative permittivity and the magnetic
losses of Delrin (sample 5mm without air gap). In Figure 23
we show that the read plot which represents the relative per-
mittivity of the Delrin, obtained using the bilayers methods,
is praticallly the same blue plot obtained with single sample,
in the same frequency range between 10MHz and 1GHz but
the accepted value is until 100MHz as shown in Figure 24;
in this range of frequecy the dielectric losses are between
2% at 10MHz and 5% at 100MHz. We have obtained a good
precision.

Theuse of coaxial fixture in reflection so as to characterize
multilayers materials has led to satisfactory results. The
application of dielectric Delrin permits us to prove the
method’s feasibility.

Meanwhile, the method is based on the principle that
electrical parameters of one layer are well known and that the
global thickness of the layers is precisely known.

8. Conclusion

We presented the technique of coaxial probe having a
cavity end to characterize single and bilayer materials. Its
feasibilitywas validated by electromagnetic simulation results
and experimental results after completing the experimental
aluminum test frame which is lighter than copper.
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Figure 22: (a) Bilayer coaxial probe in the presence of a sample of
the same thickness (configuration 1). (b) Bilayer coaxial probe in the
presence of a sample of the same thickness (configuration 2).
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Figure 23: Delrin relative permittivity (sample of 5mm long and
with no air gap).
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Figure 24: Delrin dielectric losses (sample of 5mm long and with
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This technique is applicable to dielectrics and semi-
conductors. It is solely based on the reflection parameters
using a capacitive model and helps to increase frequency
band of model. Although efforts are yet to be made for
its improvements, especially in the extraction losses for
multilayer materials, this method is easy to implement and
rapid in extracting electrical parameters and precise in terms
of repeatability whose relative error is about 5%.This method
offers the possibility to extract low loss tangent (2 ⋅ 10−4) up to
1 GHz using an SMA connector.
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This paper presents a new kind of differential-mode current injection test method. The equal response voltage on the cable or
the antenna port of the equipment under test (EUT) is regarded as equivalent principle for radiation and injection test. The
injection and radiation response analysis model and the injection voltage source extrapolation model in high intensity radiated
field are established. The conditions of using differential-mode current injection as a substitute for radiation are confirmed. On
the basis of the theoretical analysis, the function and structure design scheme of the directional coupling device is proposed. The
implementation techniques for the single differential-mode current injection method (SDMCI) and the double differential-mode
current injection method (DDMCI) are discussed in detail. The typical nonlinear response interconnected systems are selected as
the EUT. The test results verify the validity of the SDMCI and DDMCI test methods.

1. Introduction

Bulk current injection (BCI) is a kind of traditional EMC
test method. Essentially, the interference current is injected
into the cable of the equipment to substitute for radiation
susceptibility test [1, 2]. As a kind of complementary method,
the core of the BCI research is how to keep the equivalence
with the radiation test method in broader application range
and higher precision [3–6]. Although the traditional BCI
method has been proposed for nearly half a century, there are
still insufficiencies to substitute for the high intensity radiated
field (HIRF) effects test. First, the application frequency range
is limited. When the test frequency becomes higher, the
injection and monitoring currents change to be sensitive to
the position of the cable because of the standingwave, and the
performance of the ferrite current probe descends severely.
These factors make the testing precision and injection effi-
ciency decline obviously [7–9]. Numerous studies show that
when the test frequency is higher than 400MHz, the present
BCImethod cannot satisfy the practical requirements [10, 11].
Second, the BCI method cannot accurately substitute for

HIRF radiation effect test for nonlinear systems. At present,
the BCI method is effective when the relation between
the radiated field intensity and the induced current on the
cable of the equipment is linear. Thus, the injection current
substituted for HIRF could be extrapolated according to the
linear corresponding relation. But the majority of equipment
under the condition of HIRF is nonlinear. If the same test
method is applied for the nonlinear system, it may cause
considerable error because of dissatisfying the extrapolation
condition.Third, the BCImethod is a common-mode current
injection test method. It means that the interference signal
injected by the current probe is a common-mode signal
[12–14]. This method cannot simulate the effects caused by
the differential-mode interference signal received from the
antenna. The application range of the BCI method is limited.

In conclusion, HIRF in large-scale test space is very
difficult to simulate under the condition of laboratory. Mean-
while, there are still many insufficiencies for the traditional
BCI method to carry out the injection susceptibility tests.
Hence, our research team proposes a new kind of wideband
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Figure 1: The structure of a typical interconnected system.

differential-mode current injection test method for system
level EMC test.

2. Theoretical Analysis Model

The theoretical equivalent principle between the injection
and radiation test method is the equal response of the
equipment [15–17]. The engineering equivalent principle is
the same effects caused by the two test methods. If the
response voltage or the induced current on the cable port of
the equipment could be ensured to be equal, the equivalence
of the two test methods can be achieved [18, 19]. In this paper,
the equal response voltage on the cable port of the equipment
is selected as the equivalent principle of the two test methods
finally.

2.1. Equivalence Analysis Model between the Injection and
Radiation Response. In this paper, the typical interconnected
system is composed of two types of equipment and the
interconnected cable. It is shown in Figure 1. It is assumed
that equipment B is the EUT and equipment A is either the
interconnected equipment or the receiving antenna. In order
to calculate the radiation response voltage of the equipment
B, the interconnected system is divided into two parts at
the position of A-A󸀠 reference plane. A-A󸀠 is located at the
input port of the equipment B. The left branch of A-A󸀠 can
be equivalent to the Thevenin equivalent circuit. It is shown
in Figure 2(a), where 𝑍SR is the input impedance of the left
branch of A-A󸀠 and 𝑈SR is the open-circuit voltage.

According to the transmission line theory, the input
impedance 𝑍SR can be calculated as follows:

𝑍SR = 𝑍C
1 + ΓA𝑒

−𝑗2𝛾𝑙

1 − ΓA𝑒
−𝑗2𝛾𝑙

, (1)

where ΓA is the reflection coefficient of the equipment A, 𝑍C
is the characteristic impedance of the transmission line, 𝑙 is
the transmission line length betweenA-A󸀠 and the equipment
A, and 𝛾 is the propagation constant.

The open-circuit voltage 𝑈SR can be calculated with the
BLT equation [20–22]. Assuming that A-A󸀠 port is open,
that is, ΓB = 1, the open-circuit voltage 𝑈SR caused by the
transmission line coupling can be calculated as follows:

𝑈SR =
2

1 − ΓA𝑒
−2𝛾𝑙

(𝑒
−𝛾𝑙

𝑆1 + ΓA𝑒
−2𝛾𝑙

𝑆2) , (2)

where 𝑆1 and 𝑆2 are the source parameters in the BLT
equation. If the equipment A is a receiving antenna, it can

be regarded as a lumped voltage source 𝑈0. The open-circuit
voltage 𝑈SR caused by 𝑈0 can be calculated as follows:

𝑈SR = 𝑈0(1 − ΓA𝑒
−2𝛾𝑙

)
−1

𝑒
−𝛾𝑙

(1 − ΓA) . (3)

In (2) and (3), there is a linear relation between 𝑆1, 𝑆2,
𝑈0, and the radiated electric field intensity 𝐸 [20, 21]. We
define that the linear transfer function between 𝑈SR and 𝐸 is
𝑓. Hence, the open-circuit voltage 𝑈SR can be simplified as
follows:

𝑈SR = 𝑓 (𝐸) . (4)

Therefore, in Figure 2(a), the radiation response 𝑈BR on
the impedance 𝑍B can be derived as follows:

𝑈BR =
𝑍B

𝑍SR + 𝑍B
𝑈SR =

𝑍B
𝑍SR + 𝑍B

𝑓 (𝐸) . (5)

According to the above radiation analysis process, under
the condition of the injection test, the equivalent circuit can
be easily obtained. It is shown in Figure 2(b), where𝑈SI is the
injection voltage source,𝑍SI is the equivalent impedance, and
𝑈BI is the injection response of equipment B. The injection
response 𝑈BI can be derived as follows:

𝑈BI =
𝑍B

𝑍SI + 𝑍B
𝑈SI. (6)

According to the equivalent principle of the two test
methods, that is, 𝑈BI = 𝑈BR, the equivalent injection voltage
source 𝑈SI can be derived as follows:

𝑈SI =
𝑍SI + 𝑍B
𝑍SR + 𝑍B

𝑈SR =
𝑍SI + 𝑍B
𝑍SR + 𝑍B

𝑓 (𝐸) . (7)

Equation (7) confirms the equivalent relation between
injection voltage 𝑈SI and radiation electric field intensity 𝐸

theoretically, which guarantees the equivalence between the
injection and the radiation effects test.

2.2. Injection Voltage Source Linear Extrapolation Model.
Wideband differential-mode current injection testing tech-
nique proposed in this paper is used to substitute for high
intensity radiated effects test. The crucial question is how to
acquire the equivalent injection voltage source𝑉SI. According
to the above equivalent ideas, we plan to acquire 𝑉SI by
extrapolating𝑈SI which is used to substitute for low intensity
radiated effects test. Generally speaking, the majority of
systems are nonlinear systems under the condition of HIRF.
It means that the response voltage on the system ports will
not keep linear relation with the radiated field. Thus, for
nonlinear systems, how to extrapolate the injection voltage
source 𝑈SI is the crucial problem.

As we know, the electromagnetic radiation effects on
equipment mainly include interference, degradation, failure,
and damage. On the basis of theoretical analysis and exper-
imental research for typical nonlinear systems, the action
process of electromagnetic radiated energy can be divided
into two subprocesses. One is the field to wire coupling
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Figure 2: The equivalent circuit model for analyzing the equipment B response. (a) Radiation test. (b) Injection test.
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process, and the other is the circuit response process of the
module and device. The radiation response process is shown
in Figure 3.

According to the electromagnetic field theory, the field to
wire coupling is a linear process, and the circuit response of
themodule and device is a nonlinear process. If the excitation
effects of the injection source 𝑈SI and the lumped radiation
source 𝑈SR can be guaranteed equal at the input port of the
module and device, the nonlinear circuit response in the
injection experiment will be the same as in the radiation
experiment. Under the condition of HIRF, in order to ensure
the effect excited by injection source is the same as excited by
the lumped radiation source, according to (5) and (6), two
conditions must be satisfied. One is the same open-circuit
voltage. The other is the same voltage division rate in the
radiation and the injection test.

For the reason that 𝑈SR is the equivalent lumped voltage
source obtained in the linear process of the field to wire
coupling or antenna receiving, the injection voltage source
𝑉SI applied to substitute for HIRF radiation test can be
obtained by linearly extrapolating from𝑈SI.The𝑈SI is used to
substitute for the low intensity radiated field effects test;𝑈SI =
𝑈SR. So there is no problem to satisfy the first condition. For
the second condition, in order to guarantee the same voltage
division rate under the condition of different excitation
intensity, it is required that the output impedance of the
injection voltage source is equal to the lumped radiation
voltage source; that is, 𝑍SI = 𝑍SR. When the above two
conditions can be satisfied, the equivalence between the
differential-mode current injection test and HIRF radiation
effect test will be guaranteed definitely.

3. Design for Supporting Equipment

Directional coupling device (DCD) is the supporting equip-
ment for the wideband differential-mode current injection
test. The typical connection mode is shown in Figure 4. On
the premise of normal working status for the interconnected
system, the differential-mode current injection test for equip-
ment B can be carried out via the injection port of the DCD.

In order to satisfy the requirements of substituting the
differential-mode current injection test for the radiation
test, the DCD should contain the following ports. First, the
DCD should contain the pass-through ports which are used
to transmit the working signal between the interconnected
equipment. It requires that the insertion loss is smaller than
0.5 dB. Second, the device should contain the injection port
which is used to inject the differential-mode interference
signal to the equipment B. It requires that the frequency band
of the injection port is sufficient and the injection signal
coupled into the equipment B is distortion-free. Third, the
device should contain the monitoring port which is used to
monitor the forward voltage signal on the transmission line of
the interconnected system. It also requires that the frequency
band is sufficient, and themonitoring signal is distortion-free.

According to the above function requirements of the
DCD, the design scheme based on the directional coupler
theory is confirmed. The DCD can be composed of two
directional couplers. It is shown in Figure 5. From port 1 to
port 2 of the DCD is the pass-through channel. It is used to
transmit the working signal between the equipment A and
equipment B. Port 4 is the injection port. It is used to inject
the differential-mode interference signal to equipment B. Port
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5 is the monitoring port. It is used to monitor the forward
voltage signal on the transmission line of the interconnected
system. Port 3 and port 6 are the isolation ports. They will be
connected with the matched loads when the DCD is in use.

The above six ports DCD can be regarded as lossless
and reciprocal network. The scattering matrix S of the DCD
satisfies the characteristic of symmetry and unitarity; that
is, ST = S and STS∗ = 1. According to the technology
requirements of the DCD, the insertion loss between port 1
and port 2 is not bigger than 0.5 dB. So the parameters 𝑆21
and 𝑆12 satisfy the equation as follows:

𝑆21 = 𝑆12 ≥ 0.944. (8)

Port 4 is the injection port. It is used to inject differential-
mode interference signal to equipment B. It requires higher
injection efficiency, so the coupling coefficient should be as
small as possible. However, too small coupling coefficient
cannot satisfy the insertion loss requirement between port
1 and port 2; that is, 𝑆21 = 𝑆12 ≥ 0.944. Taking all these
into account, the coupling coefficient of port 3 and port 4 is
selected as 10 dB.

According to the transmission characteristic of the tra-
ditional symmetrical directional coupler, the phase shift
between the coupling channel signal and the main channel
signal is 90∘. If the pulse signal transmits in the main
channel, the output signal waveform of the coupling port will
change obviously [23]. Thus, the antisymmetry directional
coupler design scheme is adopted in this paper. It makes
the phase shift between the forward coupling signal and the
main channel signal be 0∘ and the phase shift between the

backward coupling signal and the main channel signal be
180∘. It is assumed that port 4 is the forward coupling port
of the main channel from port 2 to port 1 and port 5 is the
forward coupling port of the main channel from port 1 to
port 2. The directions of the two arrows in Figure 5 show
the forward direction of the two antisymmetry directional
couplers separately. Assuming that the 𝑆21 parameter is a
positive real number, the 𝑆31 parameter is a negative real
number. If the coupling coefficient of port 3 and port 4 is
10 dB, it can be derived that

𝑆31 = −√0.1. (9)

According to the unitarity of the scattering matrix S,
considering the insert loss requirement of 𝑆21 ≥ 0.944, it can
be derived as follows:

󵄨󵄨󵄨󵄨𝑆51
󵄨󵄨󵄨󵄨 ≤ 0.094. (10)

For the phase shift between the forward coupling signal
and the main channel signal which is 0∘, considering the
energy coupling action of port 3, the parameter 𝑆51 can be
derived as follows:

𝑆51 =
√(1 − 0.1) 10

−𝑥/10, (11)

where 𝑥 is the coupling coefficient of port 5 and port 6. Con-
sidering the manufacturing technology and the convenience
for application, the coupling coefficient of port 5 and port 6
is confirmed to be 20 dB.
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From the above analysis process, the scattering matrix S
of the six ports DCD can be calculated as follows:

S =

[
[
[
[
[
[
[

[

0 0.944 −0.316 0 0.095 0

0.944 0 0 0.315 0 −0.1

−0.316 0 0 0.949 0 0

0 0.315 0.949 0 0.032 0

0.095 0 0 0.032 0 0.995

0 −0.1 0 0 0.995 0

]
]
]
]
]
]
]

]

. (12)

4. Implementation Technology of SDMCI

Because of the directional injection characteristic of
the DCD, the single differential-mode current injection
(SDMCI) method is used to carry out injection test only for
one end equipment in the interconnected system.The typical
application is to carry out differential-mode current injection
test for antenna receiving system. The test configuration of
the SDMCI is shown in Figure 6. It can simulate the effects
caused by the interference signal received from the antenna
when the antenna receiving system is in the normal working
condition.

4.1. Equivalent Condition Analysis When DCD Is Inserted
into the Interconnected System. The forward voltage signal
extraction, interference signal injection, and normal trans-
mission signalmonitoring are realizedwith the support of the
DCD. However, whether it satisfies the equivalent condition
discussed above or not is the crucial problem, which is
analyzed as follows.

The DCD can be equivalent to six ports black box
network. The equivalent circuit model is shown in Figure 7,
where 𝑇1, 𝑇2, 𝑇4, and 𝑇5 are the reference plane at different
ports of the DCD, 𝑍3 and 𝑍6 are the matched load, 𝑍5 is the

input impedance of the oscillograph, 𝑈SI is the open-circuit
voltage of the injection voltage source, and 𝑍4 is the internal
impedance of the injection voltage source.

As for the radiation test, the left part of the reference plane
𝑇1 can be equivalent to the source wave 𝑎1R and the reflection
coefficient Γ1. It also can be equivalent to the open-circuit
voltage 𝑈SR and the source impedance 𝑍1. Similarly, as for
the differential-mode current injection test, the top part of
reference plane 𝑇4 can be equivalent to the source wave 𝑎4I
and the reflection coefficient Γ4. It also can be equivalent to
the open-circuit voltage 𝑈SI and the source impedance 𝑍4.
Therefore, the equivalent circuit model for the radiation and
injection test is shown in Figure 8. It can be seen that the
network model without source is the same in the radiation
and injection test.The difference is that the equivalent source
is located in the different ports of the DCD.

On the basis of the equivalent source wave theory in
microwave engineering [24], under the condition of the radi-
ation and injection test, the relation between the equivalent
source wave and equivalent voltage source is as follows:

𝑎1R =
𝑈SR (1 − Γ1)

2√𝑍C
, (13)

𝑎4I =
𝑈𝑆I (1 − Γ4)

2√𝑍C
=

𝑈𝑆I

2√𝑍C
. (14)

In order to analyze the response of the equipment B,
the left part of the reference plane 𝑇2 is required to simplify
further. In the radiation test, the left part of𝑇2 is equivalent to
the source wave 𝑏̂2R and the reflection coefficient Γ󸀠

2R. In the
injection test, the left part of 𝑇2 is equivalent to the source
wave 𝑏̂2I and the reflection coefficient Γ

󸀠

2I. It is shown in
Figure 9.
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Figure 8: The equivalent circuit model for (a) radiation test and (b) injection test.

T2

b̂2R

a2R
b2R

UBR ΓBΓ
󳰀

2R

(a)

T2

ΓB

b̂2I

a2I
b2I

UBIΓ
󳰀

2I

(b)

Figure 9: The further simplified circuit models for (a) radiation test and (b) injection test.

According to the equivalent source wave theorem [24],
𝑏̂2R, 𝑏̂2I, Γ

󸀠

2R, and Γ
󸀠

2I can be derived as follows:

𝑏̂2R =

𝑛

∑

𝑘=1
𝑘 ̸=2

𝐷(2𝑆𝑘)

𝐷(22)

𝑎𝑘 =
𝐷(2𝑆1)

𝐷(22)

𝑎1R = 𝑆21𝑎1R, (15)

𝑏̂2I =
𝑛

∑

𝑘=1
𝑘 ̸=2

𝐷(2𝑆𝑘)

𝐷(22)

𝑎𝑘 =
𝐷(2𝑆4)

𝐷(22)

𝑎4I = 𝑆24𝑎4I, (16)

Γ
󸀠

2R = Γ
󸀠

2I =
𝐷(2𝑆2)

𝐷(22)

= 𝑆
2

21
Γ1 = 𝑆

2

21
ΓA𝑒
−2𝛾𝑙

. (17)

It is defined that the matrix D = 1 − SΓ, where Γ is a
diagonal matrix. The elements of Γ are the load reflection
coefficient on different ports of the DCD. In (15) to (17),𝐷(𝑖𝑆𝑘)
is a determinant that the column 𝑖 of the matrixD is changed
to be the column 𝑘 of the matrix S.𝐷(𝑖𝑖) is also a determinant
that the column 𝑖 and row 𝑖 of the matrix D are deleted. As
can be seen from (17), when the DCD is inserted into the
interconnected system, the reflection coefficient Γ󸀠

2R is equal
to Γ
󸀠

2I. It means that the output impedance of the equivalent
excitation source is the same under the condition of the
radiation and injection test. Hence, the second equivalent
condition (i.e., 𝑍SI = 𝑍SR) discussed above can be satisfied.

According to the equivalent circuit model in Figure 9, the
radiation response 𝑈BR and the injection response 𝑈BI of the
equipment B can be derived as follows:

𝑈BR =
𝑏̂2R√𝑍C (1 + ΓB)

1 − Γ
󸀠

2RΓB
,

𝑈BI =
𝑏̂2I√𝑍C (1 + ΓB)

1 − Γ
󸀠

2IΓB
.

(18)

According to the equivalent principle of the two test
methods (i.e., 𝑈BI = 𝑈BR), from (13) to (18), the corre-
sponding relation between the equivalent injection voltage
source 𝑈SI and the lumped radiation voltage source 𝑈SR can
be derived as follows:

𝑈SI = 𝑆21𝑆
−1

24
(1 − ΓA𝑒

−2𝛾𝑙
)𝑈SR. (19)

If the equipment A is an antenna or a transmitter,
the reflection coefficient ΓA usually remains unchanged. In
addition, the 𝑆 parameter of the DCD is constant. According
to (19), the relation between 𝑈SI and 𝑈SR is linear.

From the above analysis process, when the DCD is
inserted into the interconnected system, under the condition
of unchanged reflection coefficient ΓA, the relation between
the injection voltage 𝑈SI and the radiated field intensity 𝐸 is
always linear.Therefore, the injection voltage source obtained
by the linear extrapolation satisfies the first equivalent condi-
tion for the radiation and differential-mode current injection
test.
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4.2. Feasibility Analysis on Using theMonitoring Port Response
Voltage of the DCD as Equivalent Principle. The equivalent
principle for the radiation and injection test in this paper is
the equal response voltage on the input port of the equipment
B. However, it is very hard for us to directly monitor the
input port response voltage in engineering. In order to make
the SDMCI method applicable in the practical engineering
test, other transmission signals which can be easilymonitored
should be selected as equivalent principle. The introduction
of the DCD solves the problem.

The port 5 of DCD is used to monitor the forward voltage
on the transmission line. In this paper, the equal response
voltage on port 5 is defined as the equivalent principle for
the SDMCI and radiation test. The following article proofs
the correctness of using the port 5 response voltage as
the equivalent principle. According to the equivalent circuit
model in Figure 8, as for the reference plane 𝑇5, the radiation
equivalent source wave 𝑏̂5R and the injection equivalent
source wave 𝑏̂5I that transmit to the direction of impedance
𝑍5 can be derived as follows:

𝑏̂5R =
𝐷(5𝑆1)

𝐷(55)

𝑎1R =
𝑆51

1 − 𝑆
2

21
Γ1ΓB

𝑎1R,

𝑏̂5I =
𝐷(5𝑆4)

𝐷(55)

𝑎4I =
𝑆54 + 𝑆21 (𝑆51𝑆24 − 𝑆54𝑆21) Γ1ΓB

1 − 𝑆
2

21
Γ1Γ𝐵

𝑎4I.

(20)

Assuming that the coupling coefficient of port 4 and port
5 is𝑚 and 𝑛 separately and the unit is dB, then

𝑆51𝑆24 = 𝑆54𝑆21 =
√(1 − 10−𝑚/10) (1 − 10−𝑛/10) 10−(𝑚+𝑛)/10,

𝑏̂5I =
𝑎4I𝑆54

1 − 𝑆
2

21
Γ1ΓB

.

(21)

Under the condition of the radiation and injection test,
the response voltages𝑈MR and𝑈MI on monitoring port 5 can
be derived as follows:

𝑈MR = √𝑍C𝑏̂5R =
𝑆51 (1 − Γ1) 𝑈SR

2 (1 − 𝑆
2

21
Γ1ΓB)

,

𝑈MI = √𝑍C𝑏̂5I =
𝑆54𝑈SI

2 (1 − 𝑆
2

21
Γ1ΓB)

.

(22)

It is assumed that 𝑈MR = 𝑈MI; then the relation between
𝑈SI and 𝑈SR can be derived from (22) as follows:

𝑈SI = 𝑆21𝑆
−1

24
(1 − ΓA𝑒

−2𝛾𝑙
)𝑈SR. (23)

It can be seen that (23) is equal to (19). It means that the
radiation response𝑈BR is equal to the injection response𝑈BI.
Therefore, the above theoretical derivation processes verify
the correctness of using the port 5 response voltage as the
equivalent principle.

4.3. Test Procedure of SDMCI

Step 1. Carry out the low intensity radiation pretest for inter-
connected systems. The radiated field intensity is selected as
𝐸1 which can ensure that the response of equipment B is in
the linear region.Theoutput response𝑈MR on themonitoring
port 5 of the DCD is recorded.

Step 2. Obtain the equivalent corresponding relation
between injection voltage and radiated electric field intensity.
The differential-mode current injection test is carried out
through injection port 4 of the DCD. The output response
𝑈MI on the monitoring port 5 is measured at the same time.
When 𝑈MI = 𝑈MR, the injection voltage 𝑈SI is recorded. The
equivalent relation between the injection voltage and the
radiated field intensity can be described as 𝑘 = 𝑈SI/𝐸1.

Step 3. Finish the SDMCI test for interconnected systems. If
the high intensity radiated field for ultimate examination is
𝐸2, then the equivalent injection voltage can be calculated by
the equation 𝑉SI = 𝑘𝐸2. Therefore, the SDMCI test can be
carried out finally with the equivalent injection voltage 𝑉SI
through the injection port 4 of the DCD.

5. Implementation Technology of DDMCI

In order to carry out differential-mode current injection
test for two types of equipment interconnected by a cable
simultaneously, the double differential-mode current injec-
tion test (DDMCI) method is proposed in this paper.The test
configuration of the DDMCI is shown in Figure 10.

Two directional coupling devices are connected with
equipment A and equipment B separately. The equivalent
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circuitmodel is shown in Figure 11, where𝑈SLI is the injection
voltage source of the left DCD and 𝑈SRI is the injection
voltage source of the right DCD. Normally, the impedances
of equipment A and equipment B are not matched. So the
responses of equipment A and equipment B are the result of
the joint action of 𝑈SLI and 𝑈SRI.

In order to ensure that the injection response is equal
to the radiation response of equipment A and equipment B,
two injection voltage sources USLI and 𝑈SRI are required to
satisfy certain amplitude and phase relation.The detailed test
procedure of DDMCI method is summarized as follows.

Step 1. Carry out low intensity radiation pretest for intercon-
nected system. The radiated electric field intensity is selected
as 𝐸1 which can ensure the responses of equipment A and
equipment B are in the linear region. The amplitude and
phase on the left and right monitoring ports of the DCDs are
recorded as 𝑈5LR, 𝑈5RR, 𝜑5LR, and 𝜑5RR.

Step 2. Obtain the equivalent corresponding relation
between injection voltage and radiated electric field intensity.
First, the interconnected system is carried out injection test
through port 4L with the left injection voltage source. The
amplitude 𝑈5LI and phase 𝜑5LI on the monitoring port 5L are
measured. When 𝑈5LI = 𝑈5LR and 𝜑5LI = 𝜑5LR, the amplitude
and phase of the left injection voltage source remain
unchanged. Second, the interconnected system is carried out
injection test through port 4R with the right injection voltage
source.The amplitude𝑈5RI and phase 𝜑5RI on the monitoring
port 5R are measured. When 𝑈5RI = 𝑈5RR and 𝜑5RI = 𝜑5RR,
the amplitude and phase of the right injection voltage source
remain unchanged. Third, repeat the first and the second
steps until the conditions of 𝑈5LI = 𝑈5LR, 𝑈5RI = 𝑈5RR,
𝜑5LI = 𝜑5LR, and 𝜑5RI = 𝜑5RR are satisfied simultaneously.
Fourth, the amplitudes𝑈SLI and𝑈SRI and the phases 𝜑SLI and
𝜑SRI of the two injection voltage sources are recorded finally.
The corresponding relation between equivalent injection
voltage and radiated electric field intensity can be calculated
by 𝑘L = 𝑈SLI/𝐸1 and 𝑘R = 𝑈SRI/𝐸1.

Step 3. Finish the DDMCI test for interconnected system. If
the high intensity radiated field for ultimate examination is
𝐸2, then the left and right equivalent injection voltage sources
can be calculated by 𝑉SLI = 𝑘L𝐸2 and 𝑉SRI = 𝑘R𝐸2. The phase
difference between the two injection voltage sources satisfies
𝜑Δ = 𝜑SLI − 𝜑SRI. Finally, the DDMCI test can be carried out
through the injection ports 4L and 4R of the DCDs, and it is
equivalent to the 𝐸2 radiation test.

6. Experimental Verification

6.1. The Linear Relation Verification between the Equivalent
Injection Voltage and the Radiated Field Intensity. The inter-
connected system under test is a typical nonlinear response
system. It is composed of a receiving antenna, a coaxial
cable, and RF front-end components. The RF front-end
components include a clipping filter, an attenuator, a low
noise amplifier (LNA), a sensitivity controller, a directional
coupler, and a clipping amplifier.They are integrated together

in one container. It is assumed that the receiving antenna
is the equipment A1 and the container of the RF front-end
components is the equipment B1. Because of the nonlinear
response characteristic of the clipping filter, LNA, and so
on, the above nonlinear response interconnected system is
suitable to carry out the verification test.

The single frequency continuous wave radiation test and
the differential-mode current injection test are carried out
separately for the interconnected system. The radiation and
injection configuration diagrams are shown in Figures 12 and
13. The output response of equipment B1 is monitored by the
spectrum analyzer. The relation curves between the radiated
electric field intensity, the injection voltage, and the output
response of equipment B1 are recorded separately.

The equal output response of equipment B1 for the
radiation and injection test is regarded as the equivalent
principle. According to the result of the data processing, the
relation curves between the equivalent injection voltage, the
output response of equipment B1, and the radiated electric
field intensity are shown in Figure 14.

It can be seen form Figure 14 that the relation between
the radiated electric field intensity and the output response
of equipment B1 is nonlinear. In contrast, the relation
between the radiated electric field intensity and the equivalent
injection voltage is linear. In addition, a small number of
data points which are in the saturation region do not strictly
accord with the linear relation. We believe that it is caused by
experimental error. The reason is that the output response of
the equipment B1 is not sensitive to the radiated field intensity
or the injection voltage when the equipment B1 works in the
saturation region. It means that two different input signals
can produce almost the same output response. In conclusion,
even for the nonlinear response system, the corresponding
relation between the equivalent injection voltage and the
radiated electric field intensity at different frequency points
is still linear.

6.2. The Validity Verification for SDMCI Test Method. The
interconnected system under test is also the above nonlinear
response system. The validity verification for SDMCI can
be conducted as follows. First, the traditional radiation test
is carried out for the interconnected system. The radiation
response curve of the equipment B1 from the linear region
to the saturation region can be obtained. Second, according
to the above SDMCI test method, the injection response
curve of the equipment B1 from the linear region to the
saturation region can also be abstained. Third, by calculating
and analyzing the output response error of the two test
methods, the validity of SDMCI method can be verified.

The response curves of the equipment B1 under the con-
dition of radiation and the SDMCI test at the frequency point
of 3.3 GHz, 4.0GHz and 5.6GHz are shown in Figure 15. It
can be seen that the output response curve obtained by the
SDMCI test is almost exactly the same as that obtained by the
radiation test. In order to analyze the error of the SDMCI test
method, the test data in Figure 15 are processed. The output
response relative error 𝜂 for the SDMCI test method is shown
in Table 1. As can be seen from Table 1, the relative error 𝜂 is
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Figure 13: The configuration diagram for the differential-mode current injection test.

small and the biggest one is 2.39%.The error comes from the
performance fluctuation of the RF front-end components, the
noise of active device, the reading error of instrument, and so
on. There is no systematic error for the SDMCI test method.

6.3. The Validity Verification for DDMCI Test Method. Two
satellite-borne RF front-end low-noise amplifier modules
are selected as equipment A2 and equipment B2 which are
connected by a coaxial cable. It is important to note that this
kind of interconnected system does not exist in engineering.

The designed interconnected system is only for experimental
verification in the extreme condition.

The radiation test configuration is shown in Figure 16.The
coaxial cable under test is placed in the shielded room. It
is connected with port 1 of the DCD through the interface
board. Port 2 of the DCD is connected with the equipment
under test. The output port of the equipment is connected
with spectrum analyzer (SA) which is used to monitor the
output response of the equipment. Outside the shielded
room, vector network analyzer (VNA) is used as transmitter
and receiver. Port 1 of the VNA is used as signal generator.
It is connected with radiation antenna in the shielded room
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Figure 14: The relation curves between the equivalent injection
voltage and the radiated electric field intensity.
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through power amplifier. The radiation antenna is placed
ahead of the coaxial cable under test. Port 2 of the VNA is
used as receiver. It is connected with the monitoring port
of the DCD. The amplitude and phase difference of the two
monitoring ports of the DCDs can be obtained by testing the
parameter 𝑆21.

TheDDMCI test configuration is shown in Figure 17. Port
1 of the VNA is used as injection signal source. In order
to carry out differential-mode current injection test for the
two interconnected types of equipment simultaneously, the
injection signal is divided into two circuits by the power
divider. They are connected with the injection ports 4L and
4R of the DCDs separately. In order to ensure that the two

Table 1: Output response relative error for SDMCI test method.

Number 𝑓 = 3.3GHz 𝑓 = 4.0GHz 𝑓 = 5.6GHz
E/Vm−1 𝜂/% E/Vm−1 𝜂/% E/Vm−1 𝜂/%

1 20.00 0.12 20.00 0.93 19.95 0.12
2 22.44 0.34 28.25 0.12 28.18 0.34
3 25.18 0.46 39.91 0.34 35.48 0.69
4 28.25 0.46 50.24 1.14 44.67 1.49
5 31.70 1.14 63.25 1.37 56.23 1.71
6 35.57 1.26 70.96 1.60 70.79 1.94
7 39.91 1.14 79.62 1.83 89.13 1.83
8 44.77 1.26 89.34 1.60 112.20 2.39
9 50.24 1.37 100.24 1.60 141.25 1.49
10 56.37 1.14 112.47 1.83 158.49 1.03
11 63.25 1.14 126.19 1.83 177.83 1.14
12 70.96 1.03 133.67 1.71 188.36 1.60
13 79.62 0.92 141.59 1.60 199.53 1.14
14 89.34 0.92 149.98 1.60 211.35 1.03
15 100.24 0.92 158.87 1.37 223.87 0.80
16 106.18 0.92 168.28 1.37 237.14 0.69
17 112.47 0.69 178.25 1.26 251.19 1.03
18 119.13 0.57 188.81 1.14 266.07 0.34
19 126.19 0.46 200.00 1.03 281.84 0.35
20 133.67 0.46 211.85 0.80 298.54 0.69
21 141.59 0.46 224.40 0.69 316.23 0.81
22 149.98 0.34 — — 334.97 0.81
23 158.87 0.00 — — 354.81 0.23
24 168.28 0.12 — — 375.84 0.46
25 178.25 0.12 — — 398.11 0.12

circuits have different amplitude and phase, the continuously
adjustable attenuator and 360∘/GHz phase shifter are inserted
into one circuit. Port 2 of the VNA is also used as receiver. It
is used to measure the response on the monitoring ports 5L
and 5R of the DCDs under the condition of DDMCI test.The
other test configuration is the same as in the above radiation
test.

According to the test configuration in Figures 16 and
17 and the above test procedure, in the working frequency
band of the low-noise amplifier modules, the three frequency
points 1.510GHz, 1.605GHz, and 1.75GHz are selected to
carry out radiation and DDMCI test. The radiation and
DDMCI response curve is shown in Figures 18 and 19.

As can be seen from Figures 18 and 19, the output
response curve of equipment A2 and equipment B2 obtained
by DDMCI test is almost exactly the same as that obtained
by radiation test. In order to analyze the error of DDMCI
test method, the test data in Figures 18 and 19 are processed.
The output response relative error for DDMCI test method
is shown in Table 2. As can be seen from Table 2, the biggest
output response relative error is only 3.39%. The test results
indicate that the DDMCI test method can effectively simulate
the HIRF effect experiment for nonlinear interconnected
system.
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Table 2: Output response relative error for DDMCI test method.

Number 𝑓 = 1.510GHz 𝑓 = 1.605GHz 𝑓 = 1.750GHz
E/Vm−1 𝜂A2/% 𝜂B2/% E/Vm−1 𝜂A2/% 𝜂B2/% E/Vm−1 𝜂A2/% 𝜂B2/%

1 12.62 0.35 0.35 14.16 0.34 0.92 12.62 1.49 3.39
2 15.89 0.00 0.23 17.83 0.00 1.26 15.89 1.26 2.61
3 20.00 1.14 1.49 22.44 0.46 0.57 20.00 0.57 2.16
4 25.18 0.80 1.26 28.25 1.16 0.12 22.44 0.81 1.83
5 31.70 0.46 1.26 35.57 1.39 0.69 25.18 0.69 1.03
6 39.91 0.34 0.92 44.77 1.62 1.16 28.25 1.51 0.69
7 44.77 0.12 0.69 50.23 1.86 1.16 31.70 1.51 0.46
8 50.24 0.23 0.57 56.37 1.86 1.39 35.57 1.86 0.23
9 56.37 0.35 0.34 63.25 1.98 1.51 39.91 1.16 0.46
10 63.25 0.46 0.46 70.96 1.86 1.62 44.77 1.51 0.23
11 66.99 0.81 0.12 75.17 1.98 1.51 50.24 1.62 0.00
12 70.96 0.35 0.34 79.62 1.74 1.62 56.37 2.09 0.23
13 75.16 0.93 0.23 84.34 1.39 1.27 59.71 2.21 0.23
14 79.62 0.35 0.12 89.34 1.04 1.39 63.25 2.09 0.23
15 84.34 0.81 0.35 — — — 66.99 2.45 0.58
16 89.34 0.23 0.00 — — — 70.96 2.92 0.69
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Figure 16: The configuration diagram for the radiation test.

7. Conclusions

The theory, model, method, and implementation technique
of the wideband differential-mode current injection test
technology are systematically studied in this paper. The
injection and radiation response analysis model and the
injection voltage source extrapolation model in HIRF are
established. The conditions of using injection as a substitute
for radiation are confirmed. The equivalent injection voltage

source can be obtained by the linear extrapolation.The func-
tion and structure design scheme of the directional coupling
device (DCD) is proposed. The forward voltage extraction,
interference signal injection, and normal transmission signal
monitoring in the interconnected system are realized with
the support of DCD. On the basis of the above research, the
SDMCI test method and the DDMCI test method based on
the DCD are summarized. The typical nonlinear response
systems are selected as EUT. The test results indicate that
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the biggest output response relative error is smaller than 5%.
They verify the validity of the SDMCI and the DDMCI test
methods.
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A planar MIMO antenna with slits for WBAN applications is proposed. The antenna consists of two PIFAs, ground pads, and two
slits. By adding ground pads, the antenna size is reduced with improved impedance matching.Through two slits in a ground plane,
the isolation characteristic is improved and the resonant frequency can be controlled. To analyze the antenna performance on a
human body, the proposed antenna on a human equivalent flat phantom is investigated through simulations. Regardless of the
existence of the phantom, the antenna operates in 2.4GHz ISM band with the isolation higher than 18 dB.

1. Introduction

Recently, wireless body area network (WBAN) systems for
medical devices, police andmilitary agencies, sports training,
entertainment, and wearable computing have received great
attention in conjunction with the rapid development of
wireless communication technology [1, 2]. The antennas for
WBAN system should satisfy certain requirements such as
small size, low profile, low human body effects, and low
specific absorption rate (SAR) [3]. Since the antennas for
WBAN system are located on or in the human body, the
performance of the antenna is affected by the human body’s
high dielectric constant and conductivity at the microwave
frequency band. Therefore, the gain and radiation efficiency
of the antenna can deteriorate [4–7].

A lot of research for the on-body communication channel
of WBAN system in the industrial scientific medical (ISM)
band has been conducted [8–10]. In on-body communica-
tion, a multipath fading occurs due to reflections from the
surrounding environment and the body parts, large relative
movement of the body parts, shadowing, and scattering from
the moving of the body and the surrounding environment
[8].Themultipath fading distorts communication signals and
reduces the efficiency of WBAN system [11]. Since a diversity
technique forces signals to be independently processed, stable
communication performance of an antenna system can be

achieved in multipath fading environment. Multiple-input
and multiple-output (MIMO) antennas have received much
attention as one of promising diversity techniques. A high
isolation characteristic is essential forMIMO antenna system
in order to achieve independency of multiple signals [12].

In the paper, a planar MIMO antenna with slits for
on-body WBAN applications in 2.4GHz ISM band (2.4∼
2.485GHz) is proposed. A planar inverted-F antenna (PIFA)
operating with a resonant length of 𝜆/4 is used to achieve
compact size [13]. Ground pads are added to reduce the
size of the antenna with improved impedance matching. By
using two slits in a ground plane, the isolation characteristic
increases over 18 dB in 2.4GHz ISM band. The perfor-
mance of the proposed antenna on the human equivalent
flat phantom such as 𝑆-parameter characteristics, radiation
characteristics, SAR, and an envelope correlation coefficient
(ECC) is analyzed.

2. Antenna Geometry

Figure 1 shows the geometry of the proposed antenna. The
antenna consists of two identical PIFAs, two identical ground
pads, and two identical slits. The proposed planar antenna
is designed on a FR4 substrate (𝜀𝑟 = 4.4) with a 1mm
thickness. The total size of the substrate is 40 × 40mm2.
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Figure 2: Proposed antenna on the human equivalent flat phantom.

PIFAs have a dimension of 11.5 × 16 × 1mm3. A distance
between the two PIFAs is 8mm and 𝑙1 denotes the length of
the radiator of PIFAs. Addition of ground pads at a ground
plane increases the electrical length and bandwidth of PIFAs
without changing the size of PIFAs. 𝑙2 and 𝑤, respectively,
denote the length and thewidth of the ground pads. Although
an isolator does not exist between the two PIFAs, the isolation
characteristic is improved by adding two slits with the length
of 𝑙3 in the ground plane.

Figure 2 shows the proposed antenna on the human
equivalent flat phantom.The dimension of the human equiv-
alent flat phantom is 200 × 270 × 60mm3. The proposed
antenna for possible applications (portable devices such
as Bluetooth headset and wearable smart watch) has the
maximum allowed separation distance of 10mm from the
phantom in order to provide the clearance of cover assembly
[4]. To account for this situation, the separation distance
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Figure 3: Simulated S-parameter results for the proposed antenna
with phantom and without phantom.

between the antenna and the phantom is chosen as 10mm. In
order to analyze the antenna performance on a human body,
simulations were conducted using the human equivalent flat
phantom having the equivalent electrical properties (𝜀𝑟 =
52.7 and 𝜎 = 1.95 S/m) of human tissue [14]. The simulation
results were obtained using HFSS based on the finite-element
method [15].

3. Simulated Results

Figure 3 shows the simulated 𝑆-parameter results for the
proposed antenna with and without the phantom.The design
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Figure 4: Simulated S-parameter results for the proposed antenna
on the phantom with slit and without slit.

parameters for the proposed antenna are set to 𝑙1 = 28mm,
𝑙2 = 10.5mm, 𝑤 = 3mm, and 𝑙3 = 24mm. Regardless of
the existence of the phantom, 𝑆11 is maintained below −10 dB
and the isolation characteristic is higher than 18 dB over the
2.4GHz ISM band (2.4∼2.485GHz).

Figure 4 shows the simulated 𝑆-parameter results for the
proposed antenna on the phantom with slit and without slit.
By adding a slit at the ground plane, the isolation at 2.44GHz
is improved from 15 dB to 20 dB. The isolation characteristic
over the entire 2.4GHz ISM band is higher than 18 dB.

Figure 5 shows the simulated surface current distribu-
tions for the proposed antenna at 2.44GHz. The slit operates
at the electrical length of 𝜆/4. Because the minimum current
of the slit implies high impedance by 𝜆/4 slit, the slit blocks
current flowing from PIFA 1 to PIFA 2 through the ground
plane [16, 17]. For the antenna without slit, when PIFA 1 is
excited by port 1, a strong current excites on PIFA 2 as shown
in Figure 5(a). For the antennawith slit, a weak current excites
on PIFA 2 as depicted in Figure 5(b).

Figure 6 shows the simulated 𝑆-parameter results for
various values of length 𝑙1. Other parameters, excluding 𝑙1,
are the same as described above. A resonance frequency is
formed by the length of radiator (𝜆/4). As 𝑙1 increases, the
radiator approaches the ground pad.Therefore, the resonance
frequency decreases with a deteriorated impedance match-
ing. However, the isolation characteristic is maintained above
18 dB. Because the distance between the PIFA and the slit is far
enough as shown in Figure 5(b), the change of the radiator’s
length hardly affects the isolation characteristic. When 𝑙1
is 28mm, 10 dB return loss bandwidth of the antenna fully
covers 2.4GHz ISM band.

Figure 7 shows the simulated 𝑆-parameter results for
various values of length 𝑙2. As 𝑙2 increases, the resonance fre-
quency decreases because the coupling between the ground
pad and the part of PIFA near feeding port becomes stronger
in Figure 5(b). The isolation characteristic is retained above
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Figure 5: Simulated surface current distributions for the proposed
antenna at 2.44GHz (port 1: on, port 2: off) (a) without slit and (b)
with slit.

0

−10

−20

−30

−40
2.0 2.2 2.4 2.6 2.8 3.0

S
-p

ar
am

et
er

 (d
B)

Frequency (GHz)

−18dB

S11 (l1 = 27mm)
S21 (l1 = 27mm)
S11 (l1 = 27.5mm)

S21 (l1 = 27.5mm)
S11 (l1 = 28mm)
S21 (l1 = 28mm)

Figure 6: Simulated 𝑆-parameter results for various values of length
𝑙1.



4 International Journal of Antennas and Propagation

0

−10

−20

−30

−40
2.0 2.2 2.4 2.6 2.8 3.0

S
-p

ar
am

et
er

 (d
B)

Frequency (GHz)

−18dB

S11 (l2 = 6.5mm)
S21 (l2 = 6.5mm)
S11 (l2 = 8.5mm)

S21 (l2 = 8.5mm)
S11 (l2 = 10.5mm)
S21 (l2 = 10.5mm)

Figure 7: Simulated 𝑆-parameter results for various values of length
𝑙
2
.

0

−10

−20

−30

−40
2.0 2.2 2.4 2.6 2.8 3.0

S
-p

ar
am

et
er

 (d
B)

Frequency (GHz)

−18dB

S11 (w = 3mm)
S21 (w = 3mm)
S11 (w = 3.3mm)

S21 (w = 3.3mm)
S11 (w = 3.6mm)
S21 (w = 3.6mm)

Figure 8: Simulated 𝑆-parameter results for various values of width
𝑤.

18 dB. Because 𝑙2 is the length of the ground pad, the addition
of ground pad contributes to the size reduction of the
PIFA. When 𝑙2 is 10.5mm, the best isolation performance in
2.4GHz ISM band is achieved.

Figure 8 shows the simulated 𝑆-parameter results for
various values of width 𝑤. As 𝑤 decreases, the resonance
frequency increases because the coupling between the ground
pad and the tip of PIFA becomes weaker in Figure 5(b).
The 10 dB return loss bandwidth increases with an improved
impedance matching. The isolation characteristic remains
nearly constant above 18 dB regardless of the change in 𝑤. To
cover 2.4GHz ISM band, 𝑤 is chosen as 3mm.
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Figure 10: Simulated SAR distribution of the proposed antenna on
the phantom at 2.44GHz (input power: 100mW).

Figure 9 shows the simulated 𝑆-parameter results for
various values of length 𝑙3. As 𝑙3 increases, the isolation
characteristic is improved, while the 𝑆11 characteristic is
retained. Because 𝑙3 is the length of the slit, the change of 𝑙3
mainly affects the isolation characteristic. When 𝑙3 is chosen
as 24mm, the isolation characteristic is higher than 18 dB in
2.4GHz ISM band.

Figure 10 shows the simulated SAR distribution of the
proposed antenna on the phantom at 2.44GHz. According
to the Federal Communications Commission (FCC), the
SAR values for a partial body should be below 1.6W/kg
over a volume of 1 g of tissue [18]. When the maximum
input power is 100mW, the SAR of the proposed antenna is
1.42W/kgwhich satisfies the FCCSAR limitation of 1.6W/kg.
Therefore, the proposed antenna can be used for a low power
wireless terminal operating below 100mW such as Bluetooth
system [19].



International Journal of Antennas and Propagation 5

(a)

10mm thickness spacer

(b)

Figure 11: Fabricated antenna and phantom for measurement setup. (a) Fabricated antenna and (b) the antenna on the phantom for
measurement setup.

Table 1: Simulated total efficiency at 2.44GHz.

2.44GHz With slits Without slits
Total efficiency (%) 40.35 38.26

Table 1 shows the simulated total efficiency at 2.44GHz.
The total efficiency of the proposed antenna is higher than
that of the antenna without the slits due to the improvement
of isolation between the two antenna elements by inserting
the slits.

4. Measured Results

Figure 11 shows the fabricated antenna and phantom for
measurement setup.Themeasured electrical properties of the
fabricated human equivalent semisolid flat phantom are 𝜀𝑟 =
52.7 and 𝜎 = 1.95 S/m [20]. The human equivalent semisolid
flat phantom is used to measure the antenna performance.

Figure 12 shows the simulated andmeasured 𝑆-parameter
results for the proposed antenna. The simulated results are
virtually identical to the measured results. The discrepancy
between the simulated and the measured results may have
been due to a manufacturing error (long coaxial feed cable)
of the fabricated antenna [21]. The proposed antenna has the
10 dB return loss bandwidth of 210MHz (2.34∼2.55GHz).
This is wide enough to fully cover 2.4GHz ISM band. The
isolation characteristic is higher than 20 dB over 2.4GHz ISM
band.

Figure 13 shows the simulated and measured radiation
patterns of the proposed antenna at 2.44GHz.The measured
radiation patterns agree well with the simulated ones. The
radiation patterns of the PIFA 1 and PIFA 2 are similar to
each other. In Figure 13(a), nearly omnidirectional radiation
patterns are observed. In Figure 13(b), radiation patterns
directed toward the outside of phantom are observed. Table 2
shows the measured peak gain and radiation efficiency of the
proposed antenna at 2.44GHz. The peak gain is 1.61 dBi for
the PIFA 1 and 1.6 dBi for the PIFA 2.
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Figure 12: Simulated and measured 𝑆-parameter results for the
proposed antenna.

Table 2: Measured peak gain and radiation efficiency.

2.44GHz PIFA 1 PIFA 2
Peak gain (dBi) 1.61 1.6
Efficiency (%) 24.97 24.29

The diversity performance of a MIMO antenna could
be evaluated by the envelope correlation coefficient (ECC).
The ECC should be calculated from 3D radiation patterns
[22]. Figure 14 shows the calculated ECC from simulated and
measured radiation patterns of the proposed antenna. The
simulated ECC agrees well with the measured ECC.The ECC
values are maintained below 0.5 over 2.4GHz ISM band.The
simulated ECC of the proposed antenna is lower than that of
the antenna without slits due to the improvement of isolation
between the two antenna elements by inserting the slits.
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Figure 13: Simulated and measured radiation patterns of the proposed antenna at 2.44GHz (a) 𝑥𝑦 plane and (b) 𝑦𝑧 plane.

5. Conclusion

In this paper, the planar MIMO antenna with slits in 2.4GHz
ISM band for WBAN applications is proposed. The 10 dB
return loss bandwidth of the antenna on the human equiva-
lent flat phantom iswide enough to cover 2.45GHz ISMband.
The addition of ground pads contributes to the size reduction
and the improvement of the impedancematching of the PIFA.

The isolation characteristic is improved by adding two slits.
The isolation is higher than 18 dB over the ISM band. The
resonant frequency can be controlled by the PIFA, the ground
pad, and the slit. The performance of proposed antenna is
insensitive to the existence of the phantom. Consequently,
the above advantages make the proposed antenna a good
candidate for WBAN applications.
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Figure 14: Simulated andmeasured envelope correlation coefficient
of the proposed antenna and the antenna without slits.
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We propose an 𝑙𝑝-norm-penalized affine projection algorithm (LP-APA) for broadband multipath adaptive channel estimations.
The proposed LP-APA is realized by incorporating an 𝑙𝑝-norm into the cost function of the conventional affine projection algorithm
(APA) to exploit the sparsity property of the broadband wireless multipath channel, by which the convergence speed and steady-
state performance of the APA are significantly improved.The implementation of the LP-APA is equivalent to adding a zero attractor
to its iterations. The simulation results, which are obtained from a sparse channel estimation, demonstrate that the proposed LP-
APA can efficiently improve channel estimation performance in terms of both the convergence speed and steady-state performance
when the channel is exactly sparse.

1. Introduction

Recently, with the fast increasing demand for high data rate
and wide bandwidth in wireless mobile communication, the
use of broadband signal transmission has become an impor-
tant technique for next-generation wireless communication
systems, for instance, 3GPP long-term evolution (LTE) and
worldwide interoperability for microwave access (WiMAX)
[1–3]. Coherent detection and equalization in broadband
communication systems require perfect channel state infor-
mation [4], which is not known at the receiver.Therefore, the
achievable performance of coherent detection for such broad-
band communication system relies heavily on the accuracy
of the channel estimation [2–7], which can help to improve
the communication quality. Fortunately, the accurate channel
estimation can be obtained by means of the adaptive filter
algorithms, such as least mean square (LMS), recursive least
squares (RLS), and affine projection algorithm (APA) [8, 9].
On the other hand, normalized LMS (NLMS) algorithm,
which is an improved LMS algorithm, has been widely stud-
ied and applied in channel estimation owing to its low com-
plexity, high stability, and easy implementation. However,
NLMS algorithm converges slowly,making it difficult to track
the rapid time-varying channels. Consequently, the APAwith

an acceptable computational complexity between the NLMS
and RLS algorithms has been deeply developed and applied
in echo cancellation and channel estimations [9, 10].

On the other hand, themeasurement results of the broad-
band channel showed that the wireless multipath channel
consists of only a few dominant active propagation paths
whose magnitudes are nonzero, even though they have large
propagation delays [5, 11, 12]. Thus, these channels can be
regarded as a sparse channel with a few nonzero taps which
are dominant, while other inactive taps are zero or close to
zero because of the noise in the channel. However, the clas-
sical adaptive channel estimation algorithms, such as NLMS
algorithm and APA, may perform poorly when the channel
is exactly sparse [13]. As a consequence, a great number
of sparse signal estimation algorithms have been presented
to improve the estimation performance for sparse channels,
such as compressed sensing (CS) [5, 14–16] and zero-
attracting adaptive channel estimation algorithms [13, 17–23].
However, these CS reconstruction algorithms are sensitive to
the noise in the channel estimation and have high computa-
tional complexity [19].

Other effective adaptive channel estimation algorithms,
denoted as zero-attracting algorithms, have been reported
by the combination of the CS theory [15, 16] and the LMS
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algorithm [8], which are famous as zero-attracting LMS (ZA-
LMS) and reweighted ZA-LMS (RZA-LMS) algorithms [13].
Recently, these zero-attracting (ZA) techniques have been
expanded to the APA in order to improve the convergence
speed of the zero-attracting LMS algorithms [20], which are
denoted as zero-attracting APA (ZA-APA) and reweighted
ZA-APA (RZA-APA). As a result, the zero-attracting APAs
converge faster than those of the ZA LMSs due to the reuse
data scheme in the APA. However, these previously pro-
posed zero-attracting algorithms, which include the ZA-LMS
algorithm and the ZA-APA, are realized by integrating an
𝑙1-norm into the cost functions of the standard LMS andAPA,
respectively. Moreover, these 𝑙1-norm-penalized algorithms
impose a condition that the number of the active taps must
be very small as compared to the number of inactive channel
taps.

In this paper, we proposed an 𝑙𝑝-norm-penalized APA
(LP-APA) that incorporates an 𝑙𝑝-norm into the cost function
of the conventional APA on the basis of the concepts of zero-
attracting algorithm proposed in [13, 17–23], by which the
convergence speed and steady-state performance of the
conventional APA can be significantly improved when the
channel is exactly sparse.Moreover, the proposedLP-APAhas
an extra parameter 𝑝, which is more flexible than the previ-
ously proposed zero-attracting APAs [20–22].The LP-APA is
realized by introducing a zero attractor in its iterations, which
is used to attract the inactive taps to zero quickly. In other
words, our proposed LP-APA can inherit the benefits of both
the conventional APA and the past zero-attracting algorithms
and, hence, it can achieve faster convergence speed and
smaller steady-state error in comparison with the conven-
tional APA. In this study, our proposed LP-APA is imple-
mented over a sparsemultipath channel in single antenna sys-
tems in order to verify the channel estimation performance in
comparison with the NLMS, APA, ZA-APA, and RZA-APA.
Computer simulation results demonstrate that the proposed
LP-APA achieves better estimation performance in terms of
both the convergence speed and steady-state behavior for
sparse channel estimation.

The remainder of this paper is organized as follows. In
Section 2, we briefly discuss the previously proposed conven-
tional APA, ZA-APA, and RZA-APA based on a sparse multi-
path communication system. In Section 3, wemathematically
propose the LP-APA by the use of an 𝑙𝑝-norm-penalty in
the cost function of the conventional APA. Furthermore, the
update function of the LP-APA is obtained by using Lagrange
multiplier method. In Section 4, the channel estimation per-
formance of the proposed LP-APA is experimentally inves-
tigated over a sparse channel and compared with those of
the ZA-APA, RZA-APA, APA, andNLMS algorithms. Finally,
Section 5 draws a conclusion for this paper.

2. Conventional Channel
Estimation Algorithms

In this section, a sparse multipath communication system
shown in Figure 1 is employed in order to illustrate the con-
ventional channel estimation algorithms, namely, APA, ZA-
APA, and RZA-APA. The input signal x(𝑛) = [𝑥(𝑛), 𝑥(𝑛 − 1),

h

̂(n)y

y(n)
v(n)

d(n)

ĥ(n)

e(n)

Input signal
Unknown 

FIR channel

Output signal
Additive noise

Estimated 
FIR channel

Adaptive 
algorithms

Adaptive channel estimation

+

+

+

∑

∑

−

x(n)

Figure 1: Typical sparse multipath communication system.

. . . , 𝑥(𝑛−𝑁+1)]
𝑇, which contains the𝑁most recent samples,

is transmitted over an unknown finite impulse response
(FIR) channel with channel impulse response (CIR) h =

[ℎ0, ℎ1, . . . , ℎ𝑁−1]
𝑇, where (⋅)𝑇 is the transposition operation.

The input signal x(𝑛) is also an input of the channel estimator
ĥ(𝑛) with 𝑁 coefficients to generate an estimation output
ŷ(𝑛), and the desired signal d(𝑛), which is obtained at the
receiver, is composed of the channel output y(𝑛) and the noise
v(𝑛) in the channel. The purpose of the channel estimation is
to estimate the unknown channel h by using the APA, ZA-
APA, and RZA-APA.

2.1. Review of Conventional APA. The APA adopts multiple
projection scheme by utilizing past vectors from time itera-
tion 𝑛 to time iteration (𝑛 − 𝑄 + 1), where 𝑄 is defined as the
affine projection order. In the APA, we assume that the last𝑄
input signal vectors are organized as a matrix as follows:

U (𝑛) =
[
[
[
[

[

x𝑇 (𝑛)
x𝑇 (𝑛 − 1)

...
x𝑇 (𝑛 − 𝑄 + 1)

]
]
]
]

]

, (1)

where x(𝑛) is the input signal. We also define the following
useful vectors to further describe theAPA, such as the desired
signal d(𝑛), the estimation output of the APA filter ŷ(𝑛), and
the additive white Gaussian noise k(𝑛):

ŷ (𝑛) = [𝑦 (𝑛) 𝑦 (𝑛 − 1) ⋅ ⋅ ⋅ 𝑦 (𝑛 − 𝑄 + 1)]𝑇,

d (𝑛) = [𝑑(𝑛) 𝑑(𝑛 − 1) ⋅ ⋅ ⋅ 𝑑(𝑛 − 𝑄 + 1)]𝑇,

k (𝑛) = [V (𝑛) V (𝑛 − 1) ⋅ ⋅ ⋅ V(𝑛 − 𝑄 + 1)]𝑇.

(2)

For channel estimation, the APA is used to minimize
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1) − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

subject to : d (𝑛) − U (𝑛) ĥ (𝑛 + 1) = 0.
(3)
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Here, the Lagrange multiplier method is employed in
order to find out the solutions thatminimize the cost function
𝐽APA(𝑛 + 1) of the APA and 𝐽APA(𝑛 + 1) is given by

𝐽APA (𝑛 + 1) =
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1) − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

+ [d (𝑛) − U (𝑛) ĥ (𝑛 + 1)]
𝑇

𝜆APA,

(4)

where 𝜆APA is a𝑄×1 Lagrange multiplier vector with 𝜆APA =
[𝜆0 𝜆1 ⋅ ⋅ ⋅ 𝜆𝑄−1]

𝑇. By calculating the gradient of 𝐽APA(𝑛 +
1), we have

𝜕𝐽APA (𝑛 + 1)

𝜕ĥ (𝑛 + 1)
= 0, 𝜕𝐽APA (𝑛 + 1)

𝜕𝜆
= 0, (5)

ĥ (𝑛 + 1) = ĥ (𝑛) + U𝑇 (𝑛) [U (𝑛)U𝑇 (𝑛)]
−1

e (𝑛)

= ĥ (𝑛) + U+ (𝑛) e (𝑛) ,
(6)

where U+(𝑛) = U𝑇(𝑛)[U(𝑛)U𝑇(𝑛)]−1. In order to balance
the convergence speed and the steady-state performance, a
step size 𝜇APA is introduced into (6), and hence, the update
function (6) of the APA can be modified to

ĥ (𝑛 + 1) = ĥ (𝑛) + 𝜇APAU
+
(𝑛) e (𝑛) . (7)

It is worthwhile to note that the APA is aNLMS algorithm
when the affine projection order 𝑄 is set to one.

2.2. Review of the ZA-APA and RZA-APA. In this subsection,
we briefly review the ZA-APA and RZA-APA. On the basis of
the past studies, we know that the cost function of the ZA-
APA is defined by combining the cost function 𝐽APA(𝑛 + 1) of
the standard APA with an 𝑙1-norm-penalty of the channel
estimator and is expressed as

𝐽ZA (𝑛 + 1)

=
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1) − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

+ [d (𝑛) − U (𝑛) ĥ (𝑛 + 1)]
𝑇

𝜆ZA + 𝛾ZA
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1)󵄩󵄩󵄩󵄩󵄩1,

(8)

where 𝜆ZA is the Lagrange multiplier vector with a size of𝑄×
1, while 𝛾ZA is a regularization parameter which is used to
balance the estimation error and the sparse 𝑙1-norm-penalty
of ĥ(𝑛 + 1). To minimize the cost function of the ZA-APA,
we use the Lagrange multiplier method on 𝐽ZA(𝑛+ 1), and we
obtain

𝜕𝐽ZA (𝑛 + 1)

𝜕ĥ (𝑛 + 1)
= 2ĥ (𝑛 + 1) − 2ĥ (𝑛) − U𝑇 (𝑛)𝜆ZA

+ 𝛾ZA sgn [ĥ (𝑛 + 1)] ,
(9)

where sgn[𝑥] is a component-wise sign function defined as
follows:

sgn [𝑥] =
{{

{{

{

𝑥

|𝑥|
, 𝑥 ̸=0

0, 𝑥 = 0.

(10)

In order to get the minimization of (9), the left-hand side
(LHS) of (9) is set to zero. Therefore, we have

ĥ (𝑛 + 1) = ĥ (𝑛) + 1
2
U𝑇 (𝑛)𝜆ZA −

1

2
𝛾ZA sgn [ĥ (𝑛 + 1)] .

(11)

Then, by multiplyingU(𝑛) on both sides of (11) and using
the e(𝑛) = d(𝑛) − U(𝑛)ĥ(𝑛), we can get

𝜆ZA =
2e (𝑛) + 𝛾ZAU (𝑛) sgn [ĥ (𝑛 + 1)]

U (𝑛)U𝑇 (𝑛)
. (12)

Substituting (12) into (11), assuming sgn[ĥ(𝑛 + 1)] ≈
sgn[ĥ(𝑛)] at the steady stage, and introducing a step-size 𝜇ZA
to balance the convergence speed and the steady-state perfor-
mance, we can obtain the update function of the ZA-APA

ĥ (𝑛 + 1)

= ĥ (𝑛) + 𝜇ZAU
+
(𝑛) e (𝑛)

+
1

2
𝛾ZAU
+
(𝑛)U (𝑛) sgn [ĥ (𝑛)] − 1

2
𝛾ZA sgn [ĥ (𝑛)] .

(13)

From the update equation (13) of the ZA-APA, we find
that there are two additional terms in comparison with the
update equation (7) of the conventional APA, which attract
the inactive taps to zero when the tap magnitudes of the
sparse channel are zero or close to zero.These two additional
terms are regarded as zero attractors whose zero-attracting
strengths are controlled by the regularization parameter 𝛾ZA.
In a word, the zero attractor can speed up the convergence of
the ZA-APA when the majority of taps of the channel h are
inactive ones, such as sparse channel.

Unfortunately, the ZA-APA cannot distinguish the active
taps and the inactive taps of the sparse channel so that it
exerts the same penalty to all the channel taps, which forces
all the channel taps to zero uniformly [13, 20]. Therefore, the
performance of theZA-APAmight be degraded for less sparse
channel. In order to improve the estimation performance of
the ZA-APA, a heuristic method first investigated in [24] and
used in [20] to reinforce the zero attractor was proposed,
which was denoted as RZA-APA. In the RZA-APA,
∑
𝑁

𝑖=1
log(1 + 𝜀RZA|ℎ̂𝑖(𝑛)|) (𝑖 = 1, 2, . . . , 𝑁) is adopted instead

of ‖ĥ(𝑛)‖1 used in ZA-APA. Thus, the cost function of the
RZA-APA can be written as

𝐽RZA (𝑛 + 1)

=
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1) − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

+ [d (𝑛) − U (𝑛) ĥ (𝑛 + 1)]
𝑇

𝜆RZA

+ 𝛾RZA

𝑁

∑

𝑖=1

log (1 + 𝜀RZA
󵄨󵄨󵄨󵄨󵄨
ℎ̂𝑖 (𝑛 + 1)

󵄨󵄨󵄨󵄨󵄨
) ,

(14)

where 𝛾RZA is a regularization parameter for balancing the
estimation error and the strength of the zero attractor,
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𝜀RZA > 0 is a positive threshold which is set to 10 in [13, 20]
to obtain optimal performance, and 𝜆RZA is a vector of the
Lagrange multiplier with size of 𝑄 × 1. We use the Lagrange
multiplier to the cost function of the RZA-APA and assume
sgn[ĥ(𝑛+1)]/(1+𝜀RZA|ĥ(𝑛+1)|) ≈ sgn[ĥ(𝑛)]/(1+𝜀RZA|ĥ(𝑛)|)
in the steady stage. Then, we can get the update equation of
the RZA-APA by taking the statistical property of the channel

ĥ (𝑛 + 1) = ĥ (𝑛) + 𝜇RZAU
+
(𝑛) e (𝑛)

+
1

2
𝛾RZAU

+
(𝑛)U (𝑛)

sgn [ĥ (𝑛)]

1 + 𝜀RZA
󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨

−
1

2
𝛾RZA

sgn [ĥ (𝑛)]

1 + 𝜀RZA
󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨

,

(15)

where 𝜇RZA is the step size of the RZA-APA.

3. Proposed LP-APA Sparse Channel
Estimation Algorithm

On the basis of the conventional APA and the zero-attracting
techniques used in the ZA-APA and RZA-APA, we proposed
an 𝑙𝑝-norm-penalized affine projection algorithm (LP-APA)
by integrating an 𝑙𝑝-norm into the cost function of the
conventional APA in order to design a zero attractor.The pro-
posed LP-APA is also a zero-attracting algorithm, which can
further exploit the sparsity property of the wireless multipath
channel. In the LP-APA, an 𝑙𝑝-norm is employed to replace
the 𝑙1-norm in the ZA-APA. As for channel estimation, the
objective of the LP-APA is to minimize

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1) − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

+ 𝛾LP
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1)󵄩󵄩󵄩󵄩󵄩𝑝

subject to : d (𝑛) − U (𝑛) ĥ (𝑛 + 1) = 0,
(16)

where 𝛾LP is a very small constant that is used to balance the
estimator error and the 𝑙𝑝-norm-penalized ĥ(𝑛 + 1) and ‖ ⋅ ‖𝑝
is the 𝑙𝑝-normwith 0 < 𝑝 < 1. It is found that an extra tunable
parameter 𝑝 in the 𝑙𝑝-norm can provide a flexible penalty for
the proposed LP-APA in comparison with the fixed 𝑙1-norm
in ZA-APA. In order to minimize (16), the Lagrange multi-
pliermethod is employed and the cost function of the LP-APA
can be written as

𝐽LP (𝑛 + 1)

=
󵄩󵄩󵄩󵄩󵄩
ĥ(𝑛 + 1) − ĥ(𝑛)󵄩󵄩󵄩󵄩󵄩

2

+ [d (𝑛) − U (𝑛) ĥ (𝑛 + 1)]
𝑇

𝜆LP

+ 𝛾LP
󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛 + 1)󵄩󵄩󵄩󵄩󵄩𝑝,

(17)

where 𝜆LP is the Lagrange multiplier vector.
By calculating the gradient of the cost function 𝐽LP(𝑛 + 1)

of the LP-APA, we have

𝜕𝐽LP (𝑛 + 1)

𝜕ĥ (𝑛 + 1)
= 0, 𝜕𝐽LP (𝑛 + 1)

𝜕𝜆LP
= 0. (18)

Then, by solving (18), we get

ĥ (𝑛 + 1) = ĥ (𝑛) + 1
2
U𝑇 (𝑛)𝜆LP

−
1

2
𝛾LP

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

.

(19)

In order to avoid dividing by zero, which is a case for a
sparse channel at initialization stage, we introduce a small
positive constant into the denominator of the last termof (19).
Then, (19) can be further modified to

ĥ (𝑛 + 1) = ĥ (𝑛) + 1
2
U𝑇 (𝑛)𝜆LP

−
1

2
𝛾LP

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

.

(20)

By multiplying both sides of (20) by U(𝑛), we obtain

U (𝑛) ĥ (𝑛 + 1) = U (𝑛) ĥ (𝑛) + 1
2
U (𝑛)U𝑇 (𝑛)𝜆LP

−
1

2
𝛾LPU (𝑛)

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

.

(21)

Taking (18) and (21) into consideration, we have

d (𝑛) = U (𝑛) ĥ (𝑛) + 1
2
U (𝑛)U𝑇 (𝑛)𝜆LP

−
1

2
𝛾LPU (𝑛)

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

.

(22)

From the discussion of the APA, ZA-APA, and RZA-APA
and considering e(𝑛) = d(𝑛) − U(𝑛)ĥ(𝑛), we can get the
Lagrange multiplier 𝜆LP by solving (22)

𝜆LP = [U (𝑛)U
𝑇
(𝑛)]
−1

×

{{

{{

{

2e (𝑛) + 𝛾LPU (𝑛)

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

}}

}}

}

.

(23)
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Substituting (23) into (20), we can get the update equation
of the LP-APA

ĥ (𝑛 + 1) = ĥ (𝑛) + U+ (𝑛) e (𝑛)

+
1

2
𝛾LPU
+
(𝑛)U (𝑛)

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

−
1

2
𝛾LP

󵄩󵄩󵄩󵄩󵄩
ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

1−𝑝

𝑝
sgn (ĥ (𝑛))

󵄨󵄨󵄨󵄨󵄨
ĥ (𝑛)󵄨󵄨󵄨󵄨󵄨
1−𝑝

+ 𝜀𝑝

= ĥ (𝑛) + U+ (𝑛) e (𝑛)

+
1

2
𝛾LPU
+
(𝑛)U (𝑛)M (𝑛) − 1

2
𝛾LPM (𝑛) ,

(24)

where M(𝑛) = (‖ĥ(𝑛)‖
1−𝑝

𝑝
sgn(ĥ(𝑛)))/(|ĥ(𝑛)|

1−𝑝

+ 𝜀𝑝). To
further balance the convergence speed and the steady-state
performance of the LP-APA, a step size 𝜇LP is introduced into
(24) which is similar to APA, ZA-APA, and RZA-APA, and
hence, (24) can be modified to

ĥ (𝑛 + 1) = ĥ (𝑛) + 𝜇LPU
+
(𝑛) e (𝑛)

+
1

2
𝜌LPU
+
(𝑛)U (𝑛)M (𝑛) − 1

2
𝜌LPM (𝑛) ,

(25)

where 𝜌LP = 𝜇LP𝛾LP. It is worthwhile to note that our pro-
posed LP-APA in (25) has two more terms than the standard
APA, namely, (1/2)𝜌LPU+(𝑛)U(𝑛)M(𝑛) and (1/2)𝛾LPM(𝑛),
which are denoted as zero attractors. Therefore, the conver-
gence speed and steady-state performance of the LP-APA are
significantly improved due to the zero attractors used in our
proposed LP-APA. Moreover, the zero-attracting strengths of
the zero attractors are controlled by the parameter 𝜌LP. In
otherwords, the zero attractors in our proposedLP-APAexert
the 𝑙𝑝-norm-penalty mainly on the inactive taps and hence
the convergence speed of these zero taps is significantly
increased. In addition, we found that the computational
complexity is a little higher than those of the RZA-APA and
ZA-APA, which comes from the gradient calculation of the
𝑙𝑝-norm. However, our proposed LP-APA outperforms the
RZA-APA, ZA-APA, and APA in terms of the convergence
speed and the steady-state performance.

4. Results and Discussions

In this section, we use the computer simulation to investigate
the channel estimation performance of our proposed LP-
APA over a sparse multipath communication system. The
simulation results are compared with those of the previously
proposed sparsity-aware algorithms including ZA-APA and
RZA-APA as well as the standardAPA andNLMS algorithms.
Here, we consider a sparse channelhwhose length𝑁 is 32 and
whose number of dominant active taps 𝐾 is set to two
different sparsity levels, namely,𝐾 = 1 and 4, similarly to past
studies in [13, 17–19]. In all the simulations, the dominant
active channel taps are obtained from aGaussian distribution
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Figure 2: Typical sparse multipath channel.

which is subjected to ‖h‖2
2
= 1, and the positions of these

dominant active channel taps are randomly distributed
within the length of the channel.The input signal x(𝑛) used in
this paper is a Gaussian random signal while the v(𝑛) is an
additive zero-mean Gaussian noise with variance 𝛿2V , which is
independent with the input signal x(𝑛). An example of a
typical sparsemultipath channel with a channel length of𝑁 =
32 and a sparsity level of𝐾 = 3 is described in Figure 2. In all
the simulations, the power of the received signal is 𝐸𝑏 = 1,
and hence, the signal-to-noise ratio (SNR) can be defined as
SNR = 10 log(𝐸𝑏/𝛿

2

V). The difference between the actual and
estimated channels based on these sparse adaptive channel
estimation algorithms and the sparse channel discussed
above is evaluated by using mean square error (MSE) which
is defined as follows:

MSE (𝑛) = 10log
10
𝐸{
󵄩󵄩󵄩󵄩󵄩
h − ĥ (𝑛)󵄩󵄩󵄩󵄩󵄩

2

2
} (dB) . (26)

In this paper, the following parameters are used to obtain
the channel estimation performance: 𝜇NLMS = 0.73, 𝜇APA =
𝜇ZA = 𝜇RZA = 𝜇LP = 0.5, 𝛾ZA = 𝛾RZA = 5 × 10

−4, 𝜀RZA = 10,
𝑝 = 0.5, 𝜌LP = 4×10

−5, and 𝜀𝑝 = 0.05. Here, 𝜇NLMS is the step
size of the NLMS algorithm. In the investigation of the effects
on the parameters, we change one of these parameters, while
other parameters are invariable.

4.1. Effects of Parameters on the Proposed LP-APA. In the
proposed LP-APA, two more parameters, 𝑝 and 𝜌LP, are
introduced to design the zero attractors compared with the
conventional APA. Furthermore, we also investigate the
effects on the performance of the LP-APAwith different affine
projection order 𝑄. Next, we show how these three parame-
ters affect the proposed LP-APA over a sparse channel with
channel length𝑁 = 32 and the sparsity level𝐾 = 4.The com-
puter simulation results for different value of 𝑝, 𝜌LP, and 𝑄
are presented and shown in Figures 3, 4, and 5, respectively.
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Figure 3: Effects of 𝑝 on the proposed LP-APA.
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Figure 4: Effects of 𝜌LP on the proposed LP-APA.

We can see from Figure 3 that the steady-state error of the
proposed LP-APA is reduced with an increase of 𝑝 ranging
from 0.4 to 0.5. When 𝑝 = 0.6, the LP-APA can achieve the
same steady-state error as that of 𝑝 = 0.5. However, the
steady-state performance is becoming worse for 𝑝 = 0.8 and
1. In fact, when 𝑝 = 1, the proposed LP-APA is the ZA-APA.

0 50 100 150 200 250 300 350 400 450 500

0

5

10

Iterations

M
SE

 (d
B)

NLMS
APA (Q = 2)
APA (Q = 4)
APA (Q = 8)

LP-APA (Q = 2)
LP-APA (Q = 4)
LP-APA (Q = 8)

−40

−35

−30

−25

−20

−15

−10

−5

Figure 5: Effects of affine projection order 𝑄 on the proposed LP-
APA.

In addition, we obverse that the LP-APA can achieve the same
convergence speed at the early iteration stage; after that, the
convergence speed of the LP-APA slows downwith increasing
of 𝑝.

Now, we turn to discuss the effects of the 𝜌LP on the
proposed LP-APA. We can see from Figure 4 that the steady-
state performance of our proposed LP-APA is improved with
a decrease of 𝜌LP when 𝜌LP is greater than 4 × 10

−5. When 𝜌LP
continues to decrease, the steady-state error increases again.
This is because a small 𝜌LP results in a weak zero attracting
strength, which consequently reduces the convergence speed
and degrades the steady-state performance. According to the
discussions of those effects on parameters 𝑝 and 𝜌LP, it is
observed that a small 𝑝 can speed up the convergence and
reduce the steady-state error of the LP-APA for 0.5 < 𝑝 < 1.
The effect of parameter 𝜌LP shown in Figure 4 is similar to the
parameter 𝛼 in ZA-APA [20]. Thus, we can fix the parameter
𝜌LP on the basis of investigation of the ZA-APA and select a
small 𝑝 to obtain better performance.

Then, we show the channel estimation performance of the
LP-APA with different value of 𝑄. The simulation results are
shown in Figure 5. It is found that the convergence speed is
significantly improvedwith the increasing of the parameter𝑄
for the proposed LP-APA and the ZA-APA, while the steady-
state errors for both the LP-APA and ZA-APA are increased.
This is due to the reuse data scheme in the APAs, which can
accelerate their convergence speed. Furthermore, we found
that the LP-APA can achieve faster convergence speed than
the APA and NLMS algorithms with the same steady-state
error floor when 𝑄 = 8. Thus, we can draw a conclusion
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Figure 6: Performance of sparse channel estimation with different sparsity levels.

from the discussions alluded to above thatwe should carefully
select the parameters𝑝,𝜌LP, and𝑄 to balance the convergence
speed and steady-state performance for the proposed LP-
APA.

4.2. Effects of Sparsity Level 𝐾 on the Proposed LP-APA. In
view of the results discussed above for our proposed LP-APA,
we choose 𝑝 = 0.5, 𝜌LP = 4 × 10

−5, and 𝑄 = 2 to evaluate the
channel estimation performance of the LP-APA over a sparse
channel with channel length of 𝑁 = 32 and 𝐾 = 1 and 4 for
which the obtained simulation results are given in Figure 6 at
30 dB.We can see fromFigure 6(a) that our proposedLP-APA
can achieve the fastest convergence speed and lowest steady-
state error when 𝐾 = 1 in comparison with the previously
proposed ZA-APA, RZA-APA, and the conventional APA
and NLMS algorithms. When 𝐾 = 4, we can see from
Figure 6(b) that our proposed LP-APA still has the highest
convergence speed. However, our proposed LP-APA achieves
nearly the same steady-state error floor as that of RZA-
APA. This is owing to that these sparsity-aware algorithms
attract the inactive taps to zero quickly when 𝐾 = 1, and
hence their convergence speeds are improved so much, while
their convergence speed reduced because of the reduction of
the zero taps when 𝐾 = 4. With the reduction of the sparsity
of the sparse channel, the steady-state error floors are dete-
riorated and the convergence speeds are reduced for all the
sparse-aware APAs.Moreover, our proposed LP-APA still has
fastest convergence speed from 𝐾 = 1 to 𝐾 = 4. Thus, we
can summarize this discussion by saying that the convergence
speed and the steady-state performance of the LP-APA can

be improved for sparse channel estimation applications by
proper selection of its parameters.

5. Conclusion

In this paper, we proposed an LP-APA to exploit the sparsity
of the broadband multipath channel and to speed up the
convergence of the standard APA. The LP-APA was realized
by incorporating an 𝑙𝑝-norm into the cost function of the con-
ventional APA, resulting in a zero attractor in its iterations,
which attracted the inactive taps to zero quickly and hence
accelerated the convergence speed of theAPA.The simulation
results showed that our proposed LP-APA with acceptable
computational complexity increased the convergence speed
and reduced the steady-state error of the APA as well as the
ZA-APA and RZA-APA for sparse channel estimation.
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This paper proposes a multiband antenna for LTE/GSM/UMTS band operation. The proposed antenna consists of a meandered
planar inverted-F antenna with an additional branch line for wide bandwidth and a folded-loop antenna. The antenna provides
a wide bandwidth to cover the hepta-band LTE/GSM/UMTS operation. The measured 6 dB return loss bandwidth is 169MHz
(793–962MHz) at the low-frequency band and 1030 MHz (1700–2730MHz) at the high-frequency band.The overall dimension of
the proposed antenna is 55mm × 110mm × 5mm.

1. Introduction

Nowadays, mobile equipment is required to cover vari-
ous communication services (Wi-Fi, Bluetooth, GPS, and
LTE). In various mobile communication services, long-term
evolution (LTE) is one of the widely used communication
systems as a fourth-generation wireless service. Because each
nation or wireless carrier uses different frequency bands,
a multiband antenna is desirable. Moreover, the role of
multiband antennas becomes more important because the
carrier aggregation technique of LTE-Advanced communica-
tion system has been released [1].

In this paper, we propose a multiband antenna that
operates over the hepta-band in LTE/GSM/UMTS servi-
ces. The proposed antenna consists of a folded-loop
and a meandered planar inverted-F antenna (MPIFA)
with an additional branch line. The folded-loop antenna
operates at the high-frequency band covering GSM1800
(1710–1880MHz), GSM1900 (1850–1990MHz), UMTS
(1920–2170MHz), LTE2300 (2305–2400MHz), and LTE2500
(2500–2690MHz), and the MPIFA with an additional
branch line covers the low-frequency band, including
GSM850 (824–894MHz) and GSM900 (880–960MHz)
[2–6]. The proposed antenna satisfies the 6 dB return loss

bandwidth in all operating frequency bands and exhibits
near-omnidirectional radiation patterns.

2. Antenna Design

Figure 1(a) shows the structure of the proposed multi-
band antenna for LTE/GSM/UMTS operation.The proposed
antenna is designed on an FR-4 substrate (𝜀𝑟 = 4.4; tan𝛿 =
0.02). The FR-4 substrate dimension is 55mm × 110mm ×
1mm, and that of the antenna is 55mm × 12mm × 4mm.
Figure 1(b) shows the detailed configuration of the radiating
element. The left side structure operates as a folded loop for
the high-frequency band. This folded-loop structure has a
wide bandwidth characteristic owing to its large thickness
of 4mm [7–9], whereas the right side structure that consists
of an MPIFA and additional branch line covers the low-
frequency band. Because a conventional PIFA has an insuf-
ficient frequency bandwidth for wireless communication, the
proposed MPIFA has an additional branch line to increase
the bandwidth.This structure generates additional resonance
owing to the shunt capacitance between the additional branch
line and the ground [10].Weused theHFSS v.14.0.0 byANSYS
for the simulation of the proposed antenna [11].
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Figure 1: Configuration of the proposed antenna. (a) Overview. (b) Radiator.

3. Design Procedure and Parametric Study

To demonstrate the operating principle of the proposed
antenna, it is divided into a folded-loop and an MPIFA
structure. Figure 2 shows the simulated return loss char-
acteristics of two reference antennas (Refs. 1 and 2) and
the proposed antenna. The single element of the folded-
loop antenna (Ref. 1) has a wide return loss bandwidth
characteristic at the high-frequency band, whereas the single
element of the MPIFA (Ref. 2) has narrow bandwidths at
both the low and high bands. The Ref. 2 antenna without an
additional branch line generates the first resonance at around
850MHz and the second resonance at 2.5 GHz. By combining
the folded-loop structure and the MPIFA with an additional
branch line, the proposed antenna enhances the resonance
characteristic at the high-frequency band and has a wide
bandwidth characteristic at both low and high bands.

Parametric studies and optimization are performed for
impedance matching at each resonant frequency and for

determining the resonant frequency. Figure 3 shows the
simulated return loss characteristics of various shorted strip
widths𝑊1 of the MPIFA. As𝑊1 decreases, the second reso-
nant frequency at the low band shifts to the lower frequency
side, and impedance matching in the low-frequency band
improves. However, the high-frequency band is not affected.

For overall impedance matching at the high-frequency
band, the effect of height ℎ of the folded-loop structure is
shown in Figure 4. The return loss characteristic at the high-
frequency band is improved by increasing ℎ, whereas the
first and second resonances at the low band remain almost
stationary at around 800–1000MHz. When ℎ = 4mm,
the 6 dB return loss bandwidth at the high-frequency band
simultaneously satisfies the GSM, UMTS, and LTE bands.

Figure 5 shows the simulated return loss characteristic for
various widths of the folded loop𝑊2. As𝑊2 is increased, the
effective current path of the folded loop structure is shortened
so that the second resonance in the high-frequency band
shifts toward the higher frequency side. Therefore the overall
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bandwidth at the high-frequency band is widened. When𝑊2
= 3mm, the antenna satisfies the 6 dB return loss bandwidth
at the desired frequency band.

Figure 6 shows the simulated return loss characteristic
for various gap distance 𝐺. As 𝐺 is decreased, the additional
branch line is coupled strongly with MPIFA. Hence, the
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Figure 7: Simulated surface current distributions of the proposed antenna. (a) First resonance at low band (850MHz). (b) Second resonance
at low band (930 MHz). (c) First resonance at high band (1810 MHz). (d) Second resonance at high band (2640 MHz).

Figure 8: Photographs of the manufactured antenna.

effective length of additional branch line becomes larger and
the second resonance in the low-frequency band shifts toward
the low-frequency side. When 𝐺 = 0.5mm, the antenna has
a dual resonance characteristic in the low-frequency band
and the antenna satisfies 6 dB return loss bandwidth over the
GSM 850 and GSM 900 bands. As a result, the simulated 6 dB
return loss bandwidth of the proposed antenna is 166MHz
(809–975MHz) at the low-frequency band and 1028MHz
(1675–2703MHz) at the high-frequency band.

4. Results and Discussion

Figures 7(a) and 7(b) show the simulated surface current
distributions of the MPIFA with a branch line at each
resonant frequency at the low band (850 and 930MHz).
Two different current paths exist in this structure: one flows
through the MPIFA; the other is formed by the coupling
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Figure 9: Simulated and measured return loss characteristics of the
proposed antenna.

between the branch line and ground. At the resonance
generated by the branch line, the radiation efficiency is bad
because of the strong coupling. To improve the radiation
characteristic in this case, a parasitic stub is added at the
end of the additional branch line. Figures 7(a)–7(c) show
that each structure, respectively, operates independently at its
own resonance frequency. However, at the highest operating
frequency, the current is strongly distributed in both the
folded loop and MPIFA, as shown in Figure 7(d).

Figure 8 shows the photographs of the fabricated antenna.
In the experiment, a 50-Ω coaxial line is used to feed the
antenna.

Figure 9 shows the simulated and measured return loss
characteristics of the proposed antenna.Themeasured results
agree well with the simulated results. The measured 6 dB
return loss bandwidths are 169MHz (793–962MHz) at the
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Figure 10: Measured 3D radiation patterns of the fabricated antenna at (a) 828 MHz, (b) 902 MHz, (c) 1850 MHz, and (d) 2680 MHz.
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Figure 11: Measured antenna gain and radiation efficiency of the proposed antenna. (a) Low-frequency band. (b) High-frequency band.

low-frequency band and 1030MHz (1700–2730MHz) at the
high-frequency band. This proposed antenna bandwidth is
wide enough to cover the desired hepta-band.

Figure 10 shows the measured radiation patterns of the
proposed antenna at each resonant frequency. At low fre-
quencies of 828 and 902MHz, the proposed antenna shows
omnidirectional patterns. At high frequencies of 1850 and

2680MHz, the proposed antenna shows directional patterns.
The measured radiation patterns are suitable for practical
mobile communication systems.

Figure 11 shows the measured radiation efficiency and
measured gains of the proposed antenna. The measured
radiation efficiency is approximately 24%–44% and 40%–
78% at the low and high band, respectively. The radiation
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Figure 12: SAR simulation models. (a) Simulation setup. (b) SAR distribution in the head phantom at 1795 MHz. (c) SAR distribution in the
head and hand phantoms at 1795 MHz.

efficiency at the low band is lower than that at the high
band owing to the coupling between the ground plane
and branch line. The measured gain varies from −0.91 to
0.25 dBi at the low band and from 1.4 to 5.48 dBi at the high
band.

To evaluate the specific absorption rate (SAR) of the
proposed antenna, a SAR simulation model that includes
head and hand phantoms supported by SEMCAD is used [12].
The relative permittivity and conductivity of the phantom
used in the simulation are listed in Table 1.

Figure 12(a) shows the simulation setup for the antenna
with phantoms. The antenna, including the casing, is held
by the hand phantom and attached to the head phantom.
The distance between the center of the antenna case and
hand phantom is 28mm, and that between the center of the
antenna case and head phantom is 7mm. These simulation
setups are based on the method used in [13]. Figures 12(b)
and 12(c) show the SAR distributions at 1795MHz where
the SAR value is maximum.These distributions indicate that
the maximum points of the SAR are located beneath the ear
position.

The simulated results for the return loss, SAR values,
and desired input power, which do not exceed the SAR
limit (1.6W/kg), are listed in Table 2. Because the proposed
antenna covers the hepta-band, the simulated frequencies
are chosen to be the center frequency of each desired
band. When the input power is 1W, the maximum SAR
values are 5.05W/kg for the head only and 4.37W/kg for
the head and hand at 1795MHz. The American National
Standards Institute requires that the SAR value should be
below 1.6W/kg over a volume of 1 g of tissue [14]. To
satisfy the SAR limitation, the input power should be below
0.31W.

The simulated antenna gain and efficiency with the
head and hand phantoms are listed in Table 3. The antenna
efficiency and gainwith head and hand phantoms are reduced
substantially since the antenna placed at the bottom side of a
terminal is wrapped around by the hand.

Figure 13 shows the measured SAR distribution for the
fabricated antenna on the head phantom. The SPEAG dosi-
metric assessment system (DASY-4) was used to perform
SARmeasurements [15].The 1 g and 10 g SAR values when the
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Figure 13: Measured SAR distributions in the head phantom (a) at 840 MHz and (b) at 1850 MHz (input power: 0.1W).

Table 1: Relative permittivity and conductivity in the simulation.

Frequency (MHz) Head Hand
Relative permittivity Conductivity Relative permittivity Conductivity

859 41.5 0.9 30.3 0.59
920 41.5 0.97 30 0.62
1795 40 1.4 27 0.99
1920 40 1.4 26.7 1.04
2045 40 1.4 26.5 1.09
2352.5 39.2 1.8 25.7 1.32
2595 39.2 1.8 25.7 1.32

Table 2: Simulated results of the return loss and SAR for the proposed antenna with the head and hand models.

Frequency
(MHz)

Head only Head and hand
Return Loss

(dB) 1-g SAR (W/kg) Input power for
limit [14] (W)

Return Loss
(dB) 1-g SAR (W/kg) Input power for

limit [14] (W)

859 14.94 3.84 0.41 6.43 2.27 0.70
920 6.78 4.59 0.34 6.74 3.06 0.52
1795 13.8 5.05 0.31 9.55 4.37 0.36
1920 8.75 4.34 0.36 7.19 3.74 0.42
2045 6.63 4.26 0.37 6.36 3.32 0.48
2352.5 4.36 3.74 0.42 4.49 2.17 0.73
2595 12.24 2.97 0.53 8.13 1.11 1.44

input power is 0.1W and input powers that should not exceed
the SAR limit [14] are listed in Table 4. The measured SAR
values are greater than simulated ones, because the antenna
is attached to the phantomwithout a case in themeasurement
setup.

5. Conclusion

A multiband antenna for the LTE/GSM/UMTS band opera-
tion has been proposed in this paper. The proposed antenna,
which consists of the MPIFA and folded-loop antenna, has
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Table 3: Simulated gain and efficiency for the proposed antenna with the head and hand phantoms.

Frequency (MHz) Head only Head and hand
Gain (dBi) Efficiency (%) Gain (dBi) Efficiency (%)

859 −3.34 17.03 −8.06 7.02
920 −3.10 12.72 −7.06 7.49
1795 3.81 49.14 0.98 21.52
1920 3.96 46.14 1.62 21.13
2045 4.06 42.60 1.77 20.09
2352.5 4.19 35.58 0.58 14.20
2595 2.33 50.17 0.97 22.33

Table 4: Measured 1-g and 10-g SAR values for the fabricated antenna with head phantom (input power: 0.1W).

Frequency (MHz) Head phantom
1-g SAR
(W/kg)

10-g SAR
(W/kg) Input power for limit [14] (W)

840 0.79 0.44 0.202
935 1.00 0.64 0.160
1850 2.79 1.51 0.057
2450 2.03 0.99 0.078

four resonant frequencies. The antenna provides wide 6 dB
return loss bandwidth at both the low and high bands. The
measured results of the fabricated antenna agree well with the
simulated results.Themeasured radiation patterns are almost
omnidirectional, and the measured efficiency is suitable for
the desired LTE/GSM/UMTS band.
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We have developed a simple mechanism incorporating feedline bends and rotary joints to enable motion of a monopole antenna
within a liquid-based illumination chamber for tomographic imaging. The monopole is particularly well suited for this scenario
because of its small size and simplicity. For the application presented here a full set of measurement data is collected from most
illumination and receive directions utilizing only a pair of antennas configured with the rotating fixture underneath the imaging
tank. Alternatively, the concept can be adapted for feed structures entering the tank from the sides to allow for measurements with
vertically and horizontally polarized antennas.This opens the door formore advanced imaging applications where anisotropy could
play an important role such as in bone imaging.

1. Introduction

Microwave tomography (MT) is a nonionizing imaging
modality capable of noninvasively recovering a wide range of
dielectric property (DP) values [1–3]. An observable contrast
exists between the dielectric properties (e.g., permittivity
and conductivity) of healthy and abnormal breast tissue [4–
8], and MT has shown great promise as a clinical imaging
technique for applications initially related to breast-cancer
detection [9], diagnosis [8], and chemotherapy monitoring
[10]. Current breast-imaging investigations at Dartmouth
College (Hanover, NH, USA) now focus on multimodal MR-
MT techniques [11–14], with the advent of MT providing spe-
cificity information to the high-resolution noncontrast
enhancedMR images.The development of anMR compatible
MT apparatus required array profile reductions due to size
restrictions associated with its placement inside the MR
bore. By decreasing antenna feedline lengths within the
imaging chamber, signal corruption increased due to the pre-
sence of less-heavily attenuated surfacewave-basedmultipath

signals [15]. These investigations were foundational steps in
understanding signal corruption issues associated with min-
iaturizing monopole antenna-array elements for biomedical
microwave tomography.

One of our current interests is imaging and assessing
the DPs of bone. Bone mineral density (BMD), along with
additional bone-quality factors such as bone architecture, is
currently used as clinical indicators of bone health. These
measurable characteristics have enormous clinical potential
as osteoporotic-screening and ultimately bone health assess-
ment tools [16]. Investigations evaluating bone’s DP varia-
tions as a function of mineralization using excised, demar-
rowed, trabecular porcine-bone samples indicate a strong
correlation between theMT recovered DPs and bone-volume
fraction measurements acquired using micro-CT [17]. In
fact, the first clinical microwave tomographic imaging of the
human calcaneus has recently been reported [18], further
highlighting the clinical applicability of using MT for assess-
ing the health of bone using DP measurements. Dartmouth’s
current clinical imaging system, comprehensively described
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(a) (b) (c)

Figure 1: SolidWorks rendering of an example rotary-enabled monopole antenna array: (a) with top cover, (b) with antennas oriented
upwards, and (c) with antennas oriented downwards.

(a) (b)

Figure 2: Photographs of (a) the new feed construct and antennas placed inside the imaging chamber and (b) the two bent monopoles
inserted through their hydraulic seals prior to rotary joint attachment.

in [19], employs an array of 16 monopole antennas. Although
free-space operation presents numerous difficulties for the
monopole [20–22], operation in the system’s lossy-coupling
medium substantially broadens the antenna’s frequency
response due to resistive loading, a significant advantage in
that it provides full target coverage without unwanted blind
spots. Low-cost and easily constructed, themonopole’s design
presents many advantages in the context of our multichannel
motion enabled array system, including ease of modeling
[23] and positioning close to the target’s surface in an array
due to low mutual coupling. A thorough characterization
of the system’s antenna elements in terms of return loss,
effective beam width, and beam steering angle as a function
of electrical length can be found in [24].

TheDP characteristics of bone are unique due to the com-
plex structure of the underling bone tissue. Recent studies
have demonstrated that the microstructure is highly cor-
related with the anisotropic DP distributions of trabecular
bone [25]. Although our noncontacting antenna array design
permits vertical translation of the elements, their orientations
are fixed parallel to one another. In order to image these
anisotropies with our system, antenna elements with the
ability to transmit and receive signals in orthogonal orienta-
tions are needed. This can be accomplished clinically with
the advent of antenna-array elements that can pivot around
a predetermined axis using a rotary joint (Cobham, Kelvin
Corporation, Rotary-Coupler Part Number 1106SS). We have
chosen this approach rather than simply adding additional
antennas into the array as they increase both cost and the

electronics’ complexity. Obtaining the additional range of
polarization orientations necessarily requires the use of a
novel rotary mechanism to avoid damaging feedlines from
repeated twisting. Figure 1 shows CAD renderings of a
proposed low-profile imaging chamber that incorporates
antenna rotation utilizing right angle-bent monopole anten-
nas in conjunction with rotary joints for feedlines entering
the tank from the sides. The antenna feedline-bending pat-
tern inside the illumination chamber ensures that the center
of the antenna is at the same physical location despite the
rotation of the feedline at the tank interface.

To evaluate the clinical feasibility of incorporating this
new data collection strategy into a biomedical microwave
imaging system, we have conducted a pilot investigation to
analyze the use of rotating, rotary joint-enabled, right angle-
bent monopole antennas in a prototype two-antenna MT
array (Figure 2).Theseminiaturizedmonopoles have reduced
profiles within the imaging chamber due to the bending con-
figuration, and the introduced rotational capability directly
increases the number of independentmeasurement positions
for a single monopole. Presented are S-parameter measure-
ments of the straight and bent monopoles, with and without
the introduction of the rotary joint. Minimal deviations are
observed after including both bends and rotary joints in the
antenna construct, indicating the design modifications have
not degraded the antenna’s performance over the system’s
operating frequency range (500–3000MHz). Our system is
designed to operate within this range due to the recognized
dielectric property contrast that exists between healthy and
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Measurement schematic for low-profle, rotating, right angle-
bent monopole antenna prototype
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Figure 3: (a) 2D schematic of the experimental-imaging set-up and (b) side-view photograph of the imaging chamber with inclusion region
during data collection.

abnormal tissues over this frequency span [4–8]. In addition,
we have shown previously that it is difficult to transmit a
signal across the target zone in just the homogeneous bath at
frequencies above 3000MHz [26]. ReconstructedMT images
from simulated and measured data are also shown, high-
lighting the profile-reduced rotary-enabled prototype’s ability
to recover high-caliber electric field data for accurate image
reconstruction using a unique, noncircular data collection
configuration.

2. Methods

2.1. Experimental Set-Up and Antenna Positioning. The
antenna and feed structure was constructed out of 2.3mm
diameter semi-ridged coaxial cable with a 3.4 cm length-
exposed tip forming the radiator’s active region. Bending of
the monopole was accomplished using a ridged mold that
allowed slow, progressive, and precise maneuvering of the
feedline into the desired angular geometry.This decreased the
monopole’s profile within the imaging chamber while main-
taining an appropriate feedline length for reduced multipath
corruption from surface waves.The antennas enter the imag-
ing chamber through hydraulic seals in the tank’s bottom
and are fixed at a specific vertical location within the tank
using short stainless-steel sleeves and conductive silver epoxy.
Their attachment to the rotary joints is outside of the
imaging chamber. Accurate positioning of the elements to

numerous signal transmission and detection positions was
easily achieved by incorporating an external-gearing mecha-
nism.

Figure 3 shows a schematic of the experimental imaging
set-up. In this two-antenna prototype, antenna A (the ded-
icated transmitter) was physically moved to 9 transmission
positionswhile antenna B (the dedicated receiver) wasmoved
to 11 receiving positions via the use of the rotary joint in
conjunction with the modified antenna geometry. Note that
because the centers of rotation for each feedline were not
coincident, the shape of the imaging zone was noncircular.
The collected measurements were mixed with a frequency-
dependent local oscillator, and downconverted, low-pass fil-
tered intermediate frequency signals are sent to the DAQ for
sampling.The field measurements collected at each transmit-
receive pair were used in our offline image reconstruction
algorithm, which is briefly outlined in the following section.

2.2. Data Acquisition and Image Reconstruction. Electric field
amplitude and phase measurements related to the object-
under-test (OUT) were obtained by subtracting a calibration
data set (with only coupling medium present in the imaging
system) from the measurements taken with the OUT sub-
merged in the lossy-medium, under the same data acquisition
protocol. This process is outlined in

𝐸
𝑚

OUT = 𝐸
𝑚

OUT𝑏 − 𝐸
𝑚

𝑏
, (1)
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where 𝐸𝑚OUT are the measured field values of the OUT, 𝐸𝑚OUT𝑏
are the combined measured field values of the OUT and
background coupling-medium, and 𝐸𝑚

𝑏
are the measured

field values of the background coupling-medium, respec-
tively. Subtractions were all calculated in log magnitude and
phase format.

Microwave image reconstruction requires solving an ill-
posed, nonlinear inverse-scattering problem with an iterative
computational method. Using a dual mesh approach [27], we
have implemented a Gauss-Newton iterative technique with
a log-transform [28] and Tikhonov regularization (𝜆) [29]
to solve the wave equation for the squared complex-value
wave number (𝑘2). The forward solution for each iteration
is calculated using a hybrid-element method described in
[30]. The algorithm seeks to minimize the squared error
objective function for themeasured and calculated amplitude
and phase values. The log magnitude/phase formulation of
this function is represented by

Ω =
󵄩󵄩󵄩󵄩󵄩
Γ
𝑚
− Γ
𝑐
(𝑘
2
)
󵄩󵄩󵄩󵄩󵄩

2

2

+
󵄩󵄩󵄩󵄩󵄩
Φ
𝑚
− Φ
𝑐
(𝑘
2
)
󵄩󵄩󵄩󵄩󵄩

2

2

+ 𝜆
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𝐿(𝑘
2
− 𝑘
2

𝑜
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2

2
,

(2)

where Γ𝑚, Γ𝑐, Φ𝑚, and Φ𝑐 are the log magnitude and
phase values for the measured and computed field values,
respectively. 𝐿 is a regularization matrix and 𝑘2

𝑜
is a prior

estimate of 𝑘2. Simulated data corresponding to the actual
measurement set-up was generated using a finite element
forward solver described in [29] and includes the addition of
simulated noise levels ranging from −80 to −100 dBm.

The algorithm uses the dielectric property distribution
of the background emersion medium as an initial estimate.
The emersion medium’s DPs can vary up to 3% as a function

of nominal room temperature fluctuations. Internal experi-
ments have shown that our imaging algorithm is robust and
produces only minor artifacts even when the assumed bath
properties differ from the actual one’s by as much as 15%. In
this context, temperature variations have minimal impact on
overall image quality.

3. Results

3.1. Return Loss Measurements. To analyze the effect of
introducing a right angle bend and rotary joint into the
monopole antenna-feed network, 𝑆11 measurements were
collected (in an 80 : 20 glycerine : water mixture) using an
Agilent E5071A network analyzer for (a) the clinical imaging
system’s traditional encapsulated monopoles (antenna 1 and
antenna 2, resp.), (b) the straightmonopoles prior to bending
(antenna 3 and antenna 4, resp.), (c) the bent monopoles
(antenna 5 and antenna 6, resp.), and (d) the bentmonopoles
incorporating the rotary joint (antenna 7 and antenna 8,
resp.) (Figure 4).

Comparing the return loss for our clinical monopoles
(i.e., antenna 1 and antenna 2,) to those of the straight,
bent, and rotary joint enabled monopoles demonstrates
negligible performance changes, indicating that the use of
the right angle-bentmonopole in conjunctionwith the rotary
joint is acceptable for this miniaturized microwave-imaging
investigation. Even with the addition of the bend and rotary
joint, the antenna’s resonant frequency remained roughly at
1000MHz, and its characteristic performance was consistent
for all design modifications.

In general, our monopole antennas have return losses on
the order of −8 to −9 dB out at the frequencies extremes [24].
In the worst case, −5 dB of transmitted power is reflected
(32%). This implies that 68% is transmitted (−1.7 dB). While
not optimal, given that our measurement system can detect
signals down to −140 dBm and our typical transmission
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Figure 5: Reconstructed 1100 and 1300MHz permittivity and conductivity images from simulated data.

power is roughly 1mW, we still receive enough signal to
maintain a healthy signal-to-noise ratio. It should also be
noted that the periodic humps seen from 1500 to 3000MHz
suggest the presence of standing waves resulting from the
long feedline length between the reference plane for the
network analyzer set during the calibration process and the
active part of the antenna. Incorporating longer transmission
lines that were in fact part of the whole feed structure
increased the distance between the calibration reference
plane and the actual antenna.

3.2. Reconstructed Images from Simulated andMeasuredData.
1100 and 1300MHz reconstructed permittivity and conduc-
tivity image sets using simulated noisy data representative of
the experimental set-up and actual measured data are shown
in Figures 5 and 6, respectively. The mixture ratios and inde-
pendent probe-measured dielectric properties of the back-
ground and inclusion regions, as well as the recoveredDP val-
ues at the midpoint of the inclusion regions, are summarized
in Tables 1 and 2, respectively. This simulation indicates that
the novel rotary-enabled two-antenna array measurement
set-up of 9 transmission positions and 11 measurement sites
can facilitate the recovery of accurate dielectric property
values for the background and the inclusion region, as well as
their relative positions. The inclusion region is identifiable in
all of the reconstructed images, especially for the permittivity,
where the contrast between the background and inclusion

Table 1: Probe collected dielectric property values for the bath
and inclusion region including their mixture composition (1100 and
1300MHz).

Region Mixture ratio
(by weight)

Actual values
(1100MHz)

Actual values
(1300MHz)

𝜀𝑟 𝜎 [S/m] 𝜀𝑟 𝜎 [S/m]

Bath 80 : 20
glycerine : water 27.8 1.1 25.3 0.97

Inclusion 50 : 50
glycerine : water 53.3 1.4 49.77 1.1

region is highest. The enhanced recovery of the inclusion
region observed in the 1100MHz conductivity image, when
compared to the 1300MHz image, is due to the larger DP
contrast that exists between the background and inclusion
region at that frequency (0.3 S/m as compared to 0.1 S/m).

4. Conclusion

In this report, we studied the performance of the monopole
antenna while incorporating several novel features into the
feed network—namely, right angle bends near the active parts
and rotary joints to allow for rotation about the primary
axis of the feedline. While these constructs may be relatively
commonplace in a range of microwave applications, this



6 International Journal of Antennas and Propagation

50.0

42.9

35.7

28.6

21.4

14.3

7.1

0.0

𝜀

𝜎

2.0

1.7

1.4

1.1

0.9

0.6

0.3

0.0

1100MHz 1300MHz

r

Figure 6: Reconstructed 1100 and 1300MHz permittivity and conductivity images from measured data.

Table 2: Recovered dielectric properties values at the midpoint of
the inclusion region for the simulated and measured data (1100 and
1300MHz).

Value at midpoint of
inclusion region
(simulated data)

Value at midpoint of
inclusion region

(measurement data)
𝜀𝑟 𝜎 [S/m] 𝜀𝑟 𝜎 [S/m]

1100MHz 57.3 0.91 48.52 0.95
1300MHz 54.84 1.23 42.03 1.04

is the first report of their incorporation into biomedical
MT applications, and in combination they open a range
of possibilities for microwave tomographic imaging. Being
able to remotely alter both antenna position and orientation
instantly increases the design degrees of freedomwith respect
to system configuration. It is important that the antenna cha-
racteristics remained relatively constant even with these
transmission-line perturbations. For the imaging results pre-
sented here, the data was no longer restricted to an array of
antennas configured strictly on a circular arc. This illustrated
that good quality images can be recovered in nonstandard
array configurations, which opens up the possibility for fur-
ther reducing the number of antennas and associated electro-
nics channels, significantly reducing overall costs and simpli-
fying the system layout.

More importantly, it opens up the possibility of conve-
niently acquiringmeasurement data from a range of polariza-
tion orientations—especially for feedlines entering the tank
from the sides. As discussed earlier, for applications such
as bone imaging, being able to reconstruct the anisotropic
dielectric property distributions could pave the way towards
noninvasively recovering bone structural information. This
would be a significant advance in monitoring bone-health,
which is an increasingly important health concern. Finally,
these analyses further emphasize that the monopole antenna
generally offers a range of electrical and practical advantages
over a host of alternate conventional approaches.
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A dual-band folded-coupling planar inverted-F antenna (FC-PIFA) is presented in this paper. By using the folded-coupling
technique, the proposed antenna provides two distinct impedance bandwidths of 159MHz (about 6.5% centered at 2.45GHz)
and 1512MHz (about 27.5% centered at 5.5 GHz), which cover the required bandwidths for the 2.4/5GHz wireless local area
network (WLAN) communications. Moreover, the antenna shows a low profile of 5mm and a small length of 20.5mm in radiating
area, making it easy to be installed in the casing of wireless handheld devices and laptops. Details of the design procedures and
experimental results are discussed.

1. Introduction

In wireless communication industry, planar inverted-F
antenna (PIFA) is the most significant radiating elements
owing to its compact size, multifrequency characteristic, and
good compatibility to be integrated into mobile terminals
and laptop computers. Recently, different types of PIFAs have
been reported in many literatures for the growing demands
of wireless local area network (WLAN) operations. An
internal PIFA with modified radiating strips and appropriate
feeding and shorting positions was published for 2.4/5GHz
WLAN applications [1]. To overcome the narrow bandwidth
property of conventional PIFAs, a coupled-fed PIFA with
a band-notching slit was investigated [2]. By inserting a
J-shaped slot and a meandering line on the conducting
patch, the PIFA operates at WLAN and Worldwide Interop-
erability for Microwave Access (WiMAX) applications [3].
With embedding an F- and T-shaped slot on the radiating
structure and using a trapezoidal feeding plate, three resonant
modes were generated and impedance bandwidth of the
PIFA was enhanced [4]. By using two orthogonal radiators
instead of a planar structure, the wideband characteristic

is achieved by generating additional resonant frequency
through a grounded strip [5]. However, these PIFAs still have
high profiles or occupy large radiating areas.

In this paper, we propose a dual-band folded-coupling
planar inverted-F antenna (FC-PIFA) for IEEE 802.11a
(2400–2480MHz) and IEEE 802.11b/g (5150–5825MHz)
standards. We combine the concepts of a microstrip-coupled
feeding line [6] and nearby conducting elements [7] and
further represent a novel folded-coupling technique. By
introducing this technique, the electromagnetic coupling
effect generates an additional resonant mode to achieve
wideband performance. The double-side configuration also
decreases the profile and radiating area (5mm × 20.5mm)
of the proposed antenna, which is easier to be embedded as
an internal antenna in narrow space within the casing of a
portable wireless device, such as a laptop or smart phone.
Moreover, its simple geometry provides an easy fabrication
and a good radiating performance.

Details of the experimental results, including measure-
ments and simulations, of the constructed prototype are
discussed. Effects of the parameters of the folded-coupling
region on the impedance bandwidth and surface current
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and (c) the parameters of the folded-coupling region in (b); photograph of proposed FC-PIFA for (d) the front side and (e) the back side.

distributions are also analyzed. Furthermore, the radiating
performance of the proposed antenna, including radiation
patterns and peak gain values, are described.

2. Antenna Design Concepts and
Experimental Procedures

Firstly, the design concepts of the antenna are investigated.
Figures 1(a) and 1(b) show the constructions of the conven-
tional folded planar inverted-F antenna (PIFA, denoted as
reference antenna) and the proposed FC-PIFA, respectively.
Both antennas are printed on FR4 substrates (dimensions
of 60mm × 40mm, thickness of 0.8mm, and relative

permittivity of 4.4). The antenna in Figure 1(a) is fed by a
50Ω minicoaxial line, with its central conductor connected
to point A (the feeding point) and its outer ground sheath
connected to point B (the grounding point). All strip widths
of the reference antenna are set as 1mm. The main radiating
strip is from point A to C and the shorting strip is from
point A to D. The bending structure is for the purpose of a
lower profile. However, its frequency ratio and bandwidth is
insufficient for IEEE 802.11b/g (5150–5825MHz) standards.
Results are presented in the next section.

Hence, a folded-coupling technique is suggested. The
antenna in Figure 1(b) is also fed by a 50Ω minicoaxial line,
with its central conductor connected to point A (the feeding
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point) and the outer ground sheath connected to point B (the
grounding point). The front-side radiating strip is coincided
with a portion of the back-side strip via a shorting pin for
mutual coupling (point A → E → F → G). The shorting
pin enables the conventional PIFA transfigure to a FC-PIFA.
With suitable size of the folded-coupling region, the electro-
magnetic coupling is generated, which introduces a new res-
onancemode around 5GHz.The strip widths of the proposed
antenna are set as 1mm except the folded-coupling region in
Figure 1(c), which is denoted as𝐻. Furthermore, the folded-
coupling region contributes a large capacitance whereas
the shorting strip is used for inductive tuning. Thus, good
impedance matching for IEEE 802.11a (2400–2480MHz) and
IEEE 802.11b/g (5150–5825MHz) standards can be easily
achieved by adjusting the length of the shorting strip. Results
are also presented in the next section. Figures 1(d) and 1(e)

illustrate the photographs of the proposed FC-PIFA for the
front and back side, respectively. In this work, the simulations
were calculated with Ansoft HFSS and the measurements
were obtained with an R&S ZVB 40 vector network analyzer.
The radiation patterns and gain values were measured in the
far-field anechoic chamber.

3. Results and Discussions

Then, the experimental results of the antenna are investigated
and discussed in this section. Figure 2 shows the simulated
and measured return loss for the reference antenna and the
proposed FC-PIFA with 𝐻 = 1 and 3mm, respectively.
Although the reference antenna has dual resonant frequen-
cies, it is unsuitable for dual-band operation of 2.4/5GHz
due to its inadequate frequency ratio and narrow bandwidth
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at higher frequency band. For the folded-coupling region of
𝐻 = 1mm and 𝐿1 = 7.5mm, the coupling effect generates
a new resonant mode at around 5GHz. However, it has a
poor impedancematching. For further increasing the folded-
coupling region to 𝐻 = 3mm and 𝐿1 = 7.5mm, the
impedance matching around 5GHz can be much improved.
The −10 dB bandwidths of the lower and upper bands
reach about 159MHz (2358–2517MHz, 6.5% centered at
2.45GHz) and 1512MHz (4658–6170MHz, 27.5% centered at
5.5 GHz), which are favorable for 2.4-GHz (2400–2484MHz)
and 5-GHz (5150–5825MHz) WLAN communications. As

expected, it exhibits a good agreement between themeasured
and the simulated results.

The influences of the parameters, the length of the folded-
coupled region 𝐿1, and the back-side radiating strip 𝐿2 are
studied. Figure 3 shows the simulated return loss versus
frequency for various 𝐿1. With 𝐿1 increasing from 6.5 to
8.5mm and simultaneously the total length of 𝐿1 and 𝐿2
being fixed as 28mm, the upper band decreases gradually
whereas the lower band changes slightly. This appearance
indicates that the size of the folded-coupling region only
affects the upper band. With further varying 𝐿2 from 11
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Figure 6: Measured radiation patterns of proposed FC-PIFA obtained at (a) 2.45 and (b) 5.5 GHz.

to 15mm and simultaneously fixing the area of the folded-
coupling region (𝐻 = 3mm and 𝐿1 = 7.5mm), the lower
band decreases gradually whereas the upper band changes
slightly, as shown in Figure 4. This appearance demonstrates
that the total length of the FC-PIFA dominates the resonant
frequency of the lower band.

To explore the effect of folded-coupling technique in
depth, Figures 5(a), 5(b), and 5(c) show the excited surface
current distributions of the proposed FC-PIFA simulated via
Ansoft HFSS at 2.45, 5.2, and 5.8GHz, respectively. Themain
surface current path is observed from the feeding point to the
open end of the radiating strip on the back side through the
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Figure 7: Simulated radiation patterns of proposed FC-PIFA obtained at (a) 2.45 and (b) 5.5 GHz.

shorting pin, as shown in Figure 5(a).The total length is about
a quarter-wavelength corresponding to 2.45GHz. In Figures
5(b) and 5(c), the main surface current widely spread on
the folded-coupling region, introducing two close resonant
modes in 5GHz band. Of note, the main current path on
the back radiating element at 5.8GHz is slightly shorter than

that at 5.2 GHz, which interprets that two close but distinct
resonant modes are induced owing to the folded-coupling
technique.

Radiation characteristics of the proposed antenna are
also studied. Figure 6 shows the measured radiation patterns
at 2.45 and 5.5GHz. Corresponding simulated radiation
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patterns are also shown in Figure 7 for comparison. The
measurements generally consist with the simulations. For
both operation frequencies in the x-y plane (the azimuthal
plane), the vertical component shows a relatively small
variation and is close to omnidirection. This characteristic
is favorable for WLAN application. Noticeably, a relatively
stronger radiation in +𝑦 plane can be ascribed to the shorting
pin. Figure 8 shows the simulated and measured peak gain
against frequency of the proposed FC-PIFA. For the lower
band at 2.35–2.55GHz, the measured gain varies in a range of
1.8-1.9 dBi. For the upper band at 5.1–5.9GHz, the measured
gain varies in a range of 3.0–4.1 dBi. The gain values within
the whole operation bands are quite stable. The measured
results are 0.1-0.2 dBi lower than the simulations due to the
attenuation caused by the 50Ω coaxial lines.

4. Conclusion

A dual-band FC-PIFA for WLAN communications has been
successfully implemented. The prototype of the antenna
has a low profile of 5mm and occupies a small radiating
area of 5mm × 20.5mm, which is easier to be embedded
as an internal antenna in narrow space within the casing
of a portable wireless device, such as a laptop or smart
phone. By simply adjusting the folded-coupling region, two
wide impedance bandwidths sufficient for 2.4/5GHz bands
WLAN operation can be achieved easily. Good radiating
performance and stable peak gain values can also be obtained,
which is beneficial for challenging wireless propagation
environments.
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A novel internal printed antenna suitable for triple long-term evolution (LTE) bands for handheld devices is presented. The
operating bandwidths of the design are LTE700 (698∼800MHz), LTE2300 (2300∼2400MHz), and LTE2500 (2500∼2690MHz).
Through the use of a C-shape broadside coupled feed structure, full operation in the lower band is achieved.The antenna itself uses
two unequal path lengths to produce a low frequency band with two resonant modes. The required bandwidth is then adjusted
using a couple feed, and finally placed over a ground plane via another C-type coupling element in order to enhance the two low-
frequency matches. In the definition of the −6 dB reflection coefficient, the bandwidth of two basic modes in the low frequency
band is 0.689∼0.8GHz. We adopt the definition of the −10 dB reflection coefficient for the high frequency mode, and its working
frequency bands are shown to be 2.3∼2.72GHz. The antenna size is only 40 × 12 × 0.8mm3 with a ground plane of 98 × 40mm2.

1. Introduction

In recent years, mobile communication requires a handheld
mobile device to function on multiple communication sys-
tems which has made the multiband mobile antenna increas-
ingly important [1–3]. In view of the growth of consumer
demands for speed and bandwidth, the fourth generation of
long-term evolution (LTE) mobile communication technol-
ogy has been developed. However, the requirement for lower
and wider frequency bands has increased the difficulty of
antenna design. The bandwidth achievable from a conven-
tional planar antenna is often insufficient. Although the use
of 3D concepts is able to increase bandwidth, this approach
also increases the thickness of the resulting device. In [4], a
planar structurewas used to design an antenna functioning in
the LTE700/LTE2300/LTE2500 bands. Although the design
was capable of covering whole frequency bands, it required
a relatively large surface area for its implementation. In [5],
a relatively smaller planar structure was used to design a
multiband antenna, which also covered the frequency bands

of LTE700/LTE2300/LTE2500. However, in this case the low
frequency section failed to cover the entire band; it narrowed
the relative bandwidth of the planar structure covering the
same area as the 3D structure. This is because a 3D structure
can often use its side to widen the wire and decrease the
𝑄 value in order to increase its operational bandwidth. In
[6], the use of a magnetic material substrate overcame the
observed shortcomings. The magnetic permeability from
the magnetic material significantly reduced the electrical
length of the low frequency band. However, it simultaneously
increased hysteresis loss and decreased the gain. In addition,
high-quality factors resulted in an insufficient bandwidth. A
multiband loop antenna was proposed in [7]. The antenna
structure is relatively large, yet the design easily meets the
required bandwidth.The antenna was designed by observing
the structure of the antenna current density in order to widen
where the density is weak to achieve a broader band.

This paper presents a miniaturized printed antenna
design for a mobile communication device, which operates at
frequency bands meeting the required operating bandwidths
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Figure 1: The geometry of the proposed compact printed antenna (a) with system ground, (b) top view, and (c) bottom view.

of LTE700, LTE2300, and LTE2500. The antenna design
uses a base band and second harmonic in combination with
different resonance paths to achieve the desired operating
bandwidths. Through the use of a coupling feed and imbed-
ding a C-shape coupler underneath, the proposed antenna
achieves excellent impedance matching within the operating
bands.

2. Proposed Antenna Design

The overall structure of the proposed LTE concealed multi-
band mobile communication antenna is shown in Figure 1.
The antenna is printed on a FR4 substrate with a thickness
of 0.8mm, permittivity of 4.4, and tangent loss of 0.025. The
overall size of the antenna and handheld device is 110 × 40
× 0.8mm3, where the antenna size is 12 × 40 × 0.8mm3 and
has a ground plane of 98 × 40mm2. The antenna is fed by
a microstrip line with a characteristic impedance of 50 ohms
andwidth of 1.5mm.Thegeometric structure and the detailed
physical size of the LTE multiband mobile communication
antenna design of this paper are shown in Figure 1(b).

In Figure 1(b) the top view of the antenna radiating body
is shown. The antenna mainly contains two radiation paths,
which are labeled (A-I) and (D-I); the two paths of resonant
frequencies generate the required operating bandwidth for
the LTE700 frequency band. The physical length is approx-
imately two resonance frequencies of 1/4𝜆𝑔 of the required
resonant length. In Figure 1(c) the bottomviewof the antenna
is shown. We used a C-type coupler in the back of the
antenna.The detailed dimensions of the parameters are listed
in Table 1. The parameters and dimensions of the proposed
antenna are achieved by using the full-wave electromagnetic
simulator, which is Ansofthigh frequency structure simulator
(HFSS) [8]. The antenna adopts a coupling feed structure,
which can increase the capacitance effects from the antenna
feeding to improve the inductive effects produced by the thin
metal wire. It can significantly improve input impedance of
the antenna and make it easy to match the characteristic
impedance of the system. However, since the design of
this antenna is limited by the size, it is not suitable to
use the traditional interdigital coupling feed structure to
generate enough capacitance. Therefore, by imbedding a
C-type coupler behind the original coupling feed we can
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Table 1: The detailed dimension of the parameters in Figure 1.

Parameter Length (mm) Parameter Length (mm) Parameter Length (mm)
AC 61.5 𝐿 110 𝑊 40
DE 6 𝐿𝑎 12 𝑊𝑎 21
EF 47 𝐿𝑏 5.5 𝑊𝑏 23.5
GH 46.75 𝐿 𝑐 1.8 𝑊𝑐 17
HI 24.7 𝐿𝑑 2 𝑊𝑑 1.52
𝐿1 36 𝐿 𝑒 4.8 𝑊𝑒 12
𝐿2 34 𝐿𝑓 1.5 𝑊𝑓 6
𝐿3 10.5 𝐿𝑔 4.5 𝑊𝑔 11.5
𝑔 0.2 𝐿ℎ 1.1

(a) (b)

Figure 2: Experimental prototype of the proposed compact printed
antenna (a) top view and (b) bottom view.

dramatically increase (and, in conjunction, improve) the
capacitance effects of the required antenna matching. The
structure of the coupling feed will be analyzed in detail in the
next paragraph.

3. Results and Discussions

3.1. Resonance Mechanism of the Proposed Antenna. In order
to measure the proposed antenna characteristics, we use an
SMA connector with a 50 ohm characteristic impedance in
the actual experiments. Its center conductor is connected
to the microstrip line, and the outer ground is connected
directly to the system ground plane. In Figure 2 the experi-
mental prototype is shown, while Figure 3 shows the simu-
lated andmeasured reflection coefficients.The simulated and
measured antenna reflection coefficients are in agreement,
albeit with a minor variation at the edge of the frequency
band caused by inaccuracies in the material when actually
fabricating the plates. In the low-frequency part, defined
by a −6 dB reflection coefficient, the operating bandwidth
can be up to 110MHz (690∼800MHz), which contains the
LTE 700 full-band operation required bandwidth. In the
high-frequency part, using the −10 dB reflection coefficient
definition, it can cover the entire required frequency of the
LTE2300/2500 operating bands. The antenna measurement

is seen to reach a high-frequency bandwidth up to 410MHz
(2300∼2710MHz).

In order to accelerate the analysis of the antenna radiation
characteristics and reduce the material waste caused by
constant implementation, we used the HFSS [8] to analyze
the relevant characteristics of the antenna. The antenna
current distribution determined by the simulation is shown
in Figure 4, which is obtained from the observation of each
band in Figure 3. In the observed frequency ranges, the four
resonant frequency points are 724, 774, 2320, and 2550MHz,
which correspond to the simulated current distribution as
shown in Figures 4(a)∼4(d). We first observed the current
distribution of the two low frequencies of the resonant
frequency points. In order to meet the resonance boundary
condition of short to open circuit, the main resonant path
is approximately a physical length of 1/4𝜆𝑔 of the resonant
frequency. To observe the current distribution of the first
resonant frequency point in the high-frequency band, the
main resonance frequency mechanism is the base frequency
multiplication of the low resonant path.Therefore, by observ-
ing the current distribution we can witness the current
null point generated from the resonance. To observe the
current distribution of the second resonant frequency point
in the high-frequency band, the main current distribution
is concentrated on the right side of the conductor and
the distribution is approximately 1/4𝜆𝑔 of the monopole
antenna.

3.2. Parametric Analysis. As mentioned above, due to a
limited design space, this antenna cannot use an interdigital
coupling feed to dramatically increase the capacitance effect.
Therefore, a C-shape coupler was added behind the parallel-
coupled feed line to increase the required capacitive effect
for impedance matching and improve the matching within
the antenna operational band. In Figure 5 the simulated
reflection coefficient graph of the antenna embedding with
and without the C-type coupler is shown. The embedded
C-type coupler under the coupling feed line improves the
antenna’s impedance characteristics. Specifically, in the low
frequency range, without the coupler, thematching condition
on the conjunction of the two resonant frequency points
is not satisfied; however, with the addition of the coupler,
the impedance characteristics of the low frequency band
are significantly improved and can easily meet the −6 dB
reflection coefficient definition.
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Figure 3: Measured and simulated reflection coefficient of the proposed miniaturized antenna versus frequency.
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Figure 4: Simulated current distribution of the proposed miniaturized antenna.

The simulated reflection coefficient graph for the pro-
posed antenna design when varying the parameter 𝐿1 is
shown in Figure 6. Since this path mainly generates the first
resonant frequency (724MHz) of the required physical length
of the resonator, we can observe a change in the resonant
frequency points by changing the length 𝐿1. Appropriate
adjustment of this length can satisfy the low frequency
band (698MHz) within the LTE700 operation band. In this

paper, the optimal length for 𝐿1 was 36mm. The simulated
reflection coefficient graph when varying parameter 𝐿2 is
shown in Figure 7. The simulation result shows that when 𝐿2
is changed, the second resonant frequency point of the low
frequency band is changed. Therefore, appropriate control
of the length 𝐿2 can make the second resonant frequency
point of the low frequency cover the high frequency points of
the LTE700 operating bandwidth. In this paper, the optimal
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Figure 5: Simulated reflection coefficient of the proposed antenna with and without the C-shape coupler.
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Figure 6: Simulated reflection coefficient of the proposed antenna as the function of 𝐿1.
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Figure 7: Simulated reflection coefficient of the proposed antenna as the function of 𝐿2.
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Figure 8: Simulated reflection coefficient of the proposed antenna as the function of 𝐿3.
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Figure 9: Simulated three-dimensional radiation pattern at (a) 750MHz and (b) 2500MHz.

length for 𝐿2 was 34mm. Appropriate control of the two
parameters 𝐿1 and 𝐿2 ensures that low-frequency operation
fully covers the bandwidth required for LTE700 operation.
Through the embedding of the C-type coupler to improve the
impedance matching at the junction, the two resonant fre-
quencies canmeet the full bandwidth operation requirement.
In addition, because the high frequency operation of this
antenna is the harmonic of the low-frequency resonant path,
proper control of these two parameters can also make the
high frequency cover the bandwidth required for LTE2300
operation.

The simulated reflection coefficient when varying the
parameter 𝐿3 is shown in Figure 8. The second harmonic for

the high frequency operation is a monopole antenna with a
1/4𝜆𝑔 wavelength. We observe that as the length is changed,
the resonant frequency varies. Therefore, appropriate control
of the parameter can make the antenna operation fully
cover the bandwidth required for LTE2500 operation. In the
present work we design the antenna by adjusting the three
parametersmentioned above, which can completely cover the
range of the three LTE frequency bands.

3.3. Radiation Characteristics. The simulated and measured
3D radiation pattern of the proposed antenna design at low
and high frequency is shown in Figures 9 and 10, respectively.
The pattern in three different cuts is similar between the
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Figure 10: Measured three-dimensional radiation pattern at (a) 750MHz and (b) 2500MHz.

simulated andmeasured results. In Figure 10(a) themeasured
3D radiation pattern of the antenna at a central frequency
of 750MHz is shown. A nearly omnidirectional radiation
pattern is observed in the 𝑋-𝑌 plane. The characteristic of
the radiation is ideal for handheld devices. The 3D radiation
pattern of the designed antenna measured at 2500MHz is
shown in Figure 10(b). Since the resonance mechanism at
higher bands is a higher order mode, a null point could be
observed at a higher frequency band. However, the radiation
pattern remains in the horizontal section (𝑋-𝑌) with an
omnidirectional radiation pattern, which is also conducive to
handheld devices for wireless communication reception.

The measured antenna gain and efficiencies at low
and high frequency are shown in Figures 11(a) and 11(b),

respectively. In the former, the antenna gain variation is
from −0.05 dBi to −2.8 dBi and the variation of the antenna
efficiency ranges from 36.5% to 50.5%. Since this antenna is
a miniaturized antenna when operating in the low frequency
band, the radiation efficiency is relatively unaffected by the
limitation of the miniaturized design. However, in compar-
ison to the reference design, the antenna presented here
still meets LTE700 operational requirements with respect to
gain and radiation when operating at low frequency. From
Figure 11(b), the gain variation at the high frequency band is
seen to vary from 3.4 to 2.1 dBi while the antenna efficiency
concurrently varies from 76.3% to 67.1%. We can see that the
proposed design is capable of stabilizing the antenna gain and
efficiency.
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Figure 11: Measured and simulated antenna gain and antenna efficiency 𝜂𝑎 = 𝜂rad ⋅ (1 − |𝑆11|
2
) of the proposed antenna versus frequency at

(a) lower and (b) higher bands.

4. Conclusion

This paper proposes a multiband LTE antenna design for
internalmobile device use. Since the antenna adopts a printed
design, the actual production is cost effective and easily
integrates with mobile systems. The antenna defined by the
−6 dB reflection coefficient at low frequency can resonate
within a bandwidth of 110MHz (689∼800MHz). At high
frequency under the −10 dB reflection coefficient definition
the antenna is capable of reaching a 410MHz (2.3∼2.71 GHz)
operational bandwidth.The antenna at low frequency utilizes
two adjacent resonant frequencies to create a wider band
and successfully uses a C-type coupling element to enhance
impedance matching. Therefore, this antenna design can
completely cover the required operational bandwidths of
LTE700, LTE2300, and LTE2500. Our experimental results
have shown that the antenna possesses favorable radiation
characteristics irrespective of operation at low and high
frequency bands.
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A rectangular planar spiral antenna sensor was designed for detecting the partial discharge in gas insulation substations (GIS).
It can expediently receive electromagnetic waves leaked from basin-type insulators and can effectively suppress low frequency
electromagnetic interference from the surrounding environment. Certain effective techniques such as rectangular spiral structure,
bow-tie loading, and back cavity structure optimization during the antenna design process can miniaturize antenna size and
optimize voltage standing wave ratio (VSWR) characteristics. Model calculation and experimental data measured in the laboratory
show that the antenna possesses a good radiating performance and a multiband property when working in the ultrahigh frequency
(UHF) band. A comparative study between characteristics of the designed antenna and the existing quasi-TEM horn antenna was
made. Based on the GIS defect simulation equipment in the laboratory, partial discharge signals were detected by the designed
antenna, the available quasi-TEM horn antenna, and the microstrip patch antenna, and the measurement results were compared.

1. Introduction

Partial discharge signal has been widely studied as an
important indicator for characterizing the merits of GIS
insulation performance [1]. Electrical monitoring methods
include the pulse current method and the UHF method.
The UHF method detects high frequency electromagnetic
signals (300MHz–3GHz) excited by partial discharge in
the airspace. Numerous interfering signals can be effec-
tively avoided. The UHF method is suitable for online
monitoring for its high frequency, wide bandwidth, and
high sensitivity. Through UHF signals, not only can the
presence of defects in GIS be detected, but the occurrence
and severity of the insulation fault can also be determined
[2].

Currently, the antenna sensor of GIS partial discharge
monitoring is mainly divided into two types, namely, the
built-in sensor and the external sensor [3].The built-in sensor
is placed internally in the GIS and it must be considered
during the design of GIS equipment to reduce its additional

effect on the internal electric field. Its advantages are high
sensitivity, very good detection results, and strong anti-
interference ability [4, 5]. The external sensor is mainly used
in GIS equipment that has been put into operation and has
no built-in sensors. It is installed on the basin insulator and is
able to test the insulation condition of GIS through collecting
leakage electromagnetic waves from partial discharge. The
advantage is easy installation and maintenance and the
electric field inside the device remains unaffected [6–8]. To
carry out the UHF detection method smoothly, the designed
antenna should meet the development trend of miniaturiza-
tion and broadband, taking into account the bandwidth and
gain of the sensor.Thus, the antenna will receive more partial
discharge signals. A new type of planar helical antenna sensor
for detecting the UHF of GIS partial discharge was developed
in our lab.The designed antenna has a small volume andwide
frequency band. Through simulation and experimental anal-
ysis for its parameter, the designed antenna can effectively
detect UHF signal and satisfy the requirement of GIS online
monitoring.
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Figure 1: Planar spiral antenna.

2. The Basic Form of the Helical Antenna

The helical antenna is made of metal with good electrical
conductivity and has a spiral shape [9]. It has the advantage
of circular polarization and broad beam width; thus, it is
widely used in satellite communications and personal mobile
communications [10, 11]. Helical antennas can be divided
into three-dimensional helical antennas and plane helical
antennas according to their structure. The basic form of
the planar helical antenna consists of an Archimedes helical
antenna and an equiangular helical antenna.The radius of the
Archimedean helical antenna increases as the angle increases.
Its curve equation is

𝑟 = 𝑟0 + 𝑎𝜙, (1)

where 𝑟0 is the initial radius, 𝑎 is the spiral growth, and 𝜑 is
the angle in radians.

A double-arm Archimedean helical antenna [12, 13] is
shown in Figure 1(a). The antenna generally uses the balance
feed at the center of the spiral surface, and the main radiation
area is focused on the average circumference of a wavelength
band, also known as the effective radiative zone. When the
frequency changes, the effective radiative zone changes as
well, but the radiation pattern basically remains unchanged.
Moreover, when the effective radiative zone for the antenna
is at the outermost region, its frequency is at the lowest
operating frequency of the antenna. For the circular spiral
surface, the perimeter is 𝐶 = 𝜋 × 𝐷 = 𝜆max, such that the
outer diameter of the antennas is the following:

𝐷 =
𝜆max
𝜋
. (2)

Since the planar Archimedean helical antenna was pro-
posed in the 1950s, due to its features such as broadband,
circular polarization, and low profile, it has received an
increasing amount of attention and application.

The equation of the planar equiangular helical antenna is
as follows:

𝑟 = 𝑟0𝑒
𝑎(𝜙−𝜙0), (3)

where 𝜑0 is the initial radius, 𝑎 is the spiral growth, and 𝑟0 is
the radius vector corresponding to 𝜑0. A planar equiangular
helical antenna [14] is shown in Figure 1(b).

3. Characteristics of the Rectangular Plan
Spiral Antenna

3.1. Antenna Structure

(a) Design of Rectangular Spiral. The rectangular spiral
structure is a variation of the Archimedes spiral structure. It
has the same advantages as the Archimedes spiral structure.
Furthermore, it has a more simple structure and higher space
utilization. Therefore, the designed helical antenna in this
paper uses a planar rectangular spiral structure. A rectangular
spiral structure effectively reduces antenna size and weight. It
also facilitates manufacturing.

(b) Reflecting Cavity and Shielding. Planar spiral antennas
have the characteristics of wide bandwidth, small volume,
wide main lobe circular polarization, and normal two-way
radiation. However, antennas require unidirectional radia-
tion. Therefore, the overall structure of the antenna designed
in this paper is the semienclosed planar spiral antenna.
The antenna surface, except for the receiving surface, is
shielded by a metal shield cavity. A reflecting cavity is also
added. Furthermore, the antenna should be filled with wave
absorption material to ensure wide bandwidth.

(c) Bow-Tie Vibrator Loading. To increase the bandwidth, the
terminal of the spiral selects the bow-tie vibrator loading
(Figure 2) to reduce the transmission loss of the spiral
periphery. The bow-tie antenna is a low-profile structure
planar antenna. It has the advantages of being lightweight
and easy to install [15]. The performance of the antenna
is determined by two main factors: opening angle 𝜃0 and
arm length 𝑙 (Figure 3). The larger the opening angle is,
the wider the frequency band of operation is. However, the
lateral dimension of the antenna will increase if the opening



International Journal of Antennas and Propagation 3

Rectangular spiral
Parallel double-wire feed

Butterfly vibrator loading in terminal

Figure 2: The structure of the planar spiral antenna.
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Figure 3: The structure of the bow-tie antenna.

angle is too large. Miniaturization of the antenna cannot be
guaranteed. The arm length of the antenna metal vibrator
is an important parameter for determining the low-end fre-
quencies of the input impedance bandwidth of the antenna.
The longer the arm 𝑙, the better the low-frequency covering
performance of the antenna.Thework of the antenna signal is
a Gaussian pulse radiation for their fidelity waveform. Thus,
the radiation waveform fidelity will be higher for antennas
whose working signal is a Gaussian pulse. According to
the empirical formula, bow-tie antenna arm length and the
corresponding wavelength under low frequency satisfy the
following relationship:

𝑙 =
𝜆

4
(1 −
97.82

𝑍𝑐

) , (4)

where 𝜆 is the corresponding wavelength under the low-end
frequency of the antenna input impedance bandwidth and𝑍𝑐
is the characteristic impedance of the antenna, which is given
as follows:

𝑍𝑐 = 120 ln(ctg(
𝜃0

4
)) . (5)

Figure 4: Physical map of the designed antenna.
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Figure 5: VSWR with a frequency between 300MHz and 3GHz.

The bow-tie antenna and the equiangular spiral antenna
are both wideband antennas. Wideband antenna can achieve
broadband impedance matching and reduce transmission
loss after taking loading mode, thereby improving the radi-
ation characteristics of the antenna.

Figure 4 shows a physical map of the rectangular spiral
antenna designed in this paper.The size of the antenna is 132×
85 × 50mm and its weight is 278 g.

3.2. Antenna VSWR. VSWR is the reciprocal of the trav-
eling wave coefficients. Its value is from 1 to infinity.
VSWR is widely used in engineering to indicate the degree
of impedance mismatch between antenna impedance and
transmission line impedance. The VSWR ratio simulation
results of the designed antenna are shown in Figure 5.
The figure shows that VSWR is less than 2 within 1.6
GHz–2.1 GHz and 2.3GHz–3.0GHz, with a wide frequency
range.

In many cases, the antenna impedance is unknown but
the VSWR can be measured. Thus, the mold of the reflection
coefficient can be calculated using VSWR. The measured
VSWR is shown in Figure 6. Figure 6 shows that the VSWR
is better within 1.15 GHz–1.55GHz, 1.9 GHz–2.7GHz, and
2.85GHz–3GHz, whereas the VSWR is poor below 1GHz.
The simulation results of VSWR are basically consistent with
the measurements.
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Figure 6: Measured VSWR of the designed antenna.

Table 1: Measured gain of the designed antenna.

Frequency (MHz) 300 500 800 1000 1500 2000 3000
Gain (dB) −36 −23 −9 2.5 4.5 5.5 11.7

Table 2: The value of the designed antenna pattern.

Frequency
(MHz)

Main lobe
width (dB)

Beamwidth
3 dB (deg)

Side-lobe
level (dB)

500 −24.5
1000 2.9 105.8 −4.5
1500 4.6 101.7 −9.0
2000 6.7 89.9 −8.2
2500 7.7 78.1 −14.6
3000 8.5 74.1 −17.9

3.3. Gain of the Antenna. Themeasured results of the antenna
gain are shown in Table 1. As the frequency increases, the
antenna gain increases. The antenna gain achieves 11.7 dB
when the frequency is 3000MHz.

3.4. Antenna Patterns. The helical antenna has characteris-
tics of axial rotational symmetry. Thus, only the circularly
polarized antenna pattern on the horizontal direction from
500MHz to 3GHz was tested.The designed antenna patterns
under several specific frequencies are shown in Figure 7.
The corresponding parameters are shown in Table 2. The
main lobe width is the angle between two radius vectors
in the main lobe when the antenna radiation power is half
of maximum value. It is used to indicate the concentration
degree of antenna power radiation. The smaller the main
lobe width and the sharper the antenna pattern, the more
concentrated the antenna radiation. Figure 9 and Table 2
show that the gain of the antenna exhibits a rising trend as
the frequency increases. Furthermore, the antenna achieves a
good directional radiation characteristic in the full-band.

Table 3: Measured gain of the quasi-TEM horn antenna.

Frequency (MHz) 500 800 1000 1500 2000 3000
Gain (dB) −12.6 −1.4 1.3 3.2 5.1 3.8

4. Comparative Study of Rectangular
Plane Spiral Antenna

4.1. Comparative Study of Antenna Characteristics. External
sensors which have been used to detect GIS partial discharge
in our laboratory have two types: the quasi-TEM horn
antenna [16] and the microstrip patch antenna [17].Structure
of the quasihorn antenna is shown in Figure 8; its size is
129mm × 90mm × 60mm and its weight is 920 g. The size
of the rectangular spiral antenna is about 4/5 of the quasi-
TEM horn antenna and 1/3 of its weight. The physical map of
the microstrip patch antenna is shown in Figure 9; its size is
261 × 142 × 112mm and its weight is 1040 g. The rectangular
spiral antenna size is much smaller than the microstrip patch
antenna. Its size is only 1/7 of the microstrip patch antenna
and its weight is only 1/4 of that. In brief, the rectangular
spiral antenna is much smaller and lighter, thus facilitating
the installation.

The rectangular spiral antenna has almost the same
size as the quasi-TEM horn antenna, so the paper mainly
makes a comparative analysis for some characteristics of
these two antennas. The measured VSWR of a quasi-
horn antenna is shown in Figure 10. Figure 10 shows
that the quasihorn antenna has an ideal VSWR within
820MHz–930MHz, 1.25GHz–1.65GHz, 2.15 GHz–2.3GHz,
and 2.85GHz–3GHz. It is obvious that the rectangular spiral
antenna has a wider frequency band compared to the quasi-
TEM horn antenna. Table 3 shows the measured gain of the
quasi-TEM horn antenna. Compared to Table 3 and Table 1,
gain of the rectangular spiral antenna is overall better than
the quasi-TEM horn antenna above 1 GHz, whereas the gain
is worse below 800MHz.The microstrip patch antenna band
is 340MHz–440MHz and the measured maximum gain is
5.38 dB. Its frequency band range and maximum gain values
are all inferior to the rectangular spiral antenna.

4.2. Comparative Study of Partial Discharge Measurements.
To verify the measurement results of the designed antenna, a
needle-plate electrode was used to simulate metal protrusion
defects of GIS and partial discharge tests were carried out.
Figures 8 and 11 show the experimental circuit of partial
discharge in the lab. The designed antenna was used to
collect partial discharge signals. Then the measured results
are compared with the signals collected using a quasi-TEM
horn antenna and a microstrip patch antenna. A high-speed
digital oscilloscope (Tektronix Oscilloscope 7104: bandwidth
is 1 GHz, themaximum sampling rate is 20GS/s, andmemory
depth is 48M) was used to record waveforms.

When the needle-plate electrode is added to 9 kV, the par-
tial discharge signals are received from the rectangular spiral
antenna and the quasi-TEM horn antenna simultaneously,
as Figure 12 shows. The red waveform was measured using
the rectangular spiral antenna with a maximum amplitude of
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Figure 7: The designed antenna pattern.
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Figure 9: Physical map of the microstrip patch antenna.
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Figure 10: Measured VSWR of the quasi-TEM horn antenna.

10.2mV. The green waveform was measured using a quasi-
TEM horn antenna with a maximum amplitude of 10.6mV.
Figure 13 shows the partial discharge signals received from
the rectangular spiral antenna and the microstrip patch
antenna simultaneously. The yellow waveform was measured
using the rectangular spiral antenna with a maximum ampli-
tude of 10mV. The red waveform was measured using a
microstrip patch antenna with a maximum amplitude of
19mV.

The rectangular spiral antenna is capable of receiving
more UHF band energy for its wider band. Thus, it has
less catadioptric electromagnetic energy. In this case, the
measured signal decreases rapidly and the signal amplitude
should also be larger. However, the gain of the designed
antenna below 1GHz is worse than the quasi-TEM horn
antenna and the microstrip antenna due to its smaller
volume. As a result, the received UHF signal amplitude is
relatively low. But it can satisfy the UHF signal detection

380V Antenna
�

Figure 11: Experimental circuit of partial discharge.
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Figure 12: UHF signals measured by the rectangular spiral antenna
and a quasi-TEM horn antenna.
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Figure 13: UHF signals measured by the rectangular spiral antenna
and a microstrip patch antenna.

requirements completely. Moreover, the designed antenna
has a wider range frequency band and a bigger gain above
1 GHz. If the oscilloscope does not have a bandwidth
limit of 1 GHz and can collect signals above 1 GHz, the
designed antenna will collect a higher signal amplitude
compared to the quasi-TEM horn and the microstrip patch
antenna.

5. Conclusions

The radiation characteristics of the rectangular spiral antenna
through simulation and experimental analysis were tested.
Furthermore, it was compared with the quasi-TEM horn
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antenna and the microstrip patch antenna in the laboratory.
The following conclusions were obtained.

(a) The rectangular spiral antenna is smaller and lighter,
which facilities installation and fulfills the miniatur-
ization trends of antennas.

(b) The gain of the designed antenna exhibits a rising
trend as the frequency increases in theUHFband.The
designed antenna can receive a wider band range of
partial discharge signals above 1 GHz. The measured
bandwidth is 1.15 GHz–1.55GHz, 1.9 GHz–2.7GHz,
and 2.85GHz–3GHz. Furthermore, the designed
antenna achieves a good oriented reception perfor-
mance.

(c) The data show that the gain of the designed antenna is
slightly inferior to the quasi-TEM horn antenna and
the microstrip patch antenna under 1 GHz. However,
the designed antenna has better broadband. It has a
wider frequency band range and a bigger gain above
1 GHz and is capable of detecting the UHF signal
generated by partial discharge better.
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Among the present technologies for WLAN devices, USB dongles still play a noticeable role. One major design challenge regards
the antenna, which unavoidably has to comply with a very small volume available and sometimes should also allow multiband
operation. In this scope, the present work discusses a dual-band WiFi compact planar IFA-based antenna design for a low-cost
USB dongle application. Like most of the related published solutions, the methodology for deriving the present proposition was
assisted by the use of an antenna analysis software. A prototype was assembled and tested in order to qualify the radiator design.
Practical operation conditions were considered in the tests, such as the influence of the dongle case and the effect of the notebook
itself. The results complied with the design constraints, presenting an impedance match quite stable regardless of the stick position
alongside a laptop base.

1. Introduction

USB sticks or dongles represent a low-cost and simple way to
provide network access to older desktops and notebooks or
to computers with brokenWiFi card. In the scope of wireless
LAN device technology development, they still draw some
attention, especially regarding the radiator design.The typical
aesthetic constraints force the device to be small. Therefore,
compact antenna design techniques are unavoidable.

Many different approaches have been reported so far,
mainly along the past decade. As a general basis for this
kind of device, practical radiator designs only consider the
availability of a small percentage of the dongle volume, since
most of it must be reserved for the electronic circuitry. The
constraints vary among the different solutions proposed,
sometimes allowing the use of the available space more
effectively. 3D meandered shaped radiators or multilayered
printed circuit board (PCB) fit well in such cases; see, for
instance, [1, 2]. On the other hand, low-cost designs call for

the use of single-layered PCB, restraining the antenna to be
at most “2.5D” shaped, with vias or other short connections
between the front and the back planes [3]. Sometimes, not
even a back metal plane is present, leaving no choice for the
antenna but to be planar.

WiFi dongles may be either single or dual-banded. The
2.4–2.48 and 5.15–5.85GHz ISM bands cover such networks,
with slight variations on the precise frequency limits from
region to region [4]. The most recent issues of the WiFi
standard include the possibility of MIMO system operation,
and such feature is quite an active research field in the present
scope [5–8].There are also some attempts to derivemultiband
antennas for USB dongles to allow not only WiFi operation
but also the access to other systems as well, such as LTE
band 13 (0.746–0.787GHz) [8], GSM (0.88–0.96GHz) [9],
UMTS (1.92–2.17GHz) [8–10], WiBro (2.3–2.39GHz) [8–
13], LTE/WiMax (2.5–2.7GHz) [7, 9–12], S-DMB (2.605–
2.655GHz) [9–12, 14], or WiMax (3.4–3.6GHz) [15].
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Figure 1: PCB layout sketch of the WLAN USB dongle (dimensions in mm).

The design of compact antennas benefits from the pres-
ence of relatively large ground planes, which ease the con-
straints on what is usually considered as the radiator itself
[16–18]. Yet, when microstrip technology is chosen, the
ground plane is expected to be in the back of the PCB.
Indeed, most of the known low-cost WiFi dongle radiator
configurations rely on the use of a single-layered PCB with
metal on both sides.

In the present scope, this work discusses an IFA-based
antenna configuration for a dual-band WLAN USB dongle
application. Only a singlemetal plane PCBwas available, thus
posing above-the-average constraints to the radiator design.
Furthermore, the influences of the dongle case and of the
laptop inwhich the dongle is expected to be plugged in during
operation were both considered. As in virtually all related
works, the antenna designwas numerically assisted by the use
of an electromagnetic field simulator. Prototypes were assem-
bled and tested according to the simulated scenarios, measur-
ing performance parameters such as 𝑆11, radiation efficiency,
and power patterns. It is worthmentioning that such antenna
was preliminarily assessed in [19], though under a less
thorough approach. Relevant gaps left there regarding both
the simulation and experimental validation stages are now
more properly addressed.

Section 2 addresses the antenna design, highlighting the
imposed constraints and the followed method. Simulation
results are presented in Section 3, in which the dongle is
analyzed both alone and plugged in a typical laptop. Section 4
discusses the experimental validation of the proposed radi-
ator, in terms of both impedance adaptation and radiation
performance. Section 5 concludes the paper.

2. Antenna Design

2.1. Imposed Constraints. Figure 1 illustrates the layout con-
straints of theUSBdongle.ThePCBarea availablewas smaller
than 17 × 60mm2, from which only the upper 17 × 10mm2
side was left for the radiator. Fabrication cost reduction was a
priority, in such a way that only one metal layer was made
available for both the antenna and all the due electronics,
as stated in the introduction. No changes whatsoever were
allowed in the area below the space reserved for the radiator.
Briefly, the antenna had to be integrated to the PCB using the

same single plane and sharing the ground with the electronic
circuitry.

The imposed single plane PCB also restrained the antenna
choice to a small set of planar configurations. PIFAs and other
“2.5D” layouts were thus out of scope.

In this antenna design, the dongle case had to be made of
a low-cost injected plastic structure available. However, the
electric properties of that material in the WLAN frequency
bands were not known beforehand, thus posing an additional
issue.

The USB dongle was supposed to operate in bothWLAN
ISM bands: 2.4-2.5 GHz and 5.15–5.85GHz. It was also
expected that the impedance adaptation for a 50-Ω load
should provide a reflection coefficient 𝑆11 no higher than
−10 dB within the specified bands, though the −6 dB limit
was acceptable, bearing in mind the natural performance
limitations of compact antennas [16–18].

This relative flexibility on the 𝑆11 performance was allo-
wed also due to the variety of scenarios in which the USB
stick was supposed to operate, mainly regarding the laptop
influence. Typically, any notebook has many USB ports
spread along the keyboard panel sides or at its back, as
illustrated in Figure 2. Furthermore, the screen is expected to
form an angle around 90∘ to 120∘ with the keyboard, and such
layout may also affect the antenna performance, particularly
when the radiator is small, as was the case.

2.2. Methodology. As in most of the other related works,
the restricted geometrical specifications imposed led to
a numerically assisted design methodology. The suitable
electromagnetic field simulator available for this work was
Empire XCcel, from IMST [20]. The whole process carried
out may be described as follows.

First, taking into account the PCB layout provided in
Figure 1, a few basic planar single-band radiator configu-
rations were chosen, based on the available knowledge on
compact antennas. In this work,meander line and IFA layouts
were tested, simulating such structures directly on the PCB
layout provided, with the aid of the field analysis software.
Then, a fine tuning of these configurations to the lower
frequency band (2.45GHz) was carried out, from which the
IFA-based one presented the best performance, and, for that,
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1A

1B

(a)

Ψ

(b)

Figure 2: Operation of a WLAN dongle on a laptop and features that potentially affect the antenna performance: (a) USB ports positions
and (b) screen-to-base angle (Ψ).

P1E

Figure 3: Sketch of the radiator configuration proposed as a com-
pact planar dual-band solution (feed gap marked as P1E).

it was selected for prototyping and a preliminary round of
measurements.

The need for such initial set of tests was due to the absence
of accurate information on the dongle case electrical proper-
ties.Therefore, an experimental procedure was set to estimate
the resulting frequency shift due to the casing material that
would wrap around the PCB. Basically, 𝑆11 measurements of
the prototype PCB without and with the casing material were
performed, from which a 5.4% downshift (around 130MHz)
was observed in the operating frequency (resonance or near
resonance frequency) of the PCB + case set.

The next step in the design process was the inclusion
of another resonance in the upper 5.5 GHz band, while also
taking into account the expected frequency shift imposed
by the dongle case. It is important to remark that, since
no accurate values of the casing material permittivity were
available, it was not directly considered in the supporting
simulations. What has been done instead was to rescale the
antenna to resonate around 5.4% above the WLAN central
frequencies to compensate the lack of the dongle case in the
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Figure 4: 𝑆11 simulated results of the proposed antenna, when the
USB dongle is analyzed alone.

simulation models.Therefore, in this stage of the process, the
antenna should be designed to resonate close to 2.58GHz at
the lower band and 5.8GHz at the upper band.

Since the upper WLAN band was more than an octave
above the lower band, a feasible solution could be achieved
by the insertion of a second smaller IFA in the same available
space, followed by parametrical-based tuning [16–18]. The
fine-tuned layout that presented the best performance is
sketched in Figure 3. This proposed configuration has a
higher frequency branch inserted in the lower frequency IFA
(the largest segment) sharing a common return to ground,
as well as the feed port. As it can be seen, both the largest
and the shortest segments are actually not “F” shaped, since
both had to be round bent at their ends in order to make the
whole set fit to the restricted available area. It is also worth
mentioning that, from what could be observed during the
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Figure 6: Simulated 3D radiation pattern of the proposed antenna,
when the USB dongle is analyzed alone, at 5.72GHz.

tuning simulations, the parameters that affected most cri-
tically the 𝑆11 performance were the feed gap width and the
total length of each branch.

The radiator configuration in Figure 3 was actually
achieved after another set of tuning simulations needed in
order to evaluate the effect of the laptop on the antenna
performance. At this level, the simulations took into account
the four relative USB ports indicated in Figure 2, with the
laptop screen angle Ψ = 90∘. The basic parameter observed

35.160A/m
16.160A/m
7.214A/m

3.222A/m
1.440A/m
643.000mA/m

x

y

z

Figure 7: Simulated current density distribution of the proposed
antenna, when the USB dongle is analyzed alone, at 2.56GHz.
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Figure 8: Simulated current density distribution of the proposed
antenna, when the USB dongle is analyzed alone, at 5.72GHz.

to guide this final tuning round was 𝑆11, since typically there
is notmuch that can be done regarding the pattern of compact
antennas [16–18]. Anyway, the radiation pattern behavior
should be observed, with and without the influence of the
laptop, in order to see how omnidirectional the dongle can
be.

Finally, the simulated layout that provided the best overall
performance was picked for prototyping and qualification
tests. These trials should include 𝑆11 measurements of the
antenna impedance in a number of situations, particularly
with the dongle plugged in different USB ports of a typical
laptop, with its screen opened, as illustrated in Figure 2.With
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Figure 10: Simulated 3D radiation pattern of the proposed antenna, at 2.56GHz, with the influence of the laptop.

proper lab facilities available such as an anechoic chamber,
it is also desirable to measure radiation patterns and effi-
ciency. In this work, the validation tests comprised both the
impedance adaptation and radiation performance aspects,
in realistic scenarios (dongle set assembled with its plastic
casing and plugged in a laptop) as addressed in Section 4.

3. Simulation Results

In this section, the simulated results of the best achieved con-
figuration, sketched in Figure 3, are presented.The discussion
includes not only the antenna behavior on the dongle alone,
but also the influence of a laptop, which corresponds to the
more realistic operation scenario.

3.1. Dongle PCB Alone. Figure 4 shows the 𝑆11 simulation
results of the proposed antenna. A dual-band operation was
achieved, with the best impedance matching frequencies
at 2.56 and 5.72GHz. As addressed in Section 2, since the
dongle case was not directly taken into account in the
simulator, the target center frequencies of the lower and
higher operation bands were 2.58 and 5.8GHz, respectively.
At this stage of the design process and bearing in mind that
the laptop effect would be evaluated, these frequency values
were acceptable enough.

Figures 5 and 6 show the simulated radiation patterns of
the dongle alone, without casing, and basically a dipole-like
behavior is seen, as expected.The compact antenna limitation
to radiate only the lowest order spherical modes is clearer in
Figure 5, where the pattern is quasi-omnidirectional, given
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that the radiator largest branch length (24mm) is around five
times shorter than the wavelength of the lower band (117mm
at 2.56GHz) [16–18].

Electromagnetic field simulators such as the one used in
this work also provide interesting information on the current
density distribution. Important insights into the current
paths may be drawn from the analysis of this parameter that
may be helpful to retune the antenna, during the design
phase. Figures 7 and 8 present the simulated distributions of
the dongle alone at 2.56 and 5.72GHz, respectively.

Observing the current density distributions at each band,
the smaller branch of the antenna is not so active in the lower
band; see Figure 7. Also, the distribution along the PCB edges
is almost uniform. On the other hand, at the higher band, the
small branch is active, while the current distribution along the
edges of the PCB is not uniform anymore, as seen in Figure 8.
Thus, the radiation behavior seems to be the combination of
a first order mode associated with the shorter tip-bent “F”
branch with a second order mode related to the longer one.
The sidelobes on the pattern of Figure 6 corroborate that.

3.2. Laptop Influence. The laptop was modeled as an open
90∘ wedge of perfect electric conductor (PEC) planes. Simula-
tions were performed considering the dongle inserted in the
back of or alongside the laptop, in different plug-in positions.
The worst case in terms of detuning of the 𝑆11 response
achieved in the dongle alone scenario was observed on the
backside insertion configuration.

Figure 9 shows the 𝑆11 results of a parameter sweep of
the backside plug-in scenario, that is, testing different plug-
in relative positions along the back of the laptop. Even in
this worst-case scenario, the sensibility of the tuning to the
insertion position was relatively low in terms of frequency
shift, as it can be seen. This may be interpreted as a con-
sequence of an overcritically matching coupling condition
[21], achieved with the present design, observed on the Smith
Chart of Figure 9.

A more physical argument for such frequency stability
is related to the current density distribution on the ground.
As discussed in [9], when the current density on the ground
plane is low enough compared to the one present on themain
radiator element, the sensibility of the operation frequency to
the laptop is expected to be low. Therefore, by plugging the
dongle in the laptop, the antenna ground is expanded (PCB +
laptop), reducing even more its already relatively low current
density.

Figures 10 and 11 illustrate the radiation patterns of the
dongle plugged in the backside of the laptop, at 2.56 and
5.72GHz, respectively. As already mentioned in the previous
section, the design was driven mostly by the impedance
adaptation. Yet, with the low-cost constraint in hands, there
has been no attempt to jointly tune the antenna considering
the 𝑆11 and the radiation performances. Anyway, the results
are acceptable, in the sense that enough radiated energy is
available in all directions, even in the worst case of the dongle
plugged in the back.

It is worth remarking that the ground density current
argument that fits well for understanding the impedance
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Figure 11: Simulated 3D radiation pattern of the proposed antenna,
at 5.72GHz, with the influence of the laptop.

matching stability does not apply as much for the radiation
behavior. The coupling between the main radiator and the
screen of the laptop induces additional currents on this
surface which is almost orthogonal to the PCB, contributing
to the deformation of the radiation patterns as seen in
Figures 10 and 11. Nevertheless, bearing in mind that these
simulations considered a PEC laptop model, it is reasonable
to expect lower coupling in the actual application.

4. Experimental Qualification

4.1. S11Measurements. Aprototype of the best antenna layout
achieved, shown in Figure 3, was assembled. It emulates
the dongle, yet without the embedded electronics. Figure 12
shows a few snapshots of the assembled set. In order to
measure the antenna parameters, external access to the feed
port was needed. For that, the small piece of 50-Ω coaxial
cable seen in Figure 12 was used.While the cable end external
to the dongle was terminated by an SMA connector, the
opposite end was soldered to the feed gap marked as P1E in
Figure 3. 𝑆11 measurements of the antenna either without or
with the plastic case were performed. The effect of the laptop
was assessed as well.

Figure 13 shows the measurement results of 4 different
relative plug-in configurations. The snapshot of the 𝑆11 mea-
surement setup using a laptop, with the USB dongle plugged
in the backside, and with the screen opened at a 90∘ angle
is also shown. The plotted curves present a good frequency
stability behavior within the −10 dB threshold in most cases
and within −6 dB for all cases.This result is coherent with the
overcritical impedance adaptation approach pursued in the
simulations, as well as the ground current density argument,
both addressed in Section 3.

It can also be noticed in Figure 13 that the impedance
adaptation in the lower band was poorer than that in the
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(a) (b)

Figure 12: Dual-band antenna prototype: (a) dongle set and (b) dongle assembled for tests.
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Figure 13: Experimental assessment of the laptop effect on the
antenna performance: measured 𝑆11 curves corresponding to 4
different plug-in positions alongside the computer base and a
snapshot of the measurement setup.

upper band, while the simulated results in Section 3 pre-
dicted a more balanced performance, with both 𝑆11 notches
close to −20 dB. This difference is mostly due to the small
antenna behavior present in the lower band. As reported
in the literature [17], measuring small antenna parameters
is usually a challenging task. The list of issues includes low
radiation resistance, high input reactance, high losses, and the
balancing state of the antenna input regarding the presence
of a poor ground reference, among others. Therefore, the
measurement uncertainty in the lower band is expected to be
higher than in the upper band, giving rise to differences such
as the one remarked.

4.2. Radiation Pattern and Efficiency Measurements. Figures
14 and 15 show 2D cuts of the measured gain patterns of the
proposed antenna at 2.45 and 5.5GHz, respectively. Gain is
shown in its partial components on directions 𝜃 and 𝜙, in

Table 1: Measured gain (𝐺) and efficiency (𝜂) of the proposed
antenna, when the dongle is plugged in the back of a laptop, at
different frequencies (𝑓).

𝑓 (GHz) 2.35 2.45 2.55 5.40 5.50 5.60
𝐺 (dBi) 2.6 2.8 2.8 5.7 5.9 6.8
𝜂 (%) 45.0 59.0 60.9 72.8 75.2 79.3

order to provide information on the antenna polarization.
These measurements were taken with the dongle plugged in
the back of an opened laptop (Ψ = 90∘). The erratic polariza-
tion behavior observed was not an issue, because, typically,
for this kind of application, there is no design constraint
in this regard. Most importantly, the quasi-omnidirectional
aspect expected from simulations was confirmed, as seen at
both frequency bands. Measurements were carried out also
at other frequencies within the WLAN operation bands, and
similar general behavior was observed.

Table 1 brings detailed information on other important
radiation parameters obtained from measurements: max-
imum gain and total efficiency. The lower band presents
the worst results, as expected, since the radiator is compact
compared to the wavelength. Nevertheless, the gain is rela-
tively high for such scenario (close to 3 dB), and even the
efficiency achieved is above 45%, a reference value typically
considered for small antennas [16, 17]. The higher band is
less critical regarding the antenna size, and for that both gain
and efficiency are high, around 6 dB and 75%, respectively,
with values coherent with those expected from monopole-
like radiators.

Still concerning the upper band, it is worth noting that
the design goal for its center frequency was 5.5 GHz, but the
assembled antenna presented its second autoresonance close
to 5.6GHz, as seen in Figure 13. Thus, the highest gain at
5.6GHz, almost 1 dB above the gain at 5.5 GHz, was actually
a coherent, rather than unexpected, behavior.



8 International Journal of Antennas and Propagation

0

30

60

90

120

150

180

210

240

270

300

330

𝜙-Diagr.

x

x

y

y

-plane

5

−5

−15

−25

(a)

𝜙

WLAN stick

Z

𝜃

X

Y

(b)

0

30

60

90

120

150

180

x

z

xz-plane

𝜃-Diagr.

G(E𝜃)

G(E𝜙)

5

−5

−15

−25

−150

−120

−90

−60

−30

(c)

G(E𝜃)

G(E𝜙)

0

30

60

90

120

150

180

y

z

𝜃-Diagr.
5

−5

−15

−25

−150

−120

−90

−60

−30

yz-plane

(d)

Figure 14: Measured gain pattern of the proposed antenna, when the dongle is plugged in the back of a laptop, at 2.45GHz.

5. Concluding Remarks

In this paper, the design of a novel compact dual-band planar
antenna for a low-cost USB WLAN dongle was discussed.
Among the main constraints, the radiator element had to fit
within a space as small as 17 × 10mm2. Furthermore, the
planar feature was actually imposed, since the antenna should
be integrated to the device PCB, which had nothing but a
single metal layer available. As a result, the set of pertinent
basic antenna configuration choices at the beginning of the
design process was more limited than usual. An IFA-based
shape was the one that gave the best results, with the final
shape actually resembling a tip-bent “F,” since the largest
branch of the radiator had to be bent to fit within the available
area.

As in most of the other related works, a numerically ass-
isted methodology was chosen for the antenna design. The
electromagnetic field simulator available for this workwas the
software Empire XCcel.Theprocess should include the effects
of the plastic casing of the dongle, as well as the influence of
a typical laptop in use, in which the dongle was supposed to
be plugged in during operation.

While the laptop effect could be analyzed directly using
the software, the lack of accurate information on the dongle
case material electrical properties did not allow its inclusion
in the simulations. The adopted solution came as an inter-
mediate experimental step, in which a preliminary prototype
tuned to the 2.45GHz band was assembled and measured
with and without the case. From this procedure, the fre-
quency shift on the 𝑆11 response could have been estimated,
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Figure 15: Measured gain pattern of the proposed antenna, when the dongle is plugged in the back of a laptop, at 5.5 GHz.

and, based on that, higher design target frequencies were
considered on the simulations, to compensate the effect of the
plastic casing.

After the final tuning step of the design process, in which
the 𝑆11 response was taken as the main performance param-
eter to be observed, a prototype of the best configuration
achieved was assembled. Measurements were carried out to
validate the proposed design. The impedance matching per-
formance of the prototype was coherent with the simulated
results, presenting a desirable frequency stability regarding
the laptop influence. That is, no matter the position where
the dongle was plugged in, the 𝑆11 bandwidth was kept within
acceptable limits.

The radiation behavior was also assessed by measure-
ments. Power patterns kept the quasi-omnidirectional shape

expected from simulations and from theory. Gain and effi-
ciency were also measured, with good results for such a
kind of compact radiator. Overall, the proposed IFA-based
antenna proved to be a suitable choice for low-cost compact
WLAN dongle devices.
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Achieving high directivity antenna usually requires a large size antenna aperture in traditional antenna design. Previous work shows
that, with the help of metamaterials and transformation optics, a small size antenna can perform as high directivity as a large size
antenna, but the material parameters are inhomogeneous and difficult to realize. In this paper, we propose a linear homogeneous
coordinate transformation to design the small size antenna. Distinguishing from inhomogeneous transformation, we construct
a regular polygon in virtual space and then divide it into several triangle segments. By applying linear homogeneous coordinate
transformation, the antenna devices can be greatly compressed without disturbing the radiation patterns by using homogeneous
metamaterial substrates.Thematerial parameters of the antenna designed from thismethod are homogeneous and easy to fabricate.
Square and hexagonal antenna structures are numerically demonstrated to illustrate the validity of our methodology.

1. Introduction

Nowadays the demand for compact radiators with sufficiently
high directivity is rapidly increasing in many application
areas. In particular, modern wireless telecommunication sys-
tems require compact antennas with high directivity, which
is especially crucial when the radiating components have to
be combined in large antenna arrays for satellites, airplanes,
space vehicles, and so forth. However, it is a fundamental
trade-off between the directivity factor and the antenna pro-
file in traditional antenna design. Metamaterials, with their
unusual electromagnetic properties, provide a feasible solu-
tion to reduce the size of the antenna but still keep the high
directivity. Firstly known as left-handed materials (LHM),
metamaterials have attracted great attention and offered great
opportunity to the manipulation of electromagnetic (EM)
fields. For example, metamaterials have been widely used
for the designs of optical superlens [1, 2], invisibility cloak
[3–5], illusion device [6, 7], super absorber [8], antenna

[9–12], and so forth. With inhomogeneous transformation
optics whose transformation ratio relates to the position
in each region, it is shown that the antenna size can be
greatly reduced [13]. However, the material parameters are
inhomogeneous and anisotropic, which are very difficult to
realize.

In this paper, we present a novel design for small-
size directional antenna using a linear homogeneous trans-
formation method whose transformation ratio is indepen-
dent of the position. Distinguishing from inhomogeneous
transformation, we construct a regular polygon in original
space and then divide it into several triangle segments. By
applying a linear homogeneous coordinate transformation,
the antenna devices can be greatly compressed without
disturbing the radiation patterns by using homogeneous
metamaterial substrates. The simulated results of square
and hexagonal antenna structures demonstrate the validity
of our methodology, showing its potential applications in
microwave antenna.

Hindawi Publishing Corporation
International Journal of Antennas and Propagation
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Figure 1: (a) The schematic of the square antenna system. A big square region (ABCD) with radius 𝑟2 has been compressed to a small
one (A󸀠B󸀠C󸀠D󸀠) with radius 𝑟0. Green region represents the antenna device compressed from a large size one described by dashed lines. (b)
The square in the virtual coordinate space filled with isotropic material is divided into several triangle segments grouped by Segment I and
Segment II. (c)The squaremetamaterial shell in the physical coordinate space is constructed by the transformed segments with homogeneous
constitutive tensors.

2. Results and Discussion

For simplicity, we limit ourselves to two-dimensional case
and TE incidence. As depicted in Figure 1, a big square free
space (ABCD) with radius 𝑟2 has been compressed to a small
antenna core (A󸀠B󸀠C󸀠D󸀠) with radius 𝑟0. This can be achieved
by a linear homogenous transformation [14]. Specifically, we
construct another square with radius 𝑟1 rotated at an angle
of 𝜋/4 compared to the outside one, as shown in Figure 1(b).
The space between the two squares is then divided into many
triangle segments. Due to the symmetric pattern shown in
Figure 1(b), we group the triangle segments into two types,
marked as Segment I (blue regions) and Segment II (yellow

regions) with their local coordinate axes (𝑢1, V1, 𝑤1) and (𝑢2,
V2, 𝑤2), respectively. The following linear transformation is
applied in each segment along its local coordinate axes:

𝑢
󸀠

1
= 𝜅𝑢𝑢1, V󸀠

1
= 𝜅VV1, 𝑤

󸀠

1
= 𝑤1, for Segment I,

𝑢
󸀠

2
= 𝑢2, V󸀠

2
= 𝜅V2, 𝑤

󸀠

2
= 𝑤2, for Segment II,

(1)

where 𝜅 = (𝑟1 cos(𝜋/𝑚) − 𝑟0)/(𝑟1 cos(𝜋/𝑚) − 𝑟2), 𝜅V =
(𝑟1 − 𝑟0 cos(𝜋/𝑚))/(𝑟1 − 𝑟2 cos(𝜋/𝑚)), 𝑚 = 4 for the square
case, and 𝜅𝑢 = 𝑟0/𝑟2 are the compression ratios of the
space applicable for arbitrary regular polygonal.Through this
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Figure 2:The z-directed electrical field distribution when a naked small current plane with width𝑤 = 0.16m is located in (a) free space and
(b) square metamaterial substrates, respectively. (c) 𝐸
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field distribution while a large current plane with the width 0.8m is radiating in free

space.

transformation, the blue and yellow regions in Figure 1(b)
are reversed to the space with the same colors shown in
Figure 1(c), respectively. Meanwhile, the large square region
(ABCD) is compressed to a small brown core. Hence prop-
erly designed compact antennas located in the brown core
can effectively mimic large size ones and exhibit identical
radiation patterns. In case of TE incident wave, the mate-
rial parameters of the metamaterial shell can be obtained
as
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(2)

The physical square region is therefore composed of sev-
eral triangular segments with homogenous and anisotropic
materials. It is interesting to see that the media making up
the antenna substrates are homogeneous. Different from the
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Figure 3: (a)𝐸𝑧 field distribution of a small antenna array with nine elements embedded in squaremetamaterial shell. (b)𝐸𝑧 field distribution
of a large antenna array in free space.

inhomogeneous optical transformation scheme, the linear
transformation applied here is very simple, yielding homo-
geneous constitutive parameters of metamaterial substrates.
The virtual antenna is therefore mapped to a smaller one
(colored by green in Figure 1(a)) with the compression ratio
𝑟2/𝑟0. In addition, we set 𝑟0 to be small enough so that the
size of the antenna device can be significantly reduced. In
the following part, we will give examples to illustrate how
this approach reduces the device size without disturbing
the radiation behavior. All the results are obtained from a
commercial finite element modeling software (COMSOL)
and the working frequency is set at 2GHz.

Figure 2(a) depicts the simulated field distribution of a
naked antenna excited by a surface current plane (with the
width 16 cm). In this case we set 𝑟0 = 0.125m, 𝑟1 = 2√2𝑟0,
and 𝑟2 = 5𝑟0. In Figure 2(b), we plot the electrical field
distribution of the same current plane (with thewidth 0.16m)
embedded in a metamaterial shell. The coated layer consists
of homogeneous metamaterials with 𝜇𝐼

𝑢

󸀠

= −1/15, 𝜇𝐼V
󸀠

= −15,
and 𝜀𝐼
𝑤

󸀠

= −5/3 for Segment I and 𝜇𝐼𝐼
𝑢

󸀠

= −3, 𝜇𝐼𝐼V
󸀠

= −1/3,
and 𝜀𝐼𝐼
𝑤

󸀠

= −3 for Segment II. And the inner square core is
filled with a homogeneous material with 𝜀core

𝑤

󸀠
= 𝜇

core
𝑤

󸀠
=

25. The current distribution of the small current plane in
these two cases is assumed 𝐽𝑠 = 5 exp(−400𝑦

2
). Moreover,

the corresponding field distribution of a large-sized current
plane with the width 0.8m radiating in free space is shown in
Figure 2(c). Note that the current distribution would change
the form under the transformation characterized by 𝐽󸀠

𝑠
=

exp(−16𝑦2).The simulated results demonstrate that the small
current plane coating with the polygonal metamaterial shell
has the identical radiation characteristic as that of a large
one. However, the antenna aperture is suppressed; that is, the
size of the antenna aperture in Figure 2(b) is 0.354m, while

the size of the antenna aperture in Figure 2(c) is 0.4m. Note
that if a higher compressing ratio, that is, 𝑟2/𝑟1, is used in
the transformation optics, the antenna size can be further
suppressed.

This concept can also be applied to reduce the size of
antenna arrays that are usually adopted in highly directional
radiating scheme. As a theoretical verification, we consider
a nine-element antenna array of which the current distribu-
tion is set to be 1 : 8 : 28 : 56 : 70 : 56 : 28 : 8 : 1 to achieve high
directivity. The electric field distribution of the small-size
antenna array coating with metamaterial shell is shown in
Figure 3(a). The distance between two neighboring elements
is 1.875 cm, one-eighth of the wavelength. For comparison,
Figure 3(b) illustrates the associated field distribution for a
large-size one with a neighboring distance of 9.375 cm. The
radiation characteristic remains unchanged when replacing
the large antenna array with a small-size one coated with
properly designed metamaterial substrates.

It should be noted that this concept can be extended to
other shapes of the antenna design. To further show the flex-
ibility of such linear homogenous transformation approach
in antenna design, we employ a hexagonal counterpart for
comparison. As shown in Figure 4(a), the hexagonal meta-
material shell comprises of six yellow triangles and six blue
triangles, marked as Segment I and Segment II, respectively.
Different from the square case, the parameters we adopt here
are 𝑟0 = √2/10m, 𝑟1 = 2𝑟0, and 𝑟2 = 4𝑟0. The electric
field distribution of a small antenna array embedded in
the hexagonal metamaterial shell is displayed in Figure 4(b).
Here, the distance between the neighboring antenna elements
is 1.875 cm, identical to the square case. Similarly, Figure 4(c)
depicts the radiation characteristic of the mentioned current
plane embedded in such hexagonal metamaterial shell. The
field distributions of equivalent large size antenna array



International Journal of Antennas and Propagation 5

Segment I
Segment II

r2

r0

r1

u1

u2

�1

�2

(a)

x (m)

y
 (m

)

0 1−1
−1

1

0

(b)

x (m)

y
 (m

)

0 1−1
−1

1

0

−1

1

(c)

x (m)

y
 (m

)

0 1−1
−1

1

0

(d)

x (m)

y
 (m

)

0 1−1
−1

1

0

−1

1

(e)

Figure 4: (a)The structure of a hexagonal metamaterial shell. (b) 𝐸𝑧 field distribution of a small antenna array with nine elements embedded
in hexagonal metamaterial shell. (c) 𝐸𝑧 field distribution of a small current plane embedded in hexagonal metamaterial shell. The z-directed
electrical field distributions of (d) large size antenna array and (e) large size current plane in free space.
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and current plane are displayed in Figures 4(d) and 4(e),
respectively. These simulated results effectively prove our
methodology an ideal candidate for the miniaturization of
antenna system.

It should be noted that, in previous work based on
inhomogeneous coordinate transformation [13], the values
of the consitiutive paramters of the metamaterial shell are
described by a function dependent on the cylindrical radius
and vary as the change of the coordinates. To achieve
these stringent demands, the metamaterial substrates must
be designed with gradually varied parameters and hence
harsh technique requirments are needed in practice. Besides,
the impedanc mismatch between neighbouring layers is
inevitable, while using discretization approach and the total
performance will be deteriorated. These features, therefore,
are main bottlenecks in practical microwave applications.

Compared with inhomogeneous transform optics meth-
od, the antenna coating obtained from linear homogene-
ous coordinate transformation is composed of homogene-
ous metamaterials whose constitutive parameters are kept
consistent in each triangle region. Thus the difficulty in
implementation will be greatly reduced. Besides, the linear
homogeneous coordinate transformation is valid for arbitrary
regular polygon and hence provides much flexibility in
shape design. Furthermore, the antenna coating comprised of
several separated components will be convenient to transport
and assemble outdoors and, therefore, greatly facilitates the
practical applications.

3. Conclusion

In conclusion, we have analytically presented an effective way
of using a linear homogeneous coordinate transformation
to achieve highly directional emission with a small antenna
aperture. Since previous inhomogeneous transformation
method resorts to inhomogeneous materials requiring a
high precise fabrication technique to implement, we divide
the virtual space into triangle segments and transformed
them separately to avoid the requirement of inhomogeneous
metamaterials. This can greatly reduce the complexity of
the antenna materials’ parameters. Simulated results have
shown that small antenna devices embedded in properly
designed metamaterial shell demonstrate identical radiation
characteristics compared with large-sized ones, showing the
potential applications in microwave engineering.
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A novel right-hand circularly polarized (RHCP) UHF microstrip antenna with 3 dB beamwidth of more than 150∘ is presented
in this paper. The 3 dB RHCP beamwidth can be broadened by utilizing a combined ground structure with a hollow truncated
cone ground plane and a metallic rectangular plate. Optimizing the half-angle 𝜃𝑐 of cone and the cone height ℎcone, a 3 dB RHCP
beamwidth ofmore than 200∘ can be acquired, which is about 120∘ greater than its corresponding regular RHCPmicrostrip antenna.
There is a good agreement between the measured results and simulated results for the proposed antenna operating in UHF band.

1. Introduction

Circularly polarised (CP) microstrip patch antenna (MPA)
is widely used in wireless communication and radar system
due to its advantages of lightweight, low profile, ease of
manufacturing, and conformation to the platform [1, 2].
However, it is difficult for the conventional MPA to realize
ultrawide beam coveragewhich usually hasmore applications
[3]. To increase the 3 dB CP beamwidth of the MPA, a lot of
methods are applied. In [4], the proposed CP-MPA exhibits a
3 dB CP beamwidth of more than 110∘ by mounting a regular
CP antenna on a three-dimensional square ground, which
is about 30∘ greater than that of a corresponding regular
MPA. However, the height of that proposed CP-MPA is more
than 0.45 operating wavelengths (0.45𝜆). To obtain a wider
beamwidth with lightweight and low profile, Nakano et al.
use a folded conducting wall to reduce the height of the
CP antenna to about 0.04𝜆 and meanwhile provide a 3 dB
CP beamwidth of about 106∘ [5]. In [6], a dielectric lens
encapsulating at least a portion of the patch is used to increase
radiation gain at low elevation angles. In order to further
broaden the 3 dB CP beamwidth, we lay gradually variational
metallic supporting platformunder the antennawhichwill be
an effective technique. Su et al. use a pyramidal ground struc-
ture and a partially enclosed flat conducting wall to broaden
the 3 dB CP beamwidth up to 130∘ [7]. In this paper, we utilize

a combined ground structure with a hollow truncated cone
ground plane and a metallic rectangle plate to obtain a wider
3 dB CP beamwidth which is more than 150∘. By optimizing
the half-angle 𝜃𝑐 of cone and the cone height ℎcone, a 3 dB
RHCP beamwidth of more than 200∘ can be acquired, which
is about 120∘ greater than its corresponding regular CP-MPA.

2. Antenna Configuration

The proposed right-hand circularly polarized (RHCP) MPA
comprises ground layer, dielectric layer, patch layer, and
metallic supporting platform shown in Figure 1. The square
patch is printed on a grounded square substrate with thick-
ness of 3mm, relative permittivity of 3.5, and dielectric
loss tangent of 0.001. The supporting structure under the
grounded plane of the MPA comprises a metallic truncated
cone with height of 180mm (about 0.25𝜆) and a rectangular
metallic plate with 320mm × 320mm. The truncated cone
structure is made of sheet iron of thickness 0.1mm and the
rectangular plate is made of aluminium plate of thickness
1mm. Figure 1(a) illustrates its detailed physical dimension.
MPA is probe fed and adopts corner-truncated square
patch with 7mm truncated corners. The 𝑥-coordination
and 𝑦-coordination of the feeding point are 13mm and
30mm, respectively, as shown in Figure 1(a). Four fine tun-
ing branches are adopted for better matching, resonance
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Figure 1: Configuration of the proposed RHCP antenna: (a) physical dimension (b) experimental prototype.
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Figure 2: The electric field distribution diagram.

characteristic, and axial ratio (AR) at the centre frequency.
The experimental prototype is shown in Figure 1(b). And
all the simulated results in this paper are done by the
electromagnet-ics simulation software HFSS14.0 based on
the finite element method. Details of the proposed antenna
design and the obtained experimental results are presented.

3. Antenna Analysis

Due to the existing truncated cone, the edge diffraction fields
of the MPA shown in Figure 2 are changed. The reflection
of the truncated cone ground plane leads to less backward
radiation. Because of the angle between the grounded plane
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Figure 6: Antenna performance at f = 401.6MHz: (a) return loss, (b) RHCP radiation pattern at 𝜑 = 0∘, 𝜑 = 90∘, and (c) axial ratio pattern
at 𝜑 = 0∘ and 𝜑 = 90∘.

of the MPA and the conical surface, the contribution of the
reflected wave to the forward radiation concentrates at the
low elevation angle, and then a wide beamwidth is achieved.
To study the effects of the shape of the platform on the
beamwidth, we analyze the relationship between the half
power beamwidth (HPBW), peak gain, and half-angle 𝜃𝑐 of
cone, as shown in Figure 3. In this case study, the height and
the top diameter of the truncated cone are fixed to be 180mm
and 130mm, respectively. Obviously, increasing the half-
angle 𝜃𝑐 of truncated cone, the influence of the reflected wave
on the forward radiation is gradually strengthened which
results in the decrease of themaximum radiation gain and the

increase of the antenna gain at low elevation angle, and then
the radiation beam at low elevation angle will be included in
the domain of 3 dB RHCP radiation beam at some 𝜃𝑐. All of
the above can explain why the main beam has mutation at 𝜃𝑐
= 8.5∘, in which the beamwidth suddenly changes from 90∘ to
195∘. From Figure 3, we can observe that when 𝜃𝑐 ≥ 8.5

∘, the
beamwidth declines slowly, and the maximum beamwidth
presents at 𝜃𝑐 = 9.7∘ where the 3 dB RHCP beamwidth is
about 195∘. The antenna peak gain ranging from −0.5 dB to
2 dB exhibits a rising tendency when 𝜃𝑐 is increasing. Figure 3
shows that the low elevation angle gain and beamwidth can
be effectively controlled by changing the 𝜃𝑐.
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In order to further study the effects of the truncated cone
to the beamwidth, the influence of the cone height is analyzed
in this paper where the top diameter and bottom diameter
of the truncated cone are 130mm and 292mm, respectively.
Figure 4 illustrates the relationship between the HPBW and
the cone height. From Figure 4, we can observe that the
beamwidth increases with cone height ℎcone ranging from
90∘ to 210∘ for different 𝜑, and when ℎcone ≥ 300mm, the
HPBW suddenly falls to a stable value which is about 70∘.
This is because the contribution of the reflected wave to the
forward radiation is gradually shifting to low elevation angle,
and the low elevation angle beam will be excluded from the
main beam at some ℎcone (ℎcone = 300mm), which results
in the mutation shown in Figure 4. After the mutation, the
supporting platform has little effects to the forward radiation
for the case of increasing the ℎcone which comes out as a stable
value of beamwidth. However, when the ℎcone is tending to
0mm, due to the existing metallic rectangular plate which
is larger than the ground of the MPA, the contribution of
reflected wave to forward radiation is still at work which
can explain why the beamwidth increases from 90∘. Figure 4
depicts that the HPBW can be further broaden to more
than 200∘ by changing the cone height ℎcone. To obtain the
hemispherical pattern coverage, low elevation angle radiation
pattern and different 𝜑-plane radiation are presented to show
the antenna performance. Figure 5(a) shows the horizontal
radiation pattern at low elevation angle, and we can observe
that the horizontal gain range are less than 0.8 dB, 0.6 dB,
and 0.5 dB at 𝜑 = 80∘, 70∘, and 60∘, respectively. The HPBW
variation is less than 8∘ as is shown in Figure 5(b).

4. Simulation and Measurement Results

A RHCP-MPA with 𝜃𝑐 = 24.2∘ is designed and experimented
in this paper. Figures 6(a) and 6(b) show the measured and
simulated return loss and RHCP radiation pattern for the
designed antenna at the operating frequency of 401.6MHz,
respectively, and the corresponding axial ratio pattern is given
in Figure 6(c). The measured antenna gain is about 1.5 dB.
From Figure 4, we can find that the 3 dB RHCP beamwidth
is 152∘ and the 3 dB AR bandwidth is 89∘ for the proposed
RHCP-MPA. And the simulated and measured results are in
good agreement.

5. Conclusion

The ultrawide beam coverage of a RHCP corner-truncated
antenna with a truncated cone ground plane and a metallic
rectangular plate has been studied experimentally for opera-
tion in the 401.6MHz UHF band. Employing the technique
of laying gradually variational supporting platform under
the MPA, the 3 dB RHCP beamwidth of a new MPA can
be broadened effectively. The proposed antenna has a 3 dB
RHCP beamwidth of 152∘, which is about 70∘ greater than
the conventional MPA and its RHCP gain is about 1.5 dB. By
optimizing the shape of the metallic supporting platform, we
can broaden the 3 dB RHCP beamwidth up to 200∘, which is
very suitable for applications of ultrawide beam coverage.
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A codesigned compact dual-band filtering antenna incorporating a PINdiode for 2.45/5.2 GHzwireless local area network (WLAN)
applications is proposed in this paper. The integrated filtering antenna system consists of a simple monopole radiator, a microstrip
dual-band band-pass filter, and a PIN diode. The performance of the filtering antenna is notably promoted by optimizing the
impedance between the antenna and the band-pass filter, with good selectivity and out-of-band rejection.Thedesign process follows
the approach of the synthesis of band-pass filter. In addition, the PIN diode is incorporated in the filtering antenna for further size
reduction, which also widens the coverage of the bandwidth by about 230% for 2.4GHzWLAN.With the presence of small size and
good filtering performances, the proposed filtering antenna is a good candidate for the wireless communication systems. Prototypes
of the proposed filtering antenna incorporating a PIN diode are fabricated and measured. The measured results including return
losses and radiation patterns are presented.

1. Introduction

The wireless local area network (WLAN) has experienced
a rapid growth in the last decade, which has been widely
employed in wireless applications such as WIFI, Bluetooth,
and GPS. For further portability and better user experiences,
the size reduction has been a trend in the wireless system
designs. Generally, antennas and filters are considered as the
critical components in reducing the whole sizes of the radio
frequency (RF) front ends. In addition, the filter is usually
connected right after the antenna, and the direct connection
between them may induce additional mismatch losses and
deteriorates the performances of the filter. Therefore, the
integration of the antenna and the filter will be of great inter-
est, which can provide both desired filtering and radiating
functions.

Several efforts have been proposed in the literature [1–13]
to integrate the antenna and the filter into a single module,
and the sizes as well as operating bands are summarized

in Table 1 [1–8]. The integration of the open-loop resonator
loaded filter and the monopole antenna is presented in [3],
which reduces the size of the filtering antenna by employing
the antenna structure as the last resonator of the filter. The
synthesis technique has been comprehensively studied in
[2, 8], which is proved to be feasible by the example of an
integrated 2.45GHz third-order filtering antenna with good
band-edge selectivity and design accuracy. What is more,
compared to the traditional way of connecting the antenna
and the filter by standard 50Ω ports, the filtering antenna in
[2, 8] reduces the transition loss to be near zero. For further
reduction of the footprint of the integrated filtering antenna
system, the integration of slot antenna and vertical cavity
filter has been proposed in [7]. However, most of the referred
filtering antennas are for single-band applications, which can
hardly meet the demands of the current dual-band 802.11
a/b/g WLAN applications.

In this paper, a compact dual-band filtering antenna
with printed structure for wireless communication systems is
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Table 1: Comparison of the sizes of the filtering antenna.

Reference
number Total size Operating bands Type of the

substrate
[1] 12.9 × 6.5mm2 X-band Rogers 5880
[2] 60 × 60mm2 2.4GWLAN Rogers 4003
[3] 30 × 45mm2 2.4GWLAN 𝜀𝑟 = 2.65

[4] 10.9 × 10.9mm2 Ku-band 𝜀𝑟 = 2.54

[5] 30 × 20mm2 4.06∼4.26GHz
[6] 18 × 20mm2 4.7∼5.2 GHz 𝜀

𝑟
= 3.38

[7] 12.5 × 9mm2 10∼10.5 GHz 𝜀
𝑟
= 3.48

[8] 65.2 × 50mm2 2.4GWLAN 𝜀
𝑟
= 3.38

proposed. The filtering antenna is integrated by a microstrip
dual-band band-pass filter and a simple monopole antenna,
which is conducted by utilizing the synthesis approach.
Without restricting the impedance between the filter and the
antenna to 50Ω, the performances of the filtering system
are promoted and the total loss of the filtering antenna is
almost the same as the filter insertion loss. The presented

filtering antenna has a whole size of 27 × 20mm2, which is
much smaller compared to the antenna referred to in [3]. To
widen the bandwidth of the filtering antenna, reconfigurable
technology [14–18] has been applied, which usually expands
the bandwidth by combining different working states with
a fixed size. In particular, the PIN diode is incorporated
in the filtering antenna system, which covers the dual-
band 2.45/5.2 GHz WLAN by combining the two working
states. Fabrication of the printed filtering antenna is easy
and of low cost, while the integrated filtering antenna has
good band-edge selectivity and flat antenna gain. Measured
radiation characteristics of the proposed filtering antenna are
presented.

2. Design of the Filtering Antenna

Figure 1 depicts the layout of the proposed integrated filtering
antenna, which is printed on a low-cost two-side printed
substrate with relative dielectric constant of 3.5 and a thick-
ness of 0.508mm.The filtering antenna system includes three
resonators of high 𝑄 values and one monopole antenna. The
dual-band filtering antenna has a total size of 27 × 20mm2,
which is realized due to the introduction of the PIN diode
and is quite promising for wireless communication systems.
Note that the dual-band band-pass filter is directly connected
to the antenna, and the mismatch loss is correspondingly
reduced.

2.1. Synthesis of the Dual-Band Filtering Antenna. A two-
pole dual-band band-pass filter with a bandwidth of 30MHz
with centre frequency at 2.45GHz and 435MHz with centre
frequency at 5.2 GHz is synthesized according to the dual-
band filter synthesis technique [2]. The dual-band filter
consisting of three stepped impedance resonators is printed
on the 0.508mm Rogers 4003 substrate. The value of the
coupling coefficients 𝑘12 between resonator 1 and resonator 2
is 0.02, while the value of the external quality factors is 53.07.
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The referred coupling coefficient 𝑘12 depends on the relative
distance of resonator 1 and resonator 2. The smaller the value
of 𝑆 is, the stronger the coupling between the resonators is.

The coupling coefficient 𝑘 is calculated based on the
following equation:

|𝑘| =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑓
2

1
− 𝑓
2

2

𝑓
2

1
+ 𝑓
2

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

, (1)

where 𝑓1 and 𝑓2 represent the eigenfrequencies of resonator 1
and resonator 2, respectively, which can be obtained through
the optimization of the relative distance 𝑆 between the
resonators. The coupling coefficient as a function of the
distance 𝑆 between resonator 1 and resonator 2 is depicted
in Figure 2. The optimized dimensions of the filter are given
before, and the simulated 𝑆11 and 𝑆21 of the filter are plotted
in Figure 3.

The dual-band two-strip monopole antenna which is
designed based on the fixed ground plane has a size of 10.6 ×
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Figure 6:Measured 2D radiation patterns. (a) 2400MHz; (b) 2450MHz; (c) 5000MHz; and (d) 5200MHz for the proposed filtering antenna.

20mm2. The resonant frequencies are mainly determined to
its total length, namely, the length of (𝐿2 + 𝐿3 + 𝑆3). The
lengths of the long strip (34.6) and the short strip (13.6mm)
are approximately a quarter-wavelength for 2.45GHz and

5.2GHz, respectively. The connecting line between the fil-
ter and the antenna is optimized, whose dimension is
finally identified as 10.6mm in length and 1.1mm in
width.
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2.2. Implementation of the Reconfigurable Technology. To
achieve larger bandwidth coverage, the PIN diode is incor-
porated in the filtering antenna, which is located in the
coupling structure of the filter. As a result, the bandwidth
of the filtering antenna is expanded with a fixed size. When
the PIN diode is OFF (state1), the PIN diode is equivalent
to a series capacitance with high isolation and the filtering
antenna works in the previously mentioned state, covering
the 2425–2465MHz and 4785–5220MHz. When the PIN
diode is ON (state2), it works as a series resistance; then
resonator 2 and resonator 3 are directly connected; thus the
path of the currents is changed and the resonant frequencies
are shifted towards lower frequencies, covering the 2340–
2430MHz and 4740–5100MHz.Therefore, by combining the
two working states, the bandwidth of the filtering antenna is
increased by about 40% with the addition of the PIN diode,
covering the 2.45/5.2 GHz WLAN operation. The prototype
is fabricated under the consideration of the PIN diode and its
DC bias circuit.

3. Results and Discussion

The proposed dual-band filtering antenna system was fabri-
cated and tested. Photos of the fabricated filtering antenna
system and the PIN diode as well as its corresponding DC
are shown in Figure 4.The simulated results of the integrated
filtering antenna are achieved based on the HFSS 13.0, while
the measured results are given by using the Agilent N5247A
network analyzer and the Satimo StarLab far field mea-
surement system. Simulated and measured 𝑆11 against the
frequency for the two working states are shown in Figure 5.
Type of the PIN diode is selected as Philips BAP64-03, while
the DC bias current is supplied by two AAA batteries. The
filtering antenna successfully changes its working states to
widen the bandwidth by nearly 80MHz (230%) for 2.4GHz
WLAN and 49MHz for 5.2GHz WLAN. The measured
results show that the presented filtering antenna provides
good selectivity and out-of-band rejection.

Measured radiation patterns for the proposed filtering
antenna system in the 𝑥-𝑧, 𝑦-𝑧, and 𝑥-𝑦 planes are shown
in Figure 6, which is conducted at 2400 and 5000MHz
for state1 as well as 2450 and 5200MHz for state2. For all
the different frequencies for the two working states, the
measured radiation patterns are dipole-like, which are nearly
omnidirectional in the azimuth plane for the two bands.

4. Conclusion

In this paper, a small-size dual-band filtering antenna incor-
porating the PIN diode is proposed. The presented filtering
antenna system is printed on the low-cost substrate and occu-
pies a total size of 20 × 27mm2. Through the incorporation
of the PIN diode, the bandwidth of the filtering antenna
is increased by nearly 230% for 2.4GHz WLAN, covering
the dual-band 2.45/5.2 GHz WLAN operation. Performance
of the filtering antenna system is promoted through the
optimization of the impedance between the filter and the
monopole antenna. In addition, by directly connecting the

antenna and the filter, the mismatch loss is greatly reduced.
According to the measured results, the proposed filtering
antenna system has good selectivity and out-of-band rejec-
tion, which prove that the filtering antenna is applicable for
the RF front end for modern wireless systems.
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A planar small-size eight-band frequency reconfigurable antenna for LTE/WWAN mobile handset applications is proposed. The
proposed antenna consists of a feeding strip and a coupled strip, with a total dimension of 10 × 29.5mm2. Reconfigurability is
realized by incorporating a one-pole four-throw RF switch, which is embedded in the coupled strip and changes the resonant
modes for the lower band. By combining four different working modes, the proposed antenna successfully realize the eight-band
operation, covering the operating bands of 700∼787MHz, 824∼960MHz, and 1710∼2690MHz. In addition, the simple DC bias
circuit of the RF switch has little effect on the antenna performances, with no significant reduction in antenna efficiency and
variations in the radiation patterns. The measured antenna efficiencies are 40%∼50% and over 60% for the lower band and the
upper band, respectively. Prototypes of the proposed frequency reconfigurable antenna incorporating the one-pole four-throw
switch are fabricated and measured. The measured results including return losses and radiation characteristics are presented.

1. Introduction

Portable devices with wireless connectivity have experienced
a rapid growth in the last decade, which also face the great
challenge to cope with various wireless standards (WIFI,
Bluetooth, GPS, and GSM) with a wide bandwidth. For
further portability and better user experiences, the size
reduction has been a trend in the wireless system designs.
Nevertheless, designing an internal multiband antenna for
mobile handsets within a small size is still full of challenges.

To reduce the antenna size and achieve wide bandwidth,
a great deal of methods have been proposed, such as the
couple-fed method referred in [1–4], the parallel resonance
method used in [5], and the distributed inductor proposed in
[6, 7]. For further size reduction, these traditional wideband
methods with single working state are limited. Considering
the limited space for antenna design for mobile handsets,
reconfigurable technology [8–17] is a good candidate. By
using the reconfigurable technology, the antenna can work in
several states to obtain wide bandwidth with a reduced size.
Commonly, the reconfigurability is achieved by RF MEMS
switches [8–11], PIN diodes [11–15], and varactors [16, 17].

Reconfigurable antennas loading PIN diodes referred in [13–
15] have significantly reduced the sizes of the multiband
antennas, and they have also been proved with acceptable
insertion losses. However, the PIN diode usually acts as a
resistance, while larger dc power is required to gain lower
insertion loss in practical applications. From this respect, the
MEMS RF switches referred in [8–12] are more practical,
which have much lower insertion losses [11] and smaller
effect on the radiation characteristics as well as lower costs
in comparison with the PIN diodes.

In this paper, a printed frequency reconfigurable antenna
with a one-pole four-throw RF switch loaded for eight-band
WWAN/LTE mobile handset applications is proposed. The
reconfigurable antenna comprises a simple structure of a
feeding strip, a coupled strip, and a one-pole four-throw RF
switch as well as its DC bias circuit. The RF switch works in
four different states and changes the resonant modes through
modifying the values of the lump inductors. By combining
the four different states, the proposed antenna success-
fully covers the eight-band operation of GSM850/900/1800/
1900/UMTS2100/LTE2300/2500. With a total size of 10 ×
29.5mm2, the proposed antenna is much smaller in contrast
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Figure 2: Simulated current distributions at different frequencies. (a) 925MHz; (b) 1850MHz; (c) 2470MHz.

to the antenna referred in [12, 14]. Moreover, compared to
the antenna in [5], the proposed antenna has a smaller size
and an extra coverage of LTE700 operation, which is mainly
due to the combination of four different working states of the
RF MEMS switch. Although the insertion of the RF switch
may exert influences to the antenna performances, the effects
such as insertion losses and the impedancematching are quite
acceptable and proved practical for mobile handset appli-
cations [11], considering the great benefits of minimization
and band expansion with the incorporation of the RFMEMS
switch. Fabrication of the printed reconfigurable antenna
is easy and its cost is low, while the antenna has good
performances and small insertion losses. Measured radiation
characteristics of the proposed reconfigurable antenna are
presented.

2. Proposed Reconfigurable Antenna

Figure 1(a) depicts the geometry of the proposed antenna,
which has a total size of 10 × 29.5mm2 and is printed on

a 0.8mm-thick FR4 substrate with relative dielectric constant
of 4.4 and loss tangent of 0.02. The frequency reconfigurable
antenna consists of a coupled-fed antenna and a one-pole
four-throw RF switch and its corresponding DC bias circuits.
Detailed dimensions of the printed antenna and the one-
pole four-throw RF switch are given in Figure 1(b). The
coupled-fed antenna comprises a feeding strip and a coupled
strip, while the coupled strip is grounded through the RF
switch. Furthermore, the RF switch is located within the
dotted line as shown in Figure 1(b), and its ground (GND)
pins are connected with the back-side system ground via
metallized holes. The embedded inductors are controlled by
the corresponding DC bias voltages (𝑉1, 𝑉2, 𝑉3, 𝑉4) and
only one inductor is involved in eachworking state with other
inductors unoccupied. For example, when𝑉1 is suppliedwith
high voltage and the other three ports are in low level, then the
lumped inductor 𝐿1 is incorporated and the antennaworks in
the state of 𝐿1.

In the proposed antenna, themonopole feeding strip con-
tributes a resonant mode at about 1850MHz, while the other
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Figure 3: Photos of the manufactured reconfigurable antenna for eight-band mobile handset applications.
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Figure 4: Simulated and measured reflection coefficient against frequency for the proposed antenna. (a) Simulated results. (b) Measured
results.

resonant mode is generated by the coupled strip at about
2470MHz for the upper band.Therefore, a wide bandwidth is
achieved by combining the two resonant modes, covering the
GSM1800/1900/UMTS2100/LTE2300/2500 operation. One
resonant mode is contributed by the coupling strip for the
lower band. In particular, the referred one-pole four-throw
RF switch is applied to modify the resonant frequencies,
which can effectively expand the coverage by combining four
different working states. Actually, the optimization process of
the antenna is not so easy, which needs to meet the require-
ments of impedance matching in different states. Specially,
the RF switch is located in the shorting point of the coupled
strip and there is little influence on the upper band when

the working state is switched. Then the reconfigurability is
finally realized to cover the LTE700/GSM850/900 operation.

Figure 2 shows the simulated current distributions for the
proposed antenna at the resonant frequencies of 925MHz,
1850MHz, and 2470MHz. For clear explanation, only the
state of 𝐿 = 6.8 nH is selected for the lower band. As shown
in Figure 2(a), the current distributions on the coupled strip
are much stronger, suggesting that the resonant mode at
about 925MHz is mainly contributed by the coupled strip.
With the same principle, the other three resonant modes
for the lower band can be explained. From Figure 2(b), it
can be seen that strong current flows along with the feeding
strip and the coupled strip, confirming that the feeding strip
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Figure 5: Measured 2D radiation patterns. (a) 750MHz; (b) 925MHz; (c) 1925MHz; (d) 2350MHz for the proposed filtering antenna
(- - - - - - - - - -𝐸𝜑, ——— 𝐸𝜃).
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contributes much for the resonant mode at about 1850MHz.
Figure 2(c) depicts that the strong current distributions are
on the coupled strip, proving that the resonant mode at about
2470MHz is generated by the coupled strip.

3. Results

The proposed printed reconfigurable antenna was fabricated
and tested. Photos of the fabricated antenna and the one-
pole four-throw RF switch (FMS2016QFN-1) as well as its
corresponding DC bias circuits are shown in Figure 3. The
simulation and optimization of the reconfigurable antenna
are based on the HFSS 12.0, and the measured results are
obtained by using the network analyzer and the Satimo
StarLab far field measurement system. The simulated and
measured reflection coefficients against the frequency for
the four working states are plotted in Figure 4 with good
agreement, and little effect is found for the upper band when
the state of the RF switch changes. The DC bias voltage
is supplied by two AAA batteries, and the working state
can be switched by changing the voltage level of different
ports (𝑉1, 𝑉2, 𝑉3, 𝑉4). By combining the four working
states, the reconfigurable antenna successfully covers the
LTE700GSM850/900/1800/1900/UMTS2100/LTE2300/2500
operation.

Measured radiation patterns for the proposed reconfig-
urable antenna in the 𝑥-𝑧, 𝑦-𝑧, and 𝑥-𝑦 planes are shown in
Figure 5, which is conducted at 750, 925, 1925, and 2350MHz.
For all the different frequencies, complementary 𝐸𝜑 and 𝐸𝜃
are observed, which are favorable in practical applications
since the position of themobile handset is unfixed. Some vari-
ations are also found, which is largely due to the manufacture
tolerance as well as the effects of coaxial cables and the RF
switch.

The measured antenna efficiency of the reconfigurable is
shown in Figure 6, which is conducted under the considera-
tion of theRF switch. For the lower bands of LTE700/850/900,

the antenna efficiency varies in a range of 40%∼50%, con-
firming that the introduced RF switch brings acceptable
insertion loss for the proposed antenna. For the upper bands
of GSM1800/1900/UMTS2100/LTE2300/2500, the antenna
efficiency is over 60%. The measured results reveal that
the proposed reconfigurable antenna has good radiation
characteristics.

4. Conclusion

In this paper, a small-size frequency reconfigurable antenna
incorporating the one-pole four-throw RF switch for
eight-band mobile handset applications is proposed. The
presented reconfigurable antenna is directly printed on the
FR4 substrate and occupies a total size of 10 × 29.5mm2. By
combining the four working states, the operating bands of
LTE700GSM850/900/1800/1900/UMTS2100/LTE2300/2500
are successfully covered. According to the measured results,
the proposed reconfigurable antenna has good radiation
characteristics, which prove that the antenna is applicable for
the mobile handset applications.
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In order to achieve wide bandwidth and high gain, we propose a stacked antenna structure having a microstrip aperture coupled
feeding technique with a mounted Horn integrated on it. With optimized parameters, the single antenna element at a center
frequency of 60GHz, exhibits a wide impedance bandwidth of about 10.58% (58.9–65.25GHz) with a gain and efficiency of 11.78 dB
and 88%, respectively. For improving the gain, we designed a 2 × 2 and 4 × 4 arrays with a corporate feed network. The side lobe
levels were minimized and the back radiations were reduced by making use of a reflector at 𝜆/4 distance from the corporate feed
network.The 2×2 array structure resulted in improved gain of 15.3 dBwith efficiency of 83%, while the 4×4 array structure provided
further gain improvement of 18.07 dB with 68.3% efficiency.The proposed design is modelled in CSTMicrowave Studio.The results
are verified using HFSS, which are found to be in good agreement.

1. Introduction

Soon after the development of 60GHz standard that provides
a 7GHz license-free bandwidth worldwide, its popularity
became evident at millimeter waves spectrum due to its
usage in high data-rate wireless communications at gigabit
per second [1, 2]. The huge amount of bandwidth availability
attracted the researchers for its use in many terrestrial and
space applications. In thismodern era of consumer electronic
gadgets, even telephony and cable operated devices in offices
and homes are trending towards wireless technology. The
demand for higher data rate of thesemultimedia technologies
can be resolved with 60GHz standard as being a viable
candidate.

In any radio communication or wireless systems, antenna
plays a vital part [3–5]. Since its development, the microstrip
planar antennas [6] have gained popularity in telecommu-
nication and radar applications due to its lightweight and
low profile configurations. Microstrip patch antennas are
among the best candidates for implementing in microwave
and millimeter waves (MMW) frequency and they are good
candidates for arrays as well. There are several reports
devoted to the design and explanation of such antennas using
arrays [7–12]. However, the traditional microstrip antennas

have reached their maximum usability as they offer narrow
bandwidth (3%) and low gain. Researchers investigated new
methods and came up with coupling techniques to improve
impedance bandwidth. The proposed solution by Pozar [13]
is provided with wide bandwidth and high gain as compared
to conventional microstrip antennas. The aperture coupling
method enabled the patch antennas to be easily integrated
into arrays, with active circuits, to minimize spurious radi-
ations from the feed, and to introduce more freedom of
substrates selections. Many techniques have been explained
in the literature for improving bandwidth and gain at MMW
[14–20].

In this paper, a stacked microstrip antenna utilizing
aperture-coupled technique with a mounted Horn on FR-4
substrate is presented, at a center frequency of 60GHz. By
employing this technique, a wide impedance bandwidth of
about 10.58% (58.9–65.25GHz) is achieved with high gain
and efficiency. The gain and efficiency of the single element
antenna are further increased by presenting a corporate
fed network of 2 × 2 and 4 × 4 arrays. The 2 × 2 array
structure resulted in improved gain of 15.3 dB with efficiency
of 83%. While the 4 × 4 array structure provided further gain
improvement of 18.07 dB with 68.3% efficiency. This paper
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Figure 1: Exploded view of proposed multilayer ACMPA with mounted Horn.

is an extended work of our previous results [21], which had
limited bandwidth. Comparing with previous results [21], the
proposed single element antenna’s simulation results show
improvement in terms of bandwidth and gain at millimeter
waves (MMW).

2. Design of Antenna Element

The geometry of the single antenna element is shown in
Figure 1. The design is a combination of aperture coupled
microstrip antenna (ACMPA) and a Horn antenna mounted
on FR4 substrate, where the waveguide part of the horn
is integrated into FR4 substrate. The model was designed
and optimized using RF simulation software CSTMicrowave
Studio and the results were reconfirmed via HFSS. The
antenna is tuned to operate in a wide band of frequencies
at 60GHz. The multilayer antenna has three substrates with
layers I and II having Rogers Duroid RT-5880 with 𝜖𝑟 = 2.2
and tan 𝛿 = 0.003 and thickness 𝑡1 = 0.127mm and 𝑡2 =
0.381mm while the third layer has FR-4 as a substrate with
𝜖𝑟 = 4.3 and thickness 𝑡3 = 1.6mm and a mounted Horn.
The addition of FR4 has no other effect, except to provide
support to the mounted Horn on the antenna performance.
The ground with thickness (𝑡 = 2 × 0.0175mm) is made
of conducting metal with a rectangular slot perpendicular

to the microstrip feed having dimensions of 𝐿 𝑠 and 𝑊𝑠 as
given in Table 1. Coupling efficiencies between the aperture
in the ground and the patch can be improved as investigated
in [22]. The patch is located on the top of the substrate, at
layer II, and has dimensions of 𝐿𝑝 and𝑊𝑝 as given in Table 1.
The dimensions of substrates and ground are taken as 30 ×
30mm2. The 50Ωmicrostrip feed line at the bottom of lower
substrate has a feed width of 𝑊𝑓 = 0.386mm as calculated
fromAnsoftdesigner [23]. Table 1 shows the optimized values
for the proposed antenna.

With the aid of simulation tools, the proposed multilayer
antenna was numerically optimized and the results were
obtained. The objective was to achieve a wide bandwidth,
high gain, and efficiency. Compared to [21], the impedance
bandwidth improved significantly with almost the same gain.
Due to the addition of 0.381mm thickness substrate, the
impedance bandwidth achieved was about 10.58% (58.9–
65.25GHz) with gain and efficiency of 11.78 dB and 88%,
respectively. The simulation has taken into account the
substrate and metallic losses. Figure 2 shows the bandwidth
and gain comparison between two simulators for the single
element antenna design.The two resonances seen in Figure 2
at 59.7GHz and 63.5GHz are due to the patch on layer II
and the aperture of the Horn antenna integrated on it. Since
this design is an extension of [21], the dimensions of the
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Table 1: Parameters of proposed antenna in mm.

Design Antenna element Dimensions/parameters

Layer I

Microstrip feed
Feed width,𝑊

𝑓
= 0.386

Thickness, 𝑡 = 0.0175
Stub length, 𝐿𝑓𝑠 = 0.45

Substrate

RT Duroid 5880
Length, 𝐿 = 30
Width,𝑊 = 30
𝜖𝑟 = 2.2

tan 𝛿 = 0.003
Thickness, 𝑡1 = 0.127

Ground

Thickness, 𝑡 = 0.0175
Length 𝐿 = 30
Width𝑊 = 30
Thickness, 𝑡 = 0.0175

Rectangular slot Slot length, 𝐿 𝑠 = 1
Slot width,𝑊

𝑠
= 0.2

Layer II
Substrate

RT Duroid 5880
Thickness, 𝑡2 = 0.381
𝜖𝑟 = 2.2

tan 𝛿 = 0.003
Length, 𝐿 = 30
Width,𝑊 = 30

Patch Length, 𝐿𝑝 = 1.2
Width,𝑊

𝑝
= 1.2

Layer III
Substrate

FR 4
Thickness, 𝑡3 = 1.6
𝜖𝑟 = 4.3

tan 𝛿 = 0.025

Cut in FR-4 Length, 𝐿𝑓𝑟 = 3
Width,𝑊𝑓𝑟 = 4.25

Horn Horn dimensions

Horn length, 𝐿ℎ = 7.14
Horn width,𝑊ℎ = 7.14
Waveguide length, 𝐿𝑔 = 3
Waveguide width,𝑊𝑔 = 4.25
Thickness of metal horn, 𝑡 = 2

Full structure Total height 4

rectangular waveguide were optimized as given in Table 1.
The initial length of the rectangular waveguide was chosen
to be 𝐿𝑔 = 𝜆0/2, which is a half wavelength at 60GHz. The
rectangular waveguide length has an effect on the reflection
coefficient, which is minimum when 𝐿𝑔 is around 𝜆0/2.

Figures 3(a) and 3(b) show the E-plane and H-plane
radiation patterns, simulated in CST and HFSS, of the
proposed antenna, for the frequencies at 59, 62, and 65GHz,
respectively. Thus for the multilayer structure at 62GHz, the
E-plane has side lobe of level−5 dB, half-power beamwidth of
31∘, and a back radiation of −18.3 dB. The H-plane radiation
pattern at 62GHz has a side lobe of −13.2, half-power
beamwidth of 69.8∘, back radiation of −17 dB, and cross
polarization level of > −30 dB.
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3. Design of Antenna Array

Limited methods exist in analyzing the antenna arrays. In
the existing methods, arrays factor is the easiest one among
others [6]. In simplest terms, array theory works on the
principle that each antenna element is treated as an individual
isotropic point source. Energy contributions from each point
source are derived in the far field expressed as array factor
(AF). The method of array factor is based on the theorem of
orientation multiplying [6]:

AF (𝑓, 𝜃) =
4

∑

𝑛=1

𝑒
𝑗𝑛𝑘𝑑 sin 𝜃
. (1)

The array factor depends only on the geometry of the
array and the phase between each element. The actual
radiator then replaces each point and the far field radiation
pattern is determined by pattern multiplying the array factor
with the pattern of the radiator. Mutual coupling is ignored
in the process since the radiators are treated separately; also
their influences on each other are not considered. Sincewe are
working on improving the gain of the antenna, therefore, the
mutual coupling cannot be ignored and the results deduced
by array factor must be modified.

3.1. 2 × 2 Array. The next step is to improve the gain by
making use of 2 × 2 and 4 × 4 arrays. The 3D exploded
view of the 2 × 2 arrays structure is shown in Figure 4,
where a copper reflector element of distance 𝜆/4 has been
introduced below layer I to suppress the back radiations of
the array. An important aspect in designing an array is the
optimal distance between the patches or antenna elements to
reduce mutual coupling among them. Mutual coupling has a
noteworthy influence on the performance of antenna array.
Mutual coupling affects several factors such as inputting
resistance, orientation pattern of array, gain of the array, and
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Figure 3: (a) Simulated E-plane radiation pattern at 59, 62, and 65GHz and (b) simulated H-plane radiation pattern at 59, 62, and 65GHz.
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its polarization [24–27]. In our proposed array design, center-
to-center distances between patches were optimized from
0.5𝜆 to 1𝜆 that gave minimum coupling and maximum gain.
The element spacing was selected to be 0.82𝜆𝑜 in the 𝑥-𝑦
direction for both 2 × 2 and 4 × 4 arrays.

A corporate feed network connected to a 50Ω line was
used as power division between antenna elements. Corporate
feed networks are in general very versatile as they offer power
splits of 2𝑛 (i.e., 𝑛 = 2, 4, 8, 16, 32, etc.) and control to
the designer in terms of amplitude and phase selection of
individual feed element and its power division among the
transmission lines. It is ideal for scanning phased arrays,
shaped-beam arrays, and multibeam arrays [6]. The length
and width of the transmission lines can be varied as per
requirement of power division. The feed network consists
of 50Ω transmission line and 70.7Ω quarter-wavelength
transformers matched to primary 50Ω feeding line. The
corporate feed network for 2 × 2 arrays is shown in Figure 5.

Analyzing the top half of feed network shown in Figure 5
and because of symmetry, two 50Ω lines coming from each
antenna are connected to two 70.7Ω lines where each of them
is a quarter wave transformer. This transforms each line into
a 100Ω line. Nowwe have two 100Ω lines in parallel resulting
in 50Ω line. This 50Ω is again connected to quarter wave
transformer resulting in 100Ω line. Similarly, another 100Ω
is available from the bottom half of the circuit resulting in a
final 50Ω line connected andmatched to the main 50Ω feed.
The lengths and widths of 50Ω and 70.7Ω used in this feed
network are shown in Table 2.

The proposed antenna of 2 × 2 array was simulated via
simulation tools. Figure 6 shows the comparison between
simulators on the simulated return loss and gain for 2 × 2
arrays. Impedance bandwidth remains the same as 10.58%
(58.9–65.25GHz). The gain and efficiency are 15.3 dB and
88%, respectively. Due to the introduction of 0.381mm sub-
strate as compared to previous work [21], some parameters
of the multilayer antenna design were optimized for the
array structures to achieve wide bandwidth and impedance
matching. The rest of the parameters were kept the same as
presented in Table 1. The modified parameters are shown in
Table 3.

The E-plane and H-plane radiation patterns, simulated
in CST and HFSS, for 2 × 2 array structure at frequencies
59, 62, and 65GHz are shown in Figures 7(a) and 7(b),
respectively. It is observed that the E-plane at 62GHz has a
side lobe of level−13.7 dB, half-power beamwidth of 22.1∘, and
a back radiation of −25.3 dB.TheH-plane radiation pattern at
62GHz has a side lobe of −9.1 dB, half-power beamwidth of
22.2∘, back radiation of −21.8 dB, and cross polarization level
of > −30 dB.

3.2. 4 × 4 Array. Similarly, the 4 × 4 array was simulated
and the comparison of results in terms of return loss and
gain is shown in Figure 8. Impedance bandwidth achieved is
10.58% (58.9–65.25GHz) at 60GHz. The gain and efficiency
are 18.07 dB and 68.3%, respectively. Figures 9(a) and 9(b)
show radiation patterns at 59, 62, and 65GHz for 4 × 4 array.

50 Ω 50 Ω

50 Ωmain feed

70.7 Ω

Figure 5: Corporate-feed network for 2 × 2 array.
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Figure 6: Return loss and gain of 2 × 2 array.

Table 2: Lengths and widths of 50Ω and 70.7Ω feeds.

Transmission line Width (mm) Length (mm)
50Ω 0.386 1.07
70.7Ω 0.2262 0.93

The E-plane at 62GHz has a side lobe of level −11.8 dB, half-
power beamwidth of 13.6∘, and a back radiation of −23.07 dB.
The H-plane radiation pattern at 62GHz has a side lobe of
−12.4, half-power beamwidth of 16.1∘, and a back radiation of
−23.07 dB. Table 4 shows the comparison of improved gain
from single element to 2 × 2 and 4 × 4 arrays.

4. Conclusion

A high gain and wide band multilayer antenna for 60GHz
are proposed in this paper. Stacked structure technique
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Figure 7: (a) E-plane radiation pattern at 59, 62, and 65GHz for 2 × 2 array and (b) H-plane radiation pattern at 59, 62, and 65GHz for 2 ×
2 array.
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employing aperture coupled feeding with mounted Horn
antenna is employed as the radiator for the single element,
2 × 2 and 4 × 4 arrays.The proposed antenna exhibits a broad
impedance bandwidth of about 10.5% (58.9–65.25GHz).
Comprised by the proposed antenna element, an antenna
array is investigated. Simulated results inCST andHFSS show
that the antenna array realized provides amaximum gain and

Table 3: Modified antenna parameters.

Parameters 2 × 2 array 4 × 4 array
Patch length, 𝐿𝑝 1.25 1.25
Patch width,𝑊𝑝 1.25 1.25
Stub length, 𝐿𝑓𝑠 0.45 0.45
Horn length, 𝐿ℎ𝑟 12 12
Horn width,𝑊ℎ𝑟 18 20

Table 4: Simulated results of single element and 2 × 2 and 4 × 4
arrays.

Array/parameters Single element 2 × 2 array 4 × 4 array
Bandwidth 10.58% 10.55% 10.51%
Gain 11.78 dB 15.3 dB 18.07 dB
Efficiency 88% 83% 68.3%

efficiency of 18.07 dB and 68.3%, respectively. The proposed
antenna finds application inV-band communication systems.
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This paper introduces a small-size, low-profile wearable radiator based on the coupled patches and vertically folded patches
techniques for application as a tag antenna for identification of people in the European UHF RFID band. The electric field
distribution comes out dominantly from the central coupling slot, and thus the electric properties of the radiator are almost
unaffected by the human body to which the antenna is intended to be attached. Accordingly, with the relative size 0.14 × 0.12 ×
0.009 𝜆0 at 866MHz (50 × 40 × 3.04mm3), the antenna exhibits total efficiency better than 50%, even if it is attached directly to a
person.

1. Introduction

Modern body area network (BAN) communication systems
[1–5] and also radiofrequency identification systems (RFID)
[6–12] require small-size, low-weight, inexpensive radiators,
which can be easily integrated into electronic devices or, for
example, on human clothes.

The coupled patches technique, introduced and employed
in [13–15], developed especially for screening the influence
of the human body, enables the design of wearable antennas
with an extremely low profile (typically lower than 0.003
𝜆0) and at the same time sufficient radiation efficiency
typically better than 50%. This is a significantly better value
than the radiation efficiency of the common half or quarter
wavelength patch antenna of the same size and height [16].
However, this technique does not enable the resonant length
of the antenna to be smaller than approximately 0.3 𝜆0 [14].
Thus, further miniaturization of antenna footprint size is a
challenge for researchers.

Capacitive loading of a shorted patch antenna and its
generalization, a vertically folded patch technique, which
enables a half or quarter wavelength patch antenna to be
minimized bymeans of repeat folding of the patch cavity, was
presented in [17, 18]; see Figure 1.

In this paper, we present a novel small-size high-efficient
UHF RFID tag antenna of overall electrical size 𝑘𝑎 = 0.58
combining both of the techniquesmentioned above.The cou-
pled patches technique, which excites the maximum electric
field magnitude in the central coupling slot, enables high
radiation efficiency to be achieved with a very low profile,
together with good immunity from the human body as
opposite sides are formed by metallic walls (see Figure 1(b)),
which reduce the interaction of electric field with the base
material. At the same time, the vertically folded patches
technique enables a smaller footprint size of the structure to
be achieved together with an acceptable increase in antenna
height.

2. Design, Realization, and Measurement

Figure 2 depicts a sketch and a photograph of the manufac-
tured vertically folded coupled patches UHF RFID antenna.
The antenna is manufactured on a low-permittivity substrate
Taconic RF-30 with 𝜀𝑟 = 3.0 and loss tangent tan 𝛿 =
0.002. The total size of the proposed antenna is 50 × 40 ×
3.04mm3, which gives a relative size of 0.14 × 0.12 × 0.009
𝜆0 at 866MHz; that is, 𝑘𝑎 = 0.58, where 𝑎 is the diameter of
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Figure 1:The side cross-section and electric field distribution of the vertically folded quarter wavelength patch antenna (a) and the proposed
vertically folded coupled patches antenna (b).

1.52

1.52

2

3

40

50

44 Chip position

Z

Y

X

(a) (b)

Figure 2: Sketch (a) and photograph (b) of folded coupled patches RFID antenna (dimensions stated in mm).

the sphere completely circumscribing the antenna, including
the mirror currents. The antenna is fed by the NXP G2X2
RFID chip with input impedance 𝑍in = 22 − 𝑗195Ω and
power sensitivity −15 dBm. The weight of the antenna is
approximately 15 g.

The performance properties of the antenna were verified
in a monopole-type arrangement [14] in order to avoid the
use of a balun situated between the antenna and the coaxial
connector; see Figure 3.Themonopole-type input impedance
then accounts for a half of the value compared to the dipole-
type impedance. Consequently, 𝑍monopole = 𝑍dipole/2 is

considered for further evaluation (where 𝑍dipole = 𝑍chip
∗
=

22 + 𝑗195Ω).
The transmission coefficient (see Figure 4) between the

antenna and the chip input impedance was evaluated from
the standard reflection coefficient measurement. The mea-
surement was performed with and without a human body
phantom (manufactured from agar with 𝜀𝑟 ∼ 55 and tan 𝛿 ∼
0.5 of 80 × 110 × 15 mm3 size) which was enclosed directly in
the back of the antenna.

The above-mentioned monopole-type arrangement
enables us to measure the radiation and the total efficiencies
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Table 1: Impedance and radiation properties of the vertically folded coupled patches RFID antenna at frequency 866MHz.

Transmission coefficient (—) Radiation efficiency (%) Total efficiency (%)
Measurement, free space 0.9 75 66
Measurement, agar phantom 0.8 65 51
Simulation, free space 1.0 66 51

Figure 3: Photograph of a manufactured prototype of folded
coupled patches RFID antenna in the monopole-type arrangement
with the ground plane 130 × 130mm2.
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Figure 4: Simulation and measurement of the transmission coeffi-
cient of the vertically folded coupled patches tag antenna.

by the Wheeler cap method [19]. A cap size of 122 × 122 ×
122mm3 was used. The simulation was performed in a full
arrangement, according to Figure 2(a). The measurement
was performed with and without the human body phantom;
see Figures 5, 6 and Table 1. Very good immunity from the
phantom as well as sufficient radiation and total efficiency
can be observed at operation frequency 866 MHz.

3. Read Range and Identification Tests

In order to evaluate the performance of the TAG antenna in
real operational conditions, read range tests were performed
with transmitted power of 30 dBm and standard 8 dBi reader
antennas, which gives 6.3W of effective isotropic radiated
power (EIRP). The tag antenna with the chip was fixed at a
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Figure 5: Simulation and measurement of the radiation efficiency
of the vertically folded coupled patches tag antenna.
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Figure 6: Simulation and measurement of the total efficiency of the
vertically folded coupled patches tag antenna.

height of 1.3m in free space and on a person’s chest over about
2mm thin shirt. The standard commercial RFID system (see
Table 2) was used for the evaluation of the read distance as
well as the reliability of person identification in corridors.

The read range evaluated in 4m width corridor in a free
space is 7.5m, and for the antenna attached to a human chest
the read range is 7.0m; see Figure 7.The read range evaluated
in 2m width corridor in a free space is 11m, and for the
antenna attached to a human chest the read range is 9.7m;
see Table 3.
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(a) (b)

Figure 7: Photograph of a test configuration: general view (a) and details (b) of a person with the chest-fixed TAG in 4m wide corridor.

Table 2: Standard used UHF RFID system parameters.

System
components Parameter Values

Operating frequency
(Europe) 866MHz

Reader

Transmitted power 30 dBm
Receiver sensitivity −64 dBm
Reader antenna gain 8.0 dBi
Reader antenna polarization Linear

Transponder
(TAG)

Chip sensitivity −15 dBm
Chip impedance 22 − 𝑗195Ω

TAG conversion loss Approximately 6 dB

Table 3: Identification tests of the folded coupled patches antenna
in free space as well as on the human chest in buildings corridors.

Corridor width Read range,
free space (m)

Read range,
human chest

(m)
4m 7.5 7
2m 11 9.7

4. Conclusion

A novel small footprint size and extremely low profile
wearable antenna based on a combination of coupled patches
and vertically folded patches techniques has been introduced,
and a sample has been developed for European UHF RFID
band. The size of the tag antenna without a chip was 50 × 40
× 3.04mm3, which is 0.14 × 0.12 × 0.009 𝜆0 at 866MHz. The
antenna exhibits total efficiency better than 50%, irrespective
of whether it is placed in a free space or enclosed on a human
body phantom. The read range of the antenna placed on
a person’s chest tested was better than 7m, while showing
negligible influence of the human body to which the antenna
was attached.
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We propose a miniaturized band-pass frequency selective surface (FSS) with periodic unit cell structure. The proposed FSS is
realized by symmetrically bending the edges of the square loop aperture element, by which our proposed FSS increases the resonant
length, and, hence, reduces its size. In this FSS, each unit cell has a dimension of 0.0538𝜆× 0.0538𝜆, where 𝜆 represents the
wavelength of the corresponding resonant frequency. Both the theoretical analysis and simulation results demonstrate that our
proposed FSS, having high polarization stability and angle stability, can achieve smaller size in comparison with the previously
proposed structures.

1. Introduction

Frequency selective surfaces (FSSs) are two-dimensional
planar periodic structures which are realized by using patch
or aperture elements to provide frequency filtering character-
istic to incoming wave [1]. FSS has attracted a great amount
of attention and has been widely studied for microwave and
light-wave applications owing to its frequency selective prop-
erties [1–7]. Recently, FSS has been adopted in subreflector of
Cassegrain antenna system to achieve frequency reuse, used
to design band-pass radomes on the aircraft to reduce the out-
of-band radar cross section (RCS) of antennas, and used in
circuit analog absorber to expand its bandwidth [2].

FSS is an infinite periodic array, which is difficult to
design. In fact, it can be implemented by using finite elements
tomake it suitable for practical engineering applications.This
is because the finite FSS structure has no infinite expansibility
and results in end current and scattering at the edges of the
finite array, which seriously affect the performance of the
FSS [3]. Therefore, it is necessary to use sufficient elements
to approximate the characteristics of infinite FSS. Generally,
the number of unit cells should not be less than 20 × 20 [4].
However, the size of a unit cell is so large that it is difficult to
design a finite FSS array with sufficient number of elements

in a finite space when the FSS is operating in a low frequency
such as L-band. As a result, minimization of FSS becomes one
of the attractive and hot topics. Furthermore, the FSS should
have good resonance stability performance with respect to
various polarizations and incidence angles to achieve stable
filter property in operating band [5].

Recently, a great number of FSSs have been developed
to reduce their sizes. Chiu and Chang proposed a novel FSS
structure which is realized by using two metal patch layers
and a dielectric layer. The two metal patch layers coupled
together via the dielectric layer. The size of each element is
0.104𝜆 × 0.104𝜆 [5]. Then, Li et al. developed an octagon FSS
using fractal theory and reduced the final FSS element size
to 0.0814𝜆 × 0.0814𝜆 [6]. After that, Yang et al. reported an
improved FSS by bending the edges of cross aperture element
into the external space [7] and the size of each element was
0.061𝜆 × 0.061𝜆. All these unit cells are symmetrical in order
to ensure the stability of the corresponding FSSs. However,
the size of the FSS is still large for practical applications in
very low frequency.

In this paper, we propose a miniaturized band-pass FSS
with periodic unit cell structure.The proposed FSS is realized
by symmetrically bending the edges of the square loop
aperture element to the inner space. In this FSS, each unit
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Figure 1: Equivalent analysis of periodic structure.

cell has a dimension of 0.0538𝜆 × 0.0538𝜆. The simulation
results demonstrate that our proposed FSS, having high
polarization stability and angle stability, can achieve smaller
size in comparison with the previously proposed structures.

2. Fundamental of Miniaturized FSS

On the basis of the electromagnetic theory, when a plane
wave is incident on a patch array, there exists induced current.
Examples are shown in Figure 1. In Figure 1(a), we choose the
vertical direction as reference direction of electric field in the
two-dimensional plane. When a plane wave is incident on
a patch array, the electric field creates positive and negative
charges on the edges of the two adjacent patches, which is a
gap capacitor. Similarly, in a wire grid shown in Figure 1(b),
parallel wires can also generate induced current, resulting
in a magnetic field, which acts as inductors. The first-order
approximation of the capacitance of the patch array and the
inductance of a wire gird are determined by (1) and (2),
respectively [8]:

𝐶 = 𝜀0𝜀eff (
2𝑙

𝜋
) log [csc(𝜋𝑠

2𝑙
)] , 𝑙 > 𝑠, (1)

𝐿 = 𝜇0 (
𝑝

2𝜋
) log [csc(𝜋𝑤

2𝑝
)] , 𝑝 > 𝑤, (2)

where 𝜀0 is the permittivity constant of the air, 𝜀eff is the
effective dielectric constant of the substrate, 𝑙 is the side length
of the patches, 𝑠 is the distance between the two patches, 𝜇0
is the permeability of air, 𝑝 is the length of the wire, and 𝑤 is
the width of the wire.

From (1), we find that 𝐶 is proportional to 𝑙 and is
inversely proportional to 𝑠 when 𝑙 > 𝑠. In a word, only
the narrow apertures in the horizontal direction act as big
equivalent capacitance, which is shown in Figure 1(a). In (2),
we observe that 𝐿 is proportional to 𝑝 and is inversely pro-
portional to 𝑤 with 𝑝 > 𝑤. Thus, the equivalent inductance
effects aremainly dependent on the vertical direction of these
long wires.

Based on the theoretical analysis and discussions above,
we can choose appropriate dimensions of the FSS elements

Figure 2: Square loop aperture element.

to obtain required resonant frequency. In addition, we know
that different FSS structures may have different equivalent
circuits. For square loop aperture element illustrated in
Figure 2, the narrow aperture in horizontal direction plays
an important role in forming the big equivalent capacitance,
the long wire in vertical direction plays an important role in
forming the big equivalent inductance [2], and the equivalent
circuit model of such element is shown in Figure 3, in which
𝐶 is large equivalent capacitance and 𝐿 is large equivalent
inductance.

From the previous knowledge on the circuit analysis,
the resonant frequency of the equivalent model described in
Figure 3 can be expressed as

𝑓 =
1

(2𝜋√𝐿 𝑠𝐶𝑠)
, (3)

where 𝐶𝑠 = 0.5𝐶 and 𝐿 𝑠 = 0.5𝐿.
From (1), (2), and (3), we find that the resonant frequency

of the square loop aperture element mainly relies on the
equivalent capacitance 𝐶 and the equivalent inductance 𝐿.
As for the square loop aperture FSS, we should increase the
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Table 1: Parameters of the designed FSS element.

Parameter Value
Length (𝐷) 9.8mm
Width of the narrow aperture (𝑤1) 0.2mm
Space between the aperture strips (𝑤2) 0.2mm
Aperture space of adjacent elements (𝑔) 0.2mm
Thickness of the metal layer (𝑡) 0.2mm
Thickness of the dielectric layer (ℎ) 1.6mm
Loss tangent of the dielectric (tan 𝜃) 0.025
Relative dielectric constant (𝜀𝑟) 5.0

length of the narrow aperture of the element structure to
obtain large equivalent capacitance so as to reduce the size
of the FSS structure. Inspired by the analysis given above,
we propose an improved unit cell structure named four
sides loading aperture (FSLA) element, and it is shown in
Figure 4. In this structure, the apertures implied by the yellow
dotted line can act as large capacitors. The corresponding
equivalent circuit model is shown in Figure 5, where 𝐶 is
the large equivalent capacitance and 𝐿 is the large equivalent
inductance.

To further reduce the resonant frequency of the above
structure, we bend the FSLA element into the inner side of
the square loop. The new structure of the highly improved
FSS unit cell is described in Figure 6 and its equivalent model
can also be illustrated by using the model shown in Figure 5.
However, the values of the two capacitances in Figure 5
increase.

3. Results and Discussions

On the basis of the analysis, we propose a miniaturized FSS,
which operates at 1.647GHz. The FSS element is shown in
Figure 6 while the related parameters are shown in Table 1.

The simulation results are obtained by using the computer
simulation technology (CST). The simulated model is shown
in Figure 7 and the transmission coefficients with normal
incidence of the designed FSS are shown in Figure 8. We can

Figure 4: Structure of FSLA element.

LL

CC

Figure 5: Equivalent model of FSLA element.

see fromFigure 8 that the resonant frequency of our designed
FSS is 1.647GHz for normal incidence. When 𝜀𝑟 is 2.65, the
resonant frequency is 1.995GHz; when 𝜀𝑟 is 4.4, the resonant
frequency is 1.713GHz.

According to the results shown in Figure 8 and (4), the
size of the FSS element can be obtained with size of 0.0538𝜆×
0.0538𝜆,

𝐶0 = 𝜆𝑓,

𝑘 =
𝐷

𝜆
,

(4)

where𝐶0 is the speed of light in air, 𝑓 represents the resonant
frequency of the FSS and 𝜆 is the corresponding wavelength,
𝑘 is the size of FSS element, and𝐷 represents the length of the
element.

Moreover, the element size is different as the dielectric
is different. It is found that 𝑘 is inversely proportional to 𝜀𝑟.
The proposed FSS is compared with the previously proposed
studies in [5–7] and the comparisons are shown in Table 2. It
can be seen from Table 2 that the designed FSS can achieve
smaller size. This means that our proposed design is smaller
in size at the same resonant frequency.
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Figure 7: Simulation model of designed FSS.

Table 2: Comparisons of the element sizes for the four FSSs.

FSS structure 𝜀𝑟 Element size
Paper [5] 4.4 0.104𝜆 × 0.104𝜆

Paper [6] 2.65 0.0814𝜆 × 0.0814𝜆

Paper [7] 5.0 0.061𝜆 × 0.061𝜆

Proposed
5.0 0.0538𝜆 × 0.0538𝜆

4.4 0.056𝜆 × 0.056𝜆

2.65 0.0652𝜆 × 0.0652𝜆

In order to further discuss the bandwidth performance of
our proposed FSS, the S-parameter characteristics, including
the reflection coefficient (S11) and transmission coefficient
(S21), are obtained by using CST and the simulation results
with TE-polarized incidence are shown in Figure 9. It can
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Figure 8: Transmission coefficients of designed FSS.

be seen from Figure 9 that the proposed FSS has a −10 dB
impedance bandwidth of 5.34% with respect to the center
frequency of 1.647GHz.

4. Stability Analysis of the Proposed
Miniaturized FSS

As a FSS, it should be stable for different applications. There-
fore, we investigate the stability of the proposed miniaturized
FSS for different situations, such as different polarizations
or different incident angles. The simulation transmission
coefficients are shown in Figure 10. As shown in Figure 10,
our designed miniaturization FSS has stable resonance prop-
erties under different situations, and the resonant frequency
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Figure 10: Transmission coefficients of the proposed miniaturized FSS with different modes.

Table 3: The resonant frequency deviation of proposed FSS at TE-
polarized.

Incident angle Resonant frequency Deviation
𝜃 = 0∘ 1.647GHz —
𝜃 = 30∘ 1.665GHz 1.09%
𝜃 = 60∘ 1.683GHz 2.19%

deviations of the deigned miniaturization FSS are illustrated
in Tables 3 and 4.

Table 4: The resonant frequency deviation of proposed FSS at TM-
polarized.

Incident angle Resonant frequency Deviation
𝜃 = 0∘ 1.647GHz —
𝜃 = 30∘ 1.665GHz 1.09%
𝜃 = 60∘ 1.689GHz 2.55%

We can see from Tables 3 and 4 that the resonant
frequency deviations for TE-polarized and TM-polarized
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both have a little shift at different incident angles. These
deviations are within the scope of the allowed operation
bandwidth of the FSS.Thereby, the proposedminiaturization
FSS can achieve excellent polarization stability and angle
stability.

5. Conclusion

In this paper, we proposed a miniaturization FSS with unit
cell size of 0.0538𝜆×0.0538𝜆.The proposed FSSwas designed
by setting the bent FSLA element in the inner sides of the
square loop. The designed FSS was analyzed step by step by
using the equivalent circuit model. The simulation results
obtained from CST demonstrated that our proposed FSS
had excellent polarization stability and angle stability, which
render it suitable for practical engineering applications.
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Orthogonal designmethod (ODM) is widely used in real world application while it is not used for antenna design yet. It is employed
to optimize roughly designed antenna in this paper. The geometrical factors of the antenna are relaxed within specific region and
each factor is divided into some levels, and the performance of the antenna is constructed as objective. Then the ODM samples
small number of antennas over the relaxed space and finds a prospective antenna. In an experiment of designing ST5 satellite
miniantenna, we first get a roughly evolved antenna. The reason why we evolve roughly is because the evolving is time consuming
even if numerical electromagnetics code 2 (NEC2) is employed (NEC2 source code is openly available and is fast in wire antenna
simulation but not much feasible). Then the ODM method is employed to locally optimize the antenna with HFSS (HFSS is a
commercial and feasible electromagnetics simulation software). The result shows the ODM optimizes successfully the roughly
evolved antenna.

1. Introduction

Orthogonal design method (ODM) has been widely
researched. Literature [1, 2] surveys this method in both
theoretical and applied way. The ODM samples a small
number of evenly distributed points over a large search
space. Then it statistically summarizes a prospective good
solution. The application of this method is much wide, such
as in, for example, chemical and biological fields [3, 4], image
process [5], laser polishing [6], software testing technique
[7], algorithm [8], semiconductor manufacturing [9], optics
[10], and robust design [11]. Recent theory research on the
ODMmethod can be found still, for example, themixed-level
orthogonal array research in [12].

The current practice of designing antennas by hand is
limited in its ability to develop new and better antenna
designs because it requires significant domain expertise and
experience and is both time and labor intensive. With this
approach, an antenna engineer will select a particular class
of antennas and then spend weeks or months testing and
adjusting a design, mostly in simulation using electromag-
netic modeling software. As an alternative, researchers have

been investigating evolutionary antenna optimization since
the early 1990s. For example, genetic algorithm/evolutionary
algorithm ([13]) is adopted to optimize antenna [14–16],
particle swarm optimization ([17–19]) to optimize antenna
[20, 21], and differential evolution ([22, 23]) to optimize
antenna [24].

A run of evolutionary algorithm in designing an antenna
usually takes over 10, 000 electromagnetic simulations while
a simulation usually takes minutes or even hours. Then fast
computing and incomplete simulation are adopted to reduce
running time.The output of such evolution can only be called
a roughly evolved antenna.

This paper focuses on optimizing locally this kind of
rough antennas. We first relax the geometrical factors of
the rough antenna within specific regions, divide each fac-
tor into some levels, and construct objective by using the
performance of the antenna. Then we sample small number
of antennas over the relaxed space and find a prospective
antenna. It is the method that we call orthogonal design
method (ODM).

In an experiment of designing ST5 satellite antenna, we
first get a roughly evolved antenna with NEC2. Then the
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ODM is employed to locally optimize the antennawithHFSS.
The result shows theODMmethod optimizes successfully the
roughly evolved antenna.

The remainder of this paper is organized as follows.
Section 2 introduces the principal of the ODM method by
using an example. Section 3 presents the fact that the ODM
method optimizes antenna locally. Designing NASA ST5
antenna is used to test the ODM method in Section 4. The
paper is concluded in Section 5.

2. Principal of Orthogonal Design Method

2.1. An Example to Introduce Orthogonal Design Method. We
use a concrete example in this subsection to introduce the
basic concept of an “orthogonal design method”. For further
details, see [25]. The example is concerned with the yield of
vegetable growth.The yield of a vegetable depends on at least
three factors:

(1) the temperature,
(2) the amount of fertilizer used,
(3) the pH value of the soil.

In this example, each factor has three possible values, as
shown in Table 1. We say that each factor has three “levels.”

The objective is to find the best combination of levels
for a maximum yield. We can perform an experiment for
each combination and then select the combination with
the highest yield. In the above example, there are 3 × 3 ×

3 = 27 combinations, and hence there are 27 experiments.
In general, when there are 𝑁 factors, each with 𝑄 levels,
there are 𝑄

𝑁 possible combinations. When 𝑁 and 𝑄 are
large, it may not be possible to perform all 𝑄𝑁 experiments.
Therefore, it is desirable to sample a small, but representative,
set of combinations, for the experimentation. The “orthog-
onal design method” was developed for this purpose [25],
where an orthogonal array is constructed to represent the
sampled set of combinations which evenly distribute over
the experimentation space. An orthogonal array 𝐿𝑀(𝑄

𝑁
) is

a 𝑀 × 𝑁 array with 𝑄 levels for each column, denoted by
{1, 2, . . . , 𝑄}. We select 𝑀 combinations to be tested, where
𝑀may be much smaller than𝑄

𝑁. Equation (1) is an example
of an orthogonal array where 𝑀 = 9, 𝑁 = 3, and 𝑄 = 3.
Figure 1 shows the 9 representative combinations (marked
with “Δ”) evenly distributed over all the 27 combinations.
Consider

𝐿9 (3
3
) =

[
[
[
[
[
[
[
[
[
[
[
[

[

1 1 1

1 2 2

1 3 3

2 1 2

2 2 3

2 3 1

3 1 3

3 2 1

3 3 2

]
]
]
]
]
]
]
]
]
]
]
]

]

. (1)

The 𝐿9(3
3
) has three factors, three levels per factor, and

nine combinations of levels.The three factors have respective

Table 1: Experimental design with three factors and three levels per
factor.

Levels Factor
Temperature (∘C) Fertilizer (g/m2) pH

Level 1 20 100 6
Level 2 25 150 7
Level 3 30 200 8

\\ Construct the basic columns as follows.
FOR 𝑘 = 1 to 𝐽

𝑗 = (𝑄
𝑘−1

− 1)/(𝑄 − 1) + 1

FOR 𝑖 = 1 to 𝑄
𝐽

𝑎𝑖,𝑗 = floor((𝑖 − 1)/(𝑄
𝐽−𝑘

)) mod 𝑄

ENDFOR
ENDFOR
\\ Construct the non-basic columns as follows.
FOR 𝑘 = 2 to 𝐽

𝑗 = (𝑄
𝑘−1

− 1)/(𝑄 − 1) + 1;
FOR 𝑠 = 1 to 𝑗 − 1, 𝑡 = 1 to 𝑄 − 1
→

𝑎
𝑗+(𝑠−1)(𝑄−1)+𝑡

= (
→

𝑎
𝑠
× 𝑡 +

→

𝑎
𝑗
) mod 𝑄;

ENDFOR
ENDFOR

Algorithm 1: Constructing the orthogonal array 𝐿𝑀(𝑄
𝑃
).

levels 1, 1, and 1 in the first combination, 1, 2, and 2 in the
second combination, and so forth. We apply the orthogonal
array𝐿9(3

3
) to select nine combinations to be tested.Thenine

combinations and their yields in the above example are shown
in Table 2.

From the yields of the selected combinations, a promising
solution can be obtained by the following statistical method.

(1) Calculate the mean value of the yields for each factor
at each level, where each factor has a level with the
best mean value (cf. Algorithm 2).
The mean yields of the temperature are
Γ1,1 = (2.75 + 4.52 + 4.65)/3 = 3.97 at level 1(20∘C),
Γ2,1 = (4.60 + 5.58 + 4.10)/3 = 4.76 at level 2(25∘C),
Γ3,1 = (5.32 + 4.10 + 4.37)/3 = 4.60 at level 3(30∘C).
The mean yields of the fertilizer are
Γ1,2 = (2.75 + 4.60 + 5.32)/3 = 4.22 at level
1(100 g/m2),
Γ2,2 = (4.52 + 5.58 + 4.10)/3 = 4.73 at level
2(150 g/m2),
Γ3,2 = (4.65 + 4.10 + 4.37)/3 = 4.37 at level
3(200 g/m2).
The mean yields of the PH value are
Γ1,3 = (2.75 + 4.10 + 4.10)/3 = 3.65 at level 1(6),
Γ2,3 = (4.52 + 4.60 + 4.37)/3 = 4.50 at level 2(7),
Γ3,3 = (4.65 + 5.58 + 5.32)/3 = 5.18 at level 3(8).
These mean yields are shown in Table 3.
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Table 2: The yield of nine representative combinations, based on the orthogonal array 𝐿
9
(3
3
).

No. Factor
Temperature Fertilizer pH Yield

1 1 (20∘C) 1 (100 g/m2) 1 (6) 2.75
2 1 (20∘C) 2 (150 g/m2) 2 (7) 4.52
3 1 (20∘C) 3 (200 g/m2) 3 (8) 4.65
4 2 (25∘C) 1 (100 g/m2) 2 (7) 4.60
5 2 (25∘C) 2 (150 g/m2) 3 (8) 5.58
6 2 (25∘C) 3 (200 g/m2) 1 (6) 4.10
7 3 (30∘C) 1 (100 g/m2) 3 (8) 5.32
8 3 (30∘C) 2 (150 g/m2) 1 (6) 4.10
9 3 (30∘C) 3 (200 g/m2) 2 (7) 4.37

Table 3: The mean yield for each factor at different levels.

Levels Mean yield
Temperature Fertilizer pH

Level 1 3.97 4.22 3.65
Level 2 4.76 4.73 4.50
Level 3 4.60 4.37 5.18

\\Sum the objective results for each factor at each level
set Γ𝑖,𝑗 = 0 for 𝑖 = 1, 2, . . . , 𝑄; 𝑗 = 1, 2, . . . , 𝑁

FOR 𝑖 = 1 to𝑀, 𝑗 = 1 to𝑁

𝑞 = 𝑎𝑖,𝑗; Γ𝑞,𝑗 = Γ𝑞,𝑗 + 𝑦𝑖

ENDFOR
\\Average the results for each factor at each level
[Γ𝑘,𝑗]𝑄×𝑁 = [Γ𝑘,𝑗]𝑄×𝑁 × 𝑄/𝑀

Algorithm 2: Calculation of mean value [Γ𝑘,𝑗]𝑄×𝑁.

(2) Choose the combination of the best levels as a
promising solution (cf. Algorithm 3).
The temperature has the best mean yield, 4.76, at level
2 (i.e., 25∘C). The fertilizer has the best yield, 4.73, at
level 2 (i.e., 150 g/m2).ThepHvalue has the best yield,
5.18, at level 3 (i.e., 8). We therefore consider (25∘C,
150 g/m2, 8) to be a promising and robust solution.
The solution may not be optimal when used with
an orthogonal design. But for additive and quadratic
models, it is provably optimal.

2.2. A Definition of Orthogonal Array

Definition 1 (an orthogonal array). 𝐿𝑀(𝑄
𝑁
) is a𝑀×𝑁 array

with𝑄 levels for each column, denoted by {1, 2, . . . , 𝑄}. Den-
ote the orthogonal array 𝐿𝑀(𝑄

𝑁
) by [𝑎𝑖,𝑗]𝑀×𝑁 as follows.

(1) In any column {𝑎1,𝑗, 𝑎2,𝑗, . . . , 𝑎𝑀,𝑗}, each of the𝑄 sym-
bols 1, 2, . . . , 𝑄 occurs the same number of times; that
is, (𝑀/𝑄), 𝑗 = 1, 2, . . . , 𝑁.

(2) In any two different columns {(𝑎1,𝑗, 𝑎1,𝑘), (𝑎2,𝑗, 𝑎2,𝑘),
. . . , (𝑎𝑀,𝑗, 𝑎𝑀,𝑘)}, each of the 𝑄

2 possible pairs

A

C

B

Figure 1: Schematic diagram of orthogonal experimental design.

FOR 𝑗 = 1 to𝑁

𝑏𝑗 = arg max
𝑖∈{1,2,...,𝑄}

Γ𝑖,𝑗

ENDFOR
RETURN prospective good combination

→

𝑏 = (𝑏1, 𝑏2, . . . , 𝑏𝑁)

Algorithm 3: Calculation of prospective good combination
[𝑏𝑗]1×𝑁.

{(1,1), (1,2), . . . , (1, 𝑄), (2, 1), (2, 2), . . . , (2, 𝑄), . . . , (𝑄,

1), (𝑄, 2),. . .,(𝑄, 𝑄)} occurs the same number of times
(𝑀/𝑄

2
), 𝑗, 𝑘 = 1, . . . , 𝑁, 𝑗 ̸=𝑘.

Every row of 𝐿𝑀(𝑄
𝑁
) = [𝑎𝑖,𝑗]𝑀×𝑁 represents a different

combination of levels, where 𝑎𝑖,𝑗 means that the 𝑗th factor in
the 𝑖th combination has a level value 𝑎𝑖,𝑗, and 𝑎𝑖,𝑗 takes a value
from the set {1, 2, . . . , 𝑄}.

3. Orthogonal Design Method
Designing Antenna

3.1. Antenna Design Using Orthogonal Design Method. There
are many antenna classes, such as reflector antennas (e.g.,
dish antennas), phased array antennas (consisting of multiple
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Figure 2: Geometric structure of the antenna in the first quadrant.

regularly spaced elements), wire antennas, horn antennas,
and microstrip and patch antennas. Each of these classes
uses different structures and exploits different properties of
electromagnetic waves.

Using orthogonal designmethod to design antenna, three
components are required to be determined: factors, levels,
and optimization objective.

The geometrical structure of an antenna is usually
regarded as factors. For example, a 𝑁 element Yagi antenna
has𝑁 element lengths (𝑙1, 𝑙2, . . . , 𝑙𝑁),𝑁−1 spacing distances
between elements (𝑑1, 𝑑2, . . . , 𝑑𝑁−1), and one wire radius (𝑟),
giving 2𝑁 factors total; a conventional rectangularmicrostrip
patch antenna usually has 6 factors: patch length (𝑙) and
width (𝑤), substrate height (ℎ) and its dielectric constant (𝜀𝑟),
and probe point (Δ𝑙, Δ𝑤), the distance from the left-bottom
corner of the rectangular microstrip.

Determination of levels for each factor depends on the
design specification of the antenna and empirical design.

The optimization objective is to find an antenna best
matching the specification (gain, VSWR, etc.). It is a function
of the factors. The objective value of an antenna may be
achieved bymeasuring the prototypewhich is expensive or by
simulating the antenna by using electromagnetic simulation
softwaresThe latter one is usually adopted to avoid expensive
cost.

Then the antenna design using orthogonal designmethod
is an optimization problem; the formulation of optimizing
antenna is defined in the following.

Definition 2 (formulation of optimizing antenna using
orthogonal design method). Suppose there are 𝑁 antenna
design factors 𝑥1, 𝑥2, . . . , 𝑥𝑁 and each factor 𝑥𝑖 has 𝑄 levels
𝑥𝑖,1, 𝑥𝑖,2, . . . , 𝑥𝑖,𝑄, 𝑖 = 1, 2, . . . , 𝑁, giving 𝑁

𝑄 combinations
total. Each combination determines an antenna; there are𝑁𝑄
antennas in all, which is called search space denoted asΩ.The
performance of a combination (an antenna) is evaluated by
the value of objective 𝑓(

→

𝑥 ). The bigger the value of 𝑓(
→

𝑥 )

the better the performance of the antenna in maximization
formulation,

→

𝑥 ∈ Ω. In this way, the optimization is Max
𝑓(
→

𝑥 ) where
→

𝑥 ∈ Ω.

Note. 𝑄must be prime in this paper; see Section 3.2.

3.2. Creating Orthogonal Array. As we will explain shortly,
the technique proposed in this paper usually requires dif-
ferent orthogonal arrays for different problems. The con-
struction of orthogonal array is not a trivial task since we
do not know whether an orthogonal array of given size
exists. Many orthogonal arrays have been presented in the
literatures. It is impossible, however, to tabulate them all. For
the necessity of the technique in this paper, we introduce
a simple permutation method that is derived from the
mathematical theory of Galois fields (see [1]), to construct
a class of orthogonal arrays 𝐿𝑀(𝑄

𝑃
). The 𝑀, 𝑃, 𝑄 fulfill the

following:

𝑀 = 𝑄
𝐽
,

𝑃 =

(𝑄
𝐽
− 1)

(𝑄 − 1)
,

(2)

where 𝑄 is prime and 𝐽 is a positive integer.
Denote the 𝑗th column of the orthogonal array [𝑎𝑖,𝑗]𝑀×𝑃

by
→

𝑎
𝑗. Columns

→

𝑎
𝑗 for 𝑗 = 1, 2, (𝑄

2
− 1)/(𝑄 − 1) + 1, (𝑄

3
−

1)/(𝑄 − 1) + 1, . . . , (𝑄
𝐽−1

− 1)/(𝑄 − 1) + 1 are called the
basic columns. The others are called the nonbasic columns.
The algorithm first constructs the basic columns and then
generates the nonbasic columns. The details are given in the
Algorithm 1.

3.3. Determining the Size of the Needed Orthogonal Array.
The 𝐿𝑀(𝑄

𝑃
) constructed by Algorithm 1 has a size of 𝑀

combinations (antennas). It can be adopted for a problem
with 𝑄 levels and 𝑁 factors where 𝑁 ≤ 𝑃. The 𝑀 and
𝑃 in 𝐿𝑀(𝑄

𝑃
) are determined by given 𝑄 and 𝐽 according

to (2), while in an antenna design problem the number of
level 𝑄 and the number of factor 𝑁 are given according to
Definition 2. Then the 𝐽 is demanded to be determined to
construct an orthogonal array for the problem.

𝑀 combinations mean 𝑀 electromagnetic simulations
each of which is time consuming. We choose the 𝑀 as small
as possible. This can be done by choosing the 𝐽 as small as
possible according to (2). Then the 𝐽 is determined by

Min 𝐽

st. 𝑃 =

(𝑄
𝐽
− 1)

(𝑄 − 1)
≥ 𝑁, 𝐽 = 2, 3, . . . .

(3)

The 𝐿𝑀(𝑄
𝑃
), constructed by Algorithm 1, has 𝑃 columns.

For a problem with 𝑁 factors, we discard the last 𝑃 − 𝑁

columns of 𝐿𝑀(𝑄
𝑃
) and obtain an array 𝐿𝑀(𝑄

𝑁
) which is

still orthogonal according to Definition 1.
For the problem of vegetable growth, there are 3 factors

(𝑁 = 3) and 3 levels (𝑄 = 3). 𝐽 = 2 by (3) and the orthogonal
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array is 𝐿9(3
4
) with 4 columns (𝑃 = 4). We discard the last

column of the 𝐿9(3
4
) and get the needed array 𝐿9(3

3
):

𝐿9 (3
4
) =

[
[
[
[
[
[
[
[
[
[
[
[

[

1 1 1 1

1 2 2 2

1 3 3 3

2 1 2 3

2 2 3 1

2 3 1 2

3 1 3 2

3 2 1 3

3 3 2 1

]
]
]
]
]
]
]
]
]
]
]
]

]

Discard the
⇒

last column
𝐿9 (3
3
) =

[
[
[
[
[
[
[
[
[
[
[
[

[

1 1 1

1 2 2

1 3 3

2 1 2

2 2 3

2 3 1

3 1 3

3 2 1

3 3 2

]
]
]
]
]
]
]
]
]
]
]
]

]

. (4)

3.4. Doing Orthogonal Experiments. The 𝑀 combinations
(antennas) are evaluated by orthogonal experiments (elec-
tromagnetic simulations). We obtain 𝑀 objective values
(performances of the antennas) denoted as [𝑦𝑖]𝑀×1 where the
objective has the value 𝑦𝑖 at the 𝑖th combination. It is similar
to fill out Table 2 for the above vegetable example.

The best combination (antenna) among the 𝑀 combi-

nations, denoted as
→

𝑏

∗

= (𝑏
∗

1
, 𝑏
∗

2
, . . . , 𝑏

∗

𝑁
), is usually not a

global optimal solution. A prospective better solution could
be found by using statistical method in the following.

3.5. Calculating Mean Objective Value at Each Level of Each
Factor. Denote Γ𝑘,𝑗 as themeanobjective value at the 𝑘th level
of the 𝑗th factor; 𝑘 = 1, 2, . . . , 𝑄, 𝑗 = 1, 2, . . . , 𝑁. Consider

Γ𝑘,𝑗 =
𝑄

𝑀
∑

𝑎𝑖,𝑗=𝑘

𝑦𝑖, (5)

where the orthogonal array 𝐿𝑀(𝑄
𝑁
) has the value 𝑎𝑖,𝑗 at the

𝑖th row and 𝑗th column; that is, the 𝑗th factor has level 𝑎𝑖,𝑗
in the 𝑖th combination (experiment). The objective has value
𝑦𝑖 at the 𝑖th combination, and ∑

𝑎𝑖,𝑗=𝑘
𝑦𝑖 implies the sum of 𝑦𝑖

where any 𝑖 satisfies 𝑎𝑖,𝑗 = 𝑘 for given 𝑗. All those mean values
compose a matrix [Γ𝑘,𝑗]𝑄×𝑁.

For the vegetable example, this calculation will fill
out Table 3. The details of the algorithm are shown in
Algorithm 2.

3.6. Finding Prospective Good Solution. A best level can be
found for each factor from the mean value matrix [Γ𝑘,𝑗]𝑄×𝑁.
The combination of the best levels is usually guessed better

than the best combination
→

𝑏

∗

= (𝑏
∗

1
, 𝑏
∗

2
, . . . , 𝑏

∗

𝑁
) among

the 𝑀 simulated combinations. Actually, for additive or
quadratic models, it is optimal. The details of calculating the
combination of the best levels are given in Algorithm 3.

However, the goodness of the combination
→

𝑏 = (𝑏1, 𝑏2,
. . . , 𝑏𝑁) is only a guess. We must do experiment (electromag-
net simulation) for it to verify its performance. Actually, it is

possible that
→

𝑏 is worse than
→

𝑏

∗

. In this way, the final output

will be the better one between
→

𝑏 and
→

𝑏

∗

.

Table 4: Antenna design specifications of NASA ST5 antenna.

Property Specifications
Transmit frequency 8470MHz
Receive frequency 7209MHz
Polarization Right-hand circular
Transmit frequency VSWR <1.2 : 1
Receive frequency VSWR <1.5 : 1
Gain mode ≥0 dBic, 40∘ ≤ 𝜃 ≤ 80

∘, 0∘ ≤ 𝜑 ≤ 360
∘

Input impedance 50Ω

Diameter <15.24 cm
Height <15.24 cm
Quality <165 g
Ground plane diameter 15.24 cm

4. Testing ODM by ST5 Antenna Design

NASA ST5 mission consists of three microsatellites success-
fully launched in 2006 [26]. The specification of their anten-
nas is shown in Table 4. Antenna designed by evolutionary
algorithmwas very small andwas successfully applied for this
mission [27], which is the first application of evolutionary
antenna in the region of space science.

In this paper, we first roughly evolved an antenna by using
NEC2 to simulate since NEC2 computes fast in simulating
wire antennas and its code is openly available. The roughly
evolved antenna is shown in left plot of Figure 3. Its gain at
frequency 7209MHz is shown in the left plot of Figure 4, and
the one at frequency 8740MHz is in the left plot of Figure 5.
Its VSWRs are shown in the left column of Table 7. The gains
satisfy the specification, but the VSWRs do not.

NEC2 is not much feasible while HFSS is feasible and
commercial. Then HFSS software is adopted for ODM to
optimize the roughly evolved antenna locally.

4.1. Factors, Levels, and Objective. The antenna is generated
by starting with an initial feeder and adding four identical
arms. Antenna geometric structure is symmetrical about the
𝑧-axis and each arm rotated 90∘ from its neighbors. We only
encode the arm in the first quadrant where 𝑥 > 0, 𝑦 > 0,
and 𝑧 > 0. After constructing the arm in the first quadrant,
it is copied three times and these copies are placed in each
of the other quadrants through rotations of 90∘/180∘/270∘.
Linking such four aims to antenna feeder, we get the complete
antenna.

As shown in Figure 2, the arm including the feeder in the
first quadrant is 5 segments of conductors linked head-tail.
The geometric structure can be coded as follows: the initial
feed wire is a thumbnail lead, starting by origin along the pos-
itive 𝑧-axis with end point (0, 0, 𝑧0).The other four ends of the
wires are (𝑥1, 𝑦1, 𝑧1), (𝑥2, 𝑦2, 𝑧2), (𝑥3, 𝑦3, 𝑧3), and (𝑥4, 𝑦4, 𝑧4),
respectively; see Figure 2. The radius of the wires is
specified as 0.5mm. Then geometric structure of the
antenna can be determined by 13 factors: 𝑧0, 𝑥1, 𝑦1, 𝑧1, 𝑥2,
𝑦2, 𝑧2, 𝑥3, 𝑦3, 𝑧3, 𝑥4, 𝑦4, and 𝑧4.
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Figure 3: Structures of the antenna: the left is the roughly evolved one and the right the orthogonally designed one.
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Figure 4: RHCP gain at 7209MHz frequency: (a) for the roughly evolved antenna and (b) for the orthogonally designed one.
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Figure 5: RHCP gain at 8470MHz frequency: (a) for the roughly evolved antenna and (b) for the orthogonally designed one.
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Table 5: ST5 antenna design with 13 factors and 3 levels each.

Levels Factors
1 (𝑧0) 2 (𝑥1) 3 (𝑦1) 4 (𝑧1) 5 (𝑥2) 6 (𝑦2) 7 (𝑧2) 8 (𝑥3) 9 (𝑦3) 10 (𝑧3) 11 (𝑥4) 12 (𝑦4) 13 (𝑧4)

−1 3.00 1.50 4.87 19.13 14.02 1.50 9.04 7.72 9.20 3.07 12.47 5.91 20.50
0 3.50 2.00 5.37 19.63 14.52 2.00 9.54 8.21 9.70 3.57 12.97 6.41 20.90
1 4.00 2.50 5.87 20.13 15.02 2.50 10.04 8.72 10.20 4.07 13.47 6.91 21.50

Table 6: The code of the geometric structure in mm of the rough antenna and the optimized new one for ST5 satellite.

1 (𝑧0) 2 (𝑥1) 3 (𝑦1) 4 (𝑧1) 5 (𝑥2) 6 (𝑦2) 7 (𝑧2) 8 (𝑥3) 9 (𝑦3) 10 (𝑧3) 11 (𝑥4) 12 (𝑦4) 13 (𝑧4)
Initial 3.00 1.50 5.37 20.13 15.02 2.00 10.04 8.71 9.20 3.07 12.47 6.41 21.40

New 4.00 2.00 5.37 19.63 14.52 2.00 9.54 8.21 9.70 3.57 12.97 6.41 20.90

Table 7: Comparison of VSWR between the roughly evolved
antenna and the orthogonally designed one.

Roughly evolved Orthogonally designed
7209MHz frequency 2.19 1.68
8470MHz frequency 1.44 1.61

Figure 6: Photograph of prototype of the antenna improved by the
OMDmethod.

The code of the roughly evolved antenna is shown in
Table 6. We relax each factor of the rough antenna upper-off
or lower-off 0.5mm except the first feeder. Then each factor
now takes the 3 levels seen in Table 5. The search space Ω is
the set of all the possible combinations for all the factors at
each level. The size ofΩ is ‖Ω‖ = 3

13, a big search space.
The objective takes a summary of the penalties of the

gains and VSWRs according to the specification in Table 4.
The gains are sampled in 5∘ increments over region 40

∘
≤

𝜃 ≤ 80
∘ and 0

∘
≤ 𝜙 ≤ 360

∘. If a gain is less than 0.5 dBic, a
penalty value will be given as follows:

penalty
𝐺
(𝑖, 𝑗) = {

0 gain (𝑖, 𝑗) ≥ 0.5

0.5 − gain (𝑖, 𝑗) gain (𝑖, 𝑗) < 0.5,
(6)

where gain(𝑖, 𝑗) is the gain at direction 𝜃 = 40
∘
+ 5𝑖, 𝜙 = 5𝑗;

𝑖 = 0, 1, . . . , 8, 𝑗 = 0, 1, . . . , 71.

Averaging the normalized penalties of the gains over the
region, we get

𝑀𝑃gain =
1

9 ∗ 72

8

∑

𝑖=0

71

∑

𝑗=0

penalty
𝐺
(𝑖, 𝑗)

MAX
, (7)

where MAX = max0≤𝑖≤8,0≤𝑗≤71{penalty𝐺(𝑖, 𝑗)}.
Denote the average value at frequency 7209MHz as

𝑀𝑃gain,7209 and at frequency 8740MHz as𝑀𝑃gain,8740.
Regarding VSWR, a penalty value is given if the VSWR is

larger than 1.5 at frequency 7209MHz and larger than 1.2 at
frequency 8740MHz as follows:

𝑃VSWR,7209 = {
0 gain (𝑖, 𝑗) ≤ 1.5

VSWR − 1.5 gain (𝑖, 𝑗) > 1.5,

𝑃VSWR,8740 = {
0 gain (𝑖, 𝑗) ≤ 1.2

VSWR − 1.2 gain (𝑖, 𝑗) > 1.2.

(8)

Summarizing the penalties of both gain and VSWR at
frequencies both 7209MHz and 8740MHz, we get objective

min𝑓(
→

𝑥 ) = 𝑀𝑃gain,7209 + 𝑀𝑃gain,8740

+ 𝑃VSWR,7209 + 𝑃VSWR,8740,

(9)

where
→

𝑥 ∈ Ω.
Note.The optimization is a minimization not maximization.

4.2. Orthogonal Experiments for ST5 Antenna Design. Given
the level 𝑄 = 3 and number of factors 𝑁 = 13, we have
𝐽 = 3 by (3). And by Algorithm 1 or (2), we have 𝑀 =

𝑄
𝐽
= 27. Then by using ODM with 27 experiments (that is

27 simulations of the antennas by using HFSS), a prospective
combination (antenna) is found.

The code of the orthogonally designed antenna is shown
in the last row in Table 6.The antenna is pictured in the right
plot of Figure 3. The gains at frequency 7209MHz are shown
in the right subgraph of Figure 4, and the right subgraph of
Figure 5 is the gains at frequency 8740MHz.The VSWRs are
shown in Table 7.

The objective𝑓 (see (9)) is shown in Table 8. It shows that
the orthogonally designed antenna is better than the roughly
evolved one.
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4.3. Discussion. Some comments on ODM in optimizing
antenna design are given in the following.

(1) Determining factors (variables) 𝑁, levels of each
factor 𝑄, and objective: This is the preparation step.
The size of the search space is exponent of the number
of factors with the number of levels as base ‖Ω‖ = 𝑄

𝑁.
The number of factors and the number of levels of
each factor could not be too big. The search space of
the ST5 application is ‖Ω‖ = 3

13 where𝑁 = 13,𝑄 = 3.
(2) Determining the size of orthogonal array 𝑄

𝐽: 𝑄 is
given according to the above item. 𝐽 is chosen as
smaller as possible to get the smallest orthogonal
array since a simulation is time consuming.𝑄 = 3, 𝐽 =

3 in the ST5 application.Then 3
3
= 27 simulations are

done in the orthogonal experiments. It is far less than
the search space 3

3
≪ 3
13. However, the objective

value of the orthogonally designed antenna is better
than that of the roughly evolved one.

(3) Finding a prospective combination (antenna struc-
ture) by statistical summary from very small samples:
In the case of linear or quadratic objective, the
statistical summary is proven right. It is not proven
right in other cases. But a derivable objective can
be approached by a quadratic over a small neighbor
region. That is, the statistical summary in this paper
is reliable. Anyway, we must do experiment to verify
the result finding from the summary. Fortunately,
the orthogonally designed antenna is better than the
roughly evolved one in the ST5 application problem.
Figure 6 is the prototype of the orthogonally designed
antenna.

5. Conclusion

The idea of the orthogonal design method in designing ante-
nna is mainly as follows.

(1) The geometrical structure of the antenna is param-
eterized into factors and each factor is quantized
into discrete levels; the requirements specified for the
antenna are functionalized as objective. The number
of factors and number of levels should not be too
big because of the exponent increase of the search
space with the number of factors where the base is the
number of levels.

(2) Since an electromagnetic simulation lasts usually for
minutes or even hours, smallest orthogonal array is
taken. This paper offered an algorithm to create a
class of orthogonal arrays and a way to determine the
smallest orthogonal array for the ODM finishing in
endurable time.

(3) By using the ODM, a potential good antenna could
be found with very small number of electromagnetics
simulations over a very large design space.

(4) Theobjective value of the orthogonally designed ante-
nna is better than that of the rough one, and then

Table 8: Comparison of objective values between the roughly
evolved antenna and the orthogonally designed one.

𝑀𝑃gain,7209 𝑀𝑃gain,8740 𝑃VSWR,7209 𝑃VSWR,8740 𝑓

Roughly
evolved 0.0 0.0 0.69 0.24 0.93

Orthogonally
designed 0.0 0.0 0.18 0.41 0.59

the prototype was made by the orthogonally designed
antenna.

Future work is explained as follows.

(1) Antenna design is an expensive problem; see litera-
ture [28, 29]. ODM will be implemented in parallel
for antenna design, and surrogate-assisted model is
another way to reduce running time.

(2) Another future work is to compromise conflict
between gains, VSWR, axial ratio, and so on in
determining objective.
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A dual-band dipole antenna that consists of a horn- and a C-shaped metallic arm is presented. Depending on the asymmetric
arms, the antenna provides two −10 dB impedance bandwidths of 225MHz (about 9.2% at 2.45GHz) and 1190MHz (about 21.6% at
5.5 GHz), respectively. This feature enables it to cover the required bandwidths for wireless local area network (WLAN) operation
at the 2.4GHz band and 5.2/5.8 GHz bands for IEEE 802.11 a/b/g standards. More importantly, the compact size (7mm × 24mm)
and good radiating performance of the antenna are profitable to be integrated with wireless communication devices on restricted
RF-elements spaces.

1. Introduction

Recently, wireless local area network (WLAN) has been one
of the most significant applications of the wireless commu-
nication technology due to its rapid growth and abundant
demands of short-range radio systems. WLAN is restricted
by several communication standards, such as IEEE 802.11 a
(2400–2480MHz) and IEEE 802.11 b/g (5150–5825MHz).
Hence, high-performance dual-band antennas are widely
developed. Among dual-band antennas, the asymmetric
dipole antenna is a promising candidate because it provides
two distinct resonant modes for achieving dual-band opera-
tion. In previous studies, a meandered strip was embedded as
an unequal-arms dipole antenna for WLAN operation in 2.4
and 5.2GHz bands [1]. An asymmetry structure of printed
dipole antenna with a double-sided and center-feed design
for dual-band (2.4/5GHz) WLAN applications was reported
[2]. A printed dipole antenna consisted of two asymmetric
tapered arms [3] and an asymmetric dipole composed of a
meandered feed line connected to a rectangular radiating
element and its asymmetric counterpart with C-shaped
parasitic strip [4] were advanced. A rectangular and a circular

radiating element acting as asymmetric arms of a dipole
to cover 2.4/5.2/5.8 GHz WLAN bands was employed [5].
A top-loading, an asymmetric coplanar waveguide, and a
stepped-feeding structure for WLAN and long term evolu-
tion (LTE) operations were demonstrated [6]. However, they
still have some drawbacks. For example, the unequal-arms
dipole [1] cannot provide 5.8GHz (5725–5875MHz) band
operation. The double-sided configuration [2, 5] may raise
manufacturing difficulty and cost.The uniplanar asymmetric
dipole [3] still occupied a large area (44mm × 15mm). The
constitutions [4, 6] were complex, which may curtail the
radiating performance (lower gain value and higher cross-
polarization level).

In this paper, a dual-band dipole antenna with asymmet-
ric metallic arms for wireless local area network (WLAN)
operations is proposed. By varying the angle of two radiating
arms, the proposed antenna can achieve 2.4GHz (2400–
2484MHz) and 5GHz (5150–5825MHz) bands for IEEE
802.11 a/b/g standards. Simultaneously, the simple geometry
provides an easy fabrication and a reasonable cross-polar-
ization level. Its compact size (7mm × 24mm) is satisfactory
to be installed in narrow locations of wireless devices. Details

Hindawi Publishing Corporation
International Journal of Antennas and Propagation
Volume 2014, Article ID 195749, 4 pages
http://dx.doi.org/10.1155/2014/195749

http://dx.doi.org/10.1155/2014/195749


2 International Journal of Antennas and Propagation

y

xz

0.5

10 2 1 10

0.5

7

4

𝜃

𝜃𝜃

𝜃

Unit: mm

1.6mm FR4 substrate
(7mm × 24mm) 50Ω coaxial line

(a)

(b)

Figure 1: (a) Geometry and (b) photograph of proposed dual-band
dipole antenna for WLAN applications.

of the design concepts are described and the experimental
results of the constructed prototype are discussed.

2. Antenna Design and Experimental Results

Figure 1 shows the geometry of the proposed dual-band di-
pole antenna with asymmetric arms for 2.4/5.2/5.8 GHz
WLAN applications. The antenna was printed on an FR4
dielectric substrate with size of 7mm × 24mm, thickness of
1.6mm, and relative permittivity 𝜀𝑟 = 4.4. A 50Ω coaxial line
was introduced for feeding the RF signal. The dipole antenna
was composed of two radiating elements: a horn- and a C-
shaped metallic arm.

Figure 2 shows the simulated and measured return loss
as a function of 𝜃 of the horn- and C-shaped metallic arm
versus frequency. In this experiment, the simulations were
computed with Ansoft HFSS and the measurements were
obtained with an R&S ZVB 40 vector network analyzer.
Obviously, the lower band shifts toward lower frequency
whereas the upper band changes slightly as 𝜃 varied from
0∘ to 14∘. For the lower band, the larger angle 𝜃 increases
the resonant current path and thus causes a lower frequency.
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Figure 2: Simulated and measured return loss versus frequency for
various 𝜃.
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Figure 3: Simulated surface electrical current distributions obtained
at (a) 2.45 and (b) 5.5 GHz for proposed antenna.

For the upper band, the larger angle 𝜃 introduces a wider
spreading range of resonant current paths along the horn-
shaped arm and thus causes a larger impedance bandwidth.
Themeasured lower band has a−10 dB impedance bandwidth
of 225MHz (2321–2586MHz), which covers the 2.4GHz
band (2400–2484MHz). Furthermore, the measured upper
band has a −10 dB impedance bandwidth of 1190MHz
(4805–5995MHz), which is sufficient for the 5GHz (5150–
5825MHz) band.The results exhibit an acceptable agreement
between the measurement and the simulation.

The excited surface current distributions simulated via
AnsoftHFSS at 2.45 and 5.5GHz are illustrated in Figures 3(a)
and 3(b), respectively. For the lower band excitation, themain
surface current distribution is observed around the C-shaped
arm and the total current length (=28mm) is about a quarter-
wavelength corresponding to 2.45GHz. For the upper bands,
the main surface current distribution is noted on the horn-
shaped arm and the total current length (=14.5mm) is about
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Figure 4: Measured radiation patterns of proposed antenna obtained at (a) 2.45 and (b) 5.5 GHz. –×– copolarization — cross-polarization.
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Figure 5: Measured antenna peak gain values versus frequency at (a) 2.35–2.5 and (b) 5.15–5.85GHz of proposed dual-band antenna.

a quarter-wavelength corresponding to 5.5GHz. Noticeably,
the current on the horn-shaped arm mainly propagates in 𝑥-
axis direction. The increasing 𝜃 did not change the current
path in 𝑥-axis direction. On the other hand, the larger length
of C-shaped arm due to the increase of 𝜃 causes a longer
current path in the lower band. This feature clarifies that the
varied 𝜃mainly affect the lower band but not the upper band.

Figure 4 describes the measured radiation pattern at 2.45
and 5.5GHz. A figure-of-eight radiation pattern in the 𝑥-𝑧
plane and a nearly omnidirectional radiation pattern in the
𝑦-𝑧 plane were obtained. The results in 𝑥-𝑧 plane indicate
that the radiation intensity in ±𝑥 directions is much smaller
than that in ±𝑧 directions. A reasonable cross-polarization
level is obtained due to the simple geometry of the proposed



4 International Journal of Antennas and Propagation

antenna. Figure 5 plots the measured antenna peak gain
against frequency.The gain varies in a range of 1.4–2 dBi at the
lower band and 3.6–4 dBi at the upper band. The gain values
within the operation bands are generally stable.

3. Conclusion

A dual-band dipole antenna with asymmetric arms for 2.4/5
GHz WLAN application has been successfully designed and
implemented. Both −10 dB bandwidths of the lower and
upper bands are satisfied for IEEE 802.11 a/b/g standards.
Reasonable radiating performance of the proposed antenna
is suitable for complex wave propagation environments. Fur-
thermore, the antenna has a compact size of 7mm × 24mm,
which makes it easy to be integrated with the RF terminals of
the wireless devices for satisfying miniaturizing tendency.
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