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It has been widely appreciated that the genome sequence
is shaping the future biomedical research. The genome
sequence provides a general framework for assembling
fragmentary DNA information into landscape of biolog-
ical structure and function [1]. The rapid advances in
DNA sequencing technology are revolutionizing biomedical
research.

Starting in 2005, a variety of massively parallel sequenc-
ing instruments such as the Roche/454, the Life Technologies
SOLiD, and the Illumina platforms which were largely
different from the Sanger-based capillary sequencing were
used to sequence the human and model organism genomes.
Although each instrument has its own attributes, all mas-
sively parallel sequences machines share some common
remarkable features [2]. First, the initial preparatory steps are
reduced and simplified. Second, amplification of the library
fragments is needed for all platforms. Third, sequencing
reactions are performed and detected automatically. In the
past decade, the amount of sequence output per run has been
dramatically increased, the per-base cost of DNA sequencing
has plummeted by ~100,000-fold, and base-calling accuracy
has been largely improved. The current second-generation
sequencing machines can read ~250 billion bases in a week.

When sequencing becomes simple and inexpensive,
it is being routinely applied to biomedical research. To
create comprehensive catalogues of genomic variants, the
next-generation sequencing technologies have been used
to produce sequence data in the 1000 Genomes Project.
It plans to sequence more than 2000 individuals to find

essentially all single-nucleotide polymorphisms (SNPs),
insertions/deletions (indels), and structural variants with
frequency >1% across the genome and >0.1% in protein-
coding regions. After the project is completed by 2012, the
full spectrum of human genomic variation in large, diverse
sample sets will have been identified. The further reduction
of cost and improvement of base-calling accuracy will
uncover the genetic architectures of complex diseases and
make clinical use of genome sequencing a routine practice
and create great opportunities for genomic medicine.

Many layers of epigenomic information are being
mapped by next-generation sequencing. Chromatic modi-
fication and protein binding can be mapped by chromatin
immunoprecipitation sequencing (ChIP-Seq). The genome-
wide single-base resolution of DNA methylation map has
been performed by bisulfate sequencing, in which the methy-
lated cytosines have been chemically modified. Massively
parallel sequencing have also been applied to microRNA
and mRNA profiling (RNA-Seq) to more accurately measure
expressions of microRNA and mRNA, identify variability in
microRNA sequence and mRNA sequence, and detect splice
form of mRNA expressions.

Massively parallel sequencing platforms have signifi-
cantly increased our ability to study the human genome
and provided powerful new tools for genomic medicine.
However, these technologies have also required profound
changes to the data analysis. The major obstacle in genomic
research is no longer data production. The major challenge
in genome sequencing is the methods for data storages,



transfer, and data analysis. The classical statistical methods
and computational algorithms are inadequate for analyzing
the unprecedented amount of genomic sequence data. Novel
analytic strategies for exploring new features of sequencing
data, integrating various genomic and epigenomic data,
unraveling the structure, organization, and function of the
human genome, understanding fundamental principles of
genomic biology, and discovering genetic and nongenetic
bases of diseases are urgently needed.

This special issue includes six high-quality papers, which
were selected after undergoing rigorous peer review. We
briefly describe the papers in the following.

The first paper (V. Costa et al., 2010) provides a com-
prehensive survey of the RNA sequencing methodology.
RNA sequencing is a major platform in the next-generation
sequencing (NGS), aiming to accurately determine expres-
sion levels of specific genes, differential splicing, and allele-
specific expression of transcripts at the transcriptome level.
So far, RNA sequencing remains the most complex (NGS)
application. The authors focus on the challenges that RNA
sequencing presents both from a biological and a bioinfor-
matics point of view.

In the second paper (Y. Qi et al., 2010), the authors apply
high-throughput sequencing of microRNAs in adenovirus
type 3 (AD3) infected human laryngeal epithelial (Hep2)
cells. Using the SOLID sequencing technology, analysis of
microRNAs profiles identified 492 precursor microRNAs in
the AD3 infected Hep2 cells and 540 precursor microRNAs
in the control. Among them, 44 and 36 microRNAs showed
high and lower expression in the AD3 infected cells than
the control, respectively. The study demonstrates that NGS is
efficient and powerful for microRNA profiling in the virus-
infected cell lines.

L. Cui et al. (2010) also apply SOLiD sequencing to pro-
file microRNAs involved in the host response to enterovirus
71 (EV71) infection. They found 64 microRNAs whose
expression levels changed from more than 2-fold in response
to EV71 infection in Hep2 cells. Functional analysis like
Gene Ontology enrichment test revealed that many of
these microRNAs might be involved in neurological process,
immune response, and cell death pathways, which have
known to be associated with the extreme virulence of EV71.
As authors stated, this is the first paper on host microRNAs
expression alteration in response to EV71 infection.

W. Wang et al. (2010) use another NGS technology,
ChIP-Seq, to find the targeting microRNA genes of a tran-
scription factor, EGR1, in human erythroleukemia cell line
K562. They found EGRI binding sites near the promoters
of 124 distinct microRNA genes, accounting for about
42% of the miRNAs which have high-confidence predicted
promoters (294). They also found that EGRI binds to
another 63 pre-miRNAs. This study provides the first global
binding profile between the transcription factor EGR1 and
its targeting miRNA genes in PMA-treated K562 cells.

S. Hasson et al. (2010) report the cloning of cDNA
sequences encoding four groups or isoforms of the
haemostasis-disruptive Serine protease proteins (SPs) from
the venom glands of Echis ocellatus, whose bite is the
leading cause of death and morbidity in Africa. Based on
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their observation of the extraordinary level of interspecific
and intergeneric sequence conservation exhibited by the
Echis ocellatus EoSPs and analogous serine proteases from
other viper species, the authors speculate that antibodies
to representative molecules should neutralise the biological
function of this important group of venom toxins in vipers
that are distributed throughout Africa, the Middle East, and
the Indian subcontinent.

The last paper (Z. Zhao and C. Jiang 2010) conducts a
comparative genome-wide polymorphism-fixation analysis
of human codons, as previously investigators often ana-
lyze either interspecies fixed substitutions or intraspecies
nucleotide polymorphisms, but not both data types simul-
taneously. The authors report many features in the recent
codon evolution. They conclude that fixation process could
effectively and quickly correct the volatile changes intro-
duced by polymorphisms so that codon changes could be
gradual and directional and that codon composition could
be kept relatively stable during evolution. As numerous
mutation data have been identified by sequencing and many
more will be identified by NGS in the near future, such
analysis may help us understand mutational process in the
recent genome evolution.
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In recent years, the introduction of massively parallel sequencing platforms for Next Generation Sequencing (NGS) protocols,
able to simultaneously sequence hundred thousand DNA fragments, dramatically changed the landscape of the genetics studies.
RNA-Seq for transcriptome studies, Chip-Seq for DNA-proteins interaction, CNV-Seq for large genome nucleotide variations
are only some of the intriguing new applications supported by these innovative platforms. Among them RNA-Seq is perhaps the
most complex NGS application. Expression levels of specific genes, differential splicing, allele-specific expression of transcripts can
be accurately determined by RNA-Seq experiments to address many biological-related issues. All these attributes are not readily
achievable from previously widespread hybridization-based or tag sequence-based approaches. However, the unprecedented level
of sensitivity and the large amount of available data produced by NGS platforms provide clear advantages as well as new challenges
and issues. This technology brings the great power to make several new biological observations and discoveries, it also requires a
considerable effort in the development of new bioinformatics tools to deal with these massive data files. The paper aims to give a
survey of the RNA-Seq methodology, particularly focusing on the challenges that this application presents both from a biological

and a bioinformatics point of view.

1. Introduction

It is commonly known that the genetic information is
conveyed from DNA to proteins via the messenger RNA
(mRNA) through a finely regulated process. To achieve
such a regulation, the concerted action of multiple cis-
acting proteins that bind to gene flanking regions—“core”
and “auxiliary” regions—is necessary [1]. In particular,
core elements, located at the exons’ boundaries, are strictly
required for initiating the pre-mRNA processing events,
whereas auxiliary elements, variable in number and location,
are crucial for their ability to enhance or inhibit the basal
splicing activity of a gene.

Until recently—less than 10 years ago—the central
dogma of genetics indicated with the term “gene” a DNA
portion whose corresponding mRNA encodes a protein.
According to this view, RNA was considered a “bridge” in
the transfer of biological information between DNA and
proteins, whereas the identity of each expressed gene, and
of its transcriptional levels, were commonly indicated as
“transcriptome” [2]. It was considered to mainly consist of

ribosomal RNA (80-90%, rRNA), transfer RNA (5-15%,
tRNA), mRNA (2-4%) and a small fraction of intragenic
(i.e., intronic) and intergenic noncoding RNA (1%, ncRNA)
with undefined regulatory functions [3]. Particularly, both
intragenic and intergenic sequences, enriched in repetitive
elements, have long been considered genetically inert, mainly
composed of “junk” or “selfish” DNA [4]. More recently
it has been shown that the amount of noncoding DNA
(ncDNA) increases with organism complexity, ranging from
0.25% of prokaryotes’ genome to 98.8% of humans [5].
These observations have strengthened the evidence that
ncDNA, rather than being junk DNA, is likely to represent
the main driving force accounting for diversity and biological
complexity of living organisms.

Since the dawn of genetics, the relationship between
DNA content and biological complexity of living organisms
has been a fruitful field of speculation and debate [6]. To
date, several studies, including recent analyses performed
during the ENCODE project, have shown the pervasive
nature of eukaryotic transcription with almost the full length
of nonrepeat regions of the genome being transcribed [7].



The unexpected level of complexity emerging with the
discovery of endogenous small interfering RNA (siRNA) and
microRNA (miRNA) was only the tip of the iceberg [8].
Long interspersed noncoding RNA (lincRNA), promoter-
and terminator-associated small RNA (PASR and TASR,
resp.), transcription start site-associated RNA (TSSa-RNA),
transcription initiation RNA (tiRNA) and many others [8]
represent part of the interspersed and crosslinking pieces
of a complicated transcription puzzle. Moreover, to cause
further difficulties, there is the evidence that most of the
pervasive transcripts identified thus far, have been found
only in specific cell lines (in most of cases in mutant cell lines)
with particular growth conditions, and/or particular tissues.
In light of this, discovering and interpreting the complexity
of a transcriptome represents a crucial aim for understanding
the functional elements of such a genome. Revealing the
complexity of the genetic code of living organisms by
analyzing the molecular constituents of cells and tissues, will
drive towards a more complete knowledge of many biological
issues such as the onset of disease and progression.

The main goal of the whole transcriptome analyses is
to identify, characterize and catalogue all the transcripts
expressed within a specific cell/tissue—at a particular stage—
with the great potential to determine the correct splicing
patterns and the structure of genes, and to quantify the
differential expression of transcripts in both physio- and
pathological conditions [9].

In the last 15 years, the development of the hybridiza-
tion technology, together with the tag sequence-based
approaches, allowed to get a first deep insight into this
field, but, beyond a shadow of doubt, the arrival on the
marketplace of the NGS platforms, with all their “Seq” appli-
cations, has completely revolutionized the way of thinking
the molecular biology.

The aim of this paper is to give an overview of the
RNA-Seq methodology, trying to highlight all the challenges
that this application presents from both the biological and
bioinformatics point of view.

2. Next Generation Sequencing Technologies

Since the first complete nucleotide sequence of a gene, pub-
lished in 1964 by Holley [10] and the initial developments
of Maxam and Gilbert [11] and Sanger et al. [12] in the
1970s (see Figure 1), the world of nucleic acid sequencing
was a RNA world and the history of nucleic acid sequencing
technology was largely contained within the history of RNA
sequencing.

In the last 30 years, molecular biology has undergone
great advances and 2004 will be remembered as the year
that revolutionized the field; thanks to the introduction
of massively parallel sequencing platforms, the Next Gen-
eration Sequencing-era, [13—15], started. Pioneer of these
instruments was the Roche (454) Genome Sequencer (GS)
in 2004 (http://www.454.com/), able to simultaneously
sequence several hundred thousand DNA fragments, with
a read length greater than 100 base pairs (bp). The cur-
rent GS FLX Titanium produces greater than 1 million
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reads in excess of 400bp. It was followed in 2006 by
the Illumina Genome Analyzer (GA) (http://www.illumina
.com/) capable to generate tens of millions of 32-bp reads.
Today, the Illumina GAIIx produces 200 million 75-100 bp
reads. The last to arrive in the marketplace was the Applied
Biosystems platform based on Sequencing by Oligo Ligation
and Detection (SOLIiD) (http://www3.appliedbiosystems
.com/AB_Home/index.htm), capable of producing 400 mil-
lion 50-bp reads, and the Helicos BioScience HeliS-
cope (http://www.helicosbio.com/), the first single-molecule
sequencer that produces 400 millions 25-35 bp reads.

While the individual approaches considerably vary in
their technical details, the essence of these systems is the
miniaturization of individual sequencing reactions. Each of
these miniaturized reactions is seeded with DNA molecules,
at limiting dilutions, such that there is a single DNA molecule
in each, which is first amplified and then sequenced. To be
more precise, the genomic DNA is randomly broken into
smaller sizes from which either fragment templates or mate-
pair templates are created. A common theme among NGS
technologies is that the template is attached to a solid surface
or support (immobilization by primer or template) or indi-
rectly immobilized (by linking a polymerase to the support).
The immobilization of spatially separated templates allows
simultaneous thousands to billions of sequencing reactions.
The physical design of these instruments allows for an
optimal spatial arrangement of each reaction, enabling an
efficient readout by laser scanning (or other methods) for
millions of individual sequencing reactions onto a standard
glass slide. While the immense volume of data generated is
attractive, it is arguable that the elimination of the cloning
step for the DNA fragments to sequence is the greatest benefit
of these new technologies. All current methods allow the
direct use of small DNA/RNA fragments not requiring their
insertion into a plasmid or other vector, thereby removing
a costly and time-consuming step of traditional Sanger
sequencing.

It is beyond a shadow of doubt that the arrival of
NGS technologies in the marketplace has changed the way
we think about scientific approaches in basic, applied and
clinical research. The broadest application of NGS may be the
resequencing of different genomes and in particular, human
genomes to enhance our understanding of how genetic
differences affect health and disease. Indeed, these platforms
have been quickly applied to many genomic contexts giving
rise to the following “Seq” protocols: RNA-Seq for transcrip-
tomics, Chip-Seq for DNA-protein interaction, DNase-Seq
for the identification of most active regulatory regions, CNV-
Seq for copy number variation, and methyl-Seq for genome
wide profiling of epigenetic marks.

3. RNA-Seq

RNA-Seq is perhaps one of the most complex next-
generation applications. Expression levels, differential splic-
ing, allele-specific expression, RNA editing and fusion tran-
scripts constitute important information when comparing
samples for disease-related studies. These attributes, not
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readily available by hybridization-based or tag sequence-
based approaches, can now be far more easily and precisely
obtained if sufficient sequence coverage is achieved. How-
ever, many other essential subtleties in the RNA-Seq data
remain to be faced and understood.

Hybridization-based approaches typically refer to the
microarray platforms. Until recently, these platforms have
offered to the scientific community a very useful tool to
simultaneously investigate thousands of features within a
single experiment, providing a reliable, rapid, and cost-
effective technology to analyze the gene expression pat-
terns. Due to their nature, they suffer from background
and cross-hybridization issues and allow researchers to
only measure the relative abundance of RNA transcripts
included in the array design [16]. This technology, which
measures gene expression by simply quantifying—via
an indirect method—the hybridized and labeled cDNA,
does not allow the detection of RNA transcripts from
repeated sequences, offering a limited dynamic range,
unable to detect very subtle changes in gene expression
levels, critical in understanding any biological response to
exogenous stimuli and/or environmental changes [9, 17,
18].

Other methods such as Serial, Cap Analysis of Gene
Expression (SAGE and CAGE, resp.) and Polony Multiplex
Analysis of Gene Expression (PMAGE), tag-based sequenc-
ing methods, measure the absolute abundance of transcripts

in a cell/tissue/organ and do not require prior knowledge
of any gene sequence as occurs for microarrays [19]. These
analyses consist in the generation of sequence tags from
fragmented cDNA and their following concatenation prior to
cloning and sequencing [20]. SAGE is a powerful technique
that can therefore be viewed as an unbiased digital microar-
ray assay. However, although SAGE sequencing has been
successfully used to explore the transcriptional landscape
of various genetic disorders, such as diabetes [21, 22],
cardiovascular diseases [23], and Downs syndrome [24, 25],
it is quite laborious for the cloning and sequencing steps that
have thus far limited its use.

In contrast, RNA-Seq on NGS platforms has clear
advantages over the existing approaches [9, 26]. First, unlike
hybridization-based technologies, RNA-Seq is not limited to
the detection of known transcripts, thus allowing the iden-
tification, characterization and quantification of new splice
isoforms. In addition, it allows researchers to determine the
correct gene annotation, also defining—at single nucleotide
resolution—the transcriptional boundaries of genes and the
expressed Single Nucleotide Polymorphisms (SNPs). Other
advantages of RNA-Seq compared to microarrays are the
low “background signal,” the absence of an upper limit for
quantification and consequently, the larger dynamic range
of expression levels over which transcripts can be detected.
RNA-Seq data also show high levels of reproducibility for
both technical and biological replicates.
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TasLE 1: Selection of papers on mammalian RNA-Seq.
Reference Organism Cell type/tissue NGS platform
Bainbridge et al., 2006 [27] Homo sapiens Prostate cancer cell line Roche
Cloonan et al., 2008 [30] Mus musculus ES cells and Embryoid bodies ABI
Core et al., 2008 [31] Homo sapiens Lung fibroblasts IMumina
Hashimoto et al., 2008 [32] Homo sapiens HT29 cell line ABI
Li et al., 2008 [33] Homo sapiens Prostate cancer cell line Illumina
Marioni et al., 2008 [34] Homo sapiens Liver and kidney samples Mlumina
Morin et al., 2008 [35] Homo sapiens ES cells and Embryoid bodies IIumina
Morin et al., 2008 [36] Homo sapiens HelLa S3 cell line IIlumina
Mortazavi et al., 2008 [37] Mus musculus Brain, liver and skeletal muscle [Ilumina
Rosenkran et al., 2008 [38] Mus musculus ES cells IIlumina
Sugarbaker et al., 2008 [39] Homo sapiens ~ Malignant pleural mesothelioma, adenocarcinoma and normal lung Roche
Sultan et al., 2008 [40] Homo sapiens Human embryonic kidney and B cell line [Mumina
Asmann et al., 2009 [41] Homo sapiens Universal and brain human reference RNAs IIlumina
Chepelev et al., 2009 [42] Homo sapiens Jurkat and GD4" T cells IIlumina
Levin et al., 2009 [43] Homo sapiens K562 Illumina
Maher et al., 2009 [44] Homo sapiens Prostate cancer cell lines Roche
[Mumina
Parkhomchuk et al., 2009 [45]  Mus musculus Brain IIumina
Reddy et al., 2009 [46] Homo sapiens A549 cell line Mlumina
Tang et al., 2009 [47] Mus musculus Blastomere and oocyte ABI
Homo sapiens,
Blekhman et al., 2010 [48] Pan troglodytes, Liver Mlumina
Rhesus macaca.

Heap et al., 2010 [49] Homo sapiens Primary GD4" T cells Mlumina
Raha et al., 2010 [50] Homo sapiens K562 cell line IIlumina

Recent studies have clearly demonstrated the advantages
of using RNA-Seq [27-50]. Table 1 provides a short descrip-
tion of recent and more relevant papers on RNA-Seq in
mammals.

Many research groups have been able to precisely
quantify known transcripts, to discover new transcribed
regions within intronic or intergenic regions, to characterize
the antisense transcription, to identify alternative splicing
with new combinations of known exon sequences or new
transcribed exons, to evaluate the expression of repeat
elements and to analyze a wide number of known and
possible new candidate expressed SNPs, as well as to identify
fusion transcripts and other new RNA categories.

3.1. Sample Isolation and Library Preparation. The first step
in RNA-Seq experiments is the isolation of RNA samples;
further RNA processing strictly depends on the kind of
analysis to perform. Indeed, as “transcriptome” is defined as
the complete collection of transcribed elements in a genome
(see [2]), it consists of a wide variety of transcripts, both
mRNA and non-mRNA, and a large amount (90-95%) of
rRNA species. To perform a whole transcriptome analysis,

not limited to annotated mRNAs, the selective depletion
of abundant rRNA molecules (5S, 5.8S, 18S and 28S) is
a key step. Hybridization with rRNA sequence-specific 5'-
biotin labeled oligonucleotide probes, and the following
removal with streptavidin-coated magnetic beads, is the
main procedure to selectively deplete large rRNA molecules
from total isolated RNA. Moreover, since rRNA—but not
capped mRNAs—is characterized by the presence of 5’
phosphate, an useful approach for selective ribo-depletion
is based on the use of an exonuclease able to specifically
degrade RNA molecules bearing a 5 phosphate (mRNA-
ONLY kit, Epicentre). Compared to the polyadenylated
(polyA+) mRNA fraction, the ribo-depleted RNA is enriched
in non-polyA mRNA, preprocessed RNA, tRNA, regulatory
molecules such as miRNA, siRNA, small ncRNA, and other
RNA transcripts of yet unknown function (see review [8]).

How closely the RNA sequencing reflects the original
RNA populations is mainly determined in the library prepa-
ration step, crucial in the whole transcriptome protocols.
Although NGS protocols were first developed for the analysis
of genomic DNA, these technical procedures have been
rapidly and effectively adapted to the sequencing of double-
strand (ds) cDNA for transcriptome studies [51].
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A double-stranded cDNA library can be usually prepared
by using: (1) fragmented double-stranded (ds) cDNA and (2)
hydrolyzed or fragmented RNA.

The goal of the first approach is to generate high-
quality, full-length cDNAs from RNA samples of interest to
be fragmented and then ligated to an adapter for further
amplification and sequencing. By the way, since the primer
adaptor is ligated to a fragmented ds cDNA, any information
on the transcriptional direction would completely be lost.
Preserving the strandedness is fundamental for data analysis;
it allows to determine the directionality of transcription and
gene orientation and facilitates detection of opposing and
overlapping transcripts. To take into account and thus to
avoid this biologically relevant issue, many approaches, such
as pretreating the RNA with sodium bisulphite to convert
cytidine into uridine [52], have been so far developed.
Other alternative protocols, differing in how the adaptors
are inserted into ds cDNA, have been recently published:
direct ligation of RNA adaptors to the RNA sample before
or during reverse transcription [30, 31, 53], or incorporation
of dUTP during second strand synthesis and digestion
with uracil-Nglycosylase enzyme [45]. For instance, SOLiD
Whole Transcriptome Kit contains two different sets of
oligonucleotides with a single-stranded degenerate sequence
at one end, and a defined sequence required for sequencing
at the other end, constraining the orientation of RNA in
the ligation reaction. The generation of ds cDNA from RNA
involves a number of steps. First, RNA is converted into first-
strand cDNA using reverse transcriptase with either random
hexamers or oligo(dT) as primers. The resulting first-strand
cDNA is then converted into double-stranded cDNA, further
fragmented with DNAse I and then ligated to adapters
for amplification and sequencing [54]. The advantage of
using oligo dT is that the majority of cDNA produced
should be polyadenylated mRNA, and hence more of the
sequence obtained should be informative (nonribosomal).
The significant disadvantage is that the reverse transcriptase
enzyme will fall off of the template at a characteristic rate,
resulting in a bias towards the 3" end of transcripts. For long
mRNAs this bias can be pronounced, resulting in an under
representation (or worse in the absence) of the 5" end of
the transcript in the data. The use of random primers would
therefore be the preferred method to avoid this problem and
to allow a better representation of the 5" end of long ORFs.
However, when oligo dT primers are used for priming, the
slope which is formed by the diminishing frequency of reads
towards the 5" end of the ORF can, in some cases, be useful
for determining the strand of origin for new transcripts if
strand information has not been retained [28, 37].

Fragmenting RNA, rather than DNA, has the clear advan-
tage of reducing possible secondary structures, particularly
for tRNA and miRNA, resulting in a major heterogeneity
in coverage and can also lead to a more comprehensive
transcriptome analysis (Figure 2). In this case, the RNA
sample is first fragmented by using controlled temperature or
chemical/enzymatic hydrolysis, ligated to adapters and retro-
transcribed by complementary primers. Different protocols
have been so far developed. Indeed, the adaptor sequences
may be directly ligated to the previously fragmented RNA

molecules by using T4 RNA ligase, and the resulting library
can be reverse transcribed with primer pairs specifically
suited on the adaptor sequences, and then sequenced.
Another approach, recently described in [55], consists in
the in vitro polyadenilation of RNA fragments in order to
have a template for the next step of reverse transcription
using poly(dT) primers containing both adaptor sequences
(linkers), separated back-to-back by an endonuclease site.
The resulting cDNAs are circularized and then cleaved at
endonuclease site in the adaptors, thus leaving ss cDNA
with the adaptors at both ends [55]. A third protocol
described by [33], named double random priming method,
uses biotinylated random primers (a sequencing primer P1 at
the 5" end, and a random octamer at the 3" end). After a first
random priming reaction, the products are isolated by using
streptavidin beads and a second random priming reaction is
performed on a solid phase with a random octamer carrying
the sequencing primer P2. Afterwards, second random
priming products are released from streptavidin beads by
heat, PCR-amplified, gel-purified, and finally subjected to
sequencing process from the P1 primer. Moreover, as already
mentioned, in [45] the authors used dUTP—a surrogate
for dTTP—during the second-strand synthesis to allow a
selective degradation of second cDNA strand after adaptor
ligation using a uracil-N-glycosylase. The use of engineered
DNA adaptors, combined to the dUTP protocol, ensures that
only the cDNA strand corresponding to the “real” transcript
is used for library amplification and sequencing, reserving
the strandedness of gene transcription [45].

However, independently on the library construction
procedure, particular care should be taken to avoid complete
degradation during RNA fragmentation.

The next step of the sequencing protocols is the clonally
amplification of the cDNA fragments.

[lumina, 454 and SOLID use clonally amplified tem-
plates. In particular, the last two platforms use an innovative
procedure, emulsion PCR (emPCR), to prepare sequencing
templates in a cell-free system. cDNA fragments from a
fragment or paired-end library are separated into single
strands and captured onto beads under conditions that
favour one DNA molecule per bead. After the emPCR
and beads enrichment, millions of them are chemically
crosslinked to an amino-coated glass surface (SOLID) or
deposited into individual PicoTiterPlate (PTP) wells (454)
in which the NGS chemistry can be performed. Solid-phase
amplification (Illumina) can also be used to produce ran-
domly distributed, clonally amplified clusters from fragment
or mate-pair templates on a glass slide. High-density forward
and reverse primers are covalently attached to the slide, and
the ratio of the primers to the template defines the surface
density. This procedure can produce up to 200 million
spatially separated template clusters, providing ends for
primer hybridization, needed to initiate the NGS reaction.
A different approach is the use of single molecules templates
(Helicos BioScience) usually immobilized on solid supports,
in which PCR amplification is no more required, thus avoid-
ing the insertion of possible confounding mutations in the
templates. Furthermore, AT- and GC-rich sequences present
amplification issues, with over- or under-representation bias
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FIGURE 2: Library preparation and clonal amplification. Schematic representation of a workflow for library preparation in RNA-Seq
experiments on the SOLIiD platform. In the figure is depicted a total RNA sample after depletion of rRNA, containing both polyA and
non-polyA mRNA, tRNAs, miRNAs and small noncoding RNAs. Ribo-depleted total RNA is fragmented (1), then ligated to specific adaptor
sequences (2) and retro-transcribed (3). The resulting cDNA is size selected by gel electrophoresis (4), and cDNAs are PCR amplified (5).
Then size distribution is evaluated (6). Emulsion PCR, with one cDNA fragment per bead, is used for the clonal amplification of cDNA
libraries (7). Purified and enriched beads are finally deposited onto glass slides (8), ready to be sequenced by ligation.

in genome alignments and assemblies. Specific adaptors
are bound to the fragmented templates, then hybridized to
spatially distributed primers covalently attached to the solid
support [56].

3.2. Sequencing and Imaging. NGS platforms use different
sequencing chemistry and methodological procedures.
[lumina and HeliScope use the Cyclic Reversible Ter-
mination (CRT), which implies the use of reversible termi-
nators (modified nucleotide) in a cyclic method. A DNA
polymerase, bound to the primed template, adds one fluo-
rescently modified nucleotide per cycle; then the remaining
unincorporated nucleotides are washed away and imaging
capture is performed. A cleavage step precedes the next incor-
poration cycle to remove the terminating/inhibiting group
and the fluorescent dye, followed by an additional washing.
Although these two platforms use the same methodology,
[lumina employs the four-colour CRT method, simultane-
ously incorporating all 4 nucleotides with different dyes;
HeliScope uses the one-colour (Cy5 dye) CRT method.

Substitutions are the most common error type, with a
higher portion of errors occurring when the previous incor-
porated nucleotide is a G base [57]. Under representation of
AT-rich and GC-rich regions, probably due to amplification
bias during template preparation [57-59], is a common
drawback.

In contrast, SOLID system uses the Sequencing by
Ligation (SBL) with 1, 2-nucleotide probes, based on colour
space, which is an unique feature of SOLID. It has the
main advantage to improve accuracy in colour and single
nucleotide variations (SNV) calling, the latter of which
requires an adjacent valid colour change. In particular, a
universal primer is hybridized to the template beads, and a
library of 1, 2-nucleotide probes is added. Following four-
colour imaging, the ligated probes are chemically cleaved
to generate a 5 -phosphate group. Probe hybridization and
ligation, imaging, and probe cleavage is repeated ten times
to yield ten colour calls spaced in five-base intervals. The
extended primer is then stripped from the solid-phase-
bound templates. A second ligation round is performed with
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a n — 1 primer, which resets the interrogation bases and the
corresponding ten colour calls one position to the left. Ten
ligation cycles ensue, followed by three rounds of ligation
cycles. Colour calls from the five-ligation rounds are then
ordered into a linear sequence (the csfasta colour space) and
aligned to a reference genome to decode the sequence. The
most common error type observed by using this platform are
substitutions, and, similar to Illumina, SOLiD data have also
revealed an under representation of AT- and GC-rich regions
[58].

Another approach is pyrosequencing (on 454), a non-
electrophoretic bioluminescence method, that unlike the
above-mentioned sequencing approaches is able to measure
the release of pyrophosphate by proportionally converting
it into visible light after enzymatic reactions. Upon incor-
poration of the complementary dNTP, DNA polymerase
extends the primer and pauses. DNA synthesis is reinitiated
following the addition of the next complementary dNTP in
the dispensing cycle. The enzymatic cascade generates a light
recorded as a flowgram with a series of picks corresponding
to a particular DNA sequence. Insertions and deletions are
the most common error types.

An excellent and detailed review about the biotechnolog-
ical aspects of NGS platforms can be found in [15].

3.3. From Biology to Bioinformatics. The unprecedented level
of sensitivity in the data produced by NGS platforms brings
with it the power to make many new biological observations,
at the cost of a considerable effort in the development of new
bioinformatics tools to deal with these massive data files.

First of all, the raw image files from one run of some
next generation sequencers can require terabytes of storage,
meaning that simply moving the data off the machine can
represent a technical challenge for the computer networks
of many research centers. Moreover, even when the data
are transferred from the machine for subsequent processing,
common desktop computer will be hopelessly outmatched
by the volume of data from a single run. As a result, the use of
a small cluster of computers is extremely beneficial to reduce
computational bottleneck.

Another issue is the availability of software required to
perform downstream analysis. Indeed after image and signal
processing the output of a RNA-Seq experiment consists of
10-400 millions of short reads (together with their base-
call quality values), typically of 30-400 bp, depending on the
DNA sequencing technology used, its version and the total
cost of the experiments.

NGS data analysis heavily relies on proper mapping of
sequencing reads to corresponding reference genomes or
on their efficient de novo assembly. Mapping NGS reads
with high efficiency and reliability currently faces several
challenges. As noticed by [60], differences between the
sequencing platforms in samples preparation, chemistry,
type and volume of raw data, and data formats are very
large, implying that each platform produces data affected
by characteristic error profiles. For example the 454 system
can produce reads with insertion or deletion errors during
homopolymer runs and generate fewer, but longer, sequences

in fasta like format allowing to adapt classical alignment
algorithms; the Illumina has an increased likelihood to
accumulate sequence errors toward the end of the read and
produce fasta reads, but they are shorter, hence requiring
specific alignment algorithms; the SOLIiD also tends to
accumulate bias at the end of the reads, but uses di-base
encoding strategy and each sequence output is encoded in
a colour space csfasta format. Hence, some sequence errors
are correctable, providing better discrimination between
sequencing error and polymorphism, at the cost of requiring
analysis tools explicitly built for handling this aspect of the
data. It is not surprising that there are no “box standard”
software available for end-users, hence the implementation
of individualized data processing pipelines, combining third
part packages and new computational methods, is the only
advisable approach. While some existing packages are already
enabling to solve general aspects of RNA-Seq analysis, they
also require a time consuming effort due to the lack of clear
documentation in most of the algorithms and the variety
of the formats. Indeed, a much clear documentation of the
algorithms is needed to ensure a full understanding of the
processed data. Community adoption of input/output data
formats for reference alignments, assemblies and detected
variants is also essential for ease the data management
problem. Solving these issues may simply shift the software
gap from sequence processing (base-calling, alignment or
assembly, positional counting and variant detection) to
sequence analysis (annotation and functional impact).

3.4. Genome Alignment and Reads Assembly. The first step
of any NGS data analysis consists of mapping the sequence
reads to a reference genome (and/or to known annotated
transcribed sequences) if available, or de novo assembling to
produce a genome-scale transcriptional map. (see Figure 3
for an illustration of a classical RNA-Seq computational
pipeline). The decision to use one of strategies is mainly
based on the specific application. However, independently
on the followed approach, there is a preliminary step that
can be useful to perform which involves the application of
a quality filtering to remove poor quality reads and to reduce
the computational time and the effort for further analysis.

Analyzing the transcriptome of organisms without a
specific reference genome requires de novo assembling (or a
guided assembly with the help of closely related organisms)
of expressed sequence tags (ESTs) using short-read assem-
bly programs such as [61, 62]. A reasonable strategy for
improving the quality of the assembly is to increase the read
coverage and to mix different reads types. However RNA-Seq
experiments without a reference genome propose specific
features and challenges that are out of the scope of the present
paper; we refer the readers to [63, 64] for further details.

In most cases, the reference genome is available and the
mapping can be carried out using either the whole genome
or known transcribed sequences (see, e.g., [28-30, 32, 34, 37,
40, 46, 47]). In both cases, this preliminary but crucial step is
the most computationally intensive of the entire process and
strongly depends on the type of available sequences (read-
length, error profile, amount of data and data format). It is
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FiGure 3: RNA-Seq computational pipeline.

not surprising that such nodal point still constitutes a very
prominent area of research (see, e.g., [65—67] for a review)
and has produced a great number of different algorithms in
the last couple of years (e.g., [68—78]). Clearly, not all of them
completely support the available platforms or are scalable
for all amount of throughput or genome size. Nevertheless,
the sequencing technologies are still in a developing phase
with a very fast pace of increase in throughput, reads length
and data formats after few months. Consequently, the already
available mapping/assembly software are continuously under
evolution in order to adapt themselves to the new data
formats, to scale with the amount of data and to reduce their
computational demand. New softwares are also continuously
complementing the panorama. Moreover, the alignment
phase of reads from RNA-Seq experiments presents many
other subtleties to be considered; standard mapping algo-
rithms are not able to fully exploit the complexity of the
transcriptome, requiring to be modified or adapted in order
to account for splicing events in eucaryotes.

The easiest way to handle such difficulty is to map the
reads directly on known transcribed sequences, with the
obvious drawback of missing new transcripts. Alternatively,

the reads can be mapped continuously to the genome, but
with the added opportunity of mapping reads that cross
splice junctions. In this case, the algorithms differ from
whether they require or not junctions’s model. Algorithms
such as Erange [37] or RNA-mate [79] require library
of junctions constructed using known splice junctions
extracted from data-bases and also supplemented with any
set of putative splice junctions obtained, for instance, using a
combinatorial approach on genes’ model or ESTs sequences.
Clearly, such approaches do not allow to map junctions
not previously assembled in the junctions’ library. On the
other hand, algorithms like the WT [69], QPALMA [80],
TopHat [81], G.Mo.R-Se [63], and PASS [78] potentially
allow to detect new splice isoforms, since they use a more
sophisticated mapping strategy. For instance, WT [69] splits
the reads in left and right pieces, aligns each part to the
genome, then attempts to extend each alignment on the
other side to detect the junction. Whereas TopHat [81]
first maps the reads against the whole reference genome
using [77], second aggregates the mapped reads in islands
of candidate exons on which compute a consensus measure,
then generates potential donor/acceptor splice sites using
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neighboring exons, and finally tries to align the reads,
unmapped to the genome, to these splice junction sequences.

Most of the RNA-Seq packages are built on top of
optimized short read core mappers [68, 69, 72, 77] and
the mapping strategy is carried out by performing multiple
runs or cycles. At the end of each cycle the unmatched
reads are trimmed from one extreme and another step of
alignment is attempted (see, e.g., [79]). Specific tolerances
can be set for each alignment in order to increase the amount
of mappable data. Obviously the simplest core approach is to
map the sequence reads across the genome allowing the user
to specify only the number of tolerated mismatches, although
other methods allow to use also gapped alignment. Such
flexibility can be beneficial for the rest of the analysis since
both sequencing errors, that usually increase with the length
of the sequence, and SNPs may cause substitutions and
insertion/deletion of nucleotides in the reads. On the other
hand, increasing the mapping flexibility also introduces a
higher level of noise in the data. The compromise between
the number of mapped reads and the quality of the resulting
mapping is a very time consuming process without an
optimal solution.

At the end of the mapping algorithm one can distinguish
between three types of reads: reads that map uniquely to
the genome or to the splice junctions (Uniquely Mappable
Reads, UMR), reads with multiple (equally or similarly
likely) locations either to the genome or to the splice
junctions (Multilocation Mappable Reads, MMR) and reads
without a specific mapping location. MMRs arise predomi-
nantly from conserved domains of paralogous gene families
and from repeats. The fraction of mappable reads that are
MMRs depends on the length of the read, the genome under
investigation, and the expression in the individual sample;
however it is typically between 10-40% for mammalian
derived libraries [30, 37]. Most of the studies [28, 34]
usually discarded MMRs from further analysis, limiting the
attention only to UMRs. Clearly, this omission introduces
experimental bias, decreases the coverage and reduces the
possibility of investigating expressed regions such as active
retrotransposons and gene families. An alternative strategy
for the removal of the MMRs is to probabilistically assign
them to each genomic location they map to. The simplest
assignment considers equal probabilities. However, far better
results have been obtained using a guilt-by-association
strategy that calculates the probability of a MMRs originating
from a particular locus. In [82], the authors proposed
to proportionally assign MMRs to each of their mapping
locations based on unique coincidences with either UMRs
and other MMRs. Such a technique was later adopted in [79].
By contrast, in [83], the authors computed the probability
as the ratio between the number of UMRSs occurring in a
nominal window surrounding each locus occupied by the
considered MMR and the total number of UMRs proximal
to all loci associated with that MMR. Similarly, in [37] the
MMRs were fractionally assigned to their different possible
locations considering the expression levels of their respective
gene models. All these rescue strategies lead to substantially
higher transcriptome coverage and give expression estimates
in better agreement with microarrays than those using only

UMRs (see, [37, 83]). Very recently, a more sophisticated
approach was proposed in [84]. The authors introduced
latent random variables representing the true mappings,
with the parameters of the graphical model correspond-
ing to isoform expression levels, read distributions across
transcripts, and sequencing error. They allocated MMRs by
maximizing the likelihood of the expression levels using
an Expectation-Maximization (EM) algorithm. Additionally,
they also showed that previous rescue methods introduced
in [37, 82] are roughly equivalent to one iteration of EM.
Independently on the specific proposal, we observe that all
the above mentioned techniques work much better with
data that preserve RNA strandedness. Alternatively, the use
of paired-end protocols should help to alleviate the MMRs
problem. Indeed, when one of the paired reads maps to a
highly repetitive element in the genome but the second does
not, it allows both reads to be unambiguously mapped to the
reference genome. This is accomplished by first matching the
first nonrepeat read uniquely to a genomic position and then
looking within a size window, based on the known size range
of the library fragments, for a match for the second read. The
usefulness of this approach was demonstrated to improve
read matching from 85% (single reads) to 93% (paired
reads) [70], allowing a significant improvement in genome
coverage, particularly in repeat regions. Currently, all of
the next generation sequencing technologies are capable for
generating data from paired-end reads, but unfortunately,
till now only few RNA-Seq software support the use of
paired-end reads in conjunction with the splice junctions
mapping.

One of the possible reasons for reads not mapping
to the genome and splice junctions is the presence of
higher sequencing errors in the sequence. Other reasons can
be identified in higher polymorphisms, insertion/deletion,
complex exon-exon junctions, miRNA and small ncRNA:
such situations could potentially be recovered by more
sophisticated or combined alignment strategy.

Once mapping is completed, the user can display and
explore the alignment on a genome browser (see Figure 4
for a screen-shot example) such as UCSC Genome Browser
[85] (http://genome.ucsc.edu/) or the Integrative Genomics
Viewer (IGV) (http://www.broadinstitute.org/igv), or on
specifically devoted browsers such as EagleView [86],
MapView [87] or Tablet [88], that can provide some highly
informative views of the results at different levels of aggrega-
tions. Such tools allow to incorporate the obtained alignment
with database annotations and other source of information,
to observe specific polymorphism against sequence error, to
identify well documented artifacts due to the DNA amplifi-
cations, as well as to detect other source of problems such as
the not uniformity of the reads coverage across the transcript.
Unfortunately, in many cases the direct visualization of the
data is hampered by the lack of a common format for the
alignment algorithm, causing a tremendous amount of extra
work in format conversion for visualization purposes, feature
extraction and other downstream analysis. Only recently, the
SAM (Sequencing Alignment/Map) format [89] has been
proposed as a possible standard for storing read alignment
against reference sequences.
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FIGURE 4: Strand-Specific Read Distribution in UCSC Genome Browser and IGV. (a) UCSC Genome Browser showing an example of stranded
sequences generated by RNA-Seq experiment on NGS platform. In particular, the screenshot—of a characteristic “tail to tail” orientation
of two human genes—clearly shows the specific expression in both strands where these two genes overlap, indicating that the strandedness
of reads is preserved. (b) The same genomic location in the IGV browser, showing the reads (coloured blocks) distribution along TMED1
gene. The grey arrows indicate the sense of transcription. The specific expression in both strands where the genes overlap, indicates that the
strandedness of reads is preserved. In (c) a greater magnification of the reads mapping to the same region at nucleotide level, useful to SNP
analysis. The chromosome positions are shown at the top and genomic loci of the genes are shown at the bottom of each panel.

3.5. Quantifying Gene Expression and Isoforms’ Abundance.
Browser-driven analyses are very important for visualizing
the quality of the data and to interpret specific events
on the basis of the available annotations and mapped
reads. However they only provide a qualitative picture of
the phenomenon under investigation and the enormous
amount of data does not allow to easily focus on the most
relevant details. Hence, the second phase of most of the
RNA-Seq pipeline consists of the automatic quantification
of the transcriptional events across the entire genome

(see Figure4). From this point of view the interest is
both quantifying known elements (i.e., genes or exons
already annotated) and detecting new transcribed regions,
defined as transcribed segments of DNA not yet anno-
tated as exons in databases. The ability to detect these
unannotated regions, even though biologically relevant,
is one of the main advantages of the RNA-Seq over
microarray technology. Usually, the quantification step is
preliminary to any differential expression approach, see
Figure 5.
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FIGURE 5: Mapping and quantification of the signal. RNA-seq experiments produce short reads sequenced from processed mRNAs. When a
reference genome is available the reads can be mapped on it using efficient alignment software. Classical alignment tools will accurately map
reads that fall within an exon, but they will fail to map spliced reads. To handle such problem suitable mappers, based either on junctions
library or on more sophisticated approaches, need to be considered. After the mapping step annotated features can be quantified.

In order to derive a quantitative expression for annotated
elements (such as exons or genes) within a genome, the
simplest approach is to provide the expression as the total
number of reads mapping to the coordinates of each anno-
tated element. In the classical form, such method weights
all the reads equally, even though they map the genome
with different stringency. Alternatively, gene expression can
be calculated as the sum of the number of reads covering
each base position of the annotated element; in this way the
expression is provided in terms of base coverage. In both
cases, the results depend on the accuracy of the used gene
models and the quantitative measures are a function of the
number of mapped reads, the length of the region of interest
and the molar concentration of the specific transcript. A
straightforward solution to account for the sample size
effect is to normalize the observed counts for the length
of the element and the number of mapped reads. In [37],
the authors proposed the Reads Per Kilobase per Million of
mapped reads (RPKM) as a quantitative normalized measure
for comparing both different genes within the same sample
and differences of expression across biological conditions.
In [84], the authors considered two alternative measures
of relative expression: the fraction of transcripts and the
fraction of nucleotides of the transcriptome made up by a
given gene or isoform.

Although apparently easy to obtain, RPKM values can
have several differences between software packages, hidden
at first sight, due to the lack of a clear documentation of the
analysis algorithms used. For example ERANGE [37] uses
a union of known and new exon models to aggregate reads
and determines a value for each region that includes spliced

reads and assigned multireads too, whereas [30, 40, 81, 90]
are restricted to known or prespecified exons/gene models.
However, as noticed in [91], several experimental issues
influence the RPKM quantification, including the integrity
of the input RNA, the extent of ribosomal RNA remaining
in the sample, the size selection steps and the accuracy of the
gene models used.

In principle, RPKMs should reflect the true RNA
concentration; this is true when samples have relatively
uniform sequence coverage across the entire gene model.
The problem is that all protocols currently fall short of
providing the desired uniformity, see for example [37], where
the Kolmogorov-Smirnov statistics is used to compare the
observed reads distribution on each selected exon model
with the theoretical uniform one. Similar conclusions are
also illustrated in [57, 58], among others.

Additionally, it should be noted that RPKM measure
should not be considered as the panacea for all RNA-
Seq experiments. Despite the importance of the issue,
the expression quantification did not receive the necessary
attention from the community and in most of the cases the
choice has been done regardless of the fact that the main
question is the detection of differentially expressed elements.
Regarding this point in [92] it is illustrated the inherent bias
in transcript length that affect RNA-Seq experiments. In fact
the total number of reads for a given transcript is roughly
proportional to both the expression level and the length of
the transcript. In other words, a long transcript will have
more reads mapping to it compared to a short gene of similar
expression. Since the power of an experiment is proportional
to the sampling size, there will be more statistical power
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to detect differential expression for longer genes. Therefore,
short transcripts will always be at a statistical disadvantage
relative to long transcripts in the same sample. RPKM-
type measures provide an expression level normalized by
the length of the gene and this only apparently solves the
problem; it gives an unbiased measure of the expression
level, but also changes the variance of the data in a length
dependent manner, resulting in the same bias to differential
expression estimation. In order to account for such an
inherent bias, in [92] the authors proposed to use a fixed
length window approach, with a window size smaller than
the smallest gene. This method can calculate aggregated
tag counts for each window and consequently assess them
for differential expression. However, since the analysis is
performed at the window level some proportion of the data
will be discarded; moreover such an approach suffers for a
reduced power and highly expressed genes are more likely to
be detected due to the fact that the sample variance decreases
with the expression level. Indeed, it should be noticed that
the sample variance depends on both the transcript length
and the expression level.

Finally, we observe that annotation files are often
inaccurate; boundaries are not always mapped precisely,
ambiguities and overlaps among transcripts often occur and
are not yet completely solved. Concerning this issue in [93]
the authors proposed a method based on the definition
of “union-intersection genes” to define the genomic region
of interest and normalized absolute and relative expression
measures within. Also, in this case we observe that all
strategies work much better with data that preserve RNA
strandedness, which is an extremely valuable information
for transcriptome annotation, especially for regions with
overlapping transcription from opposite directions.

The quantification methods described above do not
account for new transcribed region. Although several studies
have already demonstrated that RNA-Seq experiments, with
their high resolution and sensitivity have great potentiality
in revealing many new transcribed regions, unidentifiable
by microarrays, the detection of new transcribed regions is
mainly obtained by means of a sliding window and heuristic
approaches. In [94] stretches of contiguous expression in
intergenic regions are identified after removing all UTRs
from the intergenic search space by using a combination
of information arising from tiling-chip and sequence data
and visual inspection and manual curation. The procedure
is quite complex and is mainly due to the lack of strand-
edness information in their experiment. On the contrary,
the hybridization data are less affected by these issues
because they distinguish transcriptional direction and do not
show any 5" bias (see [94] for further details). Then, new
transcribed regions are required to have a length of at least
70 bp and an average sequence coverage of 5 reads per bp.
A similar approach, with different choices of the threshold
and the window, was proposed in [40], where the authors
investigated either intergenic and intronic regions. The
choices of the parameters are assessed by estimating noise
levels by means of a Poisson model of the noncoding part
of the genome. In [45] the whole genome is split into 50 bp
windows (non-overlapping). A genomic region is defined
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as a new transcribed region if it results from the union of
two consecutive windows, with at least two sequence reads
mapped per window. Additionally, the gap between each
new transcribed regions should be at least 50 bp, and the
gap between a new transcribed region and an annotated
gene (with the same strand) at least 100 bp. A slightly more
sophisticated approach is used in ERANGE [37]. Reads that
do not fall within known exons are aggregated into candidate
exons by requiring regions with at least 15 reads, whose starts
are not separated by more than 30 bp. Most of the candidate
exons are assigned to neighboring gene models when they are
within a specifiable distance of the model.

These studies, among others, reveal many of these new
transcribed regions. Unfortunately, most of them do not
seem to encode any protein, and hence their functions
remain often to be determined. In any case, these new
transcribed regions, combined with many undiscovered new
splicing variants, suggest that there is considerably more
transcript complexity than previously appreciated. Conse-
quently further RNA-Seq experiments and more sophisti-
cated analysis methods can disclose it.

The complexity of mammalian transcriptomes is also
compounded by alternative splicing which allows one gene
to produce multiple transcript isoforms. Alternative splicing
includes events such as exon skipping, alternative 5 or
3’ splicing, mutually exclusive exons, intron retention, and
“cryptic” splice sites (see Figure 6). The frequency of occur-
rence of alternative splicing events is still underestimated.
However it is well known that multiple transcript isoforms
produced from a single gene can lead to protein isoforms
with distinct functions, and that alternative splicing is
widely involved in different physiological and pathological
processes. One of the most important advantages of the
RNA-Seq experiments is the possibility of understanding
and comparing the transcriptome at the isoform level (see
[95, 96]). In this context, two computational problems need
to be solved: the detection of different isoforms and their
quantification in terms of transcript abundance.

Initial proposals for solving these problems were essen-
tially based on a gene-by-gene manual inspection usually
focusing the attention to the detection of the presence of
alternative splicing forms rather than to their quantification.
For example, the knowledge of exon-exon junction reads and
of junctions that fall into some isoform-specific regions can
provide useful information for identifying different isoforms.
The reliability of a splicing junction is usually assessed by
counting features like the number of reads mapping to the
junction, the number of mismatches on each mapped read,
the mapping position on the junction and the mismatches
location in a sort of heuristic approach. Unfortunately, these
techniques cannot be scaled to the genome level and they are
affected by a high false positive and false negative rate.

Following the above mentioned ideas, in [40] the authors
detected junctions by computing the probability of a random
hits for a read of length R on the splice junctions of length J
with at most a certain number of mismatches. In [95], the
authors used several information similar to those described
above to train classifiers based on logistic regression for
splicing junction detection. In [97], the authors introduced
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FIGURE 6: Alternative splicing. Schematic representation of the possible patterns of alternative splicing of a gene. Boxes are discrete exons that
can be independently included or excluded from the mRNA transcript. Light blue boxes represent constitutive exons, violet and red boxes
are alternatively spliced exons. Dashed lines represent alternative splicing events. (a) Canonical exon skipping; (b) 5" or (c) 3" alternative
splicing; (d) Mutually exclusive splicing event involving the selection of only one from two or more exon variants; (e) Intra-exonic “cryptic”
splice site causing the exclusion of a portion of the exon from the transcript; (f) Usage of new alternative 5" or (g) 3’ exons; (h) Intron

retention.

a new metric to measure the quality of each junction read.
Then they estimated the distribution of such metric either
with respect to known exon splice junctions and random
splice junctions, and implemented an empirical statistical
model to detect exon junctions evaluating the probability
that an observed alignment distribution comes from a true
junction.

The simple detection of specific isoforms does not pro-
vide useful information about their quantitative abundance.
In principle, the quantification methods described above
are equally applicable to quantify isoform expression. In
practice, however, it is difficult to compute isoform-specific
expression because most reads that are mapped to the
genes are shared by more than one isoform and then it
becomes difficult to assign each read only to a specific
isoform. As a consequence, the assignment should rely on
inferential methods that consider all data mapping to a
certain region.

Several proposed methods for inferring isoforms’ abun-
dance are based on the preliminary knowledge of precise
isoforms’ annotation, on the assumption of uniform dis-
tribution of the reads across the transcript, on Poisson
model for the reads’ counts and equal weight for each read,
regardless the quality of the match. The methods are often
limited to handle only the cases where there is a relative small
number of isoforms without confounding effects due to the
overlap between genes. In particular in [98], the authors
showed that the complexity of some isoform sets may still
render the estimation problem nonidentifiable based on
current RNA-Seq protocols and derived a mathematical
characterization of identifiable isoform set. The main reason
for such an effect is that current protocols with short single-
end reads RNA-Seq are only able to asses local properties of
a transcript. It is possible that the combination of short-read
data with longer reads or paired-end reads will be able to go
further in addressing such challenges.
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Recently, in [90] the authors proposed a statistical
method where, similar to [34], the count of reads falling into
an annotated gene with multiple isoforms is modeled as a
Poisson variable. They inferred the expression of each indi-
vidual isoform using maximum likelihood approach, whose
solution has been obtained by solving a convex optimization
problem. In order to quantify the degree of uncertainty of
the estimates, they carried out statistical inferences about the
parameters from the posterior distribution by importance
sampling. Interestingly, they showed that their method can
be viewed as an extension of the RPKM concept and reduces
to the RPKM index when there is only one isoform. An
attempt to relax the assumption of uniform reads sampling
is proposed in [84]. In this paper, the authors unified the
notions of reads that map to multiple locations, that is,
that could be potentially assigned to several genes, with
those of reads that map to multiple isoforms through the
introduction of latent random variables representing the true
mappings. Then, they estimated the isoforms’ abundance
as the maximum likelihood expression levels using the
EM algorithm. The Poisson distribution is also the main
assumption in [99], where a comprehensive approach to the
problem of alternative isoforms prediction is presented. In
particular, the presence of alternative splicing event within
the same sample is assessed by using Pearson’s chi-square test
on the parameter of a multinomial distribution and the EM
algorithm is used to estimate the abundance of each isoform.

3.6. Differential Expression. The final goal in the majority of
transcriptome studies is to quantify differences in expression
across multiple samples in order to capture differential gene
expression, to identify sample-specific alternative splicing
isoforms and their differential abundance.

Mimicking the methods used for microarray analysis,
researchers started to approach such crucial question using
statistical hypothesis’ tests combined with multiple compar-
isons error procedures on the observed counts (or on the
RPKM values) at the gene, isoform or exon level. Indeed, in
[30] the authors applied the empirical Bayes moderated ¢-
test proposed in [100] to the normalized RPKM. However
in microarray experiments, the abundance of a particular
transcript is measured as a fluorescence intensity, that can
be effectively modeled as a continuous response, whereas for
RNA-Seq data the abundance is usually a count. Therefore,
procedures that are successful for microarrays do not seem
to be appropriate for dealing with such type of data.

One of the pioneering works to handle such difference
s [34], where the authors modeled the aggregated reads
count for each gene using Poisson distribution. One can
prove that the number of reads observed from a gene
(or transcript isoform) follows a binomial distribution that
can be approximated by a Poisson distribution, under the
assumption that RNA-Seq reads follow a random sampling
process, in which each read is sampled independently and
uniformly from every possible nucleotide in the sample.
In this set-up, in [34] the authors used a likelihood ratio
test to test for significant differences between the two
conditions. The Poisson model was also employed by [40],
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where the authors used the method proposed in [101] to
determine the significance of differential expression. On
the contrary, in [83], the authors simply estimated the
difference in expression of a gene between two conditions
through the difference of the count proportions p; and
p2 computed using a classical Z-test statistics. In [18], the
authors employed the Fishers exact test to better weigh the
genes with relatively small counts. Similarly in [99] the
authors used Poisson model and Fishers exact test to detect
alternative exon usage between conditions.

Recently, more sophisticated approaches have been pro-
posed in [102, 103]. In [102], the authors proposed an
empirical Bayesian approach, based on the negative binomial
distribution; it results very flexible and reduces to the Poisson
model for a particular choice of the hyperparameter. They
carried out differential expression testing using a moderated
Bayes approach similar in the spirit to the one described in
[100], but adapted for data that are counts. We observed
that the method is designed for finding changes between
two or more groups when at least one of the groups has
replicated measurements. In [103], the observed counts of
reads mapped to a specific gene obtained from a certain
sample was modeled using Binomial distribution. Under
such assumption, it can be proved that the log ratio between
the two samples conditioned to the intensity signal (i.e.,
the average of the two logs counts) follows an approximate
normal distribution, that is used for assessing the significance
of the test. All the above-mentioned methods assume that
the quantification of the features of interest under the
experimental conditions has been already done and each
read has been assigned to only one elements, hence the
methods are directly applicable to detect genes or exons
differences provided that overlapping elements are properly
filtered out. By contrast the above described methods are not
directly suited for detecting isoforms’ differences unless the
quantification of the isoform abundance has been carried
out using specific approaches. To handle such difficulties,
in [104], the authors proposed a hierarchical Bayesian
model to directly infer the differential expression level of
each transcript isoform in response to two conditions. The
difference in expression of each isoform is modeled by
means of an inverse gamma model and a latent variable is
introduced for guiding the isoform’s selection. The model
can handle the heteroskedasticity of the sequence read
coverage and inference is carried out using Gibbs sampler.

It should be noticed that although these techniques
already provide interesting biological insights, they have
not been sufficiently validated on several real data-sets
where different type of replicates are available, neither
sufficiently compared each others in terms of advantages
and disadvantages. As with any new biotechnology it is
important to carefully study the different sources of variation
that can affect measure of the biological effects of interest
and to statistically asses the reproducibility of the biological
findings in a rigorous way, and to date this has been often
omitted. Indeed, it should be considered that there are a
variety of experimental effects that could possibly increase
the variability, the bias, or be confounded with sequencing-
based measures, causing miss-understanding of the results.
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Unfortunately, such problems have received little of attention
until now. In order to fill this gap, in [93] the authors
presented a statistical inference framework for transcriptome
analysis using RNA-Seq mapped read data. In particular,
they proposed a new statistical method based on log-
linear regression for investigating relationships between read
counts and biological and experimental variables describing
input samples as well as genomic regions of interest. The
main advantage of the log-linear regression approach is that
it allows to account both for biological effect and a variety of
experimental effects. Their paper represents one of the few
attempts of looking at the analysis of RNA-Seq data from a
general point of view.

4. Challenges and Perspective for NGS

From the development of the Sanger method to the com-
pletion of the HGP, genetics has made significant advances
towards the understanding of gene content and function.
Even though significant achievements were reached by
Human Genome, HapMap and ENCODE Projects [7, 105,
106], we are far from an exhaustive comprehension of the
genomic diversity among humans and across the species,
and from understanding gene expression variations and its
regulation in both physio and pathological conditions. Since
the appearance of first NGS platforms in the 2004, it was
clear that understanding this diversity at a cost of around $5—
10 million per genome sequence [107], placed it outside the
real possibilities of most research laboratories, and very far
from single individual economical potential. To date, we are
in the “$1,000 genome” era, and, although this important
barrier has not yet been broken, its a current assumption
that this target is going to be reached within the end of
2010. It is likely that the rapid evolution of DNA sequencing
technology, able to provide researchers with the ability to
generate data about genetic variation and patterns of gene
expression at an unprecedented scale, will become a routine
tool for researchers and clinicians within just a few years.

As we can see, the number of applications and the great
amount of biological questions that can be addressed by
“Seq” experiments on NGS platforms is leading a revolution
in the landscape of molecular biology, but the imbalance
between the pace at which technology innovations are
introduced in the platforms and the biological discoveries
derivable from them is growing up. The risk is the creation
of a glut of “under-used” information that in few months
becomes of no use because the new one is produced. It is
necessary to invest in an equivalent development of new
computational strategies and expertise to deal with the
volumes of data created by the current generation of new
sequencing instruments, to maximize their potential benefit.

These platforms are creating a new world to explore, not
only in the definition of experimental/technical procedures
of large-scale analyses, but also in the downstream compu-
tational analysis and in the bioinformatics infrastructures
support required for high-quality data generation and for
their correct biological interpretation. In practice, they have
shifted the bottleneck from the generation of experimental
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data to their management and to their statistical and
computational analysis. There are few key points to consider.
The first one is the data management: downstream com-
putational analysis becomes difficult without appropriate
Information Technology (IT) infrastructure. The terabytes of
data produced by each sequencing run requires conspicuous
storage and backup capacity, which increases considerably
the experimental costs. The second one regards the protocols
used for the production of raw data: each platform has its
peculiarity in both sample preparation and type and volume
of raw data produced, hence they require individualized
laboratory expertise and data processing pipelines. Third,
beside vendor specific and commercial software, several
other open-source analysis tools are continuously appearing.
Unfortunately, there is often an incomplete documentation
and it is easy to spend more time in evaluating software
suites than in analyzing the output data. Whichever software
is used, the most important question is to understand
its limitations and assumptions. Community adoption of
input/output data standards is also essential to efficiently
handle the data management problem. Till now the effort
has been mainly devoted to the technological development
rather than to the methodological counterpart. The choice
of a careful experimental design has been also not always
adequately considered.

As regards the RNA-Seq, we have still to face several
critical issues either from a biological and computational
point of view. RNA-seq protocols are extremely sensitive and
need a very careful quality control for each wet laboratory
step. For instance, the contamination of reagents with RNAse
and the degradation of RNA, even partial, must be avoided
during all the technical procedures. The quality of total
isolated RNA 1is the first, and probably the most crucial
point for an RNA-Seq experiment. Poor yield of polyA
enrichment or low efficiency of total RNA ribodepletion are
also critical issues for preparing high-quality RNA towards
the library construction. It is clear that, independently on
the library construction procedure, particular care should
be taken to avoid complete degradation of RNA during the
controlled RNA fragmentation step. Furthermore, in order to
correctly determine the directionality of gene transcription
and to facilitate the detection of opposing and overlapping
transcripts within gene-dense genomic regions, particular
care should be taken to preserve the strandedness of RNA
fragments during the library preparation. In addition, to
provide a more uniform coverage throughout the transcript
length, random priming for reverse transcription proto-
cols, rather than oligo dT priming (with the bias of low
coverage at the 5’ ends), should be done after removal
of rRNA. Finally, it should be considered that for the
platforms based on CRT and SBL, substitutions and under
representation of AT-rich and GC-rich regions, probably due
to amplification bias during template preparation, are the
most common error type. In contrast, for pyrosequencing
platforms, insertions and deletions represent a common
drawback.

For what concern the data analysis, to the above-
mentioned points, we should note that most of the available
software for read alignment are designed for genomic
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mapping hence they are not fully capable to discover exon
junctions. The classical extension for handling RNA-Seq data
involves the preconstruction of junction libraries reducing
the possibility of discovering new junctions. It would be
desirable to develop new methods that allow either new
junction detection and also the use of paired-end reads,
that are particularly promising for more accurate study.
Additionally further developments are required to assess the
significance of new transcribed regions, the construction
of new putative genes and the precise quantification of
each isoform, for which there is still a lack of statistical
methodologies. For what concerns the detection of differ-
ential expression, existing techniques were not sufficiently
validated on biological data and compared in terms of
specificity and sensitivity. Moreover, of potentially great
impact, is the lack of biological replicates which precludes
gauging the magnitude of individual effects in relation to
technical effects. Biological replicates is essential in a RNA-
Seq experiment to draw generalized conclusions about the
“real” differences observed between two or more biological
groups.

Facing such multidisciplinary challenges will be the key
point for a fruitful transfer from laboratory studies to clinical
applications. Indeed, the availability of low-cost, efficient
and accurate technologies for gene expression and genome
sequencing will be useful in providing pathological gene
expression profiles in a wide number of common genetic
disorders including type II diabetes, cardiovascular disease,
Parkinson disease and Downs syndrome. Moreover, the
application of NGS to the emerging disciplines of phar-
macogenomics and nutrigenomics will allow to understand
drug response and nutrient-gene interactions on the basis of
individual patient’s genetic make-up, leading in turn to the
development of targeted therapies for many human diseases
or tailored nutrient supplementation [108].
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Adenovirus infection can cause various illnesses depending on the infecting serotype, such as gastroenteritis, conjunctivitis, cystitis,
and rash illness, but the infection mechanism is still unknown. MicroRNAs (miRNA) have been reported to play essential roles
in cell proliferation, cell differentiation, and pathogenesis of human diseases including viral infections. We analyzed the miRNA
expression profiles from adenovirus type 3 (AD3) infected Human laryngeal epithelial (Hep2) cells using a SOLiD deep sequencing.
492 precursor miRNAs were identified in the AD3 infected Hep2 cells, and 540 precursor miRNAs were identified in the control. A
total of 44 miRNAs demonstrated high expression and 36 miRNAs showed lower expression in the AD3 infected cells than control.
The biogenesis of miRNAs has been analyzed, and some of the SOLID results were confirmed by Quantitative PCR analysis. The

present studies may provide a useful clue for the biological function research into AD3 infection.

1. Introduction

Adenovirus (AD) belongs to a family of nonenveloped
icosahedral viruses containing a double-stranded DNA
genome, Adenoviridae, and genus Mastadenovirus. There are
53 human AD serotypes divided into seven subgroups (A
to G) based on immunologic, biologic, and biochemical
characteristics [1]. Among these, viruses in groups BlI,
C, and E cause respiratory infections, group B2 viruses
infect the kidney and urinary tract; group F viruses cause
gastroenteritis; and several group D serotypes are associated
with epidemic keratoconjunctivitis [1]. Most people recover
from AD infections by themselves, but people with immun-
odeficiency and small children are at higher risk of fatal
adenovirus infection. Studies showed that AD can evade host
immune responses, such as inhibition of interferon functions
by RNA and ElA, and inhibition of intrinsic cellular
apoptosis in infected cells [2]. The interaction between the
virus and its host is still not clear. Recently, several studies
evaluated human adenoviruses which play an important

role in the study of tumorigenesis, including oncogenic
transformation of cells, immune evasion, angiogenesis, and
metastasis [3, 4]. There are no antiviral drugs to treat
adenoviral infections, so treatment is largely directed at
the symptoms. The discovery of the AD vyielded further
evidence that viruses can sometimes interfere with each
other during the growth and replication within a host
animal. Other researchers found that this interference can
be mediated by interferon produced by the host animal.
So interferon has become prominent in the treatment of a
variety of cancers and infectious diseases, such as hepatitis
C [5]. Recently, several studies demonstrated that RNA
interference (RNAi) can also be used for treatment with viral
infection in vitro, such as hepatitis B virus, coxsackievirus
B3, and Coxsackievirus A16 [6—8]. These findings indicate
that those specific siRNAs targeted viruses are not as effective
as expected.

RNAI can also be triggered by microRNAs (miRNAs),
which are short ~22 nucleotide RNA sequences that bind
complementary sequences in the 3" UTR of multiple target



mRNAs, playing an important role in the development,
proliferation, differentiation and apoptosis of organisms.
Growing evidences have indicated a strong association
between microRNAs and various viral infections. For exam-
ple, miR-125b, mirR-150, miR-382, and miR-223 have
been reported to contribute to the maintenance of human
immunodeficiency virus-1 (HIV-1) latency in resting CD4*
T cells [9]. Epstein-Barr virus and Kaposi sarcoma herpes
viruses (KSHVs) have been reported to encode miRNAs [10],
but the functions of most of them are not known. miRNAs
have been reported to be used as a tool for gene specific
therapeutics against viral infections [11]. The potential use
of miRNAs as novel noninvasive biomarkers for diagnosis has
been suggested in other studies [12—14].

In this study, we used a strategy of initial screening
by Applied Biosystems’ next generation sequencing system
which is Sequencing by Oligonucleotide Ligation and Detec-
tion (SOLiD) and validation by quantitative RT-PCR (qRT-
PCR), to analyze the different miRNA expression profiling in
AD3 infected Hep2 cells.

2. Materials and Methods

2.1. Cell Culture and Virus Infection. Human laryngeal
epithelial (Hep2) cells were cultivated in complete RPMI
medium 1640 (Invitrogen) supplemented with 10% fetal calf
serum (FCS) at 37°C in an atmosphere of 5% CO,. When
the Hep2 cells were grown in 25-cm? flasks reached to 70%
confluence, they were infected with AD3 at a multiplicity of
infection (m.o.i.) of 0.4 under 50% tissue culture infectious
doses (TCIDsg), and maintained after infection at 37°C in
RPMI 1640 medium with 2% FCS.

2.2. RNA Isolation. Hep2 cells were infected with AD3 as
described above. At 6 hours, 24 hours, 48 hours, and 72
hours post infection (p.i.), RNA samples were prepared
from AD3 infected Hep2 cells and controlled Hep2 cells
using a mirVana miRNA Isolation Kit (Ambion): 10>~107
cultured cells were washed in 1% PBS for three times, washed
cells were mixed with 600ul Lysis/Binding Solution and
1/10 volume of miRNA Homogenate Additive thoroughly
by vortexing and incubated on ice for 10 minutes An
equal volume of acid/phenol/chloroform (Ambion) was then
added to the each aliquot. The solution was centrifuged for
5 minutes at 10,000 g at room temperature. For miRNA
isolation, the extraction was mixed thoroughly with 1/3
volume of 100% ethanol and passed through a column
(Ambion). The flow-through was contained the small RNAs.
The filtrate was then mixed thoroughly with 2/3 volume
100% ethanol and passed through the second column
(Ambion). The column was washed following the protocol,
and miRNAs were eluted in 100 yl of elution buffer (95°C).
For total RNA isolation, the extraction was mixed thoroughly
with 1.25 volume of 100% ethanol and passed through a
column (Ambion). The column was washed following the
protocol and total RNA were eluted in 100 ul of elution
buffer (95°C). A total of 1 ul of the eluate was quantified by
Nanodrop.
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2.3. SOLiD Sequencing and Sequence Analysis. MiRNA sam-
ples (100ng) isolated from AD3 infected Hep2 cells and
control Hep2 cells were processed into sequencing libraries
using the Small RNA Expression Kit (Applied Biosystems).
Briefly, RNA was ligated overnight with the adapters from
the kit, reverse transcribed, RNAse H-treated, and PCR-
amplified before size selection on Agarose gels to contain
16-61nt of inserted sequences. Libraries were amplified
onto beads using emulsion PCR, deposited on slides, and
sequenced using the SOLID v 2 sequencing system (Applied
Biosystems) [15] at the State Key Lab of Bioelectronics
Laboratory, Southeast University of China. Finally, SOLiD
data was first analyzed by SOLiD System Small RNA Analysis
Pipeline Tool (RNA2MAP). Firstly, the parameters set for
alignments were the maximum length (18nt) and the
tolerance of 3 mismatches when generating initial seeds
locations. In the extension step, less than 6 mismatches were
allowed in full length mapping. The miRBase sequences
(Sanger) of human being was download from miRBase
(http://www.mirbase.org/). Acceptable sequences were com-
pared to the miRBase database (release 14.0). To increase
signal above noise, we conservatively selected only those
alignments corresponding to beads sampled a minimum of
10 times in any of the libraries.

2.4. Quantitative RT-PCR (qRT-PCR). To confirm the
expression of miRNAs by deep sequencing approach, stem-
loop quantitative RT-PCR (qRT-PCR) was performed.
Briefly, cDNA was synthesized from total RNA by using
AMV reverse transcriptase (TaKaRa). The 20 uL reactions
were incubated for 15 minutes at 16°C, 30 minutes at 42°C,
and 5 minutes at 85°C, and then held at 4°C. Subsequently,
the 20 uL PCR reactions included 1 ul RT-PCR product, 10 ul
Premix Ex Taq (TaKaRa), and 1 yl SYBR green (Invitrogen).
The reactions were incubated in a 96-well optical plate
at 95°C for 10 minutes, followed by 40 cycles of 95°C
for 15 seconds, and 60°C for 1 minute. Q-PCR assay was
performed in triplicate using an ABI 7500 machine (Applied
Biosystems). The expression levels of candidate miRNAs
were measured in terms of threshold cycle value (Cr) and
normalized to Human small nuclear RNA U6. The ratio of
two groups of miRNAs was calculated by using the equation
2-AACT 116], in which ACT, (infected cells) = Cr; — Crus,
ACT,(control cells) = Cr, — Crys and AACT = ACT, —
ACT;.

2.5. Statistical Analysis. We firstly used the Z-test to deter-
mine the statistical significance of the differences between
the two libraries. This approach is to look at the number of
copies of a specic miRNA per cell as a fraction or proportion
of the total number of miRNA molecules in that cell. The
same proportion (p) of specic tags should be present in the
miRNA library of all sequenced tags [17]

p= Mspecific mirna/cell _ Pspecific miRNA (1)

Ntotal miRNA/Cell Ntotal miRNA
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So the Z-value for a specific miRNA could be calculated as
following:

Ptest — Pcontrol ‘ (2)
\/Po(l - PO)/Ntest +PO(1 - pO)/Ncontrol

The proportion py, the expected proportion when the
null hypothesis is true, is calculated as py = (Mt +
Neontrol)/ (Niest + Neontrol). The Z statistic is approximately
normally distributed and can be compared with critical Z
value for the two-sided significance level « [17].

A Z-test was used to deal with the raw data by considering
both the copies and fold change of miRNAs. Candidate
miRNAs should be full three criteria: (1) mean fold change
> 2, (2) having at least 10 copies by SOLiD sequencing, and
(3) Z score > 1.96 or < —1.96 for P < .05.

Z-value =

3. Results

3.1. Replication of AD3 in Hep2 Cells. Cytopathic effect
(CPE) was first observed at 24 hours post infection and
progressed to moderate and severe CPE at 72 hours and
96 hours, respectively. miRNA extracted from cells after 72
hours of infection was used for SOLiD deep sequencing.

3.2. SOLiD Sequencing of miRNAs from Hep2 Cells Infected
by AD3 and Control Hep2 Cells. To search for the miRNAs
expression in AD3 infected Hep2 cells and the control,
we prepared these two miRNA samples for sequencing by
the SOLID system. 358,297 effective reads were obtained in
AD3 infected cells and 479,414 effective reads in control
cells. After filtrating reads contaminated by rRNAetc (rRNA,
tRNA, snRNA, and snoRNA), repeat fractions, and degraded
fractions, the remaining effective reads were mapped to
the human precursor libraries. 37,800 and 78,143 reads
were obtained from infected and control cells, respectively.
In these reads, the most abundant size class was 22 nt in
both of AD3 infected Hep2 cells and the control. The
percentage was 29.3% and 34.6% respectively. Following was
23 nt (27.7% in AD3 infected Hep2 cells and 26.3% in the
control) (Figure 1). Compared to the miRBase (14.0), 492
precursor, miRNA out of 734 known precursor miRNAs
were identified among the AD3 infected Hep2 cells, and 540
precursor miRNAs were identified among the control Hep2
cells. All of the known miRNAs have been characterized in
the Sanger miRBase sequence database. Figure 2 showed the
distribution of genomic loci in the chromosome. All of the
human chromosome were located in the precursor miRNAs.
Chromosomes 19 and X contain more precursor miRNAs
(12%, and 11%, resp.). 314 miRNAs (51%) were located in
introns of protein-coding genes, 231 miRNAs (38%) were
located in intergenic regions, while only 43 miRNAs (7%)
were located in exons of noncoding RNAs or UTR of protein
coding genes. Interestedly, 23 miRNAs (4%) were located in
either an exon or an intron depending on alternative splicing
of the host transcript (Table 1).

3.3. Expression Profiles of miRNAs in AD3 Infected Cells. To
study the differential expression profile of known miRNAs
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FIGURE 1: Size distribution of sequenced miRNAs.
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TasLE 1: Transcript loci of sequenced miRNAs.

Loci Number of miRNAs Percentage (%)
intron 314 51
intergenic 231 38

Exon and Utr 42 7

Exon, intron (mixed) 23

between AD3 infected Hep2 cells and the control, both the
Z-test and fold-change analysis were made based on the
sequencing results. There are 80 precursor miRNAs to meet
the three criteria described above, and could be selected as
candidates. Among these candidates, 44 precursor miRNAs
were shown upregulated expression in AD3 infected cells
(Table 2). Z-test value was from 1.99 to 49.33. 19 out of 44
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TaBLE 2: Upexpressed miRNAs in infected cells compared with noninfected cells.
Ratio of
miRNA Name Reads in infected cells Reads in non-infected cells Z score infected/non-infected
(Normalized)
hsa-miR-1975 1937 548 49.33 7.47
hsa-miR-1302-2 788 228 31.13 7.31
hsa-miR-191 868 566 23.16 3.24
hsa-miR-17 1238 1105 21.65 2.37
hsa-miR-92a-2 1166 1084 20.17 2.27
hsa-miR-1979 444 201 20.02 4.67
hsa-miR-92a-1 1184 1146 19.48 2.18
hsa-miR-1302-3 197 58 15.45 7.18
hsa-miR-1302-8 191 54 15.38 7.48
hsa-miR-1302-6 191 57 15.16 7.09
hsa-miR-1302-7 191 57 15.16 7.09
hsa-miR-1302-1 180 59 14.32 6.45
hsa-miR-1302-5 165 50 14.03 6.98
hsa-miR-1302-4 161 50 13.76 6.81
hsa-miR-7-3 111 18 13.13 13.04
hsa-miR-7-1 150 50 13.00 6.34
hsa-miR-7-2 109 21 12.64 10.97
hsa-miR-1974 262 188 11.88 2.95
hsa-miR-1246 186 121 10.70 3.25
hsa-miR-378 220 199 8.95 2.34
hsa-miR-18a 185 153 8.92 2.56
hsa-miR-619 79 41 7.92 4.07
hsa-miR-25 178 172 7.52 2.19
hsa-miR-421 57 38 5.82 3.17
hsa-miR-1273 54 37 5.57 3.09
hsa-miR-18b 62 51 5.18 2.57
hsa-miR-345 50 37 5.07 2.86
hsa-miR-342 83 84 4.87 2.09
hsa-miR-744 28 19 4.03 3.12
hsa-miR-505 22 13 3.90 3.58
hsa-miR-1247 17 10 3.43 3.59
hsa-miR-942 12 6 3.14 4.23
hsa-miR-635 11 5 3.14 4.65
hsa-miR-627 12 7 2.90 3.62
hsa-miR-150 10 5 2.87 4.23
hsa-miR-566 10 5 2.87 4.23
hsa-miR-324 20 18 2.71 2.35
hsa-miR-146b 10 6 2.60 3.52
hsa-miR-454 10 2.60 3.52
hsa-miR-1972 14 12 2.37 2.47
hsa-miR-320c-2 14 13 2.20 2.28
hsa-miR-589 16 16 2.17 2.11

upregulated precursor miRNAs showed higher values (over
10). Among this, miR-1975 and miR-1302-2 have the highest
Z values with 49.33 and 31.13, respectively. Table 2 showed
the ratio of miRNAs expression level of AD3 infected cells
versus control cells. Among this, miR-1975 and miR-1302-2

have the higher ratio (7.47-fold and 7.31-fold). 36 precursor
miRNAs were shown downregulated expression in AD3
infected cells (Table 3). Among this there are 11 miRNAs
that have the higher Z values (over 10). Table 3 showed
the ratio of AD3 infected cells/control cells (expression level
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TasLE 3: Downexpressed miRNAs in infected cells compared with noninfected cells.

Ratio of
miRNA Name Reads in infected cells Reads in non-infected cells Z score infected/non-infected
(Normalized)
hsa-miR-1184 3 21 —2.06 0.30
hsa-miR-1180 10 43 —2.06 0.49
hsa-miR-219-1 38 —-2.14 0.45
hsa-miR-519a-1 33 -2.24 0.38
hsa-miR-433 35 —2.40 0.36
hsa-miR-650 35 —2.40 0.36
hsa-miR-148b 12 55 —2.49 0.46
hsa-miR-148a 13 60 —2.62 0.46
hsa-miR-196b 31 —2.62 0.27
hsa-miR-1259 6 46 -3.18 0.28
hsa-miR-362 30 128 -3.53 0.50
hsa-miR-181b-1 60 —3.80 0.25
hsa-miR-374b 65 —3.87 0.26
hsa-miR-655 26 126 —-3.96 0.44
hsa-miR-33a 16 95 -3.99 0.36
hsa-miR-101-1 44 191 —4.40 0.49
hsa-miR-101-2 44 192 —4.43 0.48
hsa-miR-452 29 158 —4.87 0.39
hsa-miR-181b-2 8 91 —5.12 0.19
hsa-miR-26b 31 172 —5.14 0.38
hsa-let-7e 33 199 —5.84 0.35
hsa-miR-1274b 15 168 —-6.93 0.19
hsa-miR-27b 139 677 -9.25 0.43
hsa-miR-34a 206 904 -9.70 0.48
hsa-miR-582 82 531 -9.95 0.33
hsa-miR-338 113 905 —14.40 0.26
hsa-miR-27a 248 1382 —14.68 0.38
hsa-miR-125b-1 399 2082 —17.23 0.41
hsa-miR-125b-2 443 2220 —17.25 0.42
hsa-miR-30b 219 1572 —18.12 0.29
hsa-miR-30c-2 233 1812 —20.19 0.27
hsa-miR-30c-1 232 1811 -20.22 0.27
hsa-miR-210 207 1738 —20.40 0.25
hsa-miR-19b-1 538 2952 —-21.36 0.39
hsa-miR-19b-2 536 2946 —21.36 0.38
hsa-miR-30a 260 2083 —21.95 0.26

for precursor miRNAs). Among this miR-181b-2 and miR-
1274b showed lowest change in AD3 infected cells (0.19 fold)
compared with control cells.

3.4. Q-PCR Detection for miRNAs Profiles in AD3 Infected
Cells. To confirm the differential expression of miRNAs
in AD3 infected Hep2 cells, we performed some miRNAs
tests with stem-loop Q-PCR assays in total RNA isolated
from AD3 infected Hep2 cells and the control, respectively.
The expression levels of candidate miRNAs were measured

in terms of threshold cycle value (Cr) and normalized to
Human small nuclear RNA U6. The ratio of miRNAs in two
groups was calculated by using the equation 222CT, The
results showed that there was general consistency between
Q-PCR assay and SOLiD sequencing analysis. The seven
upregulated miRNAs in SOLiD results showed increased
ratios measured in Q-PCR assays (Figure 3). For example,
miR-1974, miR-1975, and miR-7 showed increasing values
of 2.51, 4.87 and 2.44 respectively measured in Q-PCR assay,
and increasing values of 2.95, 7.47 and 6.34 were obtained
in SOLID sequencing (Table 2). The seven downregulated
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Figure 3: Quantitation of miRNA expression levels in the AD3
infected Hep2 cells and controls. Y values are the ratio of two groups
of miRNAs calculated by using the equation 2722CT. The black
column is for upregulated miRNAs, and the gray for downregulated
miRNAs.

miRNAs in SOLID results showed decrease ratios measured
in Q-PCR assays (Figure 3). For example, the results showed
decreased expression levels in miR-27b, miR-125b, and miR-
27a in AD3 infected Hep2 cells with fold change of 0.74,
0.75, and 0.77 respectively (Figure 3). While in SOLiD
sequencing analysis, these miRNAs have shown decreased
expression with fold change 0.43, 0.41 and 0.38, respectively
(Table 3). To further understand the miRNAs expression in
AD3 infected Hep2 cells at 6 hours, 24 hours, 48 hours, and
72 hours post infection, we performed Q-PCR experiments
on miRNAs chosen from Figure 3. The ratio of miRNAs in
AD?3 infected cells versus controls was calculated by using
the equation 2~22CT, Surprisingly, all of the miRNAs shown
in Table 4 exhibited increased expression in AD3 infected
cells at 6 hours post infection. However, at 48 hours p.i. and
72 hours p.i., miR-27b, miR-125b, and miR-181b showed
downregulated expression in AD3 infected cells comparing
controls (Table 4). At 48 hours p.i. and 72 hours p.i., miR-
1974 showed increased expression in AD3 infected cells
with fold change 1.36 and 1.26 respectively. However, at 24
hours p.i., miR-1974 showed decreased expression in AD3
infected cells. Table 4 showed that the miR-17 expression
was upregulated at 6, 24, and 72 hours p.i. in AD3 infected
cells. But at 48 hours p.i.,, miR-17 showed downregulated
expression in AD3 infected cells.

4. Discussion

As second-generation sequencing platforms have matured,
all three major high-throughput sequencing systems—
[lumina’s Genome Analyzer (Solexa), Life Technologies’
ABI SOLID, and Roche’s 454 GS FLX have been used to
study miRNA expression profiles associated with disease
such as cancer, viral and metabolic diseases. Compared with
the microarray technology, deep sequencing can generate
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TABLE 4: The ratio of ADV-3 infected cells/control cells at different
time course after the infection.

miRNAs 6 ho.urs 24 hqurs 48 hqurs 72 hqurs
p. p. p. pi.
hsa-miR-27b 2.77 1.25 0.32 0.66
hsa-miR-125b 2.39 0.47 0.56 0.84
hsa-miR-181b 1.73 0.62 0.52 0.62
hsa-miR-1974 1.62 0.4 1.36 1.26
hsa-miR-17 2.81 1.6 0.44 1.33

p.i. refers to post infection. The ratio of miRNAs in two groups was
calculated by using the equation 2~A4CT,

millions of small RNA sequence reads from a given sample,
giving possible to discover the novel miRNAs or study the
function of virus encoded miRNAs by using bioinformatics
and molecular biology tools. miRNAs have recently been
recognized as major regulators of gene expression in various
viral infections. Virus-encoded miRNAs seem to evolve
rapidly and regulate both the viral life cycle and the
interaction between viruses and their hosts. In the present
study, we have screened out some miRNA candidates that
have obvious differential expression from AD3 infected Hep2
cells by SOLiD deep sequencing system.

This study identified 492 precursor miRNAs in the AD3
infected cells and more precursor miRNAs in control cells
by mapping the human miRBase database. Out of these
almost 38% were located in intergenic regions, which usually
contain their own miRNA gene promoter and regulatory
units [18]. However, as much as 51% miRNAs were located
in introns, and only 7% were located in exons of noncoding
RNAs or UTR of protein coding genes. These usually
show a concurrent transcription and regulation expression
profile originating from a common promoter with their
host genes [19-21]. Some pre-miRNAs existing in drosphila
and ¢ elegants have been reported to be spliced from the
introns in which they reside without having to undergo
the microprocessor machinery. These miRNAs are called
mirtrons [22, 23]. Since our study identified 51% miRNAs
were located in introns, we think more mirtons could be
discovered through bioinformatics and molecular biology
tools.

The interaction between the AD and its host is still
unknown. One of the mechanisms is that the virus must
interfere with the host cell antiviral defense mechanisms to
maximize escape and spread of the progeny virus during a
virus infection [24]. Previous studies determine the changes
in the host cell gene expression profiles upon infection
with AD using DNA microarray technique [24, 25]. For
example, many transcriptions factor E2F-dependent host cell
genes showed different expression during AD infection. 45%
of the upregulated genes and 25% of the downregulated
genes contained potential E2F binding sites [24]. It is
showen that E2F-dependent host cell genes are subjected
to a selective regulation. However, the mechanism of AD
infection after transcription is still unknown. miRNA can
regulate gene expression through translational repression or
mRNA cleavage. Previous research has reported that the
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expression of E2F1 is negatively regulated by two c-myc-
regulated miRNAs, miR-17-5p, and miR-20a [26]. In our
study, upregulated miR-17 may target with transcription
factor E2F1 [26], playing important role in cell differen-
tiation, proliferation, and apoptosis. Out of these, miR-17
has been reported to be overexpression in B-cell lymphoma
samples [27]. The high miR-17 cluster miRNAs suppress
cell death [27]. This suggests that during a virus infection,
cellular apoptosis must delay long enough and the virus
needs to establish optimal conditions for replication to
ensure efficient production of progeny virus. Our study may
provide a useful clue for the biological function research into
AD3 infected host cells. Further investigation needs to clarify
the roles of identified miRNAs in the pathogenesis of AD3
infected host cells.

5. Conclusion

SOLiD sequencing provides a useful method for identifi-
cation of the miRNAs profiles in AD3 infected Hep2 cells.
492 precursor miRNAs were identified in the AD3 infected
Hep?2 cells, and 540 precursor miRNAs were identified in the
control. A total of 44 miRNAs demonstrated high expression
and 36 miRNAs showed lower expression in the AD3 infected
cells than the control. Further studies are required to identify
the miRNA target genes and the functions of the miRNAs in
the complex molecular network regulation during the virus
infection host cells using bioinformatics tools.
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Role of microRNA (miRNA) has been highlighted in pathogen-host interactions recently. To identify cellular miRNAs involved
in the host response to enterovirus 71 (EV71) infection, we performed a comprehensive miRNA profiling in EV71-infected Hep2
cells through deep sequencing. 64 miRNAs were found whose expression levels changed for more than 2-fold in response to EV71
infection. Gene ontology analysis revealed that many of these mRNAs play roles in neurological process, immune response, and
cell death pathways, which are known to be associated with the extreme virulence of EV71. To our knowledge, this is the first study
on host miRNAs expression alteration response to EV71 infection. Our findings supported the hypothesis that certain miRNAs

might be essential in the host-pathogen interactions.

1. Introduction

Hand, foot, and mouth disease (HFMD), a common febrile
illness in children, is usually caused by human enteroviruses.
Enterovirus 71 (EV71) and coxsackievirus A16 (CA16) are
two major causative agents of HFMD. EV71 and CAl6
infections manifesting as lesions on the skin and oral
mucosa are clinically similar, but EV71 infection is more
frequently associated with serious neurological diseases such
as aseptic meningitis, encephalitis, and acute flaccid paralysis
and fatalities [1-4] while the CAl6-associated HFMD has
a milder outcome [5]. More than 500,000 HFMD cases
caused by EV71 were reported nationwide, including 176
fatal cases in China since March 2008 [6]. Elucidating the
cellular events following EV71 infection will facilitate the
development of strategies to prevent and treat this virus.
However, the molecular mechanisms of the host response to
EV71 infection are not completely understood.

microRNAs (miRNAs) have emerged as key regulators
in many biological processes, from development to defense,
at almost all organismal levels through mRNA degradation

or translational repression of their targets [7, 8]. Recently,
their role has been highlighted in pathogen-host interactions.
Not only the miRNA encoded by viral genomes but host
encoded miRNAs have been found participating in host-
virus interactions. They can stimulate as well as suppress
viral infections. For example, liver-specic miR-122 is an
indispensable factor in supporting hepatitis C virus (HCV)
replication [9], whereas, miR-125b and miR-223 directly
target human immunodeficiency virus-1 (HIV-1) mRNA,
thereby attenuating viral gene expression in resting CD4* T
cells [10]. It has been showed that Epstein-Barr virus (EBV)
encodes five miRNAs in its large DNA genome. These miR-
NAs can potentially regulate several genes encoding proteins
involved in apoptosis, cell proliferation, signal transduction,
transcription regulation, and immune response [11]. In
contrast, the global changes, miRNAs expression during
EV71 infection have not yet to be extensively elucidated. To
determine which cellular microRNAs play a role in the host
response to enterovirus infection, in this study, we performed
a comprehensive miRNA proling in EV71-infected Hep2 cells
through deep sequencing.



2. Materials and Methods

2.1. Cell Culture and Virus Infection. Human epidermoid
carcinoma (Hep2) cells were grown in RPMI 1640 medium
(Invitrogen) supplemented with 10% fetal calf serum (FCS).
When the Hep2 cells were grown to 70% confluence in
25 cm? flasks, they were infected with EV71 at a multiplicity
of infection (m.o.i.) of 0.03 50% tissue culture infectious
doses (TCIDsg) and maintained after infection at 37°C in
RPMI 1640 medium with 2% FCS.

2.2. Isolation of RNA and miRNA. Hep2 cells were infected
with EV71 as described above. At 6h, 24 h, 48h, 72h, and
96 h post infection, total RNA or miRNA was extracted from
cells using the mirVana kit according to the manufacturer’s
protocol (Ambion). RNA was also extracted from nonin-
fected control cells at the same times. The quality and the
concentration of the RNA samples were monitored by gel
electrophoresis and absorbance at A260/280 ratio.

2.3. Library Construction, SOLiD Sequencing and Analy-
sis. The miRNA sequencing library construction followed
standard procedure of SOLiD small RNA expression kit
(Applied Biosystem). All SOLiD run parameters followed
standard Applied Biosystems protocols. Different barcodes
were introduced to two samples in the polymerase chain
reaction of library construction, and all the samples were
sequenced in a single sequencing run.

2.4. Data Analysis. SOLID data were first analyzed by SOLiD
System Small RNA Analysis Pipeline Tool (RNA2MAP).
The miRBase sequences (Sanger) of human being were
downloaded from miRBase (http://www.mirbase.org/).The
number of bases to use when generating initial seeds
locations was 18 with a tolerance of 3 mismatches. After
extension step, at most 6 mismatches were allowed in full
length mapping.

Potential conserved target genes of differentially
expressed miRNAs were firstly predicted by targetscan
(http://www.targetscan.org/) [12-14]. Target genes of
some miRNAs, such as mir-1972, mir-1974, mir-1975,
mir-1979, and mir-764, could not be predicted in targetscan
database, we further predicted those miRNAs targets using
DIANA-microT v3.0 [15, 16]. In brief, each differentially
expressed miRNA was submitted to targetscan individually
and all of its targets predicted in targetscan or microT v3.0
were used for the following gene ontology (GO) analysis
(http://www.babelomics.bioinfo.cipf.es/). All targets of
induced and repressed miRNAs were submitted to FatiGO
program [17]. Functional category enrichment based on the
GO terms was evaluated on the targets of these differentially
expressed miRNAs.

2.5. Confirmation of Differentially Expressed miRNAs by Real-
time Quantitative RT-PCR. To confirm the expression of
miRNAs by deep sequencing approach, stem-loop quanti-
tative RT-PCR (qRT-PCR) was performed. In brief, cDNA
was synthesized from total RNA by using AMV reverse
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TaBLE 1: Number of reads of miRNAs from EV71 infected and non-
infected Hep2 cells.

Infected cells Control cells

High quality/both adapter 35,272 78,143
Exact match to known human miRNAs 2,731 8,457
Loose match to known human miRNAs 20,389 47,652

transcriptase (TaKaRa). The 20 gl reactions were incubated
for 15min at 16°C, 30 min at 42°C and 5min at 85°C,
and then held at 4°C. Subsequently, real-time quantification
was performed using an Applied Biosystems 7500 Sequence
Detection system (Applied Biosystems). The 20ul PCR
reactions included 1 yl RT-PCR product, 10 ul Premix Ex Taq
(TaKaRa), and 1yl SYBR green (Invitrogen). The reactions
were incubated in a 96-well optical plate at 95°C for 10 min,
followed by 40 cycles of 95°C for 15s and 60°C for 1 min.
All reactions were run in triplicate. After reaction, the
threshold cycle value (CT) data were determined using
default threshold settings, and the mean CT was determined
from the duplicate PCRs. Human small nuclear RNA U6
was used for normalization. The expression levels of miRNAs
were measured in terms of CT and normalized to U6 using
27AACT [ 1 8] .

2.6. Statistical Analysis. We firstly used the Z test to deter-
mine the statistical significance of the differences between
the two libraries [19]. This approach is to look at the
number of copies of a specic miRNA per cell as a fraction or
proportion of the total number of miRNA molecules in that
cell. The same proportion of specic tags should be present
in the miRNA library of all sequenced tags. In this test a
false discovery rate less than 5% was selected. miRNAs were
considered significantly altered only when they fullled three
criteria: (1) mean fold change >2 or <0.5, (2) having at least
10 copies by SOLID sequencing, and (3) Z score > 1.96 or
< —1.96.

3. Results

3.1. Replication of EV71 in Hep2 Cells. Cytopathic effect
(CPE) was first observed at 24 h post infection and pro-
gressed to moderate and severe CPE at 72 and 96h,
respectively. miRNA extracted from cells after 72 h infection
was used for SOLID deep sequencing.

3.2. Deep Sequencing. A total of 411,419 and 479,414 filtered
high quality reads were obtained from infected and control
cells by deep sequencing, respectively. After filtrating reads
contaminated by rRNA, tRNA, snRNA, and snoRNA, 35,272
and 78,143 reads were obtained from infected and non-
infected cells, respectively. Out of these reads, 11,188 of
these high quality reads were exact matches while other
68,041 reads were loose matches to known human miRNAs
(Table 1). Loose matches were defined by sequence reads that
aligned with human miRNA consensus sequence with 1-4
mismatches. These may represent sequencing errors (when
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TaBLE 2: Upexpressed miRNAs in infected cells compared with non-infected cells.

Ratio
miRNA Reads in infected Reads in non-infected Z score infected/non-infected

(Normalized)
hsa-mir-636 11 0 5.05958439 #
hsa-mir-619 305 41 23.59443534 17.31099765
hsa-mir-1302-8 387 54 26.46428291 16.67720702
hsa-mir-1302-2 1560 228 53.05155216 15.92193571
hsa-mir-1302-6,7 387 57 26.28151611 15.79945928
hsa-mir-1302-3 390 58 26.34977656 15.64741958
hsa-mir-1302-1 366 59 25.24116716 14.4356116
hsa-mir-1302-5 305 50 22.98061978 14.19501807
hsa-mir-1302-4 300 50 22.73564953 13.96231285
hsa-mir-1273 162 37 15.80907527 10.18871479
hsa-mir-1290 34 8 7.194848151 9.889971606
hsa-mir-1268 17 4 5.08718048 9.889971606
hsa-mir-1178 11 3 3.959263353 8.532524522
hsa-mir-1246 382 121 22.48247616 7.346561309
hsa-mir-1972 34 12 6.488332484 6.593314404
hsa-mir-1285-1 96 35 10.79491649 6.382771591
hsa-mir-566 13 5 3.901900612 6.05033557
hsa-mir-1226 10 4 3.376339014 5.817630356
hsa-mir-635 12 5 3.645008994 5.584925142
hsa-mir-627 16 7 4.132798028 5.318976326
hsa-mir-518¢ 13 6 3.647443806 5.041946309
hsa-mir-1185-2 20 10 4.373804587 4.654104285
hsa-mir-1289-1 14 7 3.659280977 4.654104285
hsa-mir-539 11 6 3.116008646 4.266262261
hsa-mir-1247 18 10 3.95066374 4.188693856
hsa-mir-764 12 7 3.147056335 3.989232244
hsa-mir-1979 330 201 16.15562506 3.820533368
hsa-mir-1272 11 7 2.873705427 3.656796224
hsa-mir-324 28 18 4.558616136 3.619858888
hsa-mir-1975 829 548 24.5078521 3.520303332
hsa-mir-744 28 19 4.414239693 3.429339999
hsa-mir-541 19 16 3.126630669 2.763374419
hsa-mir-1254 13 11 2.576283222 2.750152532
hsa-mir-421 42 38 4.379270931 2.572005
hsa-mir-1237 11 10 2.231381474 2.559757357
hsa-mir-320c-1 74 77 5.081196578 2.236387773
hsa-mir-615 16 17 2.309101549 2.190166722
hsa-mir-720 14 15 2.140061026 2.171915333
hsa-mir-140 184 208 7.299247353 2.058546126
hsa-mir-451 188 214 7.31642594 2.044326181
hsa-mir-21 3445 3992 31.35678948 2.008190038

occurring in low copy numbers), mutations, and/or RNA  with 22 nt small RNA being the most abundant (Figure 1),
editing events. which is within the typical size range of human miRNAs.

The size distribution of sequence reads showed that the After reads were compared with an miRBase database
majority of miRNAs was 18-25 for both libraries (>90%), (release 14.0), 569 miRNAs were detected in EV71-infected
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TaBLE 3: Down-expressed miRNAs in infected cells compared with non-infected cells.

Ratio
miRNA Reads in infected Reads in non-infected Z score infected/non-infected
(Normalized)
hsa-mir-584 10 —2.07306 0
hsa-mir-221 70 —4.6261 0.132974
hsa-let-7e 23 199 —6.40515 0.268956
hsa-mir-1180 5 43 -2.96815 0.270587
hsa-mir-1259 6 46 -2.91293 0.303529
hsa-mir-338 128 905 —12.4248 0.32913
hsa-mir-30a 304 2083 —18.6008 0.339618
hsa-mir-19b-1 487 2952 —-20.5604 0.383901
hsa-mir-19b-2 491 2946 —20.3931 0.387842
hsa-mir-545 7 41 —2.33845 0.397302
hsa-mir-433 6 35 —2.15407 0.398923
hsa-mir-582 93 531 -8.27217 0.407563
hsa-mir-26a-1 129 735 —9.72425 0.408421
hsa-mir-26a-2 132 746 -9.73602 0.411757
hsa-mir-27b 123 677 —-9.08034 0.422788
hsa-mir-452 31 158 —4.09666 0.456574
hsa-mir-1974 38 188 —4.34508 0.470362
hsa-mir-27a 280 1382 —11.8087 0.471472
hsa-mir-26b 35 172 —4.12863 0.473528
hsa-mir-30e 86 419 —6.39521 0.477629
hsa-mir-222 50 236 —4.64215 0.49302
hsa-mir-660 48 225 —4.4992 0.496438
30000 3.4. Confirmation of Differentially Expressed miRNAs. Quan-
5 25000 T titative RT-PCR assays were used to confirm the expression
£ 50000 & pattern of differentially expressed miRNAs in Hep2 cells.
3 There was general consistency between quantitative RT-PCR
g 15000 assay and deep sequence analysis in four miRNAs (miR-1246,
Z§ 10000 + miR-1237, miR-30a, and miR-222) in terms of directions of
5000 + regulation and significance. Specifically, there was a 1.92-fold
upregulation (7.35-fold in deep sequencing analysis) in miR-

18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33

B EV7l1-infected cells
O Control cells

Read length (nt)

FIGURE 1: Size distribution of sequenced short RNAs.

cells while 540 miRNAs were detected in non-infected

control cells.

3.3. Aberrant miRNAs Expression in EV71-Infected Cells. On
the basis of differentially expressed miRNA, we found 64 that
miRNAs were differentially expressed between infected and
non-infected cells. More miRNAs (42 out of 64 miRNAs)
were upregulated than down-regulated during EV71 infec-
tion in Hep?2 cells (Tables 2 and 3).

1246, 1.58-fold upregulation (2.58-fold in deep sequencing
analysis) in mir-1237, (P < .05), 2.45-fold down-regulation
(2.94-fold in deep sequencing analysis) in miR-30a, and 1.42-
fold down-regulation (2.02-fold in deep sequencing analysis)
in miR-222.

3.5. Gene Ontology Analysis. Targets were predicted for all
identified differentially expressed miRNA families. In total
5765 unique target genes were predicted for 64 of the
differentially expressed miRNAs (see Table S1 in Supple-
mentray Material available online at doi:115/2010/425939).
On the basis of the biological functions described by
FatiGO program (http://www.babelomics.bioinfo.cipf.es/),
these target genes can be grouped into 72 categories (S2).
The top 30 Gene Ontology terms are shown in Figure 2. The
majority of targets fall into the category of metabolic process,
regulation of biological process, and cell communication
indicating intense biological change in Hep2 cells after EV71
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TABLE 4: Reverse regulatory association of up-regulated miRNAs and their predicted mRNA targets.

Up-regulated miRNA Target genes Functions Reference

hsa-mir-1289-1 Interferon regulatory factor 2 IFN response [20]

hsa-mir-140,hsa-mir-320c v-yes-1 Yamaguchi sarcoma viral Oncogene [20]
oncogene homolog 1

hsa-mir-421 v-Ki-ras2 Kirsten rat sarcoma viral (21]
oncogene homolog

hsa-mir-1226 Interleukin 10 receptor, beta Immune response [20]

P P

hsa-mir-1290 Nuclear receptor coactivator 2 Transcriptional regulators [20]

hsa-mir-320¢,hsa-mir-1290 Transcription factor AP-2 beta [20]

hsa-mir-320c¢ pre-B-cell leukemia homeobox 3 [21]

hsa-mir-636,hsa-miR-1979,hsa-mir-

11133?1};9%—r}?sl;:Isnlﬁf;};slailr:;_r;i%gihﬁ;_ ribosomal protein S6 kinase Kinases and phosphatases [20]

mir-140

}I:iar—zlzu{—1289—l,hsa—m1r— 1272.hsa- Splicing factor, arginine/serine-rich 1 RNA synthesis and modification [20]

Z;Z—mlr—lzn,hsa—mlr—14O,hsa—m1r— Neuro-oncological ventral antigen 1 Neuron specific (20]

hsa-mir-539 DEAD (Asp—Glu—Ala—Asp) box [21]
polypeptide 5

hsa-mir-1254,hsa-mir-627,hsa-mir-

320c,hsa-mir-421,hsa-mir-21,hsa-mir-  cyclin-dependent kinase 6 cell cycle [21]

140

hsa-mir-619 protocadherin 9 cell adhesion [21]

. RERI retention in endoplasmic . . .

-mir- 21
hsa-mir-627 reticulum 1 homolog (S. cerevisiac) trafficking and targeting proteins [21]
hsa-mir-140 sorting nexin 2 [21]
hsa-mir-1289-1 f:?e(;t:gflc and polytropic retrovirus Cellular receptors [21]

interleukin 12A (natural killer cell cell sienalline. extracellular
hsa-mir-21 stimulatory factor 1, cytotoxic comn%unica t?;n (21]
lymphocyte maturation factor 1, p35)
hsa-mir-1178,hsa-mir-140 transforming growth factor, alpha [21]
hsa-mir-1178 dual specificity phosphatase 6 intracellular [21]

trasducers/effector/modulators

infection. Several other groups contain genes regulating
death (255 target genes including 239 apoptosis-related
target genes), neurological process (211 target genes), and
immune response (120 target genes).

Hundreds of altered transcripts in response to EV71
infection were found in two transcriptomic studies [20, 21].
To determine whether miRNAs might be modulators of
mRNAs that were differentially expressed, we investigated
whether those differentially expressed mRNAs are enriched
for predicted targets and interrogated their inversely corre-
lated targets for functional associations. To our surprise, tar-
gets for differentially expressed miRNAs or miRNA families
in the present study account for 12.1% (19 out of 157) of
the differentially expressed mRNAs in one study [20] whereas
they account for 22.4% (13 out of 58) of the transcripts that
were significantly altered in another study (Tables 4 and 5)
[21].

4. Discussion

Many technologies have been developed for miRNA profil-
ing, including real-time quantitative RT-PCR [22], north-
ern blotting [23, 24], and microarray analyses based on
either direct hybridization or hybridization coupled with
enzymatic extension [25, 26]. These methods have been
used successfully in a variety of studies. But they still have
some technical limitations. For example, first two methods
were not high-throughput while microarray method needs
large amounts of starting materials. Recent progress in high-
throughput sequencing technologies allows deep sequencing
of large libraries of short RNAs [27-30]. The longest reads
are obtained by the 454 technology, which currently gives
reads of about 400 base pairs (bp). However, this technology
yields much less reads than other techniques (about 400
000 per sample) [27]. The Solexa (Illumina) and SOLiD
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TABLE 5: Reverse regulatory association of down-regulated miRNAs and their predicted mRNA targets.

Down-regulated miRNA Target genes Functions Reference
hsa-mir-27 I?th}?glel;?il(lil: 1P 450,superfamily I Mitochondrial function [20]
hsa-mir-26a,hsa-mir-27 BCL2-antagonist/killer 1 Apoptosis [20]
hsa-mir-26a Programmed cell death 10 [20]
. Amyloid beta (A4) precursor

—mir- 20
hsa-mir-582 protein (20]
hsa-mir-19 BCL2-associated athanogene 5 [20]
hsa-mir-1180,hsa-mir-19,hsa-mir- calcium channel,
582,hsa-mir-26a,hsa-mir-30a,hsa-let- voltage-dependent, L type, alpha Membrane transporters (20]
7e,hsa-mir-545 1C subunit
hsa-mir-433,hsa-let-7e Cathepsin C Protein degradation [20]
hsa-mir-26a,hsa-mir-545 Muscle RAS oncogene homolog Oncogene [20]

. RAB5B, member RAS oncogene

_mir- > 2
hsa-mir-19 family [20]
hsa-mir-19 ?:;;nglz;l;ceg rosine kinase, Kinases and phosphatases (20]
hsa-mir-19 Fas-activated serine/threonine 20]

kinase
hsa-mir-582,hsa-let-7e adaptor—related protein complex trafﬁc}qng and targeting [21]
1, sigma 1 subunit proteins

hsa-mir-27 actin, alpha 2, smooth muscle, cytoskeleton/motility [21]
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FIGURE 2: Predicted targets gene ontology terms in the biological process category.

platform (Applied Biosystems) generates shorter reads (up
to 35bp) but yields 1-3 million reads per sample [28, 29].
The other high-throughput technique, such as massively
parallel sequencing (MPSS), gives more reads than Solexa
but the reads are even shorter, only 17bp [30]. In the
present study, we used SOLID platform to explore differential
miRNA proling of Hep2 cells response to EV71 infection. We
obtained about 0.4 million reads in both samples, well below
the capacity of SOLiD. One possibility is that we used cell line
as infection model but not tissue. Numbers of small RNAs

were not expressed in Hep2 cells. Even now, we found that
there was general consistency between quantitative RT-PCR
assay and deep sequence analysis. So, SOLiD deep sequencing
successfully revealed miRNA proling in EV71-infected and
control Hep?2 cells.

Based on a comprehensive examination of miRNA
expression from EV71-infected and non-infected control
Hep2 cells, we identified 64 miRNAs that were differentially
expressed, with most of them (65.6%) upregulated in EV71-
infected cells. The altered patterns of cellular miRNAs we
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observed for EV71-infected cells are similar in some respects
to changes seen for cells infected with Hepatitis C virus
(HCV) [31] but contrast with those with Epstein-Barr virus
(EBV) [32] and human cytomegalovirus (HCMV) in which
more miRNAs were dow-regulated in response to virus
infection [33]. Most of the miRNAs affected by EV71 are
different from those affected by HCV, EBV, and HCMV. We
observed miR-636 and miR-584 expressed in only infected
or non-infected cells. Though their functions during virus
infection have not been explored, their predicted target genes
have been identified to be involved in virus entry, replication
and propagation. For example, reticulon 3 (RTN3), one
predicted target gene of miR-636, can bind the 2C protein
of enterovirus 71 and is required for viral replication, [34].
Poliovirus receptor-related 1 (herpesvirus entry mediator
C) (PVRLI, also known as nectin-1), another target gene
of miR-636, can serve as receptor for herpes simplex virus
and pseudorabies virus entry [35]. Abhydrolase domain
containing 2 (ABHD?2), one predicted target gene of miR-
584, is essential for Hepatitis B virus propagation [36].
Thus, it will be important to investigate the mechanisms of
regulation of miRNA levels during virus infection, which
could be at the stages of transcription, maturation, and/or
degradation.

The host response to viral infection represents complex
orchestration of divergent pathways deigned to eliminate
the virus and protect the host. Viruses impact on many
aspects of the host cell’s biology and function [20]. As
seen from gene ontology analysis, the top 3 gene ontology
terms related to metabolic process which indicated EV71
infection have enormous effect on Hep2 cells metabolism.
Intriguingly, neurological process, apoptosis, and immune
response related GO terms in biological process were also
enriched from the predicted targets. Considering the fact
that EV71 can cause lethal encephalitis or myocarditis, both
apoptosis and immune response contribute to EV71 patho-
genesis. Myocarditis, for example, represents an intricate
interplay between virus and patient responses, in which both
direct viral injury and immunopathologic damage caused
by innocent-bystander phenomena affect the disease course
[37]. Further study of the functions of those underlying
miRNAs related to neurological process, apoptosis, and
immune response will help to elucidate the molecular
mechanisms of EV71 pathogenesis.

Our study has some limitations that will need to be
addressed in future studies. We did not assess the roles in
infection of miRNAs whose expression were altered after
infection. As microRNAs predominately function as repres-
sors of target gene expression, we indeed found numbers
of targets in an another transcriptomic research whose
expression was inversely correlated with the expression of
dysregulated miRNAs in the present study. Although all
assays were executed when cells demonstrated similar CPE,
the virus may interact with miRNA regulatory pathways
differently in different cell types in which human neural
SF268 cells and rhabdomyosarcoma cells were used in
those studies, respectively. Even then, these findings sug-
gest that expression modification of host miRNAs during
EV71 infection could be related to a number of cellular

physiological processes that eventually control the cell
fate.

In summary, in this study, we identified the miRNAs
involved in the host response to EV71 infection using
deep sequencing technology. Our findings provide a deeper
understanding of the mechanisms underlying EV71 infec-
tion. Once the role of these miRNAs in the regulation of host-
EV71 interaction has been determined, it will improve the
protection and treatment strategies in enterovirus infection.
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Although much is known about microRNAs’ regulation in gene expression and their contributions in cell fate, to date, globally
lineage-(cell-) specific identification of the binding events between a transcription factor and its targeting microRNA genes is still
waiting for elucidation. In this paper, we performed a ChIP-Seq experiment to find the targeting microRNA genes of a transcription
factor, Egrl, in human erythroleukemia cell line K562. We found Egr1 binding sites near the promoters of 124 distinct microRNA
genes, accounting for about 42% of the miRNAs which have high-confidence predicted promoters (294). We also found EGR1
bind to another 63 pre-miRNAs. We chose 12 of the 187 microRNAs with Egr1 binding sites to perform ChIP-PCR assays and the
positive binding signal from ChIP-PCR confirmed the ChIP-Seq results. Our experiments provide the first global binding profile
between Egrl and its targeting microRNA genes in PMA-treated K562 cells, which may facilitate the understanding of pathways

controlling microRNA biology in this specific cell line.

1. Introduction

MicroRNAs (miRNAs) are a family of ~22-nucleotide small
noncoding RNAs in eukaryotes and mainly involve in regu-
lation at posttranscriptional level by translational repression
or degradation their target mRNAs [1, 2]. More than 700
human miRNAs have been identified up till now [3] and
they are estimated to control about one-third of human
known genes [4]. miRNAs have been reported to regu-
late hematopoietic lineage differentiation, angiogenesis, cell
adhesion and so on [1, 5]. K562 is a cell line deriving from
chronic myeloid leukemia, which is a common progenitor of
megakaryocytic and erythroid lineages of the hematopoietic
stem cell differentiation. It can be induced to differentiate
into erythrocytes or megakaryocytes (MK) by hemin and
Phorbol-12-myristate 13-acetate (PMA), respectively, [6-9].

Recently, miRNAs have been found to play a key role in
K562 differentiation. miR-27a, miR-34a, miR-223 were up-
regulated when K562 was induced to MK status while miR-
27a, miR-223, miR-103, miR-130a, miR-210, and miR-18b
were downregulated when K562 was induced to erythroid
differentiation [10-13]. The changes of miRNAs expression
level gave clues for their functions in hematopoietic lineage
differentiation but a more detailed regulation pathway is
anticipated to be understood: by which targets miRNAs
realize their functions in hematopoietic differentiation and
miRNAs are subjected to which factors controlling their
transcription? Garzon et al. confirmed that miR-130 targets
the transcription factor MAFB and participates in MK
differentiation by up-regulating its expression level in CD34*
hematopoietic progenitors [14]. Navarro et al. found that
independently of p53, miR-34a directly regulates expression



of MYB facilitating megakaryocytic differentiation of K562
cells and of CDK4 and CDKa®, to inhibit the G1/S transition
[11]. Lu et al. found that miR-150 regulates megakaryocyte-
erythrocyte progenitors (MEPs) differentiation and is pref-
erentially expressed in megakaryocytic lineage. Besides, Lu
et al. identified that transcription factor MYB is also a
critical target of miR-150 in this regulation [15]. A feedback
loop between Runxl and miR-27a was found by Ben-Ami
et al. that miR-27a plays a regulatory role in megakaryocytic
differentiation by attenuating Runx1 expression, and during
megakaryopoiesis, Runx1 exerts positive regulation of miR-
27a expression [10]. While the researches, which deepen
our understanding of the underlying mechanism of cellular
differentiation involving miRNAs, are based on individual
specific miRNA, currently the interactions between a TF and
its target miRNAs in this cellular process on a large scale have
been sparsely investigated.

Egrl is an immediate-early response protein which is
rapidly and transiently induced by various stimuli, such
as different growth factors, cytokines, mechanical injury,
shear stress [16]. As a transcription factor, many of its
known transcription target genes are protein coding genes.
Among the known transcriptional targets of Egrl, a part
of genes were implicated in the pathogenesis of vascular
disease, including PDGF-A, PDGEF-B, FGF-2, SOD1, p53,
CD44 (see commentary [17]). Besides, Egrl may regulate
cell interaction with the extracellular matrix by coordinated
induction of TGF-f1, FN, and PAI-1 in human glioblas-
toma cells [18]. Moreover, the Egrl gene is functionally
implicated in cell proliferation and in the regulation of
apoptosis and is considered as a potential target for prostate
cancer therapy [19]. Few studies in the past, on the other
hand, has been focused on the Egrl’s regulation role on
noncoding target genes except a finding of Egrl’s role in
hsa-miR-106a transcription. Through hsa-miR-106a, Egrl
indirectly regulates the IL-10 expression [20]. Previous stud-
ies showed that PMA-induced activation of Egrl expression
is involved in megakaryocytic differentiation of K562 cells
but the regulation pathway has not been investigated. As an
early response factor, Egrl may regulate both downstream
protein-coding and noncoding genes. ChIP-Seq, a technique
based on next-generation sequencing, is able to capture the
genome-wide snapshot of protein-DNA interactions in vivo
[21]. The interactions between a TF and its target genes can
be identified by ChIP-Seq and miRNA genes are also the
targets of TFs. Here we identified the transcription factor
Egrl binding sites near miRNA promoters and premiRNAs
in PMA-induced K562 cells using ChIP-Seq. Combining with
the Navarro’s miRNA expression profile [11] before and after
PMA or hemin treatment in K562 cells, we analyzed the
potential role of Egrl in differentiation fate of K562 cells
through targeting miRNA genes.

2. Materials and Methods

2.1. Cell Culture. K562 cell was cultured in RMPI 1640
medium containing 10% fetal bovine serum (GIBCO) at
37°C with 5% CO; incubator. K562 cells were treated by
PMA (10 ng/ml) for 2 hours.
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2.2. Chromatin Immunoprecipitation (ChIP). ChIP experi-
ment was carried out as described previously [22]. Briefly,
PMA treated K562 cells were crosslinked with 1% formalde-
hyde and incubated at room temperature (RT) for 12
minutes, prior to the addition of glycine to 0.125 M followed
by incubation at RT for 5 minutes. Chromatin were sonicated
and was capture with the beads coated with EGR1 antibody
(588) (from Santa Cruz Biotechnology) or no IgG. The beads
were then precipitated and washed. Bead complexes were
eluted with elution buffer. Samples were incubated overnight
at 65°C for reversing crosslink. Samples were then incubated
with Proteinase K and RNase A for 2 hours at 50°C.
DNA was purified by two rounds of phenol-chloroform
extraction and ethanol precipitation and resuspended in

2.3. Sequencing. Briefly, EGR1 ChIP DNA was sheared into
90-150bp and then was repaired by DNA end-repair kit
(Epicentre). SOLID adaptors were then added and DNA
was subjected to 19 cycles of PCR (2 X enhancer (invitro-
gen) was added to increase the amplification for GC-rich
sequences). PCR product of 180-220bp size was incised
from gel and then was subjected to emulsion PCR. Template
positive beads were collected and extended in the presence
of terminal transferase and Bead Linker (SOLiD reagents,
Applied Biosystems). Extended beads were then deposited
and covalently attached onto slides at >20,000 beads per
panel (SOLID reagent, Applied Biosystems). Template bead
slides were then loaded onto a SOLiD Analyzer, and cycled
ligation sequencing using the SOLiD Sequencing System was
performed.

2.4. Mapping of the SOLiD Sequencing Data. Sequence
reads from ChIP fragments were aligned to human refer-
ence genome using standard SOLiD mapping pipeline tool
(Corona Lite, [23]), allowing up to 3 mismatches out of
35 bp. All mapping was performed in the SOLiD color space
corresponding to dinucleotide encoding of the sequenced
DNA.

2.5. Peak Detection and Motif Analysis. The uniquely mapped
reads were retained for subsequent analysis. An integrated
software CisGenome was used to detect peaks which are
enriched from background reads [24]. The algorithm applied
the sliding window method to count the reads and the
window size was set 500 bp, a tradeoff size which had best
coverage for the known Egrl targets and was consistent
with length of DNA fragments from ChIP experiments.
The position with highest density in a window should
contain at least nine reads otherwise the regions will
be discarded. We used the strand filtering function to
make sure each strand meet the minimum three reads
requirement.

All the motif analysis, including known motif mapping
and new motif discovery, in this study were completed by
CisGenome. The known motif sequence (degenerate pattern:
5'-G[T]C[A]GG[T]GGGCG[A,T]-3") for EGR1 was curated
from literature [17, 25].
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2.6. miRNA Promoters and PremiRNAs Annotation of Egrl
Binding Sites. We directly applied 294 predicted high-
confidence miRNA promoters [26] with minor revisions to
annotate our Egrl ChIP-Seq dataset. Firstly, the coordinates
of the predicted promoter regions were converted to the
current version of the human genome (hgl8) from hgl7
using the liftover utility provided by UCSC Genome Browser
[27]. Then, the miRNA gene names were revised based on
miRBase v13 [3] because they are supposed to be criterion
to link the miRNA expression profile in the subsequent
analysis.

For sequence-specific factors such as Egrl, previous
studies used a more relaxed region of 8kb surrounding
the promoters [26, 28]. As the length of those predicted
promoters varies, here we define that the enriched regions
which are located within 5 kb regions of predicted promoters
and premiRNAs are candidate Egrl binding sites.

2.7. Gene Ontology Analysis of the Targets of miRNA. The
experimentally supported miRNA targets were downloaded
from TarBase v5.0 [29]. We chose the Batch-Genes tools
provided by GOEAST to do Gene Ontology(GO) enrichment
analysis [30]. Given a set of genes, Batch-genes can find
statistically significantly enriched GO terms among them by
using a species-specific random background. Hypergeomet-
ric test was chose and the P-value was set to .01 (Yekutieli
FDR adjusted) to call an enriched GO term.

2.8. ChIP-PCR Analysis. We randomly selected seven miR-
NAs together with another five up-regulated miRNAs after
PMA treatment (hsa-miR-135b, hsa-miR-141, hsa-miR-152,
hsa-miR-199b, hsa-let-7g) [11] among Egrl target miRNAs
to perform ChIP-PCR analysis and their corresponding ChIP
DNA fragments resulted from two different cell conditions:
before PMA treatment and after PMA treatment of K562
cells. The designed PCR primers are listed in supplemen-
tary Table lat supplementary material available online at
doi:10.1155/2010/867517.

3. Results

We performed a ChIP-Seq experiment on next-generation
sequencer SOLiD system for the transcription factor Egrl
in PMA-induced K562 cells. Relying on the hypothesis
that chromatin signatures (H3K4me3) can be used to
locate transcription start sites of most genes in genome,
Marson et al. [26] predicted 294 distinct high-confidence
miRNA promoters utilizing the H3K4me3 dataset from
ChIP-chip and ChIP-Seq experiment. We adopted these
promoters to annotate our Egr1 binding sites and anticipated
to find Egrl-miRNA gene interactions. We also surveyed
the premiRNA with Egrl binding signal. ChIP-PCR was
conducted to assess the reliability of part of those binding
events. Besides, a recent published miRNAs expression
profile in the similar cell condition facilitated to analyze
the expression changes of those miRNAs which are bound
by Egrl in PMA-induced MK differentiation of K562 cells
[11].

3.1. Bioinformatics Evaluation of the Quality of ChIP-Seq
Experiment. By setting the cutoff 9 during the peak detec-
tion, we got 14,636 enriched regions. Although the negative
binominal model adopted by CisGenome is able to estimate
a stringent false discovery date (FDR) and the FDR was less
than 10% when the peak height is equal to and higher than
17 at the window size of 500 bp, we chose to combine the
FDR estimation with further experimentally validations to
determine the threshold and the cutoff 9 is supposed to
compromise the coverage and specificity of the results.

Here we evaluate our ChIP-Seq experiments by
motif analysis. The enriched regions were scanned
by the canonical EGR1 motif (degenerate pattern: 5'-
G[T]C[A]GG[T]GGGCG[A,T]-3" [17, 25]) within different
peak height rank. Among the peaks with height >17, 60.8%
possessed the canonical EGR1 motifs. We observed that
the percentages of the canonical EGR1 binding motifs
decreased with peak rank. 43.2% of the full list of peaks
can be found canonical EGRI1 binding motifs. Besides, the
sequences extracted from 2042 peaks with high quality
(peak height more than 20) were used to do de novo
motif finding analysis. We found two novel motifs, one
(5'-GCGG[T]GGGC[T]GG-3") resembling the known
consensus of EGR1 binding site [31], and one is the other
(5'-GGGGC[T]GGGG-3") resembling the consensus of
EGRI1 binding sites which has been identified by Kubosaki
using ChIP-chip [32]. These information are presumed to
give an overview of the technical quality of this ChIP-Seq
experiments in a bioinformatics way.

We next examined the EGR1 binding sites distribution
relative to protein-gene structure. We found the majority of
the EGRI binding loci (40.7% of the 14,636 sites) are within
the range from 10 kb upstream of the transcription start site
(TSS) to 10kb downstream of the transcription end site.
About 12.2% of the peaks are located within 1 kb upstream
of the TSS of the known genes, suggesting the transcriptional
relevance of EGR1. A more detailed discussion of protein-
coding gene targets of EGR1 using this ChIP-Seq experiment
can be found in [33]. Due to the unbiased identification
of sequencing method, it is unsurprising to find that many
EGR1 binding sites are located in exons, introns, and
intergenic regions.

3.2. Identification of the Occupancy of miRNA Promoters and
PremiRNAs by Egrl in K562 Cells. That 37.3% and 50.2% of
the 14,636 enriched regions are located in intron regions and
intergenic regions, respectively, elicited our curiosity to check
if EGRI is able to bind to noncoding genes like miRNAs, as
5,091 (91%, 5,604 miRNAs™ context is known in miRBase
v13 [3]) miRNASs™ context is intron. With the emergence
of the predicted miRNA promoters, we firstly defined those
regions, which are located within 5 kb regions upstream and
downstream of the predicted promoters, are candidate bind-
ing sites by Egrl. The promoters of 124 different miRNAs
were found with ChIP-Seq signals and they accounts for 42%
of those miRNAs with known predicted promoters. hsa-mir-
10a is one of the miRNA genes and its Egrl binding signal is
visualized in Figure 1. hsa-mir-10a has two Egrl ChIP-Seq
enriched binding signals (chr17:44008884-44011068, reads
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FIGURE 1: Visualization of Egrl ChIP-Seq peaks enriched around the promoter of miRNA hsa-mir-10a. Two peaks (chr17:44008884-
44011068, reads count:51; chr17:44013523-44015182, reads count:9) around the promoter of hsa-mir-10a can be detected. Raw signal
represents the aligned tags. Total IP, 5° IP and 3’ IP are the signal profile built by sliding windows. 5 IP and 3’ IP means
immunoprecipitationed DNA signal which are clustered by the forward and reverse aligned tags, respectively. The figure is drawed by

CisGenome browser [24].

count:51; chr17:44013523-44015182, reads count:9) near its
predicted promoters (chr17:44014310-44014709).

Although most miRNA genes (469) are still lacking high-
confidence predicted promoters, to get a comprehensive view
of the target miRNA genes, we also surveyed the EGR1
binding signal around all precursor miRNAs (miRBase v13
[3]). 125 precursor miRNAs were found EGRI1 binding
signal by the same distance standard for the miRNAs with
promoters (also listed in supplementary Table 1). Among the
125 target miRNAs identified by precursor coordinates and
124 target miRNAs identified by promoter coordinates, 62
miRNA genes were found present in both lists (see Figure 2),
thus, 187 miRNAs were found EGRI binding signal in
all. The reason for those 62 miRNA genes which can be
identified by both coordinates is that the relative distance to
mature miRNAs is one of elements to score the predicted
miRNA promoters. Among the 12 miRNA genes whose
ChIP-Seq EGR1 binding were confirmed by ChIP-PCR (see
Figure 3), 9 (mir-10a, mir-130b, mir-95, mir-23b, mir-17,
mir-152, mir-141, mir-135b, and mir-199b) were among the
62 miRNAs whose EGR1 binding signal can be identified
by both the promoters and precursors of miRNAs and the
left 3 ones were only found near the predicted promoters of
miRNAs.

A region containing canonical consensus of a transcrip-
tion factor has great potential to be the targets of this factor.
To determine if the extra 63 miRNAs should be accepted as
the targets of Egrl, the peaks associated with miRNAs were
scanned by Egrl canonical consensus sequence (degener-
ate pattern: 5'-G[T]C[A]GG[T]GGGCG[A,T]-3" [17, 25]).

The promoter of 124

miRNAs has EGR1
binding signal

125 pre-miRNAs

have EGR1
binding signal

62 miRNAs
in common

FiGure 2: The overlap of miRNA list with EGR1 binding. 125
precursor miRNAs were found EGR1 binding signal in addition that
the promoters of 124 different miRNAs were found with ChIP-Seq
signals. 62 miRNA genes were found present in both lists.

61.2% of the peaks associated with miRNA genes (220
peaks in all) were found at least one Egrl canonical motif
(see Table 1), which is significantly more than the ratio of
the full set peaks (Fisher’s exact test, P-value = 9.8 x 107%).
However, the difference of the motif frequency between the
peaks associated with the promoters of miRNAs and the
peaks linking to premiRNAs is not significant (Fisher’s exact
test, P-value = .1), so we decided to view the extra 63
miRNAs as the putative targets of Egrl. All miRNAs with
Egrl binding sites enriched from ChIP-Seq signals are listed
in supplementary Table 1. It is noteworthy that a miRNA
gene may have two or more predicted promoters and a
promoter may have more than one Egrl binding sites.
Among the 14,636 peaks, most are located in intergenic
and intron region as mentioned above, so we asked the
genomic features of those peaks relating to miRNA. 220
unique peaks are associated with the 187 miRNA genes.
Among them, 40.1% of peaks are located in intron region
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TaBLE 1: Genomic features (especially intergenic region and intron region) and motif properties of the ChIP-Seq enriched regions associated

with miRNA genes.
No. of peaks located in No. of peaks located in No. of peaks with
. . . . . . . total peak no. . . .
intergenic region (ratio) intron region (ratio) canonical motif (ratio)
All peaks enriched 7340 (50.2%) 5460 (37.3%) 14,636 6318 (43.2%)
Peaks associated with miRNA
0, 0, 0,
gones (187) 95 (43.2%) 90 (40.1%) 220 135 (61.2%)
Peaks associated with the
0, [0) 0,
promoter of miRNA genes (124) 64 (46.0%) 67 (48.2%) 139 94 (67.6%)
Peaks associated with pre 60 (46.9%) 46 (35.9%) 128 74 (57.8%)

miRNAs (125)

(see Table 1), which is a little more than the ratio of the same
genomic peaks (37.3%) among the whole set of peaks
(14,636). Higher ratio of peaks (48.2%) located in intron
region was observed for peaks near the predicted promoter of
miRNA genes. However, lower ratio of peaks (35.9%) located
in intron region was observed for peaks near the premiRNAs.
This is because most premiRNA genes are already located
in intron region and the average length of human intron
regions is 6,206 bp. In this case, peaks around the —5kb ~
+5 kb of the precursor of miRNA genes can easily be outside
of the intron region. In general, no significant increase of
the amount of peaks as putative Egrl-miRNA binding are
located in introns (Fisher’s exact test, P-value = .29).

3.3. Gene Ontology Enrichment Analysis of Egrl-Bound
miRNAs’ Targets. In order to elucidate the functions of the
187 Egrl-bound miRNAs, we examined gene ontologies
(GO) using the web-based analysis toolkit GOEAST [30]
for the targets of those miRNAs as miRNAs regulate
cellular activities via pairing to mRNAs. Since our exper-
imental results are nonmicroarray-based high throughput,
we chose the Batch-Genes tools provided by GOEAST
to do GO enrichment analysis. Given a set of genes,
Batch-genes can find statistically significantly enriched GO
terms among them by using a species-specific random
background.

Although most mammalian mRNAs are conserved tar-
gets of miRNAs, a significant proportion of false positives
are thought to be included in the predicted miRNA targets.
Here, we chose to analyze those experimentally supported
miRNA targets. Among the 187 Egrl-bound miRNAs, 38
miRNAs were found experimentally validated targets (247)
according to TarBase v5.0 [29]. In the GOEAST analysis, the
247 genes were compared to 18,596 genes as background
and the P-value of a GO term less than.01 (Yekutieli FDR
adjusted) was thought to be enriched using hypergeometric
test. We present the first 25 enriched biological process terms
in Table 2 and the full enriched molecular function terms in
Table 3. Interestingly, the statistically significantly overrepre-
sented GO biological process terms are highly enriched for
hemopoiesis, immune system development, cell differentia-
tion and so on, which are the cases supposed to be occurring
in this cell condition. Moreover, among enriched GO molec-
ular function terms, the targets of miRNA genes with EGR1

binding signal include binding, protein binding, similar to
the previous GO enrichment finding of gene targets of
EGR1 using ChIP-chip [32]. Besides, molecular function GO
terms are significant for transcription factor transcription,
transcription factor activity, transcription activator binding,
and transcription activator activity. This results is consistent
with the discovery that transcription factors also prevail
among human miRNA targets [34]. It also supports the
notion that EGR1 acts as an early response protein in
cell events and may trigger a series of transcription factor
activity. Three graphical outputs showing the hierarchical
relationships of enriched GO terms (P < .01, Yekutieli FDR
adjusted) in each GO category (can be seen in supplementary
Figures 1-3).

3.4. An Evaluation of the Predicted miRNA Promoters Using
ChIP-Seq. All the predicted miRNA promoters were also
scanned by Egrl canonical consensus sequence (degenerate
pattern: 5'-G[T]C[A]GG[T]GGGCGI[A,T]-3" [17, 25]) and
77 predicted promoters (refer to 74 miRNA genes) were
found canonical Egrl motifs. Among the 77 promoters with
motif, 33 (42.9%, refer to 31 miRNA genes) have real Egrl
binding signals based on our ChIP-Seq experiment and
they are listed in Table 4. According to the data, we found
that hsa-mir-142 has 45 consensus sites dispersed among
its promoters and correspondingly, 10 Egr1 binding regions
identified by ChIP-Seq were enriched with reads count above
nine. miR-142 is one of five miRNAs (miR-142, miR-144,
miR-150, miR-155 and miR-223) which are highly specific
for hematopoietic cells according expression comparison
[35].

3.5. Egrl Bound-miRNAs" Expression in PMA-Induced K562
Cells. The set of Egrl bound-miRNA genes identified by
ChIP-Seq do not necessarily mean that they are regulated
by the transcription factor Egrl. However, if the expression
level of Egrl bound-miRNAs fluctuates concomitantly with
the expression changes of Egrl during MK differentiation
induced by PMA, it may suggest the function relevance
of their interactions. Recently, Navarro et al. compared
286 miRNAs expression at different time point (0 days,
2 days, and 4 days) after PMA treatment of K562 cells
by miRNA microarray [11]. The expression level of most
miRNA genes increased with PMA induction according to
the microarray analysis. Since the K562 cells used in our
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TaBLE 2: Enrichment of Gene Ontology biological process terms in targets of miRNAs with EGR1 ChIP-Seq hits.

GO term IDs Enriched GO terms P-value

GO:0009987 Cellular process 5.06E — 08
GO0:0048513 Organ development 9.35E — 06
GO:0006357 Regulation of transcription from RNA polymerase II promoter 1.09E — 05
GO:0060056 Mammary gland involution 1.29E - 05
GO:0044237 Cellular metabolic process 3.30E — 05
GO:0060443 Mammary gland morphogenesis 3.65E — 05
GO:0022612 Gland morphogenesis 6.49E — 05
GO:0048731 System development 1.26E — 04
GO:0030097 Hemopoiesis 1.32E — 04
G0:0002520 Immune system development 1.43E — 04
GO:0045944 Positive regulation of transcription from RNA polymerase II promoter 1.45E — 04
GO0:0030154 Cell differentiation 1.53E — 04
GO0:0030155 Regulation of cell adhesion 1.80E — 04
GO:0048856 Anatomical structure development 1.85E — 04
GO:0042127 Regulation of cell proliferation 2.03E — 04
GO:0009888 Tissue development 3.87E — 04
GO:0048869 Cellular developmental process 3.87E — 04
GO0:0048534 Hemopoietic or lymphoid organ development 3.87E — 04
GO0:0010468 Regulation of gene expression 4.29E — 04
GO0:0008285 Negative regulation of cell proliferation 5.44E — 04
GO:0006928 Cellular component movement 6.05E — 04
GO:0007162 Negative regulation of cell adhesion 6.10E — 04
GO:0042060 Wound healing 6.14E — 04
GO:0014068 Positive regulation of phosphoinositide 3-kinase cascade 8.61E — 04
GO:0032502 Developmental process 9.71E — 04

TasLE 3: Enrichment of Gene Ontology molecular function terms in targets of miRNAs with EGR1 ChIP-Seq hits.

GO term IDs Enriched GO terms P-value

GO0:0005515 Protein binding 2.93E — 05
GO:0030528 Transcription regulator activity 1.89E — 04
GO:0051879 Hsp90 protein binding 2.64E — 04
G0:0003700 Transcription factor activity 8.36E — 04
GO:0004722 Protein serine/threonine phosphatase activity 9.73E — 04
GO:0004716 Receptor signaling protein tyrosine kinase activity 1.53E - 03
GO:0030618 Transforming growth factor beta receptor, pathway-specific cytoplasmic mediator activity 1.62E - 03
GO:0005488 Binding 2.74E — 03
G0:0003702 RNA polymerase II transcription factor activity 3.38E - 03
G0:0033613 Transcription activator binding 6.08E — 03
GO:0016563 Transcription activator activity 7.22E — 03
GO0:0005072 Transforming growth factor beta receptor, cytoplasmic mediator activity 8.44E — 03
GO:0034713 Type I transforming growth factor beta receptor binding 8.44E — 03

ChIP experiment were also treated by PMA and the snapshot
of interactions between Egrl and its target DNAs were
captured after 1.5h PMA treatment, we directly applied this
expression profile of miRNAs to investigate if the binding
by Egrl contributes to the regulation of miRNA expression.
According to the microarray analysis of protein-coding genes
(data not shown), we found that the expression of Egrl

in PMA-treated K562 cells increased to 7.5-fold of that in
the untreated cells. We found that among those miRNAs
with Egrl binding sites, the expression level of 46 mature
miRNAs had increased at least two fold after two days PMA
treatment and 16 of them showed significant expression
changes with at least five fold increase based on Navarro’s
miRNA microarray analysis [11]. These 16 mature miRNAs



Journal of Biomedicine and Biotechnology 7

TaBLE 4: The list of miRNA promoters with both Egrl motif and ChIP-Seq peak. mir_TSS_start and mir_TSS_end is the start and stop of the
predicted promoters. score is the cumulative score for each predicted promoter. motif_num is the count of the Egrl motifs in the promoter
regions of miRNAs.

mir_name mir TSS_start ~ mir_TSS_end  score  strand chr reads_.count  peak_summit  motif_-num
hsa-mir-200b 1088265 1090140 10 + chrl 11 1091461 2
hsa-mir-200b 1088265 1090140 10 + chrl 10 1094077 2
hsa-mir-200b 1088265 1090140 10 + chrl 9 1086834 2
?csﬁl Stme‘rr_'}?fg ; (:531 0a) 40929851 40930051 19 + chrl 25 40930041 1
hsa-mir-92b 153429179 153434335 10 + chrl 13 153430306
hsa-mir-92b 153429179 153434335 10 + chrl 1 153428517
hsa-mir-146b 104184797 104186757 10 +  chrlo 23 104185405

?Csﬁl g‘:ﬁ:ﬁﬁf 152) 1899412 1901670 10 - chr17 23 1900085 4
?Csﬁl Stme‘rrﬁjjﬁf 1) 1899412 1901670 10 - hr17 23 1903969 4
hsa-mir-10a 44014310 44014709 15 ~ chr17 51 44010351 1
hsa-mir-10a 44014310 44014709 15 ~ hr17 9 44014535 1
hsa-mir-142 53379405 53785839 10 - hr17 14 53757151 45
hsa-mir-142 53379405 53785839 10 - hr17 14 53516188 45
hsa-mir-142 53379405 53785839 10 ~ chr17 13 53765628 45
hsa-mir-142 53379405 53785839 10 - chr17 1 53760775 45
hsa-mir-142 53379405 53785839 10 - hr17 1 53383253 45
hsa-mir-142 53379405 53785839 10 ~ chr17 10 53740717 45
hsa-mir-142 53379405 53785839 10 ~ chr17 10 53671689 45
hsa-mir-142 53379405 53785839 10 ~ hr17 9 53739084 45
hsa-mir-142 53379405 53785839 10 - 17 9 53711312 45
hsa-mir-142 53379405 53785839 10 ~ chr17 9 53747880 45
hsa-mir-24-2/27a/23a 13818427 13819944 1 - chr19 10 13814707 2

(cluster-has-mir-23a)
hsa-mir-642 50863241 50863441 20 + chr19 18 50863778 1
hsa-mir-99b/let-7e/125a

. 56883717 56886813 10 + hr19 17 56886253 5
(cluster-has-mir-99b) aar
hsa-mir-99b/let-7¢/125 56883717 56886813 10 + chr19 10 56884005 5
(cluster-has-mir-99b)
hsa-mir-149 241040800 241041000 9 + chr2 10 241042627 1
hsa-mir-149 241043770 241044582 10 + chr2 10 241042627 1
hsa-mir-124-3 61276703 61277978 + chr20 33 61280947 2
hsa-mir-124-3 61276703 61277978 + chr20 10 61274186 2
hsa-mir-124-3 61278418 61280978 10 + chr20 33 61280947 3
hsa-mir-124-3 61278418 61280978 10 + chr20 10 61274186 3
hsa-mir-185 18388530 18388730 20 + chr22 38 18388406 1
hsa-mir-185 18388530 18388730 20 + chr22 36 18384025 1
hsa-mir-185 18388530 18388730 20 + chr22 10 18392254 1
hsa-mir-301b/130b 20335495 20337979 10 + chr22 20 20338454 1
(cluster-hsa-mir-130b)
hsa-mir-301b/130b 20335495 20337979 10 + chr2 19 20341434 1
(cluster-hsa-mir-130b)
hsa-mir-301b/130b 20335495 20337979 10 + chr22 9 20332712 1
(cluster-hsa-mir-130b)
hsa-mir-301b/130b 20335495 20337979 10 + chi2 9 20330784 1
(cluster-hsa-mir-130b)
hsa-mir-425/191 49029742 49035883 10 - chr3 11 49033588 3

(cluster-hsa-mir-191)
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TasLE 4: Continued.

mir_name mir_TSS_start ~ mir_TSS_end  score  strand chr reads_.count  peak_summit  motif_-num
hsa-mir-148a 25955148 25959801 10 — chr7 12 25957595 2
hsa-mir-96/183 129204548 129210298 10 - w7 23 129207821 7
(cluster-hsa-mir-96)

hsa-mir-96/183 129204548 129210298 10 - chr7 9 129200022 7
(cluster-hsa-mir-96)

hsa-mir-335 129919123 129919323 10 + chr7 13 129919298 2
hsa-mir-596 1752393 1753192 10 + chr8 13 1752487 1
hsa-mir-32 110921946 110922146 19 chr9 9 110922058 1
hsa-mir-455 115957951 115958151 20 + chr9 14 115956609 1
hsa-mir-219-2 130194040 130195803 10 - chr9 9 130196326 2

were hsa-miR-181a, hsa-miR-181b, hsa-miR-212, hsa-miR-
132, hsa-miR-135b, hsa-miR-141, hsa-miR-152, hsa-miR-
199b, hsa-let-7g, hsa-let-7b, hsa-miR-149, hsa-miR-153, hsa-
miR-346, hsa-miR-375, hsa-miR-200a, and hsa-miR-200b.
miR-181b and miR-181a are members of miR-181 cluster,
which increased 133-fold and 19-fold, respectively. miR-
132 and miR-212, in the miRNA miR-132/miR-212 cluster,
share a promoter, whose region has two Egrl binding
sites. They were also highly up-regulated with the former
increasing 10-fold and the latter increasing 6-fold. These
data may suggest that due to PMA stimulating, coupling to
Egrl up-regulation during megakaryocytic differentiation,
the expression of miRNA genes, which are bound and
activated by the transcription factor Egrl, also increased.

3.6. Analyzing Egrl-miRNA Binding Events by ChIP-PCR.
ChIP-PCR assay is a conventional and reliable measure of
whether a locus is a true binding target of a protein of
interest. To experimentally validate the enriched regions
from ChIP-Seq, we performed ChIP-PCR assays for 12
miRNA genes. As showed in Figure 3, significant binding
signals of the transcription factor Egrl can be observed for
12 miRNA genes within the PMA-induced K562 cells, while
for the input DNA, there is no signal can be observed (see
Figures 3(a) and 3(b)). The results here can partially verified
the ChIP-Seq experiment, however, it cannot be concluded
that the sensitivity of this ChIP-Seq is as high as 100%. It
can be easily envisioned if more ChIP-Seq found targets were
subjected to ChIP-PCR, false positive rate may arise.

To further check that if the expression or the increase
of expression levels of miRNAs can partially attribute
to the binding of the transcription factor Egrl, we also
performed ChIP-PCR analysis for 12 miRNA genes before
PMA treatment (see Figure3) and made a qualitative
comparison for their Egrl-miRNA binding levels between
these two cell conditions. Among the 12 miRNAs, 5 miRNA
genes (the right column in Figure3) showed at least
5-fold expression changes before and after PMA-treatment
according to Navarro’s microarray analysis for microRNA
genes [11]. The ChIP-PCR results for two cell conditions
showed that some Egrl-miRNA binding levels significantly
changed after PMA treatment as well as those showed
similar binding signals for different cell conditions. Among

the 5 miRNAs whose expression levels significantly increased
after PMA-treatment, miR-135b, miR-141, miR-152 showed
no Egrl binding signals before PMA treatment (see the
right ChIP-PCR results in Figure 3), however, the PMA
induced expression increase of transcription factor Egrl
subsequently turned on the Egrl binding switch to these
three miRNA genes. As analyzed above, miR-135b, miR-
141, miR-152 were among the 16 mature miRNAs with at
least five fold expression increase after PMA treatment, so
before PMA induced, they still express at a relatively low
level due to other factors although without the factor Egr1’s
transcription. We suspect that like general housekeeping
genes which have low levels of genic transcription whereby
gene products are constitutively produced at low levels
[36], the low level expression of miRNA genes may also
functionalize as housekeeping miRNAs. Once bound by the
key transcription factors and transcriptionally stimulated,
the explosion of their expression is likely to functionally
correlate with the cell fate. For miRNA genes let-7g and
miR-199b, we can observe an Egrl ChIP binding signal
enhancement before and after PMA treatment, which may
mainly be caused by up-regulation of Egrl. As let-7g and
miR-199b are also among the 16 mature miRNAs with sig-
nificant fold changes, we can conclude that Egrl may actively
involve in these miRNA genes transcription after PMA
induction.

For the left seven miRNA genes, based on Navrro’
microarray analysis, miR-10a, miR-95, miR-326, miR-23b,
miR-130b also showed two fold expression increase, despite
not as high as that of the above five miRNA genes, and the
expression level of miR-25 and miR-17 did not show any
changes. The ChIP-PCR results of six of them within the
nontreatment K562 cells showed positive binding signals.
The similar binding signal before and after PMA treatment
of K562 cell between the transcription factor Egrl and these,
or may be not limited to, six miRNA genes, suggests that the
great expression increases of Egrl may not be able to increase
all the Egrl-miRNA bindings and therefore stimulate their
transcriptions. It also suggests that only a part of miRNA
genes, which form a regulatory pattern, contributes to this
PMA-induced differentiation process. As the gene expression
is such a complicated cellular process, different regulatory
patterns may exist at distinct cellular processes.
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F1Gure 3: ChIP-PCR results of 12 miRNAs before (—) and after (+) PMA treatment. All the 12 miRNAs showed positive Egr1-binding signals

after PMA treatment, which verified the ChIP-Seq results (+AD).

4. Discussion

Cellular activities can be considered as a succession of
hierarchically acting regulatory states [37]. Identification of
miRNA’s targets is necessarily of great significance, but it
is also significant to detect what factors determine miRNAs
expression. In this report, we have taken the approach of
ChIP-Seq to identify all the miRNAs with known predicted
promoters which are bound by the transcription factor Egrl.
We found that the promoters of 124 distinct miRNAs have
at least one Egrl binding site. Besides, EGR1 binding signal
was also found near extra 63 premiRNAs. Combing with
the miRNA expression profile of PMA-induced K562 cells,
we were able to find that the binding of the transcription
factor Egrl may be the reason for expression changes of parts
of miRNAs. We believe that these will be instrumental in
unraveling the mechanism of transcriptional regulation of
miRNA genes.

Lineage specification is critical in developmental biology
and evidences showed that miRNAs mediate control of cell
fate in megakaryocy-erythrocyte progenitors [15]. As accu-
mulative evidence showed that miRNAs expression differs
between PMA- and hemin-induced K562 differentiation,
the possible driven power is under revealing. EGRI is
a zinc finger family TF who is known as “immediate-
early response factor” and has been implied in megakary-
ocytic differentiation of K562 cells. Evidences were also
found that Egrl activation is correlated with downregula-
tion of erythroid-specific genes and up-regulation of the
megakaryocyte-spcefic gene CD41a [8]. The identification
of candidate EGRI1-targeted miRNAs through this high-
throughput approach significantly broadens the repertoire
of biological effects attributable to the TE As many of
our annotated miRNAs are known to play crucial rules
in hematopoietic differentiation (miR-27a, miR-10a, etc.),

the role of Egrl in hematopoietic differentiation is also
implicated here.

During K562 cell erythroid/MK differentiation, there
are miRNAs expression signatures specific to each cell
lineage. For example, a subset of 12 highly up-regulated
miRNAs (miR-34a, miR-181b, miR-299-5p, miR-134, miR-
375, miR-181a, miR-139, miR-222*, miR-409-3p, miR-221,
miR-212, miR-132) from Navarro’s miRNA microarray in
TPA-treated K562 cells was found to be specific to MK
differentiations, while none of them was up-regulated during
hemin-induced erythroid differentiation by Northern blot
assay [11]. miR-223 was also up-regulated during PMA-
induced megakaryocytic differentiation but downregulated
during hemin-induced erythroid differentiation [12]. Induc-
tion of megakaryocytic differentiation in K562 cells by PMA
markedly increased miR-27a expression; however, down-
regulation of miR-27a expression occurs upon induction
of K562 cells toward erythroid differentiation. Runx1 was
the transcription factor which plays a role in the ery-
throid/megakaryocytic lineage determination through medi-
ating regulation of miR-27a [10]. PMA-induced activation
of Egrl expression has been proved to involve in megakary-
ocytic differentiation of K562 cells but the regulation
pathway has not been investigated. We therefore investigate
several Egrl-bound miRNAs which behave differently in
erythroid/megakaryocytic cell lineage to see if Egrl plays
a role in erythroid/megakaryocytic lineage determination
of K562 cells. The promoters of miRNA cluster hsa-mir-
181a (hsa-mir-181a/181b) and cluster hsa-mir-132 (hsa-mir-
132/212) cluster were found Egrl binding sites according to
our ChIP-Seq experiment. These two miRNA clusters are
possible candidates through which Egrl acts as a lineage
determinator. Our ChIP-Seq data also showed that near
the two predicted promoters of miR-27a, each had an
Egrl binding sites, being enriched by 13 reads and 10
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FIGURE 4: Schematic diagram of miRNA related Egr1’s contribution to erythroid/megakaryocytic lineage determination of K562 cells. mir-
27a, mir-10a, mir-103-1 and mir-103-2 were found Egr1 binding signals in this study. Based on literature data, when K562 cells were induced
by PMA, the expression levels of these miRNAs increased. On the contrary, their expression level were found decreased when K562 cells were

induced to erythroid differentiation.

reads, respectively. DNA sequence of the second ChIP-Seq
enriched regions was found canonical Egrl motif (degen-
erate pattern: 5'-G[T]C[A]GG[T]GGGCG[A,T]-3") and we
found three sites with motif, TAGGGGGCG, TCGTGGGCG,
and TCGGGGGCA. So, we suspect that except that Runxl
exerts transcriptional stimulation on miR-27a expression,
the binding of Egrl may also regulate miR-27a expression
level and therefore contribute to lineage determination of
K562 cells.

Yang et al. characterized and validated that miRNAs
of miR-103 and miR-10a exhibited downregulation after
hemin induction [13], while Navarro’s miRNA microarray
analysis showed that miR-103 and miR-10a increased two
fold after PMA induction [11]. These differences imply
that like miR-27a, the two miRNAs may also participate
in lineage determination of K562 cells. Meanwhile, our
Egrl ChIP-Seq results supported that Egrl binds to the
transcription initiation regions of hsa-mir-103-1 (reads
count:14, canonical motif: TAGGGGGCG), hsa-mir-103-
2 (reads count:25), hsa-mir-10a (two binding sites, reads
count:51; canonical motifs: GCGGGGGCA, GCGTGGGCG,
TCGGGGGCA, GCGTGGGCA; reads count:9; canonical
motifs, GAGGGGGCG), so Egrl would be the candidate
transcription factor which regulates the expression changes
of miR-103 and miR-10a. Our ChIP-PCR assay confirmed
the Egrl-mir-10a binding. All these data provides key clues
for establishment of regulation network of K562 cell differ-
entiation. The relationship between Egrl and its targeting
miRNAs discussed above is summarized in Figure 4.

5. Conclusion

By ChIP-Seq, we provide a global binding profile between
the transcription factor Egrl and its targeting miRNA genes
in PMA-treated K562 cells and found that EGR1 binds to

promoters of 124 miRNAs and precusors of 125 miRNAs.
Among the miRNAs which are bound by Egrl, miR-10a,
miR-25, miR-23b, miR-135b, miR-130b, miR-326, miR-
141, miR-152, miR-199b, miR-95, and let-7g are validated
according to ChIP-PCR.
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Envenoming by Echis saw-scaled viper is the leading cause of death and morbidity in Africa due to snake bite. Despite its medical
importance, there have been few investigations into the toxin composition of the venom of this viper. Here, we report the cloning
of cDNA sequences encoding four groups or isoforms of the haemostasis-disruptive Serine protease proteins (SPs) from the venom
glands of Echis ocellatus. All these SP sequences encoded the cysteine residues scaffold that form the 6-disulphide bonds responsible
for the characteristic tertiary structure of venom serine proteases. All the Echis ocellatus EoSP groups showed varying degrees of
sequence similarity to published viper venom SPs. However, these groups also showed marked intercluster sequence conservation
across them which were significantly different from that of previously published viper SPs. Because viper venom SPs exhibit a high
degree of sequence similarity and yet exert profoundly different effects on the mammalian haemostatic system, no attempt was
made to assign functionality to the new Echis ocellatus EoSPs on the basis of sequence alone. The extraordinary level of interspecific
and intergeneric sequence conservation exhibited by the Echis ocellatus EoSPs and analogous serine proteases from other viper
species leads us to speculate that antibodies to representative molecules should neutralise (that we will exploit, by epidermal DNA
immunization) the biological function of this important group of venom toxins in vipers that are distributed throughout Africa,

the Middle East, and the Indian subcontinent.

1. Introduction

Envenoming resulting from snake bites is an important
public health hazard in many regions, particularly in tropical
and subtropical countries [1, 2]. The saw-scaled viper Echis
ocellatus is the most abundant [3] and medically important
viper species in West Africa [4]. Envenoming by saw-
scaled viper (Viperidae: Echis) species is thought to be
responsible for more snakebite deaths worldwide than any
other snake genus [5]. In northern Nigeria, E. ocellatus is
responsible for 95% of all envenoming by snakes [6], causing
several hundred deaths annually [7]. The precise incidence
of snakebite is difficult to determine and is often grossly
underestimated, but in some areas of the Nigerian savannas,
victims of E. ocellatus envenoming may occupy more than

10% of hospital beds [8]. In the Benue valley of Nigeria,
for example, the estimated incidence is 497 per 100000
population per year with 10%-20% untreated mortality
[9]. Local effects of Echis viper envenoming include pain,
swelling, blistering, and haemorrhage which, in severe cases,
can lead to necrosis, permanent disfigurement, and even
amputation of the affected limb [10]. Systemic effects include
potentially lethal consumption coagulopathy, haemorrhage
and hypovolaemic shock [10].

Snake venoms contain a great variety of toxic proteases
[11, 12]. Many of these components are proteases, for
example, metalloproteases [13], serine proteases [14], phos-
pholipases A, [15] and C-type lectins [16] and mediate their
toxicity by either stimulating or inhibiting the haemostatic
system of human victims or experimental animals, resulting



in clinical complications of blood clotting or uncontrolled
haemorrhage [12, 17-19]. Several of these proteinases cleave
plasma proteins of the victims in a specific manner with
varying degrees of substrate specificity. Thus, while some
serine proteases have both fibrinogenolytic and fibrinolytic
activities, others have only fibrinogenolytic activity and are
called “thrombin-like” proteases [19-25]. Approximately 100
snake venom toxins have been identified as “thrombin-like”
enzymes activating the blood coagulation factor [26]. These
“thrombin-like” proteases hydrolyze fibrinogen specifically
and release either fibrinopeptide A or B or both [27]
resulting in the disruption of the blood coagulation system
by producing abnormal fibrin clots composed of short
polymers that are rapidly dispersed and no longer cross-
linked by activated factor XIII [28].

Another group of serine proteases of Batroxobin, Cro-
talase, and Ancrod venoms affect other substrates, for
example, plasminogen [27] by cleaving fibrinogen in man-
ner distinct from that of thrombin. Other venom serine
proteases function like mammalian kallikrein (or kinino-
genase) releasing bradykinin from kininogen [29-31] and
are called “kallikrein-like” proteases [29], an example of this
is halystase [32], a kallikrein-like serine protease isolated
from A. halys blomhoffii venom, which cleaves the § chain
at Arg* and slowly degrades the « chain of fibrinogen to
generate a product that is no longer converted to normal
fibrin clots by thrombin; this results in both reduction
of blood pressure as well as inhibiting fibrinogen clotting
in the victims. Another kallikrein-like serine protease with
potent biological activity but with different physicochemical
properties from those of halystase has been isolated from the
venoms of A. caliginosus, C. atrox, C. viridis, and Trimeresu-
rus mucrosquamatus [29, 30, 32-34]. The latter showed
both a strong -fibrinogenolytic and kallikrein-like activities,
cleaving f-chain of fibrinogen molecules specifically and
releasing bradykinin from kininogen, respectively. Moreover,
the purified enzymes indicated that they have specificities
different from thrombin and thrombin-like proteases of
snake venom reported previously by decreasing fibrinogen
levels in plasma and prolonging bleeding without formation
of fibrin clots. They also exhibit amidase activity against
N-benzoyl-Pro-Phe-Arg-p-nitroanilide, which is a specific
synthetic substrate for kallikrein-like proteases.

In addition, there have been a few reports on venom
serine proteases with a unique activity, such as ACC-C, a
protein C activator isolated from the A. contortrix venom
[35] (which inhibits blood coagulation by inactivating the
activated forms of factor V and VIII), a plasminogen acti-
vator such as TSV-PA isolated from the 1. stejnegeri venom
[36, 37], PA-BJ, a platelet aggregating enzyme isolated from
the B. jararaca and Trimeresurus mucrosquamatus venoms
[38], and RVV-V, a factor V-activating enzyme isolated from
the V. russelli venom [39].

These data indicate that snake venom serine proteases
comprise an enzyme superfamily with multifunctional activ-
ities that may have diverged or have undergone gene dupli-
cation resulting in alteration of their biological properties
during the process of evolution thus acquiring special
functions [40, 41]. Although a considerable amount of data
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is now available, no standardised grouping of these venom
serine proteases has yet been documented. However, in 2001
Wang et al. [27] compared sequences of 40 serine proteinases
isolated from different snake venoms, using a constructed
phylogram in which such sequences were clustered into three
groups designated as coagulating enzymes, kininogenases,
and plasminogen activators.

No Serine proteinases have yet been purified from venom
of the West African saw-scaled viper Echis ocellatus, in
particular or for members of the Echis genus in general.
However, the fact that the serine protease superfamily was
important in the venom of the Viperidae suggested that such
enzymes should be present in the venom of E. ocellatus and
that serine protease-specific antibodies are likely to be an
important factor in E. ocellatus envenoming. We therefore
screened the E. ocellatus cDNA library in order to isolate
and characterise different isoforms or variants of this enzyme
superfamily.

2. Materials and Methods

2.1. Animals. Adult E. ocellatus (Nigeria) carpet viper used
in this study was maintained in the herpetarium, Liverpool
School of Tropical Medicine, Liverpool, UK.

2.2. Extraction of Total Venom Gland RNA and Construction
of cDNA Libraries. Venom glands were dissected from three
Echis ocellatus snakes. The vipers were sacrificed 3 days after
venom extraction when toxin gene transcription rates are
at a peak. Glands were homogenized under liquid Nitrogen
and total RNA extracted using guanidinium thiocyanate-
phenol-chloroform as described previously [15]. Lambda
phage cDNA libraries for E. ocellatus were constructed by
RT-PCR using the SMART c¢DNA library construction kit
(Clontech, California, USA). The lambda phage of the E.
ocellatus was packaged using Gigapack III Gold Packaging
Extract (Stratagene) and boiled for 5 min prior to being used
as targets of polymerase chain reaction (PCR) amplification.

2.3. Isolation and Analysis of ¢cDNA Sequences. A PCR
strategy [42] was used to isolate sequences encoding serine
proteinases from the cDNA libraries. A sense primer (5V-
GGA-TCC-ATG-GTG-CTG-ATC-AGA-GTG-CTA-ATC-

GCA-3V) and an antisense primer (5V-CTC-GAG-TGG-
GGG-GCA-AGT-CGC-AGT-TGT-ATT-TCC-3V)  compli-
mentary to highly conserved amino-terminal signal peptide
(M-V-L-I-R-V) and to the less conserved carboxy-terminal
(T-T-A-T-C-P-P) domains of published serine proteinases
DNA sequences of related viper species were synthesized
commercially (Sigma-Genosys, UK). A TAG stop codon was
inserted in the 3" primer and BamH1 and Xhol restriction
endonuclease sites (bold) were included in the 5" and
3" primers, respectively, to facilitate future subcloning into
mammalian expression plasmids. PCR was performed using
an initial denaturation (95°C—6 minutes) and annealing
(55°C—1 minute) step, followed by 35 cycles (1 minute
each) of extension (74°C), denaturation (94°C), and
annealing (55°C), and a terminal extension step (7 minutes)
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at 72°C in a thermal cycler (Gene Cycler, BioRad, Hercules,
CA, USA). The inclusion of water-only controls with each
PCR reaction allowed us to monitor and prevent cross-over
contamination. The amplicons were subcloned into the TA
cloning vector, pCR 2.1-TOPO, (Invitrogen, Groningen, The
Netherlands) and used to transform chemically competent
E. coli cells (TOP10F, Invitrogen) under ampicillin selection.
Plasmid DNA was extracted (Mini-spin prep kit, Qiagen,
Hilden, Germany) and digested with BamH1 and Xhol at
37°C to select plasmids containing inserts of the predicted
size for DNA sequencing. DNA sequencing was carried out
by the dideoxy-nucleotide chain-termination method in a
Beckman Coulter CEQk 2000 XL DNA Analysis System.
To confirm that the cDNA sequences encoded CTLs, the
predicted amino acid sequences were subjected to BLAST
searches of the GenBank, PDB, SwissProt, PIR, and PRF
databases. All the ¢cDNAs exhibited significant sequence
homology to Serine protienases of related vipers. The
CLUSTALW program [43] with PAM 250 residue weight
matrix was used to align deduced amino acid sequences
representing each E. ocellatus Serineprotienases isoforms
with analogues in venoms from related Viperidae species as
illustrated in Table 1. Serine proteinase (CAB62591) from
V. lebetina [44], Serine protease 1 (AAR24534) from B.
gabonica [45], Thrombin-like enzyme pre. (AAK12273)
from D. acutus [46], Venom serine protease 5 (AAN52350)
from T. stejnegeri [47], Serine proteinase 3 pre. (013063)
from gramineus [48], Serine proteinase A Precursor
(Q9PTUS) from B. jararaca [46, 49], Serine proteinase
2A pre. (013060) from T. gramineus [45, 48], Serine
protease (AAP42416) from B. jararacussu [50], KN-BJ2
(BAA20283) from B. jararaca [51], Serine proteinase 1 pre.
(AAG10788) from T. jerdonii [52], Thrombin-like serine
protease (AAL68708) from G. ussuriensis [53], and, finally,
Serine protease catroxase I pre. (AAL77226) from C. atrox
[54]. The phylogenetic trees constructed from the above
alignments were generated by a neighbour-joining [55]
algorithm in Lasergene software (DNASTAR, USA). The
predicted antigenic profile [56] of the published and new
Echis ocellatus serine protease (EoSer) isoforms analysed here
was determined using Protean Software (DNASTAR).

3. Results

3.1. Isolation of cDNAs Encoding E. Ocellatus Serine Pro-
tease. PCR screening of the Echis ocellatus venom gland
c¢DNA libraries resulted in a total of 14 E. ocellatus (Eo)
c¢DNAs whose sequences matched (BLAST searches) those
of published Serine proteases. The cDNAs consisted of
822 nucleotides (Figures 1 and 2(a)) and were predicted
to encode an open reading frame proteins of 264 amino
acids (28.5kDa) (Figure 2(b)). Alignment of the predicted
amino acid sequences of the 14 specific cDNAs encoding
the EoSP proteins (Figure 2(b)) revealed sequence variations.
The sequence similarity between the EoSP variants proteins
was less than 60% for the mature protein-coding region
but over 90% for regions coding both the signal peptide
and the carboxyl-terminal end. Where two or more identical
sequences were obtained from any one of these libraries, a
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F1Gure 1: PCR product of the E. ocellatus serine proteases. Analysis
of PCR amplification products by 0.7% agarose gel electrophoresis.
Bands were visualised using the ultraviolet transillumination. Lane
2: represents the amplified PCR product (circled) of about 800 bp
from E. ocellatus venom glands cDNA compared with Lane 1:1kb
ladder DNA-marker bands, of known molecular weight. Lanes 3
and 4 represent a H,O negative control and a SOD positive control,
respectively.

single representative cDNA was used for subsequent analysis.
Structural properties analysis (Emin algorithm-DNASTAR,
USA) (Figure 3) was used to categorise the 14 Serine protease
sequences into four distinct groups, based solely on sequence
alignment.

3.2. BLAST Search of the Predicted Amino Acid Sequence.
Accession numbers assigned to the new Echis ocellatus
Serine protease sequences are as follows: “group 1” EoSer-
1 (GU562413), “group 2” EoSer-3 (GU592440), “group 3”
EoSer-17 (GU592441), and “group 4” EoSer-7 (GU592439).
The predicted amino acid sequences of the EoSP-01, EoSP-03,
EoSP-07, and EoSP-17 were submitted to BLAST searches of
the genetic data bases and their similarity to published viper
serine protease (Table 1) confirmed that the EoSP cDNAs
encoded serine proteases.

3.3. Comparison of E. Ocellatus cDNAs with Analogous Serine
Proteases from Other Viper Species. All the EoSer-variants
contained the serine protease-consensus 24 amino acid
signal peptide sequence (Figure 4, arrows), including the
six-amino acids-activated motif. The signal peptide residues
were followed by a protease domain of 236 residues. The
deduced primary structures of all EoSP cDNA clones include
the requisite, highly conserved, 12 cysteine residues that form
the 6-disulphide bonds responsible for the characteristic
tertiary structure of venom serine proteases. The complete
amino acid sequences of the EoSP variants were aligned
with those of other venom serine proteases (Figure 4). Viper
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FIGURE 2: (a) The nucleotide sequence of the fourteen E. ocellatus venom gland ¢cDNAs resulting from PCR amplification. (b) Deduced

amino acid sequences of E. ocellatus venom gland serine protease cDNAs.

the G. ussuriensis viper [52]. Similarly, the Serine protease
catroxase I pre. of C. atrox venom showed no greater than

65% sequence similarity to any of the EoSP sequences.

venom SP sequences in the genetic databases were compared
with the E. o groups (Table 2 and Figure 4) by BLAST. Groups

r, SP isomers with less

than 65% sequence similarity to analogues in related viper

1-4 represent novel, highly simila

3.4. Predicted Antigenic Profile Analysis of E. ocellatus Serine

species. Group 4 showed the greatest sequence similarity

Proteases with Analogous Molecules. Since the main focus of

(80% and 82%) to the Serine protease of the African V.

our research is to develop toxin neutralising antibodies by
immunisation with DNA encoding specific toxins in venoms

lebetina and B. gabonica vipers, respectively. Of all the EoSP
clusters seemed to represent a SP sequence which showed the
highest sequence similarity range between 62% to 70% to the

of the most medically important African vipers [15, 59, 60],

SP of the vipers. None of the clusters showed more than 72%
sequence similarity to the partial peptide sequences for the

Thrombin-like serine protease isolated from the venom of

we next compared the algorithm-predicted immunogenicity

of the E. ocellatus serine protease cluster cDNA sequences
with those of all the published SPs from vipers of African
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Ficure 3: Differentiation of the fourteen cDNA-encoding E. ocellatus venom gland serine proteases. The predicted surface probabilities
(Emin algorithm, DNASTAR, USA) of the 14 E. ocellatus serine protease cDNAs were aligned. The boxed areas indicate group specific
structural motifs.

TABLE 1: Percent sequence similarity between E. ocellatus serine proteases and analogous molecules from related viper species.

Species Accession no. References Serine protease EoSP-1  EoSP-3  EoSP-7  EoSP-17
V. lebetina CAB62591 Siigur et al. [44] Serine proteinase 65 66 80 64
B. gabonica AAR24534 Francischetti et al. [45] Serine protease 1 62 63 82 65
D. acutus AAK12273 Liang et al. [46] Thrombin-like enzyme pre. 67 67 71 70
T. stejnegeri AANS52350 Lee and Zhang [47] Venom serine protease 5 66 66 65 69
T. gramineus 013063 Deshimaru et al. [48] Serine proteinase 3 pre. 71 71 61 76
B. jararaca QIPTUS Murayama, [49] Serine proteinase A pre. 66 68 66 74
T. gramineus 013060 Deshimaru et al. [48] Serine proteinase 2A pre. 65 65 73 70
B. jararacussu AAP42416 Kashima et al. [50] Serine protease 63 63 72 68
B. jararaca BAA20283 Serrano et al. [51] KN-BJ2 69 68 62 69
T. jerdonii AAG10788 Luetal. [52] Serine proteinase 1 pre. 65 65 71 70
G. ussuriensis AAL68708 Zhao et al. [53] Thrombin-like serine protease 67 67 72 71
C. atrox AAL77226 Tsai et al. [54] Serine protease catroxase I pre. 66 65 63 65
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domains conservation common to all the new and published
African viper venom SPs sequences as demonstrated in

origin (Figure 5). The predicted antigenic profiles of the

published and new E. ocellatus serine proteases were analysed

Figure 5.

as shown in Figure 5 using Protean Software (DNASTAR,

USA) [53]. The deduced signal peptide domains of the EoSP

1scussion

D

Serine proteases are a major component of viper ven-

4

as these

would normally be cleaved from the native proteins during
posttranslational. The thin vertical boxes depict the residues

variants are separated by a vertical dotted line,

oms and are thought to disrupt several distinct elements

comprising the catalytic traid, H/R/N, D/G/N, and S/P/N/T
(67, 110, and 208), that show the greatest immunogenic

of the blood coagulation system of envenomed victims.
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TaBLE 2: Comparison of amino acid motifs which are responsible for the potent effects and characterisation of some published venom serine
proteases with the four EoSP cDNAs.

Amino acid TSV-PA Batroxobin Ancrod EoSP-1 EoSP-17 EoSP-3 EoSP-7 References
H/R H57 H57 H57 H67 H67 H67 R67
D Dio2 D2 Doz D2 D2 D2 D2

Braud et al. [57]
S 195 §l95 195 §208 208 §208 T208
H Hl92 G192 N192 KZOS LZOS KZOS K205
F F193 G g193 G206 G206 G206 A206
D D189 D% D18 G202 D202 G202 D202 Guinto et al. [58]
P p22s p22s p22s Pp235 p235 P35 p23s
P P219 P219 P219 PZZS V228 PZZS P228 Braud et al. [57]
D D96 N96 R96 Y106 Y106 Y106 Y106
D D% VY7 T 107 T07 07 T7 Lee and Zhang [47]
E B8 98 998 Lo 108 K108 R108

HDS: Catalytic Traid; H/F: substrate specificity; D & P: Architecture of water channel; P: Evolutionary region to kallikrein; DDE: substrate specificity to plasminogen.
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A detailed understanding of the functions of these enzymes
is important for both acquiring a full understanding of
the pathology of envenoming and because these venom
proteins have shown a vital role in treating blood coagulation
disorders.

In general, serine proteinases including fibrinogenolytic
enzymes are very abundant in Viperidae venoms in which
they may account for 20% of their total protein content
[61]. The unique specificity of snake venom proteinases
makes them potentially useful in research of fibrinogen-
depletion and limited proteolysis [62, 63]. This may be
due to the existence of multiple forms of serine proteases
in the venom of a single viper species which is likely to
contribute to the diverse biological effects exerted by the
whole venom. Therefore, screening the E. ocellatus cDNA
library to isolate different isoforms or variants of serine
proteases was the aim of this research work. The results
obtained in this work provide the first molecular sequence
data for E. ocellatus serine proteases they also reveal that
the serine protease composition of E. ocellatus is as complex
as that of the better characterised Viperidae species. The
utilization of PCR amplification of E. ocellatus venom gland
c¢DNA with the new viper serine protease-specific primers
was successful and produced fourteen cDNAs sequences that
were identified (BLAST) as belonging to the serine protease
enzyme family. All EoSP cDNAs were of similar total length
(approximately 0.80 kb, Figure 1) and encoded 260 amino
acids (Figure 2(b)) with a predicted molecular weight of
28.5 kDa. To differentiate between the isolated EoSP clones
a surface probability algorithm was used to assign the 14
E. ocellatus serine protease cDNAs into four main groups
(Figure 3). A single representative clone from each group
was chosen for further analyses as described earlier. The
sequence similarity between the EoSP variants proteins was
less than 60% for the mature protein-coding region but
over 90% for regions coding both the signal peptide and
the carboxyl-terminal end. Thus the latter two regions are
highly conserved, which explains why the PCR experiment
to amplify the cDNAs-encoding EoSP clones was successful.

The EoSP cDNA sequences were confirmed by BLAST
searches as encoding serine proteases (Figure 4). The greatest
sequence similarity was between EoSer-7 and B. gabonica and
V. labetina (80% and 85%) with the remaining EoSP cDNAs
showing 60%-76% sequence similarity with other snake
venom serine proteinases as illustrated in Table 1. From the
proteins with known biological activity, sequence similarities
of the EoSP variants (i.e., EoSer-01, EoSer-03, EoSer-07
and EoSer-17) were 62%—69% with the kinin-releasing and
fibrinogen-clotting serine protease (KN-BJ) from venom
of B. jararaca [51] (Table 1). The putative 18 amino acid
signal-peptide of the EoSP variants was as conserved (over
90% sequence similarity) as that in the serine proteases of
other viper species (Figure 4, arrows). Following the signal
peptide all the EoSP variants contained the predicted six-
amino acid cleavage (activation) site Q-K/T/M/E-S-S-E-L/P
(Figure 4 in green) as proposed for batroxobin [64]; thus
cleavage generates a hydrophilic zymogen peptide, based on
the processing site of pre-peptides of mammalian serine
proteinases [65-67]. Comparison of the EoSP variants with

analogous members of the serine protease family revealed
that all EoSP variants encoded the presumed catalytic triad,
which is common to venom serine proteases H67, D110
and S208 as shown in Figure 4. Such residues were highly
conserved in groups 1-3, except proteins of group 4 (Figures
2(b) and 4) which contain R instead of H at the same
position (Figure 4). Furthermore, comparison of the EoSP
amino acid sequence alignment with analogous venom
serine proteases (Figure 4) revealed a conserved consensus
active site of L-T/S-A-A-H/R/N-C corresponding to position
63-68, as previously determined [68]. Most SVSPs are likely
to be glycoproteins showing a variable number of N- or
O-glycosylation sites in sequence positions that differ from
one SVSP to the other [69]. Using the primary structure of
EoSP variants (Figure 4) the putative N-linked glycosylation
sites, Asn-X-Thr/Ser [45], were found and are located at
two different positions. EoSer-01, EoSer-03, and EoSer-17
[N44_X45_S46 and NZS7_x258_T259] and EoSer-07 [N124_R125_
T!26 and N%7-T2%8-T258]_ Although such motifs are thought
to be needed for protein stabilization rather than for the
catalytic function of the venom enzymes [30], confirmation
of the roles of such motifs in venom proteases remain to
be investigated. All serine proteases have a common pattern
of 6-disulfide bridges [69, 70]. They contain twelve cysteine
residues, ten of which form five disulfide bonds, based on
the homology with trypsin [64]; the remaining two cysteines
form a unique and conserved bridge among SVSPs, involving
Cys245e (chymotrypsinogen numbering), found in the C-
terminal extension [35].

From the results obtained this was found in all EoSP
clones (Figure 2(b)) that encoded the common 12 cysteine
residues in which are strongly conserved forming putative
disulphide bridges which are located at Cys®! Cys>, C%,
Cl00, C145, C165, C176, C204, C2M4, C22%, and C2 (Figure 4).
This suggests that the EoSP proteins possess a similar tertiary
structure to that of other serine proteases which are well
characterized.

Despite such sequence and structural conservation, viper
venom serine proteases show very divergent effects on
haemostasis as previously stated. In some cases certain amino
acid sequences have been shown to be responsible for such
effects as demonstrated in Table 2. Although such table gives
a preliminary prediction of the functional characterization
of the EoSP ¢cDNAs in comparison with well-known char-
acterized venom serine proteases, it cannot be considered as
a functional confirmation or even a categorization strategy
to differentiate between the four EoSP cDNAs. However,
from Figure 4 and Table 2 it can be generally concluded that
such comparison demonstrates that the enzymes encoded
by the four EoSP c¢DNAs confer multiple haemostasis-
disruptive activities to E. ocellatus venom. Furthermore, the
sequence and predicted structural similarities of these four
EoSP groups suggest that an antibody generated to one
group may be capable of neutralizing the other group of
EoSPs. To examine this permeability the sequences of EoSP
groups were subjected to a more specific algorithm that
predicted amino acid motifs of high immunogenicity. A
protein structure-predicting algorithm [56] has been used
(i) to identify domains of strong antigenic potential in the
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toxin gene product and (ii) to determine whether these
domains are conserved in analogous venom toxin gene
products of related vipers. The signal peptide was separated
from the mature protein by dotted line as would be cleaved
posttranslationally. The peaks shown by the EoSPs profile
indicate the numerous domains predicted to have a surface
location and potential for antibody induction. Although
the antigenic peaks of the catalytic traid of the EoSPs
showed less similarity with that of the analogous venom SPs
particularly those at residues 67 and 110, many antigenic
residue similarities of EoSPs are shared with other SVSPs of
related vipers. Therefore, it is likely that antibodies raised by
EoSP DNA immunisation are likely to possess considerable
cross-reactivity and might competitively inhibit the function
of these domains in the similar venom toxins of related
vipers. However, binding of antibodies specific to conserved
antigenic domains without a known function are equally
as likely to disrupt protein function by virtue of steric
hindrance. The veracity of these speculations need to be
confirmed experimentally and thus is a focus of our current
research.

In conclusion, the predicted Jameson-Wolf antigenic
profiles (DNASTAR, USA) of the EoSP variants aligned
with very low identity to their (BLAST) analogous serine
proteases. This observation strongly suggests that an anti-
body raised by immunisation with group one EoSP DNA
is likely to be less effective against the gene products of
groups 2, 3, or 4. Therefore additional antibodies generated
against antigenic index that showed less conservation will be
required.
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Features of amino-acid and codon changes can provide us important insights on protein evolution. So far, investigators have often
examined mutation patterns at either interspecies fixed substitution or intraspecies nucleotide polymorphism level, but not both.
Here, we performed a unique analysis of a combined set of intra-species polymorphisms and inter-species substitutions in human
codons. Strong difference in mutational pattern was found at codon positions 1, 2, and 3 between the polymorphism and fixation
data. Fixation had strong bias towards increasing the rarest codons but decreasing the most frequently used codons, suggesting that
codon equilibrium has not been reached yet. We detected strong CpG effect on CG-containing codons and subsequent suppression
by fixation. Finally, we detected the signature of purifying selection against A|U dinucleotides at synonymous dicodon boundaries.
Overall, fixation process could effectively and quickly correct the volatile changes introduced by polymorphisms so that codon
changes could be gradual and directional and that codon composition could be kept relatively stable during evolution.

1. Introduction

Proteins are typically constructed from 20 different amino
acids that are encoded by triplets of adjacent nucleotides,
namely, codons. Investigation of the features and trends of
amino-acid or codon changes among species can provide
us important insights into protein or genome evolution.
The order of introducing amino acids into the genetic code
was recently inferred based on the change in the frequency
of amino acids between the last universal ancestor of all
extant species and today [1]. More recently, Trifonov [2]
reconstructed the chronological order of entering amino
acids and codons into the genetic code by applying 60
different criteria. Both studies revealed that the early amino
acids were among those synthesized in imitation experiments
[3], which suggested their abundance in the prebiotic
environment, but the late amino acids were nonexistent or
rare in the prebiotic environment.

The reconstructed amino acid chronology provided a
useful index for further studying the evolutionary trend
of amino acid changes. Brooks and Fresco [4] found that
the frequencies of Cys, Try, and Phe have increased since
the last universal ancestor. Jordan et al. [5] systematically
compared sets of orthologous proteins in 15 taxa and
revealed a universal trend of amino acid gain and loss, that
is, amino acids under declining are those entered the genetic
code earliest while those under increasing are generally
late coming. This universal trend was later confirmed by
simulations; however, the underlining mechanism has been
under debate [6, 7].

So far, most studies have relied on the comparison
of amino acid frequencies among different genomes. Such
comparison may not have sufficient resolution for revealing
mutational mechanisms because many genetic factors such
as insertions, deletions, and duplications might have had
dramatic changes of sequences, and recurrent and back



mutations might occur at the same site in the course of
evolution. Single nucleotide polymorphisms (SNPs) and
their recently fixed substitutions provide us an alternative
and unique model for reliably estimating the mutational
trend in protein sequences. A systematic comparison of inter-
and intraspecific mutational changes observed at codons
rather than amino acids should have a fine resolution of
tracing the recent trend of mutations in protein sequences.
Such a systematic comparison at the codon level has rarely
been performed.

For this purpose, we performed a unique comparison of
the mutation patterns at the polymorphic and fixed sites in a
lineage in order to identify features and trends of mutations
that led to codon gain and loss. Our comparative analysis
indicated a prominent strand bias in the complementary
transition pairs in amino-acid coding sequences. Both poly-
morphism and fixation had strong bias toward G/C — A/T
relative to A/T — G/C changes, leading to a decrease of GC
content in coding regions in genome evolution. We examined
the correlation between the frequency change of codons
and their attributes such as physiochemical properties,
chronology, and codon usage. Several interesting features
were observed, implying for the trend of codon gain and loss
in the recent evolutionary history. Our results indicated that
spontaneous mutations have volatile effects on shaping both
the codon and amino acid pool but the fixation process could
effectively keep composition relatively stable and minimize
the structural disruption of the encoded proteins.

2. Materials and Methods

2.1. SNP Data. The human SNPs were downloaded from the
NCBI dbSNP database (ftp://ftp.ncbi.nih.gov/snp/, dbSNP
build 126). We extracted those SNPs that were biallelic,
validated, and uniquely mapped in the human genome
and excluded those SNPs in the repetitive sequences
using the SNP process pipeline in our previous study
[8]. We retrieved the gene annotation information from
the ENSEMBL database (ftp://ftp.ensembl.org/pub/, version
32.35e). Among the SNPs selected above, we found 18,368
mapped in the exonic regions.

An exonic site may be annotated in more than one
transcript because of alternative splicing or multiple genes
at the same location; therefore, we removed such a site when
it had more than one position in codon or it was encoded
in different strands. We separated the retained exonic SNPs
into three groups based on their positions (position 1, 2, or
3) in the corresponding codons. Each site was counted once
to calculate GC content. The GC content at position 1, 2, or
3 was denoted by GC;, GC,, and GC;, respectively. When
the alleles and flanking sequence of a SNP had different
orientation from the corresponding cDNA sequence, the
alleles and flanking sequence were reversely complemented.
These SNPs were used to infer the mutation direction at the
polymorphic sites.

2.2. Inference of Mutation Direction at the Polymorphic
Sites. We used chimpanzee as the outgroup to infer
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the ancestral allele of each human SNP. The chim-
panzee genome was downloaded from the NCBI database
(ftp://ftp.ncbi.nih.gov/genomes/, build 1, version 1). We
ran MegaBLAST [9] to map human SNP sequences to
the chimpanzee genome and then inferred the ancestral
allele of each SNP using the stringent criteria as in our
recent study [8]. The mutation direction was inferred by
the maximum parsimony principle. For example, if a SNP
A/G matches nucleotide “A” in chimpanzee sequence, the
mutation direction would be A — G.

2.3. Substitutions at the Fixed Sites. For consistency, we
used the alignments of 7552 triplets of human-chimpanzee-
mouse orthologous genes (coding regions only) prepared in
Jordan et al. [5]. To estimate the nucleotide substitutions for
the human lineage, we identified the sites where the mouse
and the chimpanzee carried the same nucleotide (e.g., A) but
the human carried a different nucleotide (e.g., G). Because
the rate of nucleotide change in mammalian genomes is
low (~10719) per site per year [10]), according to the
maximum parsimony principle, we could infer the direction
of nucleotide substitution (A — G in this example). We
excluded the sites where any insertion or deletion occurred
in a lineage. Similar to the polymorphisms, these sites were
separated into three groups according to their positions
(position 1, 2, or 3) in the corresponding codons. The GC
content at position 1, 2, or 3, denoted by GC;, GC,, and GCs,
was calculated correspondingly.

2.4. Nucleotide and Codon Changes. The frequency of each
nucleotide change was initially calculated by

Mi—>j

iesi = == %X 100%, 1
fl o Zizj‘?ei"i»j (v

where n;_; is the counts of nucleotide changes from the ith
type to the jth type (i, j = A, C, G or T). Because of unequal
nucleotide composition in sequences, the frequency of each
nucleotide change was then normalized by

_ n,;>j/N,~
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where N; is the total counts of nucleotide i in the sequences.

The normalized difference (gain and loss) of a codon
was defined as the difference of the number of mutations
removing the codon from that creating the codon and
divided by the total number of mutations in the codon. The
equation is

ny —n-
ny+n_’

Codon change = (3)
where 1, (n_) denotes the mutations creating (removing) the
codon. The gain or loss of an amino acid was calculated
similarly.

2.5. Codon Usage Data. Frequencies of codon usage in the
human were obtained from the Codon Usage Database



Journal of Biomedicine and Biotechnology

[11], which contained 38,691,091 codons from human genes
(build: NCBI-GenBank Flat File Release 156.0, http://www
.kazusa.or.jp/codon/).

3. Results and Discussion

3.1. Mutational Features at the Polymorphic and Fixed
Sites in Coding Regions. After removing uncertain or low
quality SNPs, we obtained a total of 11,253 exonic SNPs
that were biallelic and uniquely mapped in the human
genome and whose ancestral alleles could be inferred
from their alignment with chimpanzee genomic sequences.
Separately, we identified 14,007 substitutions that occurred
in the human lineage based on the alignments of human-
chimpanzee-mouse orthologous gene sequences. The direc-
tion of nucleotide changes was used to examine the muta-
tional features at the polymorphic and fixed sites as well as
gain and loss of amino acids and their codons.

We first examined the polymorphisms at each position
(1, 2, or 3) of a codon. We observed more than half of
the SNPs located at position 3 (2803 at position 1, 2466
at position 2, and 5984 at position 3). The frequencies of
transitions (changes between a purine and another purine
or between a pyrimidine and another pyrimidine) were
much higher than those of transversions (changes between
a purine and a pyrimidine) (Figure 1). Specifically, the
frequencies of polymorphisms G — A (C — T) were
higher than those of A — G (T — C) at each codon
position. Importantly, the frequency was notably different
between A — G (e.g., 15.9% at position 1) and T — C
(e.g., 11.8% at position 1) at each position; such difference
could not be detected in the whole genome or in noncoding
regions in our previous study [8]. This feature might reflect
the strand bias in the coding regions. Indeed, we observed
26.8% of A and 17.3% of T at position 1 and similar
composition bias at other two positions in the coding
regions (see Supplemental Table 1 in supplementary material
available online at doi:10.1155/2010/202918). The strand
bias might be resulted from different functional constraints.
For example, the two DNA strands of a transcribed gene
are under different selection pressure due to transcriptional
process.

We obtained a total of 14,007 fixed sites (2765 at position
1, 2199 at position 2, and 9043 at position 3) based on
the alignments of triplets of human-chimpanzee-mouse
orthologous gene sequences. Similar to the polymorphism
data, the frequencies of transitions were much higher than
transversions (Figure 1), and the frequencies were not
symmetric for the complementary substitution pairs (e.g.,
G — AversusA — G).

Opposite to the similar frequency of each transversion
type, we observed strong difference in the frequency of each
transition type at each position, especially at position 3,
when compared polymorphism and fixation data (Figure 1).
At positions 1 and 2, mutation G — A occurred most
frequently based at the polymorphic and fixed sites. At
position 3, mutation C — T occurred most frequently at the
polymorphic sties whereas T — C occurred most frequently
at the fixed sties.

There was a significant excess of G/C — A/T mutations
at both polymorphic and fixed sites when compared to
A/T — G/C mutations (Table 1). Here, G/C — A/T
denotes changes of G or C to A or T. For example, the
number of G/C — A/T and A/T — G/C changes was
1443 and 991 at position 1 at the fixed sites, respectively.
The difference was significant (P = 5.1 x 1072°) assuming
that they had the same chance in a random mutation
model. This observation suggested a declining GC content
in coding regions, which has higher GC content than
noncoding regions. These results were consistent with our
previous finding of more G/C — A/T than A/T — G/C
mutations at polymorphic sites in each categorized human
genomic region [8]. However, another study reported a weak
fixation bias favoring mutations that increase GC content
in noncoding regions despite of no significant difference at
the fixed sites between G/C — A/T and A/T — G/C
changes [12]. Of note, the difference between the frequencies
of G/C — A/T and A/T — G/C changes was much smaller
at the fixed sites than the polymorphic sites (Table 1). For
example, for all mutation data in codons, the frequencies of
G/C — A/T and A/T — G/C changes were 47.8% and
42.8% at the fixed sites, compared to 57.6% and 30.2% at
the polymorphic sites. This indicated that fixation allows less
variation in GC content than polymorphism in the course of
genome evolution.

3.2. Trends of Amino Acid Gain and Loss. We next examined
the trend of mutation at the amino acid level. We measured
gain and loss of an amino acid by the difference of
the number of mutations removing the amino acid from
creating the amino acid divided by the total number of
mutations in the amino acid (see Materials and Methods).
Supplementary Figure 1 displays the gain and loss trend
for the 20 amino acids in the human lineage. There was
a great variation towards gain or loss among amino acids;
however, the extent of variation by the polymorphisms
was remarkably stronger than that by the fixed substi-
tutions. For example, the normalized difference in Gly
was —0.13 by the polymorphisms, compared to —0.016
by the fixed substitutions. Here, a minus value indicates
the trend of loss in the recent history. This suggests that
many new neutral mutations would have been eliminated
by genetic factors such as genetic drift and natural selec-
tion.

We examined the trend of gain and loss of amino acids by
their chronology [2]. Overall, the early-coming amino acids
(Gly, Ala, and Asp) tended to be lost; an opposite trend (i.e.,
gain), though much weaker, was observed for the late coming
ones (e.g., Trp, Phe, Cys, and His) (Supplementary Figure
1). Interestingly, polymorphisms resulted in an accumulation
of almost all the latest 10 amino acids except Tyr which
had a small loss. This implies that the ancient amino acids
have been under loss whereas the late coming amino acids
have been under accumulation. This observation supports
the previous studies using substitution data among more
evolutionarily distant species [4, 5]. Of note, Met, a late
amino acid, tended to lose by fixation. This may reflect
the functional constraint on this amino acid because it is
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FiGgure 1: Normalized frequencies of nucleotide changes at the polymorphic and fixed sites in amino-acid coding regions. Figures 1(a)-1(c)
show the frequencies of polymorphism (Poly) and fixation mutations at the first (a), second (b), and third (¢) positions of a codon. (d)
Frequency of all the mutation data. Dotted lines indicate the polymorphism and solid lines indicate the fixation.

TasLE 1: Comparison of mutations G/C — A/T and A/T — G/C at the polymorphic and fixed sites in coding regions.

Position 1 Position 2 Position 3 Total
Poly (%) Fixed (%) Poly (%) Fixed (%) Poly (%) Fixed (%) Poly (%) Fixed (%)
G/C — A/T 1547 (50.9) 1443 (48.7) 1324 (59.2) 1051 (55.4) 3791 (57.5) 4369 (41.7) 6662 (57.6) 6863 (47.8)
A/T — G/C  831(33.7) 991 (39.3) 793 (26.6) 878 (31.4) 1593 (32.6) 3937 (50.6) 3217 (30.2) 5806 (42.8)
P-value 3.7%x107° 2.0x 1077 1.3x107% 1.8x 107

The frequency of each mutation type was included in the parentheses. P-values were calculated by y? test for 2 X 2 contingency tables at each position or for

the total data. Poly: polymorphisms. Fixed: fixed substitutions.
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the first amino acid in most eukaryotic proteins. Further
investigation is warranted.

We performed linear regression analysis of amino acid
changes with their physiochemical characters including
charge, polarity, and polarity and volume using Zhang’s
classification [13]. No significant correlation was found,
suggesting that the physiochemical attributes may not have a
major effect on governing the recent amino acid composition
changes.

3.3. Codon Gain or Loss with Chronology. Because most
amino acids are encoded by more than one codon, a detailed
examination of nucleotide substitution at the codon level
should provide more insights on amino-acid compositional
changes in protein evolution. We first examined the gain
and loss of codons for the amino acids ordered by amino-
acid chronology. There was no clear trend of loss of codons
for early-coming amino acids or gain of codons for late
coming amino acids; however, almost all amino acids that
have multiple codons (synonymous codons) had a balancing
effect by gaining some codons while losing the others
(Supplemental Figure 2). For example, Gly has four codons.
Both the polymorphisms and fixation resulted in two of them
(GGC and GGG, early codons) to lose but the other two
(GGA and GGT, late codons) to gain. This feature seems
to be attributed to the different chronological orders of
amino acids and codons entering the genetic code. Moreover,
late coming amino acids might grab codon(s) encoding
other amino acids through codon capture, which has been
commonly proposed as a mechanism for adding amino acids
into the code [14, 15]. For example, it was reported that AUA
(Ile) also encodes methionine (Met) in yeast [16] and that
AAA encodes asparagine (Asn) rather than lysine (Lys) in
some animal mitochondria [17].

Therefore, we re-examined the gain and loss of codons
in codon’s temporal order constructed by Trifonov [2].
Remarkably, we observed an overall trend that the late com-
ing codons were gainers whereas the early-coming codons
were losers, with only a few exceptions (e.g., AAG and GTC)
(Figure 2). Compared to the fixation, polymorphisms had a
stronger trend. All the latest 10 codons were increasing while
10 of the earliest 11 codons were decreasing. This observation
implies that, in the course of evolution, late coming codons
were continuously added into the genetic code and encoded
amino acids in the primitive proteins; meanwhile, the usage
of early codons in proteins gradually declined. Finally, we did
not find significant correlation between the codon changes
and the physiochemical characters (charge, polarity, and
polarity and volume) of amino acids encoded by the codons.

3.4. Codon Gain or Loss with Codon Usage. We further
examined the relationship between codon usage and the
trend of codon changes by the polymorphisms and fixation.
We obtained the frequencies of codon usage in the human
genome from the Codon Usage Database [11]. We defined
a codon being rare when its frequency was <13 per 1,000
codons in the genome, as previously suggested in [18, 19].
Figure 3 shows the changes of codons ordered by the codon

usage frequency. Interestingly, fixation had strong, but oppo-
site, effect on rarely and frequently used codons (Figure 3).
For rare codons, fixation increased 18 while decreased 6
codons. In contrast, for nonrare codons, fixation increased
13 but decreased 24 codons. The difference was statistically
significant (2 X 2 contingency table, P = .005). Strikingly,
fixation resulted in a strong increase of the frequencies (i.e.,
gain) of all the 10 rarest codons (Figure 3). The extent of
increasing these codons by fixation was stronger than other
codons. Conversely, for the 16 most frequent codons, we
observed 12 under loss by fixation.

Polymorphisms did not show such a contrast pattern
as observed in fixation. However, there was an interesting
feature. There is a total of eight codons that contain CG
dinucleotides; they could be termed NCG and CGN where
“N” denotes any nucleotide (A, C, G, or T). When we
examined the nucleotide attributes of rare codons, we found
that all these CG containing codons belonged to rare codons.
Interestingly, polymorphisms tended to decrease all these
codons except CGT, which had a small increase (Figure 3).
It is well known that the mutation rate of CG — TG/CA is
much higher because of the hypermutability of methylated
CpGs, that is, CpG effect [20, 21]. Our analysis of mutation
direction using SNP data indicated much higher frequencies
of CG — TG/CA than TG/CA — CG changes in the NCG
and CGN codons (1,600 versus 560, 2.86 folds, Table 2),
which confirmed the strong CpG effect on these codons.
A more detailed examination revealed that this difference
was largely attributed to the asymmetrical synonymous
transition between NCG and NCA. For example, for CCG
codon, we observed 206 synonymous transitions CCG —
CCA compared to 80 CCA — CCG. Consequently, the
frequencies of the NCG and CGN codons tended to decrease
by polymorphisms. The only exception is CGT, a codon
gainer. There were only 6 CGT — CGC compared to 53
CGC — CGT changes. This unique asymmetry of syn-
onymous transition at the third position of CG containing
codons resulted in an overall accumulation.

We further compared CG — TG/CA versus TG/CA —
CG changes in the eight CG containing codons using the
polymorphism and fixation data. In contrast to the strong
CpG effect in the spontaneous nucleotide polymorphisms,
we detected a strong suppression of CpG effect on NCG
codons as well as a moderate suppression on CGN codons
by fixation. For example, in polymorphisms, the ratios of
CG — TG/CA over TG/CA — CG changes were at least
2; however, in fixation, most of CpG containing codons,
especially the NCG codons, had the ratio not greater than
1 (Table 2). When we combined all eight codons, the ratio
was 2.86 by polymorphisms but only 0.50 by fixation.
Based on these results, we proposed that fixation process
could fix the potential rapid loss of CpG containing codons
caused by the CpG effect, therefore, avoid dramatic change
of codons during short evolutionary period. It is worth
noting that a similar suppression of polymorphisms at the
CpG dinucleotides in CpG islands, which are often found
in the promoter regions, was found as a mechanism to
maintain high CpGs and GC content in the promoter regions
[22, 23]. Purifying selection was suggested to play a role in
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TABLE 2: Statistics of mutations CG — T'G/CA in eight CG-containing codons.
Codon Polymorphism Fixation
CG — TG/CA TG/CA - CG Ratio? CG — TG/CA TG/CA - CG Ratio?
ACG 282 141 2.00 89 245 0.36
TCG 193 61 3.16 52 121 0.43
CCG 282 115 2.45 87 225 0.39
GCG 271 81 3.35 75 180 0.42
CGA 88 12 7.33 17 14 1.21
CGT 106 53 2.00 14 25 0.56
CGC 163 29 5.62 47 22 2.14
CGG 215 68 3.16 65 65 1.00
Total 1600 560 2.86 446 897 0.50
Ratio of CG — TG/CA over TG/CA — CG changes.
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Ficure 4: Nonsynonymous to synonymous substitutions (N/S) ratio calculated by the polymorphic and fixed nucleotide changes. Two
codons (ATG and TGG) are not included because of their lack of synonymous substitutions. Symbol “#” indicates NCG codons. Codons are

placed by the descending order of the polymorphism’s N/S ratios.

the suppression of polymorphisms at the CpG dinucleotides
in CpG islands [23]. Therefore, polymorphisms in the
functional regions might have been under elimination due
to functional constraints.

3.5. Selective Constraints on Codons. The different features
of polymorphisms and fixation in codons, especially CpG
containing codons, suggest that genetic factors such as
selective constraints might have played important roles in
codon evolution. We next calculated the ratio of non-
synonymous over synonymous substitution (N/S) for each
codon, which is a typical method for detecting functional
constraints on coding sequences [24]. Based on the fixation

data, all codons except ATA had the N/S ratio smaller than
1, and most codons had the ratio much smaller than 1
(Figure 4). This suggests strong purifying selection on most
codons during evolution. As expected, there were more
synonymous mutations than nonsynonymous mutations
because all codons, except ATG (coding Met), TGG (coding
Trp), and ATA (coding Ile), could have transitions at their
third position without changing amino acids and because
the transition over transversion ratio has been observed to
be approximate 2 in many vertebrate genomes [21, 25]. This
type of synonymous transitional mutations was known to be
“cheap” and occurred most frequently [26]. However, ATA
lacks of such “cheap” mutations, which explains why the N/S
ratio was greater than 1.
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TaBLE 3: Mutation pattern on A|U dicodon boundaries.
Polymorphism Fixation
A|T A|G A|T AlG
T/C/G — A 328 613 300 507
A - T/C/G 228 269 229 517
P-value? 449 x107° 7.12x 1073

P-values were calculated by y? test for 2X2 contingency tables. A|G dicodon
boundaries were considered as control.

2Note the opposite pattern on A|U dicodon boundaries by polymorphism
and fixation.

The N/S ratios using the polymorphism data were
remarkably higher than the corresponding ones using the
fixation data, with one exception (AGC, serine) (Figure 4).
Nearly half of the codons had the N/S ratio greater than 1.
Seven codons had ratio greater than 2, including four CGN
codons. We found that spontaneous mutations favored tran-
sitions at the first and second positions (nonsynonymous)
over transitions at the third position (mostly synonymous)
in these seven codons, particularly in the CGN codons.
For example, there were 106 CGT — TGT/CAT nonsyn-
onymous changes but only 6 CGT — CGC synonymous
changes. This resulted in a very high N/S ratio for codon
CGT (Figure 4). However, these nonsynonymous changes
were directly linked to the CpG effect, which conversely
led to a high abundance of synonymous mutations at the
second and third positions of NCG codons. Therefore, we
observed small N/S ratios for NCG codons (Figure 4). As
shown in Table 2, fixation had a much smaller ratio of CG —
TG/CA over TG/CA — CG changes for NCG than for CGN
codons. Taken together, CpG effect plays a dominant role
in preferring mutations at the polymorphic sites. However,
selective constraints during fixation process could largely
correct it to balance the codon composition.

3.6. Selection Effect on Dicodon Boundary. An early study
reported that AU dinucleotides was a cleavage site of
RNase L, the 2',5"-oligoadenylate-dependent ribonuclease
[27]. Interestingly, a recent study extended this analysis in
yeast and found that mRNAs containing A|U dinucleotides
at synonymous dicodon boundaries had a short half-life
due to more efficient 3'-5" degradation by endonucleolytic
cleavage [19]. If this was true in humans, we may detect
the signature of purifying selection on A|U dinucleotides at
synonymous dicodon boundaries. That is, mutations toward
A at the third position of synonymous codon leading to A|U
dicodon boundaries would not favor, but mutations from A
at the third position of synonymous codon leading to non-
AU dicodon boundaries would favor. The mRNA half-life is
irrelative of the use of synonymous A|G dicodon boundary
[19]; therefore, we used synonymous A|G dicodon boundary
as control. Our analysis of polymorphism data revealed
a dramatic deficit of A|U dicodon boundary (Table 3).
However, we observed an opposite effect of fixation on A|U
dicodon boundary, that is, fixation would favor A|U dicodon
boundaries. This opposite feature has not been reported
in literature. The mechanism is unclear and needs further
investigation.

Journal of Biomedicine and Biotechnology

4. Conclusions

Amino acid compositions and nucleotide substitutions have
been extensively studied because they are fundamental in
protein and genome evolution. So far, either interspecies
nucleotide substitutions or intraspecies nucleotide poly-
morphisms, but not both, have been analyzed. In this
study, we uniquely and systematically compared the inter-
and intraspecies nucleotide changes in amino-acid coding
sequences, especially at the codon level. Our results provided
a detailed view on the spontaneous point mutations in
codons and subsequent and rapid fixation in a lineage (e.g.,
human lineage) in recent genome evolution. We observed
a trend of loss of the ancient codons while gain of the
latest codons. Fixation had a strong bias towards increasing
the rarest codons but decreasing the most frequent codons,
suggesting that codon equilibrium has not been reached
yet. Another major feature is that fixation could effectively
suppress the strong CpG effect on the CG containing codons.
Functional constraints such as purifying selection have likely
played a major role in codon changes. Finally, we reported
a unique and opposite mutation pattern on A|U dicodon
boundaries. Although these findings are limited to the trends
of codon gain and loss in the recent history, more specifi-
cally in the recent human history, they provide important
insights on how nucleotide changes in the protein-coding
regions have likely shaped the genome and protein sequence
composition.
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