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#### Abstract

How to determine a suitable security algorithm for a special application scenario is a complex problem. In this paper, this complex problem is formulated as a multicriteria decision-making (MCDM) problem, and we propose a novel MULTIMOORA (multiobjective optimization on the basis of a ratio analysis plus the full MULTIpevaluation information in the security algorithms evaluation problem. The MULTIMOORA method is an excellent decision method, which owns strong robustness. However, it has not been used to process the complex information structure of $q$-rung orthopair fuzzy sets. Moreover, it cannot solve the problem that the extreme values negatively influence the ranking results, and it also cannot capture the interrelationship hiding behind the criteria. To overcome the above challenges, we propose novel $q$-rung orthopair fuzzy Dombi power Heronian mean (DPHM) operator and $q$-rung orthopair fuzzy Dombi power geometric Heronian mean (DPGHM) operator. Based on these two operators, the MULTIMOORA method is improved for solving the security algorithms' evaluation problem. Finally, a practical example for evaluating five security algorithms is used to illustrate the decision process of the proposed $q$-rung orthopair fuzzy MULTIMOORA method.


## 1. Introduction

With the quick development of multiple information technologies including cloud computing, Internet of Things, and edge computing [1], more and more companies and personals choose to upload their private data to the network [2]. However, as the scale of network becomes larger, the whole network becomes more complicated [3]. The network shows massive security loophole [4]. The companies and personals also own the special software to improve their business. The software also has massive security loophole and risks. To ensure the reliability of software and network, researchers and scholars have provided some solutions. For example, Abdel-Basset et al. [5] have put forward a neutrosophic decision-making model for evaluating the e-government website according to the quality, security, and accessibility. Wang et al. [6] have combined the TOPSIS
(technique for order of preference by similarity to ideal solution) approach with the 0-1 integer programming method to choose an intelligent web service for improving the reliability of network.

Researchers and scholars also designed a number of efficient security algorithms to ensure the security requirements of network [7-9]. However, these security algorithms usually own different characteristics and advantages [10]. For a special application scenario, a suitable security algorithm should be selected for satisfying the requirements of this application scenario. How to choose the most suitable security algorithm for a special application scenario is a big challenge. To address this problem, Ning et al. [11] formulated this problem as a multicriteria deci-sion-making (MCDM) problem and proposed a hybrid model for selecting the best encryption algorithm according to several requirements such as the performance, physical,
and security. However, the study [11] still has some shortcomings.
(1) In the study [11], crisp values are used to evaluate security algorithms. Since the security algorithm evaluation problem becomes more and more complex, it is not easy for decision makers to use accurate crisp values for evaluating security algorithms [13]. The birth of fuzzy sets (FSs) [14] provides decision makers with a new way to express uncertain evaluation information. However, FSs only describe the membership degree (MD) information. To enhance the uncertain information modeling capability, intuitionistic fuzzy sets (IFSs) [15] were proposed to express the MD and nonmembership degree (NMD) information. In IFSs, the sum of MD and NMD values is not larger than 1. To provide the decision makers with more freedom for expressing the evaluation information, the concept of Pythagorean fuzzy sets (PFSs) was proposed by Yager and Abbasov [16], where the square sum of MD and NMD is not larger than 1 . To generalize the concepts of IFSs and PFSs, a generic version, called $q$-rung orthopair fuzzy set (q-ROFS), was proposed by Yager [17]. In this study, we intend to use $q$-ROFSs to express the uncertain information. The significance of $q$-ROFSs is that this information representation way is flexible, and it provides the decision makers with more freedom than PFSs and IFSs.
(2) $q$-ROFSs have attracted many researchers since its birth. For example, linguistic q-ROFSs [18-20] and interval-valued q -ROFSs [21] are the qualitative and uncertain versions of $q$-ROFSs. To fuse $q$-ROFSs' information, various aggregation operators have been proposed [22-28], such as Archimedean Bonferroni mean operators [22], partitioned Bonferroni mean operators [23], Heronian mean operators [24], Maclaurin symmetric mean operators [25, 26], Hamy mean operators [27], and Choquet integral operators [28]. They are the value measurement MCDM methods [29-31], which do not consider the distance between each criterion value and maximum criterion value.
(3) As one of the efficient decision methods, the MULTIMOORA (multiobjective optimization on the basis of a ratio analysis plus the full MULTIplicative form) method [32] consists of three submodels for comprehensively determining the decision results. As shown in Table 1, the decision results that are obtained from the MULTIMOORA method are robust and the MULTIMOORA method outperforms than some other decision methods [12]. Because of its excellent characteristics, the MULTIMOORA method has been used to process various evaluation information, such as interval numbers [33], IFSs [34], picture fuzzy sets [35], and probabilistic linguistic term sets [36]. To the best of our knowledge, there have been no research results on
the combination of $q$-ROFSs and MULTIMOORA method to date. In this paper, we intend to extend the MULTIMOORA method for processing the $q$ ROFS information in the MCDM problems. Nevertheless, the MULTIMOORA method cannot handle the case that extreme values influence the reliability of the decision results. Moreover, it is incapable of processing the complex interrelationships hiding behind criteria values.
Hence, the motivations of this study are summarized as
(1) A more flexible way of $q$-ROFSs is used to express the uncertain and vague evaluation information for the security algorithms evaluation problems
(2) A novel decision-making method is developed to solve the security algorithms evaluation problems and select an appropriate algorithm for a special application scenario

To overcome the challenges, a novel $q$-rung orthopair fuzzy MULTIMOORA method based on Dombi power Heronian mean aggregation operators is proposed in this paper, and it is applied to solve the security algorithms' evaluation problem.
(1) The Dombi operational laws, special forms of $t$-norms and $t$-conorms, show strong flexibility when computing input values. The power average (PA) operator has the ability of alleviating negative influences of extreme input values on the decision results. The Heronian mean (HM) acts as a mapping function that can capture the complex interrelationships among input values. Considering the excellent characteristics, in this paper, some Dombi power Heronian mean aggregation operators are proposed to fuse $q$-rung orthopair fuzzy numbers ( $q$-ROFNs), which are $q$ rung orthopair fuzzy Dombi power Heronian mean ( $q$-ROFDPHM) operator and $q$-rung orthopair fuzzy Dombi power geometric Heronian mean ( $q$ ROFDPGHM) operator, as well as their weighted forms. Afterwards, their features are discussed.
(2) The weighted forms of the $q$-ROFDPHM and $q$ ROFDPGHM operators are applied to improve the MULTIMOORA method so that a novel $q$-rung orthopair fuzzy MULTIMOORA method is put forward for handling the security algorithms' evaluation problem. After that, the detailed decisionmaking procedure of the proposed $q$-rung orthopair fuzzy MULTIMOORA method is provided.
(3) A case concerning the evaluation of five security algorithms is provided to show the implementation processes of the proposed $q$-rung orthopair fuzzy MULTIMOORA method. Afterwards, the influences of the parameters on the ranking results are analyzed. Then, the $q$-rung orthopair fuzzy MULTIMOORA method is compared with the existing decision methods that handle the $q$-ROFS information.

Table 1: Performance comparison among decision-making methods [12].

| Methods | Computational time | Simplicity | Mathematical calculations | Stability |
| :--- | :---: | :---: | :---: | :---: |
| MULTIMOORA | Very less | Very simple | Minimum | Good |
| TOPSIS | Moderate | Moderately critical | Moderate | Poor |
| VIKOR | Less | Simple | Moderate | Medium |
| ELECTRE | High | Moderately critical | Moderate | Medium |

The rest content of this paper is organized as follows. The basic knowledge of $q$-rung orthopair fuzzy sets, PA, Dombi T-conorm and T-norm, HM operator, and MULTIMOORA method is provided in Section 2. In Section 3, the $q$ ROFDPHM operator and its weighted form are put forward. Section 4 puts forward the $q$-ROFDPGHM operator and its weighted form. In Section 5, we apply the proposed operators to propose a novel $q$-rung orthopair fuzzy MULTIMOORA method and also present the decision procedure. In Section 6, an illustrative example of evaluating of security algorithms is provided to show the implementation process of the proposed $q$-rung orthopair fuzzy MULTIMOORA method. In Section 7, some valuable conclusions are listed.

## 2. Preliminaries

In this paper, the basic information of q -ROFSs, PA, Dombi T-conorm and T-norm, HM operator, and MULTIMOORA method is provided.
2.1. $q$-Rung Orthopair Fuzzy Sets. The concept of $q$-ROFSs was proposed based on IFSs and PFSs. The $q$-ROFSs show higher flexibility and larger value range than IFSs and PFSs [37-39].

Definition 1 (see [17]). Let $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be a finite universe of discourse (UoD); then, a $q$-ROFS $A$ on $X$ is mathematically expressed as

$$
\begin{equation*}
A=\left\{\left\langle x, \mu_{A}(x), v_{A}(x)\right\rangle \mid x \in X\right\}, \tag{1}
\end{equation*}
$$

where $\mu_{A}: X \longrightarrow[0,1]$ and $\nu_{A}: X \longrightarrow[0,1]$ are the membership degree (MD) and nonmembership degree (NMD) of the element $x$ belonging to the $q$-ROFS $A$, respectively. The constraint conditions for q -ROFS are $0 \leq \mu_{A}(x) \leq 1,0 \leq v_{A}(x) \leq 1$, and $0 \leq \mu_{A}^{q}(x)+\nu_{A}^{q}(x) \leq 1$, for all $q \geq 1$. The parameter $q$ is a positive integer. The value of $\pi_{A}(x)=\sqrt[q]{\left(1-\left(\mu_{A}(x)\right)^{q}-\left(v_{A}(x)\right)^{q}\right)}$ is defined to be the hesitant degree (HD) of the element $x$ belonging to the $q$ ROFS $A$. For convenience, the two-tuple $\left(\mu_{A}(x), \nu_{A}(x)\right)$ is simplified as $\left(\mu_{A}, v_{A}\right)$, which is also called $q$-rung orthopair fuzzy number ( $q$-ROFN) by Liu and Wang [40].

For comparing $q$-ROFNs, the definitions of score function and accuracy function were given by Liu and Wang [40] for $q$-ROFNs as follows.

Definition 2 (see [40]). Given a $q$-ROFN $o=(\mu, \nu)$, then its score function and accuracy function are defined as $s(o)=$ $\mu^{q}-\nu^{q}$ and $h(o)=\mu^{q}+\nu^{q}$, in which $s(o) \in[-1,1]$ denotes the score function and $h(o) \in[0,1]$ is the accuracy function.

Based on the above score function and accuracy function presented in Definition 2, Liu and Wang [40] gave a method for comparing two $q$-ROFNs as follows.

Definition 3 (see [40]). Given two $q$-ROFNs $o_{1}=\left(\mu_{1}, \nu_{1}\right)$ and $o_{2}=\left(\mu_{2}, \nu_{2}\right), s\left(o_{1}\right)$ and $s\left(o_{2}\right)$ are their score function values, and $h\left(o_{1}\right)$ and $h\left(o_{2}\right)$ are their accuracy function values,
(1) If $s\left(o_{1}\right)>s\left(o_{2}\right)$, then it can be considered that $o_{1}>o_{2}$.
(2) If $s\left(o_{1}\right)=s\left(o_{2}\right)$, then their accuracy function values should be further compared as follows:
(1) If $h\left(o_{1}\right)>h\left(o_{2}\right)$, then $o_{1}>o_{2}$.
(2) If $h\left(o_{1}\right)=h\left(o_{2}\right)$, then $o_{1}=o_{2}$.

To measure the deviation degree between any two $q$ ROFNs, Liu et al. [41] provided the definition of distance between them as follows.

Definition 4 (see [41]). For $q$-ROFNs, $o_{1}=\left(\mu_{1}, \nu_{1}\right)$ and $o_{2}=\left(\mu_{2}, v_{2}\right)$, the distance between them is computed as

$$
\begin{equation*}
d\left(o_{1}, o_{2}\right)=\frac{1}{2}\left(\left|\mu_{1}^{q}-\mu_{2}^{q}\right|+\left|v_{1}^{q}-v_{2}^{q}\right|+\left|\pi_{1}^{q}-\pi_{2}^{q}\right|\right) \tag{2}
\end{equation*}
$$

where $\pi_{1}$ and $\pi_{2}$ are the HD values of $q$-ROFNs $o_{1}$ and $o_{2}$, respectively.
2.2. Power Average Operator. The power average (PA) is a useful aggregation operator that was put forward by Yager [42]. The PA operator has the ability of alleviating negative influences of extreme input values on the calculation results. The original PA operator was devised to process crisp values. Its mathematical definition is given as follows:

Definition 5 (see [42]). Let $o_{i}(i=1,2, \ldots, n)$ be a series of nonnegative crisp values; then, the PA operator really acts as a function that

$$
\begin{equation*}
\operatorname{PA}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\sum_{i=1}^{n}\left(\frac{\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)} o_{i}\right) \tag{3}
\end{equation*}
$$

where $S\left(o_{i}\right)=\sum_{j=1, j \neq i}^{n} \operatorname{Sup}\left(o_{i}, o_{j}\right)$ is the support degree for $o_{i}$ from $o_{j}$ and $\operatorname{Sup}\left(o_{i}, o_{j}\right)=1-d\left(o_{i}, o_{j}\right)$.

The support degree satisfies the following features:
(1) $\operatorname{Sup}\left(o_{i}, o_{j}\right) \in[0,1]$
(2) $\operatorname{Sup}\left(o_{i}, o_{j}\right)=\operatorname{Sup}\left(o_{j}, o_{i}\right)$
(3) If $d\left(o_{i}, o_{j}\right)<d\left(o_{r}, o_{k}\right)$, then $\operatorname{Sup}\left(o_{i}, o_{j}\right)>\operatorname{Sup}\left(o_{r}, o_{k}\right)$, where $d\left(o_{i}, o_{j}\right)$ denotes the distance between $o_{i}$ and $o_{j}$
2.3. Dombi T-Norm and T-Conorm. The Dombi T-norm (TNM) and T-conorm (TCNM), which were proposed by Dombi [43], are referred to as special forms of $t$-norms and t -conorms. Their mathematical expressions are provided as follows.

Definition 6 (see [43]). Given any two real values, $m$ and $n$, then the Dombi TNM and Dombi TCNM act as two functions, which are mathematically defined as

$$
\begin{align*}
D(m, n) & =\frac{1}{1+\left(((1-m) / m)^{\mathbb{N}}+((1-n) / n)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}, \\
D^{*}(m, n) & =1-\frac{1}{1+\left((m /(1-m))^{\mathbb{N}}+(n /(1-n))^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}, \tag{4}
\end{align*}
$$

where $\aleph>0, m, n \in[0,1]$.
Based on the above Dombi TNM and Dombi TCNM, Jana et al. [44] gave the Dombi operational laws for computing $q$-ROFNs as follows.

Definition 7 (see [44]). Given two $q$-ROFNs $o_{1}=\left(\mu_{1}, \nu_{1}\right)$ and $o_{2}=\left(\mu_{2}, v_{2}\right)$, then the Dombi operational laws of $q$ ROFNs are defined as

$$
\begin{aligned}
& \text { (1) } o_{1} \oplus o_{2}=\left(\left(1-\left(1 /\left(1+\left(\left(\mu_{1}^{q} / \quad\left(1-\mu_{1}^{q}\right)\right)^{\aleph_{~}}+\quad\left(\mu_{2}^{q} /(1-\right.\right.\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.\left.\mu_{2}^{q}\right)\right)^{\aleph}\right)^{(1 / \aleph)}\right)\right)\right)^{(1 / q)},\left(1 /\left(1+\left(\left(\left(1-\nu_{1}^{q}\right) / \nu_{1}^{q}\right)^{\aleph}+\left(\left(1-\nu_{2}^{q}\right) /\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.\nu_{2}^{q}\right)^{\aleph}\right)^{(1 / \aleph)}\right)\right)^{(1 / q)}\right) \\
& \text { (2) } o_{1} \otimes o_{2}=\left(\left(1 /\left(1+\left(\left(\left(1-\mu_{1}^{q}\right) / \mu_{1}^{q}\right)^{\aleph}+\quad\left(\left(1-\mu_{2}^{q}\right) /\right.\right.\right.\right.\right. \\
& \left.\left.\left.\left.\mu_{2}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}\right)\right) \quad(1 / q),\left(1-\left(1 /\left(1+\left(\left(\nu_{1}^{q} /(1-\right.\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.\left.\left.\nu_{1}^{q}\right)\right)^{\aleph}+\left(\nu_{2}^{q} /\left(1-\nu_{2}^{q}\right)\right)^{\aleph}\right)^{(1 / \mathcal{N})}\right)\right)\right)^{(1 / q)}\right) \\
& \text { (3) } l o_{1}=\left(\left(1-\left(1 /\left(1+\left(l\left(\mu_{1}^{q} /\left(1-\mu_{1}^{q}\right)\right)^{\mathbb{N}}\right) \quad(1 / \mathbb{N})\right)\right)\right)^{(1 / q)}\right. \text {, } \\
& \left.\left(1 / 1+\left(l\left(\left(1-\nu_{1}^{q}\right) / \nu_{1}^{q}\right)^{\aleph}\right)^{(1 / \aleph)}\right)^{(1 / q)}\right) \\
& \text { (4) } o_{1}^{l}=\left(\left(1 /\left(1+\left(l\left(\left(1-\mu_{1}^{q}\right) / \mu_{1}^{q}\right)^{\aleph}\right) \quad(1 / \aleph)\right)\right)^{(1 / q)}, \quad(1-\right. \\
& \left.\left.\left(1 /\left(1+\left(l\left(\nu_{1}^{q} /\left(1-\nu_{1}^{q}\right)\right)^{\aleph}\right)^{(1 / \mathcal{N})}\right)\right)\right)^{(1 / q)}\right) \text {, where } \aleph>0
\end{aligned}
$$

2.4. Heronian Mean and Geometric Heronian Mean Operators. The aggregation operators (AOs) [45-47] are value measurement MCDM methods. It is very simple and easy to perform AOs. The AOs are the processes, which fuse given input values into a single value [48]. For aggregating the complicated information structures of various fuzzy sets, researchers have put forward various AOs. The Heronian mean (HM) operator [49], an excellent and useful AO, is capable of processing the complicated interrelationships among input values, which are common in the MCDM contexts. The HM operators can be divided into two categories: arithmetic HM (AHM) and geometric HM (GHM) operators, which are mathematically defined as follows.

Definition 8 (see [49]). Let $o_{i}(i=1,2, \ldots, n)$ be a series of nonnegative real values; the parameters $\gamma, \eta \geq 0$; then, the AHM operator can aggregate the nonnegative real values as

$$
\begin{equation*}
\operatorname{HM}^{\gamma, \eta}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \sum_{i=1}^{n} \sum_{j=i}^{n} o_{i}^{\gamma} o_{j}^{\eta}\right)^{(1 /(\gamma+\eta))} . \tag{5}
\end{equation*}
$$

Definition 9 (see [49]). Let $o_{i}(i=1,2, \ldots, n)$ be a series of nonnegative real values; the parameters $\gamma, \eta \geq 0$; then, the GHM operator can aggregate the nonnegative real values as

$$
\begin{equation*}
\operatorname{GHM}^{\gamma, \eta}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\frac{1}{\gamma+\eta} \prod_{i=1}^{n} \prod_{j=i}^{n}\left(\gamma o_{i}+\eta o_{j}\right)^{(2 / n(n+1))} \tag{6}
\end{equation*}
$$

For the AHM operator, its aggregated values are greatly influenced by extreme values [50]. The GHM operator is capable of balancing the big differences among input values [51]. Therefore, the GHM operator performs better than the AHM operator in some cases.
2.5. MULTIMOORA. To obtain more robust decision results, the full multiplicative form (FMF) was applied by Brauers and Zavadskas [32] to extend the initial MOORA (multiobjective optimization on the basis of ratio analysis) method. Thus, the MULTIMOORA method has three components: ratio system (RS) component, reference point (RP) component, and FMF component, respectively [52]. These three components derive the decision results independently. For the purpose of determining the final decision result, the decision results obtained from these three components are processed by the dominance theory [32]. In the following part, the process for implementing the MULTIMOORA method is listed as follows.

Let us suppose that there exists an MCDM problem consisting of $m$ alternatives $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $n$ criteria $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. The weight vector of criteria is denoted as $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$, where $\sum_{j=1}^{n} \omega_{j}=1$ and $0 \leq \omega_{j} \leq 1$. The decision matrix (DM) $R=\left(o_{i j}\right)_{m \times n}$ corresponding to the MCDM problem contains the evaluation information from experts. The element $o_{i j}$ represents the evaluation information of alternative $x_{i}$ with respect to criterion $a_{j}$.

The evaluation information of alternatives across multiple criteria usually shows different dimensions, so the evaluation information in the DM $R=\left(o_{i j}\right)_{m \times n}$ is suggested to be normalized as

$$
\begin{equation*}
\widetilde{o}_{i j}=\frac{o_{i j}}{\sqrt{\sum_{i=1}^{m}\left(o_{i j}\right)^{2}}} \tag{7}
\end{equation*}
$$

After that, the normalized DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$ can be derived.
2.5.1. RS Component. In this component, the criteria should be divided into two categories: benefit-type (BT) criteria and cost-type (CT) criteria. For BT criteria, the larger the evaluation information of alternative, the better the alternative. For CT criteria, the larger the evaluation information of alternative, the worse the alternative. The weighted
arithmetic aggregation operator (AAO) is used to calculate the ranking value $Y_{i}$ of alternative $x_{i}$ as

$$
\begin{equation*}
Y_{i}=\sum_{j=1}^{k} \omega_{j} \widetilde{o}_{i j}-\sum_{j=k+1}^{n} \omega_{j} \widetilde{o}_{i j} \tag{8}
\end{equation*}
$$

where $k$ represents the number of benefit-type criteria and $n-k$ means the number of cost-type criteria. From the above equation, it is noted that the alternative in the RS component having the maximum ranking value is considered as the best one. Therefore, the alternatives can be ranked based on the descending order of their ranking values.
2.5.2. RP Component. For the RP component, the worst criterion value of each alternative that is farthest from the reference point of the corresponding criterion should be first derived, and then, the alternative with the smallest worst criterion value is considered as the optimal one.

In this component, the reference point of each criterion is first determined as

$$
\begin{equation*}
o_{j}=\left\{\max _{i} \widetilde{o}_{i j}, j \leq k ; \min _{i} \tilde{o}_{i j}, j>k\right\}, \tag{9}
\end{equation*}
$$

where $o_{j}$ denotes the reference point of alternatives with respect to criterion $a_{j}$.

Then, the weighted distance between the normalized evaluation information of the alternative $x_{i}$ with respect to each criterion and the reference point of the same criterion is computed as $d_{i j}=\omega_{j}\left|o_{j}-\widetilde{o}_{i j}\right|$.

Finally, the ranking value $D_{i}$ of alternative $x_{i}$ is computed as $D_{i}=\max _{j} d_{i j}$.

According to the RP component, the optimal alternative should have the smallest ranking value. Thus, the alternatives
can be ranked based on the ascending order of their ranking values.
2.5.3. FMF Component. The design idea of FMF component is the same as that of RS component. In the FMF component, the better alternative should have higher values for benefittype criteria and lower values for cost-type criteria. The weighted geometric aggregation operator (GGO) is used to determine the ranking value $U_{i}$ of alternative $x_{i}$ as $U_{i}=\prod_{j=1}^{k}\left(\widetilde{o}_{i j}\right)^{\omega_{j}} / \prod_{j=k+1}^{n}\left(\widetilde{o}_{i j}\right)^{\omega_{j}}$.

According to the design idea, the alternative having the largest ranking value should be considered as the best one in the FMF component. Hence, the alternatives can be ranked based on the descending order of their ranking values.

To aggregate the ranking orders of alternatives obtained from these three components, the dominance theory was suggested by Brauers and Zavadskas [32] to be used for deriving the final decision results.

## 3. $q$-Rung Orthopair Fuzzy Dombi Power Heronian Mean Operators

In this section, we use the PA operator, Dombi operational laws for $q$-ROFNs, and arithmetic HM operator to propose $q$-rung orthopair fuzzy Dombi power HM (q-ROFDPHM) operator and its weighted form. Then, the features are discussed.

Definition 10. Given a set of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and three parameters $\gamma, \eta \geq 0$ and $\aleph>0$, then the $q$-ROFDPHM operator is defined as

$$
\begin{equation*}
q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \underset{i=1}{\oplus} \underset{j=i}{\oplus}\left(\left(\frac{n\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)^{\prime}} o_{i}\right)^{\gamma} \otimes\left(\frac{n\left(1+S\left(o_{j}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)^{\prime}} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))} \tag{10}
\end{equation*}
$$

Based on the Dombi operational laws of $q$-ROFNs [36] and HM operator, the following theorems can be derived.

Theorem 1. Given $n q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and the parameters $\gamma, \eta \geq 0$ and $\aleph>0$, then the aggregated result derived from equation (10) is still an $q$-ROFN, which is

$$
\begin{align*}
q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)= & \left(\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},\right. \\
& \left.\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}\right), \tag{11}
\end{align*}
$$

where $\quad \xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad \psi_{j}=((1+S$
Proof. According to Definition 10, we have
$\left.\left.\left(o_{j}\right)\right) / \quad \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)=\left(1 / a_{i}\right), \quad\left(\mu_{j}^{q} /\right.$
$\left.\left(1-\mu_{j}^{q}\right)\right)=\left(1 / a_{j}\right), \quad\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(1 / b_{i}\right), \quad\left(\left(1-v_{j}^{q}\right) / \nu_{j}^{q}\right)=$ $\left(1 / b_{j}\right),\left(1 / n \xi_{i}\right)=t_{i}$, and $\left(1 / n \psi_{j}\right)=e_{j}$.

$$
\begin{equation*}
q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \underset{i=1}{\left.\underset{i}{\oplus} \underset{j=i}{\oplus}\left(\left(\frac{n\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)^{\prime}} o_{i}\right)^{\gamma} \otimes\left(\frac{n\left(1+S\left(o_{j}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))} . . ~ . ~ . ~}\right. \tag{12}
\end{equation*}
$$

Let $\xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right)$ and $\psi_{j}=((1+$ $\left.\left.S\left(o_{j}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right)$; then, we can derive

$$
\begin{equation*}
q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \underset{i=1}{\left.\underset{i}{\oplus} \underset{j=i}{n}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))} . . . . ~}\right. \tag{13}
\end{equation*}
$$

According to Definition 7, it can be derived that

$$
\begin{align*}
& n \xi_{i} o_{i}=\left(\left(1-\frac{1}{1+\left(n \xi_{i}\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \xi_{i}\left(\left(1-v_{i}^{q}\right) / v_{i}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) \\
& n \psi_{j} o_{j}=\left(\left(1-\frac{1}{1+\left(n \psi_{j}\left(\mu_{j}^{q} /\left(1-\mu_{j}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \psi_{j}\left(\left(1-v_{j}^{q}\right) / \nu_{j}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) . \tag{14}
\end{align*}
$$

Let $\quad\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)=\left(1 / a_{i}\right), \quad\left(\mu_{j}^{q} /\left(1-\mu_{j}^{q}\right)\right)=\left(1 / a_{j}\right)$, $\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(1 / b_{i}\right)$, and $\left(\left(1-\nu_{j}^{q}\right) / \nu_{j}^{q}\right)=\left(1 / b_{j}\right)$; then, we have

$$
\begin{gather*}
n \xi_{i} o_{i}=\left(\left(1-\frac{1}{1+\left(n \xi_{i}\left(1 / a_{i}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \xi_{i}\left(1 / b_{i}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
n \psi_{j} o_{j}=\left(\left(1-\frac{1}{1+\left(n \psi_{j}\left(1 / a_{j}^{\mathbb{N}}\right)\right)^{(1 / \mathbb{N}}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \psi_{j}\left(1 / b_{j}^{\aleph}\right)\right)^{(1 / \mathbb{})}}\right)^{(1 / q)}\right),  \tag{15}\\
\left(n \xi_{i} o_{i}\right)^{\gamma}=\left(\left(\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) a_{i}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) b_{i}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
\left(n \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) a_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) b_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) .
\end{gather*}
$$

Let $\left(1 / n \xi_{i}\right)=t_{i}$ and $\left(1 / n \psi_{j}\right)=e_{j}$; then, the above equations can be transformed into

$$
\begin{align*}
\left(n \xi_{i} o_{i}\right)^{\gamma} & =\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{i}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{i}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right) \\
\left(n \psi_{j} o_{j}\right)^{\eta} & =\left(\left(\frac{1}{1+\left(\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right) \tag{16}
\end{align*}
$$

$\underset{\left.\left.\left.\left.\left.\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \mathbb{N})}\right)\right)\right)^{(1 / q)},\left(1-\left(1 /\left(1+\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \mathbb{N})}\right)\right)\right)^{\left.(1 / q)_{i}\right)}\right),}{\left(\gamma t_{i}\right)^{\aleph}+}$

$$
\begin{align*}
& \underset{i=1}{\underset{i=1}{n} \underset{j=i}{n}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)=\left(\left(1-\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathrm{N}}+\eta e_{j} a_{j}^{\mathrm{N}}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},, ~\right.} \\
& \left.\left(\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\mathbb{N}}+\eta e_{j} b_{j}^{N}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
& \frac{2}{n(n+1)} \stackrel{n}{\oplus} \underset{i=1}{n} \underset{j=i}{\oplus}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)=\left(\left(1-\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathbb{N}}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\right. \\
& \left.\left(\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
& \left(\frac{2}{n(n+1)} \underset{i=1}{\oplus} \underset{j=i}{\oplus}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))}=\binom{\left(\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\mathbb{N}}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},}{\left(1-\frac{1}{1+\left(\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}\right.}\right)^{(1 / q)}} . \tag{17}
\end{align*}
$$

Then, the final result can be determined as

$$
\begin{equation*}
\left(\frac{2}{n(n+1)} \underset{i=1}{\left.\underset{i}{n} \underset{j=i}{n}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))}=\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathbb{N}}+\eta e_{j} a_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}} .}\right. \tag{18}
\end{equation*}
$$

Then, we need to prove that the aggregated result from the $q$-ROFDPHM operator is still a $q$-ROFN.

Let $\hat{\mu}=\left(\left(1 /\left(1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}(1 /\right.\right.\right.\right.\right.$ $\left.\left.\left.\left.\left.\left.\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)\right)\right)\right)^{(1 / q)}$ and $\hat{\nu}=(1-(1 /(1+(n(n+1) /$ $\left.\left.\left.2(\gamma+\eta))^{(1 / \mathcal{N})} \times \quad\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)\right)\right)\right)^{(1 / q)}$; then, we need to prove that (1) $0 \leq \hat{\mu}^{q} \leq 1$ and $0 \leq \hat{\nu}^{q} \leq 1$ and (2) $0 \leq \mu^{\wedge q}+\hat{v}^{\wedge q} \leq 1$.

Since $(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \geq 0$ and $\quad\left(\sum_{i=1, j=i}^{n}(1 /\right.$ $\left.\left.\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}>0$, then $(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times$ $\left(1 /\left(\sum_{i=1} 1, j=i^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathcal{N})}\right) \geq 0$.

Then, we can have

$$
\begin{align*}
& 1+\left(\frac{n(n+1)}{2(\gamma+\eta)}\right)^{(1 / \mathcal{N})} \times \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathcal{N}}+\eta e_{j} a_{j}^{\mathcal{N}}\right)\right)\right)^{(1 / \mathcal{N})}} \geq 1 \Longrightarrow 0 \\
& \leq \frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathcal{N}}+\eta e_{j} a_{j}^{\mathcal{N}}\right)\right)\right)^{(1 / \mathcal{N})}\right)} \leq 1 . \tag{19}
\end{align*}
$$

Thus, $0 \leq \hat{\mu}^{q} \leq 1$. Similarly, it can be proven that $0 \leq \hat{\nu} \leq 1$. It can be derived that $0 \leq \mu+\hat{\nu}$.

Because $\mu_{i}^{q}+\nu_{i}^{q} \leq 1$ and $\mu_{j}^{q}+\nu_{j}^{q} \leq 1$, then $\mu_{i}^{q} \leq 1-v_{i}^{q}$ and $\mu_{j}^{q} \leq 1-v_{j}^{q}$. Thus, $\quad\left(\left(1-\mu_{i}^{q}\right) /\left(\mu_{i}^{q}\right)\right) \geq\left(v_{i}^{q} /\left(1-\nu_{i}^{q}\right)\right) \quad$ and

$$
\begin{align*}
\left(\sum_{i=1, j=i}^{n} \frac{1}{\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}}\right)^{(1 / \aleph)} & \leq\left(\sum_{i=1, j=i}^{n} \frac{1}{\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}}\right)^{(1 / \mathbb{N})} \Longrightarrow \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}} \\
& \geq \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}} \\
& \Longrightarrow 1+\left(\frac{n(n+1)}{2(\gamma+\eta)}\right)^{(1 / \mathbb{N})} \times \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}}  \tag{20}\\
& \geq 1+\left(\frac{n(n+1)}{2(\gamma+\eta)}\right)^{(1 / \mathbb{N})} \times \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}}
\end{align*}
$$

Thus,

$$
\begin{align*}
& \frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)} \\
& \leq \frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)} . \tag{21}
\end{align*}
$$

Then, we can have

$$
\begin{align*}
\hat{\mu}^{q}+\hat{\nu}^{q}= & \left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)}\right)^{(1 / q) \times q} \\
& \left.+\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\mathcal{N}}\right)\right)\right)^{(1 / \aleph)}\right)}\right)\right)^{(1 / q) \times q}  \tag{22}\\
= & 1+\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)} \\
& -\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)} \leq 1
\end{align*}
$$

which completes the proof of Theorem 1.
Theorem 2 (idempotency). Suppose that there are a group of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and the parameters $\gamma$,

$$
\begin{align*}
q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right) & =\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}} \\
& =(\mu, \nu)=o, \tag{23}
\end{align*}
$$

where $\quad \xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad \psi_{j}=((1+S$ $\left.\left.\left(o_{j}\right)\right) / \quad \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)=\left(1 / a_{i}\right), \quad\left(\mu_{j}^{q} /(1-\right.$ $\left.\left.\mu_{j}^{q}\right)\right)=\left(1 / a_{j}\right),\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(1 / b_{i}\right),\left(\left(1-\nu_{j}^{q}\right) / \nu_{j}^{q}\right)=\left(1 / b_{j}\right)$,

$$
\begin{align*}
& \xi_{i}=\frac{\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)}=\psi_{j}=\frac{\left(1+S\left(o_{j}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)}=\frac{1}{n}, \\
& t_{i}=e_{j}=1  \tag{24}\\
& a_{i}^{\aleph}=a_{j}^{\aleph}=\left(\frac{1-\mu_{i}^{q}}{\mu_{i}^{q}}\right)^{\aleph}=\left(\frac{1-\mu_{j}^{q}}{\mu_{j}^{q}}\right)^{\aleph}=\left(\frac{1-\mu^{q}}{\mu^{q}}\right)^{\aleph} . \\
& \text { Then, it can be derived that }
\end{align*}
$$

$\left(1 / n \xi_{i}\right)=t_{i}$, and $\left(1 / n \psi_{j}\right)=e_{j}$.

Proof. Since $o_{i}=o_{j}=o=(\mu, \nu)$, for $i, j=1,2, \ldots, n$, then $\operatorname{Sup}\left(o_{i}, o_{j}\right)=1$.

Thus, we have

$$
\begin{align*}
& \left(\sum_{i=1, j=i}^{n} \frac{1}{\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}}\right)^{(1 / \aleph)}=\left(\sum_{i=1, j=i}^{n} \frac{1}{\gamma\left(\left(1-\mu^{q}\right) / \mu^{q}\right)^{\aleph}+\eta\left(\left(1-\mu^{q}\right) / \mu^{q}\right)^{\aleph}}\right)^{(1 / \mathbb{\aleph})}=\left(\sum_{i=1, j=i}^{n} \frac{1}{(\gamma+\eta) \times\left(\left(1-\mu^{q}\right) / \mu^{q}\right)^{\aleph}}\right)^{(1 / \aleph)} \\
& =\left(\frac{1}{(\gamma+\eta)} \times \frac{n(n+1)}{2} \times\left(\frac{\mu^{q}}{1-\mu^{q}}\right)^{\mathcal{N}}\right)^{(1 / \mathbb{N})} \Rightarrow \frac{1}{\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}} \\
& =\frac{1}{\left((1 /(\gamma+\eta)) \times(n(n+1) / 2) \times\left(\mu^{q} /\left(1-\mu^{q}\right)\right)^{\aleph}\right)^{(1 / \aleph)}} \\
& =\frac{1}{\left((n(n+1) / 2(\gamma+\eta)) \times\left(\mu^{q} /\left(1-\mu^{q}\right)\right)^{\mathcal{N}}\right)^{(1 / \mathbb{N})}}=\left(\frac{2(\gamma+\eta)}{n(n+1)} \times\left(\frac{1-\mu^{q}}{\mu^{q}}\right)^{\mathcal{N}}\right)^{(1 / \mathbb{N})} \\
& \Rightarrow\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\mathcal{N}}+\eta e_{j} a_{j}^{\mathcal{N}}\right)\right)\right)^{(1 / \mathcal{N})}\right)}\right)^{(1 / q)} \\
& =\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(2(\gamma+\eta) / n(n+1) \times\left(\left(1-\mu^{q}\right) / \mu^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathcal{N})}}\right)^{(1 / q)} \\
& =\left(\frac{1}{1+\left(\left(1-\mu^{q}\right) / \mu^{q}\right)}\right)^{(1 / q)}=\mu . \tag{25}
\end{align*}
$$

Similarly, $\left(1 / b_{i}\right)=\left(1 / b_{j}\right)=\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(\left(1-v_{j}^{q}\right) /\right.$ $\left.\nu_{j}^{q}\right)=\left(\left(1-\nu^{q}\right) / \nu^{q}\right)$. Then, the NMD value of the $q$ ROFDPHM operator can be derived as

$$
\begin{aligned}
& \left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)} \\
& =\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /(\gamma+\eta)\left(\nu^{q} /\left(1-\nu^{q}\right)\right)^{\mathbb{N}}\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}
\end{aligned}
$$

$$
\begin{align*}
& =\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left((n(n+1) / 2(\gamma+\eta))\left(\left(1-\nu^{q}\right) / \nu^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)} \\
& =\left(1-\frac{1}{1+\left(\nu^{q} /\left(1-\nu^{q}\right)\right)}\right)^{(1 / q)}=\nu . \tag{26}
\end{align*}
$$

Thus, we have $q$-ROFDPHM $\left(o_{1}, o_{2}, \ldots, o_{n}\right)=$ $(\mu, \nu)=o$, which completes the proof of Theorem 2.

Theorem 3 (boundedness). Suppose that there are a group of q-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and the parameters $\gamma$,
$\eta \geq 0$ and $\aleph>0$. If $o_{l}=\min \left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\mu_{l}, v_{l}\right)$ and $o_{h}=\max \left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\mu_{h}, v_{h}\right)$, then we have

$$
\begin{equation*}
o_{l} \leq q-\operatorname{ROFDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right) \leq o_{h} \tag{27}
\end{equation*}
$$

where

$$
\begin{align*}
& o_{l}=\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \\
& o_{h}=\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)}\right)^{(1 / q)}},  \tag{28}\\
& \frac{1}{n \xi_{i}}=t_{i}, \\
& \frac{1}{n \psi_{j}}=e_{j}, \\
& \xi_{i}=\frac{\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)}, \\
& \psi_{j}=\frac{\left(1+S\left(o_{j}\right)\right)}{\sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)}, \\
& \frac{\mu_{i}^{q}}{1-\mu_{i}^{q}}=\frac{1}{a_{i}}, \\
& \frac{1-v_{i}^{q}}{\nu_{i}^{q}}=\frac{1}{b_{i}} .
\end{align*}
$$

Proof. According to Definition 7, we have

$$
\begin{align*}
& n \xi_{i} o_{i}=\left(\left(1-\frac{1}{1+\left(n \xi_{i}\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \xi_{i}\left(\left(1-\nu_{i}^{q}\right) / \nu_{i}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) \\
& n \psi_{j} o_{j}=\left(\left(1-\frac{1}{1+\left(n \psi_{j}\left(\mu_{j}^{q} /\left(1-\mu_{j}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \psi_{j}\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) \tag{29}
\end{align*}
$$

Since $o_{l} \leq o_{i}$, then we have $\mu_{i} \geq \mu_{l}$ and $v_{i} \leq \nu_{l}$.
Then, we can have
Thus, it can be derived that
$\mu_{i}^{q} \geq \mu_{l}^{q} \Longrightarrow \frac{1}{1-\mu_{i}^{q}} \geq \frac{1}{1-\mu_{l}^{q}} \Longrightarrow \frac{\mu_{i}^{q}}{1-\mu_{i}^{q}} \geq \frac{\mu_{l}^{q}}{1-\mu_{l}^{q}} \Longrightarrow \frac{1}{a_{i}} \geq \frac{1}{a_{l}} \Longrightarrow a_{i} \leq a_{l}$,
$v_{i} \leq v_{l} \Longrightarrow 1-v_{i}^{q} \geq 1-v_{l}^{q}, \frac{1}{v_{i}^{q}} \geq \frac{1}{v_{l}^{q}} \Longrightarrow \frac{1}{b_{i}} \geq \frac{1}{b_{l}} \Longrightarrow b_{i} \leq b_{l}$.
(30)

$$
\begin{align*}
n \xi_{i} o_{i} & =\left(\left(1-\frac{1}{1+\left(n \xi_{i}\left(1 / a_{i}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \xi_{i}\left(1 / b_{i}^{\aleph}\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right) \\
& \geq\left(\left(1-\frac{1}{1+\left(n \xi_{i}\left(1 / a_{l}^{\mathbb{N}}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \xi_{i}\left(1 / b_{l}^{\mathbb{N}}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right)  \tag{31}\\
\Longrightarrow\left(n \xi_{i} o_{i}\right)^{\gamma} & =\left(\left(\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) a_{i}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) b_{i}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) \\
& \geq\left(\left(\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) a_{l}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma\left(1 / n \xi_{i}\right) b_{l}^{\aleph}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) .
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
\left(n \psi_{j} o_{j}\right)^{\eta} & =\left(\left(\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) a_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) b_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right)  \tag{32}\\
& \geq\left(\left(\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) a_{l}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta\left(1 / n \psi_{j}\right) b_{l}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right)
\end{align*}
$$

Since $\left(1 / n \xi_{i}\right)=t_{i}$ and $\left(1 / n \psi_{j}\right)=e_{j}$, then we have

$$
\begin{aligned}
& \left(n \xi_{i} o_{i}\right)^{\gamma}=\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{i}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{i}^{\aleph}\right)^{1 / \aleph}}\right)^{(1 / q)}\right) \\
& \geq\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{l}^{\aleph}\right)^{1 / \aleph}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{l}^{\aleph}\right)^{1 / \aleph}}\right)^{(1 / q)}\right) \\
& \Longrightarrow\left(n \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \mathcal{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \mathcal{N})}}\right)^{(1 / q)}\right) \\
& \geq\left(\left(\frac{1}{1+\left(\eta e_{j} a_{l}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta e_{j} b_{l}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right), \\
& \left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right) \\
& \geq\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{l}^{\aleph}+\eta e_{j} a_{l}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{l}^{\aleph}+\eta e_{j} b_{l}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right), \\
& \underset{i=1}{\oplus} \underset{j=i}{n}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)=\binom{\left(1-\frac{1}{\left.1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)^{(1 / q)}},\right.}{\left(\frac{1}{\left.1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)^{(1 / q)}}\right)} \\
& \geq\binom{\left(1-\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{l}^{\aleph}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)},}{\left(\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{l}^{\aleph}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)}}, \\
& \frac{2}{n(n+1)} \underset{i=1}{n} \oplus_{j=i}^{n}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)=\binom{\left(1-\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathcal{N})}}\right)}{\left(\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}}\right)}
\end{aligned}
$$

$$
\begin{align*}
& \geq\binom{\left(1-\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{l}^{\mathrm{N}}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)},}{\left(\frac{1}{1+\left((2 \ln (n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{l}^{\mathrm{N}}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)}}, \\
& \left(\frac{2}{n(n+1)} \stackrel{n}{\oplus} \underset{i=1}{\oplus} \underset{j=i}{\oplus}\left(\left(n \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \psi_{j} o_{j}\right)^{\eta}\right)\right)^{(1 /(\gamma+\eta))} \\
& =\binom{\left(\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},}{\left(1-\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}}  \tag{33}\\
& \geq\binom{\left(\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{l}^{\aleph}+\eta e_{j} a_{l}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},}{\left(1-\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{l}^{\aleph}+\eta e_{j} b_{l}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}}=o_{l} .
\end{align*}
$$

Similarly, it can be proven that $q$-ROFDPHM $\left(o_{1}, o_{2}, \ldots, o_{n}\right) \leq o_{h}$ in the same way, which completes the proof of Theorem 3 .

It can be noted that the proposed $q$-ROFDPHM operator uses the PA operator and Dombi operational laws to optimize the HM operator. Its significance can be listed as follows. (1) It can alleviate negative influences of extreme input values on the calculation results. (2) It shows strong flexibility for computing input values. (3) It is capable of capturing the complex interrelationships among criteria values. (4) It can process the complex information structure
of $q$-ROFSs. Nevertheless, during the aggregation processes, it does not consider the weight values of criteria, which is very important in the MCDM contexts. To tackle this deficiency, a novel $q$-rung orthopair fuzzy weighted Dombi power Heronian mean ( $q$-ROFWDPHM) operator is put forward in the following part.

Definition 11. Given a set of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2$, $\ldots, n$ ), three parameters $\gamma, \eta \geq 0$ and $\aleph>0$, and the weight values $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$ of $q$-ROFNs, then the $q$ ROFWDPHM operator is defined as

$$
\begin{equation*}
q-\operatorname{ROFWDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \stackrel{n}{\oplus} \stackrel{n}{\oplus} \underset{j=i}{n}\left(\frac{n \omega_{i}\left(1+S\left(o_{i}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)_{i}} o^{\gamma}\right)^{\gamma} \otimes\left(\frac{n \omega_{j}\left(1+S\left(o_{j}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)_{j}} o^{o_{j}}\right)^{\eta} .\right. \tag{34}
\end{equation*}
$$

Theorem 4. Given a set of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2$, $\ldots, n)$, three parameters $\gamma, \eta \geq 0$ and $\aleph>0$, and the weight values $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$ of $q$-ROFNs, then the aggregated result
obtained from the $q$-ROFWDPHM operator is still a $q$-ROFN, which is

$$
\begin{equation*}
q-\operatorname{ROFWDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \tag{35}
\end{equation*}
$$

where $\quad \xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right), \quad \psi_{j}=((1+$ $\left.\left.S\left(o_{j}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right), \quad\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)=\left(1 / a_{i}\right)$, $\left(\mu_{j}^{q} / 1-\mu_{j}^{q}\right)=\left(1 / a_{j}\right),\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(1 / b_{i}\right),\left(\left(1-v_{j}^{q}\right) / \nu_{j}^{q}\right)=$ $\left(1 / b_{j}\right), t_{i}=\left(1 / n \omega_{i} \xi_{i}\right)$, and $e_{j}=\left(1 / n \omega_{j} \psi_{j}\right)$.

According to Definition 7, we have

$$
\begin{align*}
n \omega_{i} \xi_{i} o_{i}= & \left(\left(1-\frac{1}{1+\left(n \omega_{i} \xi_{i}\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \omega_{i} \xi_{i}\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
n \omega_{j} \psi_{j} o_{j}=( & \left.\left(1-\frac{1}{1+\left(n \omega_{j} \psi_{j}\left(\mu_{j}^{q} /\left(1-\mu_{j}^{q}\right)\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \omega_{j} \psi_{j}\left(\left(1-\nu_{j}^{q}\right) / \nu_{j}^{q}\right)^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) . \tag{37}
\end{align*}
$$

Let $\quad\left(\mu_{i}^{q} /\left(1-\mu_{i}^{q}\right)\right)=\left(1 / a_{i}\right), \quad\left(\mu_{i}^{q} / 1-\mu_{j}^{q}\right)=\left(1 / a_{j}\right)$, $\left(\left(1-v_{i}^{q}\right) / \nu_{i}^{q}\right)=\left(1 / b_{i}\right)$, and $\left(\left(1-v_{j}^{q}\right) / \nu_{j}^{q}\right)=\left(1 / b_{j}\right)$; then, these equations can be transformed into

$$
\begin{gather*}
n \omega_{i} \xi_{i} o_{i}=\left(\left(1-\frac{1}{1+\left(n \omega_{i} \xi_{i}\left(1 / a_{i}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{1+\left(n \omega_{i} \xi_{i}\left(1 / b_{i}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right),  \tag{38}\\
n \omega_{j} \psi_{j} o_{j}=\left(\left(1-\frac{1}{1+\left(n \omega_{j} \psi_{j}\left(1 / a_{j}^{\aleph}\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(\frac{1}{\left.\left.1+\left(n \omega_{j} \psi_{j}\left(1 / b_{j}^{\mathbb{N}}\right)\right)^{(1 / \mathbb{N})}\right)^{(1 / q)}\right) .} .\right.\right.
\end{gather*}
$$

According to Definition 7, then we have

$$
\begin{gather*}
\left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma}=\left(\left(\frac{1}{1+\left(\gamma\left(1 / n \omega_{i} \xi_{i}\right) a_{i}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma\left(1 / n \omega_{i} \xi_{i}\right) b_{i}^{\aleph}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\eta\left(1 / n \omega_{j} \psi_{j}\right) a_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta\left(1 / n \omega_{j} \psi_{j}\right) b_{j}^{\mathbb{N}}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right) . \tag{39}
\end{gather*}
$$

Let $t_{i}=\left(1 / n \omega_{i} \xi_{i}\right)$ and $e_{j}=\left(1 / n \omega_{j} \psi_{j}\right)$; then, the above two equations can be transformed into

$$
\begin{aligned}
& \left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma}=\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{i}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{i}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right), \\
& \left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}\right), \\
& \left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}=\left(\left(\frac{1}{1+\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)},\left(1-\frac{1}{1+\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)^{(1 / \aleph)}}\right)^{(1 / q)}\right), \\
& \underset{i=1}{n} \underset{j=i}{n}\left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}=\binom{\left(1-\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)},}{\left(\frac{1}{1+\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}}\right)^{(1 / q)}}, \\
& \frac{2}{n(n+1)} \underset{i=1}{\oplus} \underset{j=i}{\oplus}\left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}=\binom{\left(1-\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)},}{\left(\frac{1}{1+\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}},
\end{aligned}
$$

$$
\begin{align*}
& \left(\frac{2}{n(n+1)} \underset{i=1}{n} \underset{j=i}{n}\left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}\right)^{(1 /(\gamma+\eta))} \\
& =\binom{\left(\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /\left((2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\mathcal{N}}\right)\right)\right)\right)\right)^{(1 / \mathcal{N})}}\right)^{(1 / q)},}{\left(1-\frac{1}{1+\left((1 /(\gamma+\eta))\left(1 /(2 / n(n+1)) \sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)\right)^{(1 / \mathbb{N})}}\right)^{(1 / q)}}, \\
& q-\operatorname{ROFWDPHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\left(\frac{2}{n(n+1)} \underset{i=1}{\left.\underset{j}{\oplus} \underset{j=i}{\oplus}\left(n \omega_{i} \xi_{i} o_{i}\right)^{\gamma} \otimes\left(n \omega_{j} \psi_{j} o_{j}\right)^{\eta}\right)^{(1 /(\gamma+\eta))}=}=\right. \\
& \binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} a_{i}^{\aleph}+\eta e_{j} a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathcal{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 /\left(\gamma t_{i} b_{i}^{\aleph}+\eta e_{j} b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{K})}\right)}\right)^{(1 / q)}} . \tag{40}
\end{align*}
$$

The process for proving that the aggregation result of the $q$-ROFWDPHM operator is a $q$-ROFN is the same as that of Theorem 1. Thus, it is omitted here.

The proposed $q$-ROFWDPHM operator also owns the features of idempotency and boundedness as the proposed $q$-ROFDPHM operator. Their proof processes are similar to those of Theorems 2 and 3. Due to the limited space, the proof processes are omitted here.

## 4. q-Rung Orthopair Fuzzy Dombi Power Geometric Heronian Mean Operators

In this section, we use the PA operator, Dombi operational laws for $q$-ROFNs, and geometric HM operator to develop a novel q-ROFDPGHM operator and its weighted form. Then, the features are discussed.

Definition 12. Given a set of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and three parameters $\gamma, \eta \geq 0$ and $\aleph>0$, then the q -ROFDPGHM operator is defined as

Based on the Dombi operational laws of $q$-ROFNs and GHM operator, a theorem is derived.

Theorem 5. Given $n q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$ and the parameters $\gamma, \eta \geq 0$ and $\aleph>0$, then the
aggregated result derived from equation (41) is still a qROFN, which is

$$
\begin{equation*}
q-\operatorname{ROFDPGHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\binom{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 / \gamma t_{i}\left(1 / a_{i}^{\aleph}\right)+\eta e_{j}\left(1 / a_{j}^{\aleph}\right)\right)\right)^{(1 / \aleph)}\right)}\right)^{(1 / q)},}{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 / \gamma t_{i}\left(1 / b_{i}^{\aleph}\right)+\eta e_{j}\left(1 / b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \tag{42}
\end{equation*}
$$

where $\quad \xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad \psi_{j}=((1+$ $\left.\left.S\left(o_{j}\right)\right) / \sum_{k=1}^{n}\left(1+S\left(o_{k}\right)\right)\right), \quad a_{i}=\left(\left(1-\mu_{i}^{q}\right) / \mu_{i}^{q}\right), \quad a_{j}=$ $\left(\left(1-\mu_{j}^{q}\right) / \mu_{j}^{q}\right), \quad b_{i}=\left(\nu_{i}^{q} /\left(1-\nu_{i}^{q}\right)\right), \quad b_{j}=\left(\nu_{j}^{q} /\left(1-\nu_{j}^{q}\right)\right)$, $t_{i}=\left(1 / n \xi_{i}\right)$, and $e_{j}=\left(1 / n \psi_{j}\right)$.

The proof process of this theorem is similar to that of Theorem 1. Thus, it is omitted here.

The proposed q-ROFDPGHM operator also owns the features of idempotency and boundedness as the proposed $q-$ ROFDPHM operator. Their proof processes are similar to those of Theorems 2 and 3. Due to the limited space, the proof processes are omitted here.

Similar to the proposed $q$-ROFDPHM operator, the $q$-ROFDPGHM also does not consider the weight values of criteria. To tackle this deficiency, a new q-rung orthopair fuzzy weighted Dombi power geometric Heronian mean (q-ROFWDPGHM) operator is put forward in the following part.

Definition 13. Given a set of q -ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2, \ldots, n)$, three parameters $\gamma, \eta \geq 0$ and $\aleph>0$, and the weight values $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$ of $q$-ROFNs, then the $q$-ROFWDPGHM operator is defined as
$q$ - ROFWDPGHM $\left.\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\frac{1}{\gamma+\eta}\left(\underset{\substack{\otimes \\ i=1}}{\underset{j=i}{\otimes}}\left(\gamma o_{i}\left(n \omega_{i}\left(1+S\left(o_{i}\right)\right) \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right)_{\oplus \eta o_{j}}\left(n \omega_{j}\left(1+S\left(o_{j}\right)\right), \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right)\right)\right)\right)^{(2 / n(n+1))}$.

Based on the Dombi operational laws of $q$-ROFNs and GHM operator, a theorem is derived.

Theorem 6. Given a set of $q$-ROFNs $o_{i}=\left(\mu_{i}, v_{i}\right)(i=1,2$, $\ldots, n)$, the parameters $\gamma, \eta \geq 0$ and $\aleph>0$, and the weight
values $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$ of $q$-ROFNs, then the aggregated result that is obtained from equation (43) is still a $q$-ROFN, which is

$$
\begin{equation*}
q-\operatorname{ROFWDPGHM}\left(o_{1}, o_{2}, \ldots, o_{n}\right)=\binom{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 / \gamma t_{i}\left(1 / a_{i}^{\aleph}\right)+\eta e_{j}\left(1 / a_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathcal{N})} \times\left(1 /\left(\sum_{i=1, j=i}^{n}\left(1 / \gamma t_{i}\left(1 / b_{i}^{\aleph}\right)+\eta e_{j}\left(1 / b_{j}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \tag{44}
\end{equation*}
$$

where $\xi_{i}=\left(\left(1+S\left(o_{i}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right), \quad \psi_{j}=((1+$ $\left.\left.S\left(o_{j}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(o_{k}\right)\right)\right), t_{i}=\left(1 / n \omega_{i} \xi_{i}\right), e_{j}=\left(1 / n \omega_{j} \psi_{j}\right)$, $a_{i}=\left(\left(1-\mu_{j}^{q}\right) / \mu_{i}^{q}\right), \quad a_{j}=\left(\left(1-\mu_{j}^{q}\right) / \mu_{j}^{q}\right), \quad b_{i}=\left(\nu_{i}^{q} /\left(1-v_{i}^{q}\right)\right)$, and $b_{j}=\left(\nu_{j}^{q} /\left(1-\nu_{j}^{q}\right)\right)$.

Proof. The proof process is similar to that of Theorem 1. Thus, it is omitted here.

The proposed $q$-ROFWDPGHM operator also has the features of idempotency and boundedness as the proposed q -ROFDPHM operator. Their proof processes are similar to those of Theorems 2 and 3. Due to the limited space, the proof processes are omitted here.

## 5. MULTIMOORA Method for $\boldsymbol{q}$-Rung Orthopair Fuzzy Sets

In this section, the MULTIMOORA method is improved for processing the MCDM problems with the $q$-ROFS information. There usually exist the interrelationships among the criteria in the MCDM problems. Moreover, there may be extreme criteria values in the MCDM problems. To tackle these two problems, we use the proposed $q$-ROFWDPHM and $q$ ROFWDPGHM operators to modify the MULTIMOORA method.
5.1. Problem Description. Let us suppose that there exists an MCDM problem consisting of $m$ alternatives $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $n$ criteria $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$. The weight values of criteria are denoted as $\left[\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right]$, where $\sum_{j=1}^{n} \omega_{j}=1$ and $0 \leq \omega_{j} \leq 1$. The decision matrix (DM) $R=$ $\left(o_{i j}\right)_{m \times n}$ corresponding to this MCDM problem consists of the evaluation information from experts. The element $o_{i j}$ denotes the evaluation information of alternative $x_{i}$ with
respect to criterion $a_{j}$. In this MCDM problem, experts use the flexible $q$-ROFNs for expressing the evaluation information of alternative $x_{i}$ with respect to criterion $a_{j}$, namely, $o_{i j}=\left(\mu_{i j}, v_{i j}\right)$. Here, the criteria are divided into two different categories: benefit-type criteria and cost-type criteria.

Before processing DM $R=\left(o_{i j}\right)_{m \times n}$, equation (45) is used to transform the values of cost-type criteria for deriving the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$ :

$$
\widetilde{o}_{i j}= \begin{cases}\left(\mu_{i j}, v_{i j}\right), & \text { for benefit - type criterion } a  \tag{45}\\ \left(v_{i j}, \mu_{i j}\right), & \text { for cost - type criterion } a_{j}\end{cases}
$$

5.2. q-Rung Orthopair Fuzzy MULTIMOORA Method. According to the above problem description, we introduce the $q$-ROFWDPHM and $q$-ROFWDPGHM operators to improve the original MULTIMOORA method so as to propose a novel $q$-rung orthopair fuzzy MULTIMOORA ( $q$-ROF-MULTIMOORA) method. Similar to the original MULTIMOORA method [53], the $q$-ROF-MULTMOORA method is also composed of three components, which are the $q$-rung orthopair fuzzy RS ( $q$-ROF-RS) component, $q$-rung orthopair fuzzy RP ( $q$-ROF-RP) component, and $q$-rung orthopair fuzzy FMF (q-ROF-FMF) component, respectively. Based on the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$, these three components compute the ranking values of alternatives as follows.
5.2.1. q-ROF-RS Component. In this component, the $q$ ROFWDPHM operator is applied to aggregate the evaluation information of each alternative $x_{i}$ with respect to its $n$ criteria. Therefore, using (34), the aggregated criteria value of alternative $x_{i}$ can be computed as

$$
\begin{equation*}
f_{i 1}=\left(\frac{2}{n(n+1)} \oplus_{h=1}^{n} \bigoplus_{g=h}^{n}\left(\frac{n \omega_{h}\left(1+S\left(\widetilde{o}_{i h}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)} \widetilde{o}_{i h}\right)^{\gamma} \otimes\left(\frac{n \omega_{g}\left(1+S\left(\widetilde{o}_{i g}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)} \widetilde{o}_{i g}\right)^{\eta}\right)^{(1 / \gamma+\eta)} \tag{46}
\end{equation*}
$$

where $S\left(\widetilde{o}_{i k}\right)=\sum_{l=1, l \neq k}^{n} \operatorname{Sup}\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)$ and $\operatorname{Sup}\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)=$ $1-d\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)$.

Since the aggregated value is a $q$-ROFN, then the score function in Definition 2 is used to derive the crisp ranking value of alternative $x_{i}$ as

$$
\begin{align*}
f_{i 1} & =s\left(f_{i 1}\right)=s\left(\left(\frac{2}{n(n+1)} \underset{h=1}{\oplus} \stackrel{n}{\oplus} \underset{g=h}{\oplus}\left(\frac{n \omega_{h}\left(1+S\left(\widetilde{o}_{i h}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)_{i h}} \widetilde{o}_{i}\right)^{\gamma} \otimes\left(\frac{n \omega_{g}\left(1+S\left(\widetilde{o}_{i g}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)^{\prime}} \widetilde{o}_{i g}\right)^{\eta}\right)^{(1 / \gamma+\eta)}\right) \\
& =s\binom{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{h=1, g=h}^{n}\left(1 /\left(\gamma t_{i h} a_{i h}^{\aleph}+\eta e_{i g} a_{i g}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)},}{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \mathbb{N})} \times\left(1 /\left(\sum_{h=1, g=h}^{n}\left(1 /\left(\gamma t_{i h} b_{i h}^{\aleph}+\eta e_{i g} b_{i g}^{\aleph}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \tag{47}
\end{align*}
$$

where $\xi_{i h}=\left(\left(1+S\left(\widetilde{o}_{i h}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right), \psi_{i g}=((1+$ $\left.\left.S\left(\widetilde{o}_{i g}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right), \quad\left(\mu_{i h}^{q} /\left(1-\mu_{i h}^{q}\right)\right)=\left(1 / a_{i h}\right)$, $\left(\mu_{i g}^{q} / 1-\mu_{i g}^{q}\right)=\left(1 / a_{i g}\right), \quad\left(1-v_{i h}^{q} / \nu_{i h}^{q}\right)=\left(1 / b_{i h}\right), \quad\left(\left(1-v_{i g}^{q}\right) /\right.$ $\left.\nu_{i g}^{q}\right)=\left(1 / b_{i g}\right), t_{i h}=\left(1 / n \omega_{h} \xi_{i h}\right)$, and $e_{i g}=\left(1 / n \omega_{g} \psi_{i g}\right)$.

The alternative with larger ranking value is better. Hence, all the alternatives can be ranked according to the descending order of their ranking values.
5.2.2. $q$-ROF-RP Component. In this component, the reference point of each criterion is first derived as

$$
\begin{equation*}
\rho_{j}=\operatorname{argmax}_{i=1}^{m} s\left(\widetilde{o}_{i j}\right), \quad(j=1,2, \ldots, n) . \tag{48}
\end{equation*}
$$

In the second step, Definition 4 is applied to compute the distance between the evaluation information of alternative $x_{i}$ with respect to each criterion and the reference point of the same criterion as

$$
\begin{equation*}
\varepsilon_{i j}=d\left(\widetilde{o}_{i j}, \rho_{j}\right) \tag{49}
\end{equation*}
$$

It can be known that $\varepsilon_{i j}$ is a real value and $\varepsilon_{i j} \geq 0$. Considering the interrelationships among criteria, the ranking value of alternative $x_{i}$ is computed by aggregating the criteria distances of alternative $x_{i}$ as

$$
\begin{equation*}
f_{i 2}=\left(\frac{2}{n(n+1)} \sum_{h=1}^{n} \sum_{g=h}^{n}\left(\frac{n \omega_{h}\left(1+S\left(\varepsilon_{i h}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\varepsilon_{i k}\right)\right)_{i h}}\right)^{\gamma} \times\left(\frac{n \omega_{g}\left(1+S\left(\varepsilon_{i g}\right)\right)}{\sum_{k=1}^{n} \omega_{k}\left(1+S\left(\varepsilon_{i k}\right)\right)_{i g}} \varepsilon^{\eta}\right)^{\eta}\right)^{(1 /(\gamma+\eta))} \tag{50}
\end{equation*}
$$

where $S\left(\varepsilon_{i k}\right)=\sum_{l=1, l \neq k}^{n} \operatorname{Sup}\left(\varepsilon_{i k}, \varepsilon_{i l}\right)$ and $\operatorname{Sup}\left(\varepsilon_{i k}, \varepsilon_{i l}\right)=1-$ $\left|\varepsilon_{i k}-\varepsilon_{i l}\right|$.

In this component, the alternative with smaller ranking value is better. Thus, all the alternatives should be ranked according to the ascending order of their ranking values.
5.2.3. $q$-ROF-FMF Component. In this component, the proposed $q$-ROFWDPGHM operator is applied to aggregate the evaluation information of each alternative $x_{i}$ with respect to its $n$ criteria. Thus, using equation (43), the aggregated criteria value of alternative $x_{i}$ can be computed as

$$
\begin{equation*}
\left.f_{i 3}=\frac{1}{\gamma+\eta}\left(\underset{\substack{\otimes \\ h=1 \\ \underset{g}{\otimes}=h}}{\underset{\otimes}{\otimes}\left(\widetilde{o}_{i h}\right.}\left(n \omega_{h}\left(1+S\left(\widetilde{o}_{i h}\right)\right) \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right)_{\oplus \eta \widetilde{o}_{i g}}\left(n \omega_{g}\left(1+S\left(\widetilde{o}_{i g}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right)\right)\right)^{(2 / n(n+1))} \tag{51}
\end{equation*}
$$

where $S\left(\widetilde{o}_{i k}\right)=\sum_{l=1, l \neq k}^{n} \operatorname{Sup}\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)$ and $\operatorname{Sup}\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)=1-$ $d\left(\widetilde{o}_{i k}, \widetilde{o}_{i l}\right)$.

Since the aggregated value is a $q$-ROFN, then the score function in Definition 2 is used to derive the crisp ranking value of alternative $x_{i}$ as

$$
\begin{equation*}
f_{i 3}=s\left(f_{i 3}\right)=s\binom{\left(1-\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{h=1, g=h}^{n}\left(1 / \gamma t_{i h}\left(1 / a_{i h}^{\aleph}\right)+\eta e_{i g}\left(1 / a_{i g}^{\aleph}\right)\right)\right)^{(1 / \mathcal{N})}\right)}\right)^{(1 / q)},}{\left(\frac{1}{1+(n(n+1) / 2(\gamma+\eta))^{(1 / \aleph)} \times\left(1 /\left(\sum_{h=1, g=h}^{n}\left(1 / \gamma t_{i h}\left(1 / b_{i h}^{\aleph}\right)+\eta e_{i g}\left(1 / b_{i g}^{\mathbb{N}}\right)\right)\right)^{(1 / \mathbb{N})}\right)}\right)^{(1 / q)}}, \tag{52}
\end{equation*}
$$

where $\xi_{i h}=\left(\left(1+S\left(\widetilde{o}_{i h}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right), \psi_{i g}=((1+$ $\left.\left.S\left(\widetilde{o}_{i g}\right)\right) / \sum_{k=1}^{n} \omega_{k}\left(1+S\left(\widetilde{o}_{i k}\right)\right)\right), \quad a_{i h}=\left(\left(1-\mu_{i h}^{q}\right) / \mu_{i h}^{q}\right), \quad a_{i g}=$ $\left(1-\mu_{i g}^{q} / \mu_{i g}^{q}\right), \quad b_{i h}=\left(\nu_{i h}^{q} /\left(1-v_{i h}^{q}\right)\right), \quad b_{i g}=\left(v_{i g}^{q} /\left(1-v_{i g}^{q}\right)\right)$, $t_{i h}=\left(1 / n \omega_{h} \xi_{i h}\right)$, and $e_{i g}=\left(1 / n \omega_{g} \psi_{i g}\right)$.

In this component, the alternative with larger ranking value is better. Hence, all the alternatives can be ranked according to the descending order of their ranking values.

After obtaining the ranking values of all the alternatives from these three components, we need to fuse them for
deriving the final ranking values. In the original MULTIMOORA method, the dominance theory is usually used to aggregate three ranking orders for deriving the final ranking order. However, it is incapable of handling massive operations resulting from its cumbersome pairwise comparison processes [54]. For the purpose of overcoming the deficiency of dominancy theory, the HM operator is put forward for integrating the ranking values of alternatives obtained from three components of the proposed q-ROF-MULTIMOORA method. The HM operator owns the advantage of capturing the interrelationships hiding behind input values. Afterwards, by using the ranking values obtained from equations (47)-(52), here a new DM is constructed, where the three components of the $q$-ROF-MULTIMOORA method are regarded as criteria of alternatives: $q$-ROF-RS component $\left(c_{1}\right), q$-ROF-RP component $\left(c_{2}\right)$, and $q$-ROF-FMF component $\left(c_{3}\right)$. Hence, the new DM $M$ is constructed as

$$
\left.M=\begin{array}{c} 
\\
x_{1}  \tag{53}\\
x_{2} \\
\vdots \\
x_{m}
\end{array} \quad \begin{array}{ccc}
c_{1} & c_{2} & c_{3} \\
f_{11} & f_{12} & f_{13} \\
f_{21} & f_{22} & f_{23} \\
\vdots & \vdots & \vdots \\
f_{m 1} & f_{m 2} & f_{m 3}
\end{array}\right),
$$

where $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ denotes the set of alternatives and $\left\{c_{1}, c_{2}, c_{3}\right\}$ denotes the set of criteria. The element $f_{i y}(y=$ $1,2,3$ ) in the DM $M$ denotes the ranking value of the alternative $x_{i}$ with respect to the criterion $c_{y}$. Let $\chi=\left\{\chi_{1}, \chi_{2}, \chi_{3}\right\}$ be the weight values of criteria $\left\{c_{1}, c_{2}, c_{3}\right\}$, satisfying $0 \leq \chi_{y} \leq 1$ and $\sum_{y=1}^{3} \chi_{y}=1$. In general, the weight values of criteria are set to $\chi_{1}=\chi_{2}=\chi_{3}=(1 / 3)$. For the DM $M$, the ranking values of each alternative with respect to three criteria should be aggregated for determining the final ranking values. However, the ranking values $f_{i y}(y=1,2,3)$ show different dimensions because they are obtained from the different components. For the purpose of making them dimensionless, all the ranking values $f_{i y}(y=1,2,3)$ are normalized as

$$
\tilde{f}_{i y}=\left\{\begin{array}{cl}
\frac{f_{i y}-\min _{1 \leq i \leq m} f_{i y}}{\max _{1 \leq i \leq m} f_{i y}-\min _{1 \leq i \leq m} f_{i y}}, & \text { for benefit - type criterion } c_{y}  \tag{54}\\
\frac{\max _{1 \leq i \leq m} f_{i y}-f_{i y}}{\max _{1 \leq i \leq m} f_{i y}-\min _{1 \leq i \leq m} f_{i y}}, & \text { for cost - type criterion } c_{y}
\end{array}\right.
$$

where $1 \leq i \leq m$ and $1 \leq y \leq 3$.
Afterwards, the weighted HM operator [55] is used to aggregate the normalized ranking values $\tilde{f}_{i y}$ of each alternative $x_{i}$ with respect to three criteria for deriving the final ranking value of this alternative as

$$
\begin{equation*}
F_{i}=\left(\frac{2}{3(3+1)} \sum_{h=1}^{3} \sum_{g=h}^{3}\left(\chi_{h} \tilde{f}_{i h}\right)^{\gamma}\left(\chi_{g} \tilde{f}_{i g}\right)^{\eta}\right)^{(1 /(\gamma+\eta))} \tag{55}
\end{equation*}
$$

The alternative with larger final ranking value is better. Hence, all the alternatives can be ranked based on the descending order of their final ranking values.
5.3. Decision-Making Procedure. Based on the discussion and results in Section 5.2, the decision-making procedure of the proposed $q$-ROF-MULTIMOORA method is summarized using the following 7 steps.

Step 1: all the evaluation information is collected for constructing DM $R=\left(o_{i j}\right)_{m \times n}=\left(\mu_{i j}, v_{i j}\right)_{m \times n}$. At the same time, the values of the parameters $q, \gamma, \eta$, and $\aleph$ should be provided.

Step 2: to transform the criteria values of each alternative with respect to cost-type criteria, (45) is used to transform DM $R=\left(o_{i j}\right)_{m \times n}$ into DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$.
Step 3: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$, (47) is applied to compute the ranking value $f_{i 1}$ of each alternative $x_{i}$ with respect to the $\mathrm{q}-\mathrm{ROF}-\mathrm{RS}$ component. The alternatives can be ranked according to the descending order of their ranking values.
Step 4: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$, (50) is applied to compute the ranking value $f_{i 2}$ of each alternative $x_{i}$ with respect to the $q$-ROF-RP component. The alternatives can be ranked according to the ascending order of their ranking values.
Step 5: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{m \times n}$, (52) is applied to compute the ranking value $f_{i 3}$ of each alternative $x_{i}$ with respect to the $q$-ROF-FMF component. The alternatives can be ranked according to the descending order of their ranking values.
Step 6: based on the ranking values of alternatives obtained from three components in Steps 3-5, a new DM $M=\left(f_{i y}\right)_{m \times 3}$ is constructed. Afterwards, (54) is
applied to transform $\mathrm{DM} \quad M=\left(f_{i y}\right)_{m \times 3}$ into $\tilde{M}=\left(\widetilde{f}_{i y}\right)_{m \times 3}$.
Step 7: in the final step, (55) is used to aggregate the ranking values of alternatives with respect to three components of the $q$-ROF-MULTIMOORA method for deriving the final ranking values. Then, all the alternatives are ranked according to the descending order of their final ranking values.
The above steps are also shown in Figure 1.
The $q$-ROF-MULTIMOORA method is a combination of PA operator, Dombi operational laws, AHM, GHM, and MULTIMOORA. It shows the following advantages:
(1) It has the ability of alleviating negative influences of extreme criteria values on the decision results, which makes the decision results more stable and robust.
(2) It shows strong flexibility when computing the criteria values due to the Dombi operational laws of $q$ ROFNs.
(3) The HM and GHM operators are capable of capturing the complex interrelationships hiding behind the criteria values. Moreover, the MULTIMOORA method integrates the ranking values obtained from three components for deriving the final ranking values. Thus, the decision results of the $q$-ROFMULTIMOORA method are more reasonable and effective.

## 6. Illustrative Example and Comparison Analysis

In this section, a practical case concerning the evaluation of security algorithm is shown to illustrate the decisionmaking procedure of the proposed $q$-ROF-MULTIMOORA method. Afterwards, the influences of the parameters on the decision results are analyzed. Finally, the proposed $q$-ROF-MULTIMOORA method is compared with the original MULTIMOORA method for processing $q$-ROFNs.
6.1. Decision Process Using the $q$-ROF-MULTIMOORA Method. In this section, a real case concerning the evaluation of security algorithms is provided to illustrate the decision procedure of the proposed $q$-ROF-MULTIMOORA method.

Example 1. With the quick development of Internet applications, more and more user data are stored online. Hackers frequently attack the Internet applications for obtaining the privacy data. To protect users' privacy data, various security algorithms have been designed and implemented. However, these security algorithms show different features. How to choose the suitable security algorithm is a big challenge for organizations since multiple criteria should be considered. Here, we try to formulate the process of evaluating the security algorithms and selecting a suitable one as a classical MCDM problem. Suppose organization plans to evaluate 5 candidates of security algorithms and select the suitable one by considering 6 criteria: function
$\left(c_{1}\right)$, reliability $\left(c_{2}\right)$, usability $\left(c_{3}\right)$, performance $\left(c_{4}\right)$, portability $\left(c_{5}\right)$, and complexity ( $c_{6}$ ). Hence, an MCDM problem composed of 5 security algorithms $\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}$ and 6 criteria $\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{5}, c_{6}\right\}$ can be constructed. According to the real requirements for building the security system, the organization sets the weights of criteria as $\omega=(0.10,0.15,0.35,0.20,0.10,0.10)$. The technical panel of this organization uses the $q$-ROFNs to evaluate these five security algorithms with respect to their criteria. All the $q$ ROFNs are collected to form the DM $R=\left(o_{i j}\right)_{5 \times 6}=\left(\mu_{i j}, v_{i j}\right)_{5 \times 6}$, as shown in Table 2.

Step 1: the values of the parameters $\gamma, \eta$, and $\aleph$ are set to 1 and the value of the parameter $q$ is set to 3 .
Step 2: the first five criteria are benefit-type criteria, while the maintenance cost is cost-type criteria. Hence, (45) is used to transform DM $R=\left(o_{i j}\right)_{5 \times 6}$ in Table 2 into DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{5 \times 6}$ as depicted in Table 3.
Step 3: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{5 \times 6}$, (47) is applied to compute the ranking value $f_{i 1}$ of each security algorithm $x_{i}$ with respect to the $q$-ROF-RS component as

$$
\begin{align*}
& f_{11}=0.036, \\
& f_{21}=0.027, \\
& f_{31}=0.033,  \tag{56}\\
& f_{41}=0.111, \\
& f_{51}=0.047 .
\end{align*}
$$

Hence, these security algorithms can be ranked as $x_{4}>x_{5}>x_{1}>x_{3}>x_{2}$.
Step 4: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{5 \times 6}$, (50) is applied to compute the ranking value $f_{i 2}$ of each security algorithm $x_{i}$ with respect to the $q$-ROF-RP component as

$$
\begin{align*}
& f_{12}=0.179, \\
& f_{22}=0.225, \\
& f_{32}=0.213,  \tag{57}\\
& f_{42}=0.031, \\
& f_{52}=0.229 .
\end{align*}
$$

Hence, these security algorithms can be ranked as $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$.
Step 5: for the transformed DM $\widetilde{R}=\left(\widetilde{o}_{i j}\right)_{5 \times 6}$, (52) is applied to compute the ranking value $f_{i 3}$ of each security algorithm $x_{i}$ with respect to the $q$-ROF-FMF component as

$$
\begin{align*}
& f_{13}=-0.004 \\
& f_{23}=-0.018 \\
& f_{33}=0.007  \tag{58}\\
& f_{43}=-0.001 \\
& f_{53}=-0.035
\end{align*}
$$



Figure 1: The frame diagram of the proposed method.

Hence, these security algorithms can be ranked as $x_{3}>x_{4}>x_{1}>x_{2}>x_{5}$.
Step 6: based on the ranking values of security algorithms obtained from three components in Steps 3-5, a new DM $M=\left(f_{i y}\right)_{m \times 3}$ is formed. Afterwards, (54) is applied to transform the DM $M=\left(f_{i y}\right)_{m \times 3}$ into $\widetilde{M}=$ $\left(f_{i y}\right)_{m \times 3}$ as

$$
\widetilde{M}=\left(\begin{array}{ccc}
0.107 & 0.253 & 0.738  \tag{59}\\
0.000 & 0.020 & 0.405 \\
0.071 & 0.081 & 1.000 \\
1.000 & 1.000 & 0.810 \\
0.238 & 0.000 & 0.000
\end{array}\right)
$$

Step 7: in the final step, equation (55) is used to aggregate the ranking values of five security algorithms with respect to three components for deriving the final ranking values as

$$
\begin{align*}
& F_{1}=0.130 \\
& F_{2}=0.057, \\
& F_{3}=0.147,  \tag{60}\\
& F_{4}=0.313, \\
& F_{5}=0.032
\end{align*}
$$

Then, the final ranking order of these security algorithms is $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$. Thus, the security algorithm $x_{4}$ is the
suitable one for the organization when building the security system.
6.2. Influences of the Parameters on the Ranking Results. In this section, the influences of the parameters on the ranking results are discussed.
6.2.1. Influence of the Parameter $q$ on the Final Ranking Results. The influence of the parameter $q$ on the final ranking results of the $q$-ROF-MULTIMOORA method is first discussed. In this case, the parameters $\gamma=\eta=\mathcal{N}=1$. For the transformed DM $R=\left(o_{i j}\right)_{5 \times 6}$ in Table 2, the ranking results of security algorithms are shown in Table 4 and Figure 2 when the value of the parameter $q$ varies.

From Table 4, it can be known that the ranking results of security algorithms are different when the value of $q$ varies. When $q=1$, the ranking result of security algorithms is $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$. When $q=2$, the ranking result of security algorithms is $x_{4}>x_{2}>x_{1}>x_{3}>x_{5}$. When $q=3$ or $q=5$, the ranking results of security algorithms are $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$. Although the ranking result of security algorithms changes when the value of the parameter $q$ varies, the most suitable security algorithm keeps unchanged, namely, $x_{4}$. When $q=1$, then $q$-ROFNs reduce to IFNs. When $q=2$, then $q$ ROFNs reduce to PFNs. How to determine the reasonable value of $q$ depends on the evaluation information provided by the expert. The smallest value of the parameter $q$ should satisfy $\mu^{q}+\nu^{q} \leq 1$. For instance, if the evaluation information given by the expert is $(0.9,0.9)$, then the smallest value of the parameter $q$ should be 7 so that $0.9^{7}+0.9^{7}<1$.
6.2.2. Influences of the Parameters $\gamma$ and $\eta$ on the Ranking Results. The influences of the parameters $\gamma$ and $\eta$ on the ranking results of the $q$-ROF-MULTIMOORA method are analyzed in this part. In this case, the parameters $\aleph=1$ and $q=3$. For DM $R=\left(o_{i j}\right)_{5 \times 6}$ in Table 2, the ranking results of security algorithms are shown in Table 5 and Figure 3 when the values of the parameters $\gamma$ and $\eta$ vary.

From Table 5, it can be seen that the ranking result obtained from the $q$-ROF-MULTIMOORA method is always $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ except when $\gamma=0$ and $\eta=1$. Nevertheless, the most suitable security algorithm is always $x_{4}$. When $\gamma=0$ and $\eta=1$, the ranking result of security algorithms changes into $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$. Thus, the ranking result obtained from the $q$-ROF-MULTIMOORA method is not sensitive to the values of these two parameters. In other words, the $q$-ROF-MULTIMOORA method is robust and effective.
6.2.3. Influence of the Parameter $\aleph$ on the Ranking Results. The influence of the parameter $\aleph$ on the ranking results of the $q$-ROF-MULTIMOORA method is analyzed in this part. In this case, the parameters $\gamma=\eta=1$ and $q=3$. For DM $R=\left(o_{i j}\right)_{5 \times 6}$ in Table 2, the ranking results of security algorithms are listed in Table 6 and Figure 4 when the value of the parameter $\aleph$ varies.

Table 2: The $q$-rung orthopair fuzzy DM.

|  | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $(0.1,0.2)$ | $(0.3,0.3)$ | $(0.5,0.3)$ | $(0.6,0.3)$ | $(0.2,0.1)$ | $(0.1,0.1)$ |
| $x_{2}$ | $(0.3,0.2)$ | $(0.1,0.1)$ | $(0.5,0.1)$ | $(0.4,0.5)$ | $(0.3,0.2)$ | $(0.6,0.1)$ |
| $x_{3}$ | $(0.6,0.1)$ | $(0.2,0.2)$ | $(0.4,0.3)$ | $(0.2,0.4)$ | $(0.3,0.2)$ | $(0.1,0.2)$ |
| $x_{4}$ | $(0.2,0.5)$ | $(0.1,0.3)$ | $(0.7,0.1)$ | $(0.8,0.1)$ | $(0.4,0.3)$ | $(0.3,0.3)$ |
| $x_{5}$ | $(0.4,0.4)$ | $(0.4,0.5)$ | $(0.5,0.2)$ | $(0.1,0.4)$ | $(0.3,0.4)$ | $(0.4,0.4)$ |

Table 3: The transformed $q$-rung orthopair fuzzy DM.

|  | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $(0.1, .02)$ | $(0.3,0.3)$ | $(0.5,0.3)$ | $(0.6,0.3)$ | $(0.2,0.1)$ | $(0.1,0.1)$ |
| $x_{2}$ | $(0.3,0.2)$ | $(0.1,0.1)$ | $(0.5,0.1)$ | $(0.4,0.5)$ | $(0.3,0.2)$ | $(0.1,0.6)$ |
| $x_{3}$ | $(0.6,0.1)$ | $(0.2,0.2)$ | $(0.4,0.3)$ | $(0.2,0.4)$ | $(0.3,0.2)$ | $(0.2,0.1)$ |
| $x_{4}$ | $(0.2,0.5)$ | $(0.1,0.3)$ | $(0.7,0.1)$ | $(0.8,0.1)$ | $(0.4,0.3)$ | $(0.3,0.3)$ |
| $x_{5}$ | $(0.4,0.4)$ | $(0.4,0.5)$ | $(0.5,0.2)$ | $(0.1,0.4)$ | $(0.3,0.4)$ | $(0.4,0.4)$ |

From Table 6, it can be seen that the ranking result obtained from the $q$-ROF-MULTIMOORA method slightly changes when the value of the parameter $\aleph$ varies. When the value of the parameter $\aleph$ is set to $\aleph=1$, then the ranking result of security algorithms is $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$. When the value of the parameter $\mathcal{N}$ is set to a value in the integer set $\{2,3, \ldots, 10\}$, then the ranking result of security algorithms is changed into $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$. However, the most suitable security algorithm always keeps unchanged, namely, $x_{4}$ no matter how the value of the parameter $\aleph$ varies. Hence, the ranking result that is obtained from the $q$-ROF-MULTIMOORA method is relatively stable. Because of the Dombi operational laws for $q$-ROFNs, the $q$-ROF-MULTIMOORA method has high flexibility by providing the parameter $\aleph$. Experts can adjust the value of the parameter $\aleph$ according to the actual situation of MCDM problems.
6.3. Comparative Analysis. For the proposed $q$-ROFMULTIMOORA method, it applies the PA operator to alleviate the negative influence of extreme values on the ranking results and integrates the AHM and GHM operators to handle the interrelationships hiding behind criteria values. For the purpose of verifying the effectiveness of the $q$ -ROF-MULTIMOORA method, it is compared with the original MULTIMOORA method $[32,56]$ for handling the $q$-ROFNs. Different from the $q$-ROF-MULTIMOORA method, the original MULTIMOORA method does not contain the PA operator to solve the problem of extreme values and also does not integrate the AHM and GHM operators to handle the interrelationships among criteria values. Hence, it is a suitable way for comparing the $q$-ROFMULTIMOORA method with the original MULTIMOORA method. For the purpose of conducting this comparative analysis, an example of evaluating blockchain platforms is given.

Example 2. The blockchain technology has the ability to solve the problems resulting from our increasingly connected society and tackle real-world business concerns. It has been broadly applied to many fields such as distributed

Table 4: Ranking results of the $q$-ROF-MULTIMOORA method when the value of $q$ varies.

|  | Final ranking values of security algorithms | Ranking results |
| :--- | :--- | :--- |
| $q=1$ | $F_{1}=0.210, F_{2}=0.096, F_{3}=0.192, F_{4}=0.333$, and $F_{5}=0.000$ | $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$ |
| $q=2$ | $F_{1}=0.093, F_{2}=0.191, F_{3}=0.069, F_{4}=0.312$, and $F_{5}=0.043$ | $x_{4}>x_{2}>x_{1}>x_{3}>x_{5}$ |
| $q=3$ | $F_{1}=0.130, F_{2}=0.057, F_{3}=0.147, F_{4}=0.313$, and $F_{5}=0.032$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $q=5$ | $F_{1}=0.136, F_{2}=0.019, F_{3}=0.142, F_{4}=0.302$, and $F_{5}=0.014$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |



Figure 2: Ranking results of the $q$-ROF-MULTIMOORA method when the value of $q$ varies.

Table 5: Ranking results of the $q$-ROF-MULTIMOORA method when the values of $\gamma$ and $\eta$ vary.

|  | Final ranking values of security algorithms | Ranking results |
| :--- | :---: | :---: |
| $\gamma=1$ and $\eta=0$ | $F_{1}=0.094, F_{2}=0.038, F_{3}=0.118, F_{4}=0.307$, and $F_{5}=0.021$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=1$ and $\eta=0.5$ | $F_{1}=0.112, F_{2}=0.041, F_{3}=0.131, F_{4}=0.312$, and $F_{5}=0.024$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=1$ and $\eta=1$ | $F_{1}=0.130, F_{2}=0.057, F_{3}=0.147, F_{4}=0.313$, and $F_{5}=0.032$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=1$ and $\eta=2$ | $F_{1}=0.151, F_{2}=0.070, F_{3}=0.187, F_{4}=0.310$, and $F_{5}=0.044$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=1$ and $\eta=3$ | $F_{1}=0.174, F_{2}=0.082, F_{3}=0.215, F_{4}=0.312$, and $F_{5}=0.051$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=1$ and $\eta=4$ | $F_{1}=0.185, F_{2}=0.086, F_{3}=0.235, F_{4}=0.315$, and $F_{5}=0.055$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=0$ and $\eta=1$ | $F_{1}=0.197, F_{2}=0.003, F_{3}=0.170, F_{4}=0.333$, and $F_{5}=0.070$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\gamma=0.5$ and $\eta=1$ | $F_{1}=0.139, F_{2}=0.043, F_{3}=0.155, F_{4}=0.308$, and $F_{5}=0.024$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=2$ and $\eta=1$ | $F_{1}=0.144, F_{2}=0.073, F_{3}=0.184, F_{4}=0.313, F_{5}=0.047$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=3$ and $\eta=1$ | $F_{1}=0.162, F_{2}=0.093, F_{3}=0.213, F_{4}=0.317$, and $F_{5}=0.051$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\gamma=4$ and $\eta=1$ | $F_{1}=0.181, F_{2}=0.106, F_{3}=0.233, F_{4}=0.318$, and $F_{5}=0.054$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |

cloud storage and health care, as well as payment and transfers. To benefit from the blockchain technology, organizations across the globe try to introduce the blockchain technology for building their own decentralized systems. The blockchain platforms are a good solution, which help organizations to facilitate the development and deployment of decentralized systems. Suppose that an organization wants to evaluate five blockchain platforms with respect to five criteria: usability, performance, scalability, security, and cost. Therefore, evaluating these five blockchain platforms can be formulated as an MCDM composed of blockchain platforms $\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}$ with respect to criteria $\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\}$. The weights of criteria are set to
$\omega=(0.10,0.25,0.35,0.2,0.1)$. The transformed DM $R=\left(o_{i j}\right)_{5 \times 5}=\left(\mu_{i j}, v_{i j}\right)_{5 \times 5}$ is given in Table 7.

The original MULTIMOORA method and $q$-ROFMULTIMOORA method are applied to process the transformed $q$-rung orthopair fuzzy DM in Table 7. Because of the limited space, the computation processes are omitted here and the ranking results of different methods are provided in Table 8.

In Table 8, the ranking results obtained from the $q$-ROFMULTIMOORA method and original method are provided. Moreover, the ranking results obtained from the three components of $q$-ROF-MULTIMOORA and original method are also given. From Table 8, it can be noted that the


Figure 3: Ranking results of the $q$-ROF-MULTIMOORA method when the values of $\gamma$ and $\eta$ vary.

Table 6: Ranking results of the $q$-ROF-MULTIMOORA method when the value of $\mathcal{N}$ varies.

|  | Final ranking values of security algorithms | Ranking results |
| :--- | :--- | :---: |
| $\aleph=1$ | $F_{1}=0.130, F_{2}=0.057, F_{3}=0.147, F_{4}=0.313$, and $F_{5}=0.032$ | $x_{4}>x_{3}>x_{1}>x_{2}>x_{5}$ |
| $\aleph=2$ | $F_{1}=0.153, F_{2}=0.003, F_{3}=0.150, F_{4}=0.297$, and $F_{5}=0.027$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=3$ | $F_{1}=0.170, F_{2}=0.003, F_{3}=0.154, F_{4}=0.296$, and $F_{5}=0.054$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=4$ | $F_{1}=0.172, F_{2}=0.003, F_{3}=0.151, F_{4}=0.291$, and $F_{5}=0.063$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=5$ | $F_{1}=0.173, F_{2}=0.003, F_{3}=0.149, F_{4}=0.286$, and $F_{5}=0.065$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=6$ | $F_{1}=0.173, F_{2}=0.003, F_{3}=0.147, F_{4}=0.285$, and $F_{5}=0.067$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=7$ | $F_{1}=0.173, F_{2}=0.003, F_{3}=0.145, F_{4}=0.283$, and $F_{5}=0.066$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=8$ | $F_{1}=0.174, F_{2}=0.003, F_{3}=0.145, F_{4}=0.283$, and $F_{5}=0.066$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=9$ | $F_{1}=0.174, F_{2}=0.003, F_{3}=0.144, F_{4}=0.282$, and $F_{5}=0.067$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| $\aleph=10$ | $F_{1}=0.174, F_{2}=0.003, F_{3}=0.142, F_{4}=0.282$, and $F_{5}=0.067$ | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |

ranking results obtained from the $q$-ROF-MULTIMOORA method and original MULTIMOORA method are different. Moreover, the ranking result obtained from the $q$-ROF-RS component of the $q$-ROF-MULTIMOORA method is different from that obtained from the RS component of the original MULTIMOORA method, so do the ranking results of other two components in the $q$-ROF-MULTIMOORA method and original MULTIMOORA method. The reasons are analyzed as follows:
(1) In the process of evaluating blockchain platforms, there are the interrelationships hiding behind the criteria values. The $q$-ROF-MULTIMOORA method has been equipped with the AHM and GHM operators to process the interrelationships, while the
original MULTIMOORA method is unable to process the hiding interrelationships.
(2) For the $q$-rung orthopair fuzzy DM $R$, there exists relatively great difference among criteria values. The $q$-ROF-MULTIMOORA method is integrated with the PA operator to alleviate the negative impact of extreme criteria values on the ranking results, while the original MULTIMOORA method ignores this case.
From the above analysis, it can be noted that the $q$-ROFMULTIMOORA method performs better than the original MUTLIMOORA method because the $q$-ROF-MULTIMOORA method derives more robust and reasonable ranking results.


Figure 4: Ranking results of the $q$-ROF-MULTIMOORA method when the value of $\aleph$ varies.

Table 7: The transformed $q$-rung orthopair fuzzy DM for evaluating blockchain platforms.

|  | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x_{1}$ | $(0.5,0.1)$ | $(0.5,0.1)$ | $(0.6,0.1)$ | $(0.8,0.1)$ | $(0.5,0.3)$ |
| $x_{2}$ | $(0.1,0.2)$ | $(0.2,0.2)$ | $(0.3,0.4)$ | $(0.4,0.1)$ | $(0.2,0.2)$ |
| $x_{3}$ | $(0.3,0.1)$ | $(0.2,0.4)$ | $(0.5,0.3)$ | $(0.5,0.4)$ | $(0.3,0.1)$ |
| $x_{4}$ | $(0.4,0.2)$ | $(0.7,0.2)$ | $(0.6,0.1)$ | $(0.5,0.1)$ | $(0.7,0.2)$ |
| $x_{5}$ | $(0.5,0.4)$ | $(0.2,0.1)$ | $(0.2,0.4)$ | $(0.3,0.5)$ | $(0.2,0.4)$ |

Table 8: Ranking results of five blockchain platforms when using different methods.

|  | Decision method | Ranking results |
| :--- | :---: | :---: |
| 1 | RS component [32] | $x_{1}>x_{4}>x_{3}>x_{2}>x_{5}$ |
| 2 | RP component [32] | $x_{1}>x_{4}>x_{3}>x_{2}>x_{5}$ |
| 3 | FMF component [32] | $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$ |
| 4 | The original MULTIMOORA [32] | $x_{1}>x_{4}>x_{3}>x_{2}>x_{5}$ |
| 5 | $q$-ROF-RS component | $x_{4}>x_{1}>x_{3}>x_{5}>x_{2}$ |
| 6 | $q$-ROF-RP component | $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$ |
| 7 | $q$-ROF-FMF component | $x_{1}>x_{4}>x_{3}>x_{2}>x_{5}$ |
| 8 | $q$-ROF-MULTIMOORA | $x_{4}>x_{1}>x_{3}>x_{2}>x_{5}$ |

## 7. Conclusions

To solve the security algorithms' evaluation problem, we propose an efficient $q$-ROF-MULTIMOORA method in this paper. Our contributions are listed as follows:
(1) We combine the PA operator, Dombi operational laws, and AHM and GHM operators to design the $q$ ROFDPHM, $q$-ROFWDPHM, $q$-ROFDPGHM, and $q$-ROFWDPGHM operators to aggregate $q$-ROFNs.
(2) The proposed $q$-ROFWDPHM and $q$ ROFWDPGHM operators are applied to modify the original MULTIMOORA method for proposing a novel $q$-ROF-MULTIMOORA method.
(3) A practical case of evaluating five security algorithms is given to show the decision procedure of the $q$ -ROF-MULTIMOORA method. The influences of the parameters on the ranking results are analyzed.
(4) To validate the effectiveness of the proposed $q$-ROFMULTIMOORA method, a new example of evaluating blockchain platforms is given.
The proposed methods also have some limitations:
(1) the $q$-ROFSs model, the uncertain information uses only three characteristic functions and does not have the characteristic function that denotes the degree of abstinence. This limitation can be removed by introducing the concept of T-spherical fuzzy sets, which was proposed by Mahmood et al. [57]. It has been studied by many scholars $[58,59]$.
(2) The weights of attributes are directly given in this study. It ignores the objective significance. The method combining the objective weights and subjective weights should be considered in the future.
(3) In the proposed $q$-ROF-MULTIMOORA method, the $q$-ROFDPHM and $q$-ROFDPGHM operators do not consider the interaction between the membership degree and the nonmembership degree of $q$ ROFSs, which will produce unreasonable aggregated results.

The proposed $q$-ROF-MULTIMOORA method has some potential applications. In the future research plan, we intend to apply the proposed method into the sustainable supplier selection [60]. According to the third limitation mentioned in the above paragraph, the idea of interaction operational rules [61] will be used to improve the proposed method.
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#### Abstract

Ongoing developments of the measurement sciences say that measurements based on continuous phenomena are no more precise observations but more or less fuzzy. Therefore, it is necessary to utilize this imprecision of observations to obtain such estimators, which are based on all the available information that is given in the form of randomness and fuzziness. Objective of this research was to get such parameter estimation procedure that utilizes all the available information for some well-known two-parameter life time distributions. Therefore, the estimators need to be generalized in such a way to cover both uncertainties. For this purpose, based on $\delta$-cuts of the life time observations, the generalized estimators are developed in such manner to cover stochastic variation in addition to fuzziness. The proposed generalized estimators are much preferred over classical estimators for life time analysis as these are based on all the available information present in the form of fuzziness of single observations and random variation among the observations to make suitable inferences.


## 1. Introduction

Statistics is the science to make inference about the population from the obtained data. The obtained data are usually presented in the form of numbers, vectors, or functions, generally containing precise measurements of some phenomena. Countless techniques (stochastic models) are available to model or to draw inference from these obtained measurements.

Survival analysis or reliability analysis can generally be defined as the collection of techniques for analyzing socalled life time data.

In broad sense, one can say life time is "the time to the occurrence of a specified event."

Life time is also called survival time, event time, or failure time and is usually measured in hours, days, weeks, months, or years.

The prominence of survival analysis is to predict the probability of response, average survival time, identifying the important investigative factors associated to the life time
of units, and to compare the survival distributions. Models used for survival times are usually termed as "time to event models" [1].

The analysis techniques of life time data can be traced back centuries, but the rapid development started about few decades ago, especially World War II stimulated interest in the reliability of military equipment [2].

Nowadays, life time analysis is used in almost every of field of life like biomedical sciences, industrial reliability, social sciences, and business. In the time to event modeling, the event of interest may be failure, death, recovery time, or change of address, in engineering, medical and social sciences, etc. Therefore, there are a number of reasons to say that specialized methods are required to model life time data in the best possible way [1].

Exponential, Weibull, log-logistic, and Birnbaum-Saunders distributions are considered in most applied distributions in life time analyses.

Exponential distribution has a vital role in life time analysis analogous to normal distribution in other fields. It is
purely based on random failure pattern because of its "memoryless property." A two-parameter function is a more generalized form with probability density function of exponential distribution:

$$
f\left(\frac{y}{\lambda, \theta}\right)= \begin{cases}\lambda e^{-\lambda(y-\theta)}, & y \geq \theta  \tag{1}\\ 1, & y<\theta\end{cases}
$$

For $n$ precise life time observations $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, their classical parameter estimates, i.e., maximum likelihood estimates, are given as

$$
\begin{equation*}
\hat{\theta}=\min \left(y_{1}, y_{2}, \ldots, y_{n}\right) \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\lambda}=\frac{n}{\sum_{i=1}^{n}\left(y_{i}-\widehat{\theta}\right)} . \tag{3}
\end{equation*}
$$

For details, see [1].
For the nonconstant hazard rate, Weibull distribution is among the top most distributions for the life time analysis. Its density is defined by

$$
\begin{equation*}
f(y \mid \tau, \eta)=\frac{\eta}{\tau}\left(\frac{y}{\tau}\right)^{\eta-1} \exp \left\{-\left(\frac{y}{\tau}\right)^{\eta}\right\} \quad \forall y>0, \tau>0, \eta>0 \tag{4}
\end{equation*}
$$

$\tau$ : scale parameter (also called characteristic life time), $\eta$ : shape parameter.

According to [3], let CV denote the coefficient of variation for the data defined as the ratio of standard deviation and mean, i.e., $\sigma / \bar{y}$.

For the parameter estimation of Weibull distribution, the moment method estimators are defined as

$$
\begin{equation*}
C V=\frac{\sqrt{\Gamma(1+2 / \hat{\eta})-\Gamma^{2}(1+1 / \hat{\eta})}}{\Gamma(1+1 / \hat{\eta})} \tag{5}
\end{equation*}
$$

Solve the above equation for the value of $\hat{\eta}$ to get an estimate.

$$
\begin{equation*}
\widehat{\tau}=\left(\frac{\bar{y}}{\Gamma(1+1 / \hat{\eta})}\right)^{\frac{1}{\hat{\eta}}} \tag{6}
\end{equation*}
$$

The log-logistic distribution is the extension of logistic distribution, for which it has been observed that it can be decreasing, right-skewed, or unimodal. Because of its flexibility in shapes, it is very useful to fit data from many different fields, including engineering, economics, hydrology, and survival analysis.

Its pdf is defined as

$$
\begin{equation*}
f(y \mid \alpha, \beta)=\frac{(\beta \alpha)(y \alpha)^{\beta-1}}{\left[1+(y \alpha)^{\beta}\right]^{2}}, \quad y>0 . \tag{7}
\end{equation*}
$$

For the parameter estimation, maximum likelihood estimators are obtained through the following equations:

$$
\begin{array}{r}
\frac{n}{\beta}-n \log (\alpha)+\sum_{i=1}^{n} \log \left(y_{i}\right)-2 \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta} \log \left(\frac{y_{i}}{\alpha}\right)\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0 \\
-\frac{n \beta}{\alpha}+\frac{2 \beta}{\alpha} \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta}\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0 . \tag{8}
\end{array}
$$

For details, see [4].
Birnbaum-Saunders life time distribution was first proposed in [5], for fatigue failures caused under cyclic loading, having the density function given below:

$$
\begin{equation*}
f(y \mid \mu, \gamma)=\frac{1}{2 \sqrt{2 \pi} \mu \gamma}\left[\left(\frac{\gamma}{y}\right)^{\frac{1}{2}}+\left(\frac{\gamma}{y}\right)^{\frac{3}{2}}\right] \exp \left[-\frac{1}{2 \mu^{2}}\left(\frac{y}{\gamma}+\frac{\gamma}{y}-2\right)\right], \quad y, \mu, \gamma>0 \tag{9}
\end{equation*}
$$

For $n$ precise life time observations $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$, the corresponding modified moment estimators are obtained as follows.

Let $A$ and $H$ be arithmetic mean and harmonic mean of the life times, respectively:

$$
\begin{equation*}
A=\frac{\sum_{i=1}^{n} y_{i}}{n} \text { and } H=\frac{n}{\sum_{i=1}^{n} 1 / y_{i}} \tag{10}
\end{equation*}
$$

Then,

$$
\begin{gather*}
\widehat{\mu}=\left\{2\left[\left(\frac{A}{H}\right)^{12}-1\right]\right\}^{12},  \tag{11}\\
\hat{\gamma}=(A \cdot H)^{12} \tag{12}
\end{gather*}
$$

For the proof, see [6].
For a life time random variable, Gamma distribution is defined by the density

$$
\begin{equation*}
f(y \mid \phi, \nu)=\frac{1}{\Gamma \nu \phi} y^{\nu-1} e^{\frac{-y}{\phi}} \quad \text { with } \phi>0, v>0 \tag{13}
\end{equation*}
$$

Let $\bar{y}$ and $s^{2}$ be mean and variance of the data $y_{1}, y_{2}, \ldots, y_{n}$, respectively; then, the moment estimators of the parameters are defined as

$$
\begin{align*}
& \widehat{v}=\frac{\bar{y}^{2}}{s^{2}},  \tag{14}\\
& \widehat{\phi}=\frac{s^{2}}{\bar{y}} . \tag{15}
\end{align*}
$$

For the proof, see [7].
The emergence of technological advancement augments the increase in life time of units. Therefore, the researchers with only few observations draw inference about the aggregate of units. Hence, it is pertinent to utilize all the available information in the best possible manner.

According to [8], in the modern science of measurements, it is not possible to get exact measurement of a continuous real variable, and stochastic models are used to model variation among the precise observations.

In addition to that, in practical situations, especially dealing with continuous variables, the measurements have two kinds of uncertainties, the first is variation among the observations and second is imprecision of single observations, called fuzziness [9].

Realizing the importance of fuzziness in the life time observations, some work has been done like ([10-18]); [19, 20]. Yet, most of the times, the information available in the form of fuzziness is ignored in the publications, which may cause misleading results.

Therefore, the very up-to-date fuzzy number approaches are more realistic and suitable for the inferences of life time observations [21].

In this research work, some the generalized estimators for well-known distributions are presented to accommodate fuzziness along with random variation.

## 2. Preliminary Concepts of Fuzzy Set Theory

2.1. Fuzzy Number. Let $y^{*}$ denote a fuzzy number and is a special subsets of $\mathbb{R}$; it is determined by a real-valued function, so-called characterizing function (CF) $\chi(\cdot)$, with conditions:
(1) $0 \leq \chi \leq 1$
(2) Support of $\chi(\cdot)$ is bounded: $\operatorname{supp}[\chi(\cdot)]:=[y \in \mathbb{R}: \chi(y)>0] \subseteq\left[\mathbb{R}_{a}, \mathbb{R}_{b}\right] \quad$ with $-\infty<\mathbb{R}_{a}<\mathbb{R}_{b}<\infty$.
(3) The so-called $\delta \quad$-cut, i.e., $C_{\delta}\left(y^{*}\right):=\{y \in \mathbb{R}: \chi(y) \geq \delta\} \quad \forall \delta \in(0,1]$, is a finite union of nonempty compact intervals, i.e., $C_{\delta}\left(y^{*}\right)=\cup_{j=1}^{J_{\delta}}\left[\underline{y}_{j, \delta}, \bar{y}_{j, \delta}\right] \neq \varnothing$.
In case of fuzzy number for which all the $\delta$-cuts are closed bounded intervals, is called a fuzzy interval.
2.2. Lemma. According to [9], for a set $A \subseteq \mathbb{R}$, where $1_{A}(\cdot)$ is denoting the indicator function for set $A$, then to obtain the characterizing function for a generating fuzzy number, the given lemma holds:

$$
\begin{equation*}
\chi(y)=\max \left\{\delta \cdot 1_{C_{\delta}\left(y^{*}\right)}(y): \delta \in[0,1]\right\} \quad \forall y \in \mathbb{R} \tag{16}
\end{equation*}
$$

2.3. Nested Interval. Let $I_{\delta} ; \delta \in(0,1]$ be a family of intervals, called nested if $I_{\delta_{1}} \subseteq I_{\delta_{2}}$ for all $\delta_{1}>\delta_{2}$.
2.4. Remark. If $\left(A_{\delta} ; \delta \in(0,1]\right)$ is denoting a nested family of finite unions of compact intervals, it is not necessary that all nested families are the $\delta$-cuts of a fuzzy number. Then, the characterizing function of the generated fuzzy number is obtained by the given lemma.
2.5. Construction Lemma. According to [22], let $A_{\delta}=\cup_{j=1}^{J_{\delta}}\left[y_{\delta, j}, \bar{y}_{\delta, j}\right] \quad \forall \delta \in(0,1]$ be a nested family; then, the characterizing function (CF) of the generated fuzzy number is obtained by $\chi(y)=\sup \left\{\delta \cdot 1_{A_{\delta}}(y): \delta \in(0,1]\right\}$ $\forall y \in \mathbb{R}$.

### 2.6. Extension Principle. Consider an arbitrary function $\mathscr{H}$ :

 $\aleph \longrightarrow \Re$, where $\aleph$ and $\Re$ are two spaces.Let $m^{*}$ be a fuzzy element of $\aleph$, with corresponding membership function $\psi: \mathcal{\aleph} \longrightarrow[0,1]$; then, the fuzzy value $y^{*}=\mathscr{H}\left(m^{*}\right)$ is defined to be the corresponding fuzzy element in $\mathfrak{R}$ for which the membership function $\Psi(\cdot)$ is defined by

$$
\Psi(y):=\left\{\begin{array}{c}
\sup \{\psi(m): m \in \aleph, \mathscr{H}(\omega)=y\} \text { if } \exists m: \mathscr{H}(m)=y  \tag{17}\\
0 \text { if } \nexists m: \mathscr{H}(m)=y
\end{array}\right\} \quad \forall y \in \mathfrak{R}
$$

For details, see [23].
2.7. Minimum and Maximum of Fuzzy Numbers. If there are $n$ fuzzy intervals, i.e., $y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}$ with corresponding characterizing functions $\chi_{1}(\cdot), \chi_{2}(\cdot), \ldots, \chi_{n}(\cdot)$, respectively, then its $\delta$-cuts are denoted as $C_{\delta}\left(y_{i}^{*}\right)=\left[\underline{y}_{i, \delta}, \bar{y}_{i, \delta}\right] \forall \delta \in(0,1]$ and $i=1(1) n$. Then, the minimum $\bar{y}_{\text {min }^{*}}$ of the fuzzy numbers is fuzzy interval, with $\delta$-cuts $C_{\delta}\left(y_{\text {min }^{*}}\right)$. These are defined by

$$
\begin{equation*}
C_{\delta}\left(y_{\min ^{*}}\right):=\left[\min \left\{\underline{y}_{i, \delta}\right\}, \min \left\{\bar{y}_{i, \delta}\right\}\right] \quad \forall \delta \in(0,1] \tag{18}
\end{equation*}
$$

Furthermore, the maximum $y_{\max ^{*}}$ of the fuzzy numbers is fuzzy interval, with $\delta$-cuts $C_{\delta}\left(y_{\text {max }}\right)$ defined by

$$
\begin{equation*}
C_{\delta}\left(y_{\max ^{*}}\right):=\left[\max \left\{\underline{y}_{i, \delta}\right\}, \max \left\{\bar{y}_{i, \delta}\right\}\right] \quad \forall \delta \in(0,1] \tag{19}
\end{equation*}
$$

Figure 1 shows CF of minimum and maximum fuzzy observations from the above sample of fuzzy observations mentioned in Figure 2.

## 3. Generalized Estimation for Fuzzy Data

In Figure 3, the frame diagram explains the steps for obtaining the generalized estimators for the two-parameter life time distributions given below.
3.1. Exponential Distribution. Let $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}\right) 1 / 2$ represent fuzzy life time intervals having $\delta$-cuts:

$$
\begin{equation*}
C_{\delta}\left(y_{i}^{*}\right)=\left[\underline{y}_{i, \delta^{\prime}} \bar{y}_{i, \delta}\right], \quad i=1,2, \ldots, n, \forall \delta \in(0,1] . \tag{20}
\end{equation*}
$$

where $\quad y_{i, \delta}=\inf \{y \in \mathbb{R}: \chi(y) \geq \delta\} \quad$ and
$\bar{y}_{i, \delta}=\sup \{y \in \mathbb{R}: \dot{\chi}(y) \geq \delta\}$ are lower and upper ends of the $\bar{y}_{i, \delta}=\sup \{y \in \mathbb{R}: \bar{\chi}(y) \geq \delta\}$ are lower and upper ends of the corresponding $\delta$-cuts.

Based on fuzzy life times, the fuzzy (generalized) estimators of the two-parameter exponential distribution are denoted by $\widehat{\theta}^{*}$ and $\widehat{\lambda}^{*}$.

Based on lower and upper ends of the $\delta$-cuts of fuzzy life times, the estimator presented in (2) can be generalized in the following way:

$$
\begin{equation*}
\widehat{\theta^{*}}=\min \left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}\right) . \tag{21}
\end{equation*}
$$

For the fuzzy parameter estimator $\widehat{\theta^{*}}, \underline{\theta}_{\delta}$ and $\bar{\theta}_{\delta}$ are denoting lower and upper ends of the corresponding generating family of intervals, and these are obtained in the following way:

$$
\begin{equation*}
\underline{\theta}_{\delta}=\min \left[\underline{y}_{i, \delta}, i=1(1) n\right], \quad \forall \delta \in(0,1] \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\theta}_{\delta}=\min \left[\bar{y}_{i, \delta}, i=1(1) n\right], \quad \forall \delta \in(0,1] \tag{23}
\end{equation*}
$$

Let $\left(A_{\delta}\left(\widehat{\theta}^{*}\right)=\left[\underline{\theta}_{\delta}, \bar{\theta}_{\delta}\right] \forall \delta \in(0,1]\right)$ be the generating family of intervals; using construction lemma, the CF of the fuzzy estimate $\widehat{\theta}^{*}$ is obtained.

Example 1. Let us consider 12 fuzzy life time observations for two-parameter exponential distribution, i.e., $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{12}^{*}\right)=([1,2,3,4],[4,5,6,7],[8,9,10,11]$,
[11, 12, 13, 14], [12, 13, 14, 15],

$$
\begin{equation*}
[14,15,16,17],[17,18,19,20],[19,20,21,22],[21,22,23,24] . \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
\bar{\lambda}_{\delta}=\frac{n}{\sum_{i=1}^{n}\left(\underline{y}_{i, \delta}-\bar{\theta}_{\delta}\right)} \quad \forall \delta \in(0,1] . \tag{26}
\end{equation*}
$$

Let $\left(A_{\delta}\left(\widehat{\lambda}^{*}\right)=\left[\lambda_{\delta}, \bar{\lambda}_{\delta}\right] \forall \delta \in(0,1]\right)$ be the desired generating family of intervals; using construction lemma, the CF of the generated fuzzy estimate $\widehat{\lambda}^{*}$ is obtained.

In Figure 6, CF of the fuzzy estimate is obtained through (25) and (26) based on all the available information which is given in the form of fuzziness and stochastic variation; these make it more suitable in real-life applications.
3.2. Weibull Distribution. Based on (5), the fuzzy (generalized) estimates of the Weibull shape parameter can be obtained in the following way:


Figure 1: Minimum and maximum fuzzy observations from above sample.


Figure 2: Sample of fuzzy observations.


Figure 3: A frame diagram for the analysis.


Figure 4: CF of a fuzzy sample.


Figure 5: CF of the fuzzy estimator $\widehat{\theta}^{*}$.

$$
\begin{equation*}
\underline{\eta}_{\delta}:=\min _{\underline{y} \in \times_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{C V(\underline{y})=\frac{\sqrt{\Gamma(1+2 / \hat{\eta})-\Gamma^{2}(1+1 / \hat{\eta})}}{\Gamma(1+1 / \hat{\eta})}\right\} \quad \forall \delta \in(0,1] \tag{27}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\eta}_{\delta}:=\max _{\underline{y} \in \times_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{C V(\underline{y})=\frac{\sqrt{\Gamma(1+2 / \hat{\eta})-\Gamma^{2}(1+1 / \hat{\eta})}}{\Gamma(1+1 / \hat{\eta})}\right\} \quad \forall \delta \in(0,1] . \tag{28}
\end{equation*}
$$



Figure 6: CF of the fuzzy estimator $\hat{\lambda}^{*}$.

Similarly, based on (6), fuzzy (generalized) estimates of the Weibull scale parameter can be obtained in the following way:

$$
\begin{equation*}
\underline{\tau}_{\delta}=\left(\frac{\underline{\bar{y}}_{\delta}}{\Gamma\left(1+1 / \underline{\hat{\eta}}_{\delta}\right)}\right)^{\frac{1}{\overline{\hat{\eta}}_{\delta}}} \tag{29}
\end{equation*}
$$

and

$$
\bar{\tau}_{\delta}=\left(\frac{\overline{\bar{y}}_{\delta}}{\Gamma\left(1+1 / \overline{\hat{\eta}}_{\delta}\right)}\right)^{\frac{1}{\hat{\eta}_{\delta}} .}
$$

Example 2. Consider fuzzy life times $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{8}^{*}\right)=[0,1,2,3],[1,2,3,4],[3,4,5,6]$,
$[5,6,7,8],[7,8,9,10]$,
[ $9,9.5,10.5,11],[10,10.5,11.5,12],[11,11.5,12.5,13]$ for the Weibull distribution with characterizing functions in Figure 7.

Using (27) and (28), let $\left(A_{\delta}\left(\widehat{\eta}^{*}\right)=\left[\underline{\eta}_{\delta}, \bar{\eta}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ be the desired generating family of intervals; using the construction lemma, CF of the fuzzy estimate $\hat{\eta}^{*}$ is obtained as shown in Figure 8.

Let $\left(A_{\delta}\left(\widehat{\tau}^{*}\right)=\left[\underline{\tau}_{\delta}, \bar{\tau}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ be the desired generating family of intervals through which the CF of the fuzzy estimate $\widehat{\tau}^{*}$ mentioned in Figure 9 is obtained by using the construction lemma.

The above CF of the fuzzy estimate obtained through (29) and (30) is based on all the available information which is given in the form of fuzziness and stochastic variation; these kinds of additional information make it more suitable in real-life applications.
3.3. Log-Logistic Distribution. For the log-logistic distribution, the corresponding fuzzy estimators are denoted by $\widehat{\alpha}^{*}$ and $\widehat{\beta}^{*}$. Denoting $\left(y=y_{1}, y_{2}, \ldots, y_{n}\right)$, the corresponding lower and upper ends of the generating family can be obtained through the following equations:

$$
\underline{\alpha}_{\delta}:=\min _{\underline{y} \in x_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{\begin{array}{c}
-\frac{n \beta}{\alpha}+\frac{2 \beta}{\alpha} \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta}\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0  \tag{31}\\
\frac{n}{\beta}-n \log (\alpha)+\sum_{i=1}^{n} \log \left(y_{i}\right) \\
-2 \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta} \log \left(\frac{y_{i}}{\alpha}\right)\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0
\end{array}\right\} \quad \forall \delta \in(0,1]
$$

and

$$
\bar{\alpha}_{\delta}:=\max _{\underline{y} \in x_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{\begin{array}{c}
-\frac{n \beta}{\alpha}+\frac{2 \beta}{\alpha} \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta}\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0  \tag{32}\\
\frac{n}{\beta}-n \log (\alpha)+\sum_{i=1}^{n} \log \left(y_{i}\right) \\
-2 \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta} \log \left(\frac{y_{i}}{\alpha}\right)\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0
\end{array}\right\} \quad \forall \delta \in(0,1]
$$

Also,


Figure 7: CF of the fuzzy life times.


$$
\underline{\beta}_{\delta}:=\min _{\underline{y} \in x_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{\begin{array}{c}
-\frac{n \beta}{\alpha}+\frac{2 \beta}{\alpha} \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta}\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0  \tag{33}\\
\frac{n}{\beta}-n \log (\alpha)+\sum_{i=1}^{n} \log \left(y_{i}\right) \\
-2 \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta} \log \left(\frac{y_{i}}{\alpha}\right)\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0
\end{array}\right\} \forall \delta \in(0,1]
$$

and

$$
\bar{\beta}_{\delta}:=\max _{\underline{y \in x_{i=1}^{n}} \mathrm{C}_{\delta}\left(y_{i}^{*}\right)}\left\{\begin{array}{c}
-\frac{n \beta}{\alpha}+\frac{2 \beta}{\alpha} \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta}\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0  \tag{34}\\
\frac{n}{\beta}-n \log (\alpha)+\sum_{i=1}^{n} \log \left(y_{i}\right) \\
-2 \sum_{i=1}^{n}\left(\frac{y_{i}}{\alpha}\right)^{\beta} \log \left(\frac{y_{i}}{\alpha}\right)\left[1+\left(\frac{y_{i}}{\alpha}\right)^{\beta}\right]^{-1}=0
\end{array}\right\} \quad \forall \delta \in(0,1]
$$

Let $\left(A_{\delta}\left(\widehat{\alpha}^{*}\right)=\left[\underline{\alpha}_{\delta}, \bar{\alpha}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ and $\left(A_{\delta}\left(\widehat{\beta}^{*}\right)=\right.$ $\left.\left[\underline{\beta}_{\delta}, \bar{\beta}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ be the desired generating families of intervals of the fuzzy parameter estimators through which the CF of the fuzzy estimates $\widehat{\alpha}^{*}$ and $\widehat{\beta}^{*}$ is obtained using the construction lemma.

Example 3. Consider fuzzy life times ( $y_{1}^{*}$, $\left.y_{2}^{*}, \ldots, y_{6}^{*}\right)=[1,2,3,4],[4,5,6,7],[6,7,8,9],[8,9,10,11]$, $[13,14,15,16],[17,18,19,20]$ for the log-logistic distribution with characterizing functions in Figure 10.

From the above fuzzy life time observations using (31) and (32), the CF of the fuzzy parameter estimate is depicted in Figure 11.

This estimate is based on both uncertainties, i.e., fuzziness and random variation, which make it more representative for the corresponding parameter.

From the above fuzzy life time observations shown in Figure 9, using (33) and (34), the CF of the fuzzy parameter estimate $\widehat{\beta}^{*}$ is depicted in Figure 12.

The above CF is the fuzzy estimate of the parameter $\beta$, which incorporates all the available information in the inference. The above CF for the fuzzy parameter estimates is based on fuzzy life time observations which holds both uncertainties, i.e., stochastic variation and fuzziness of the single observations, which make these more suitable in the real-life applications.
3.4. Birnbaum-Saunders Distribution. For fuzzy life times $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}\right)$, the fuzzy parameter estimators of the Birnbaum-Saunders distribution are denoted by $\widehat{\mu}^{*}$ and $\widehat{\gamma}^{*}$, having $\delta$-cuts:

$$
\begin{equation*}
C_{\delta}\left(\widehat{\mu}^{*}\right)=\left[\underline{\mu}_{\delta}, \bar{\mu}_{\delta}\right] \forall \delta \in(0,1], \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\delta}\left(\widehat{\gamma}^{*}\right)=\left[\underline{\gamma}_{\delta}, \bar{\gamma}_{\delta}\right] \quad \forall \delta \in(0,1] . \tag{36}
\end{equation*}
$$

Let $A^{*}$ and $H^{*}$ be fuzzy arithmetic mean and fuzzy harmonic mean, respectively, and their $\delta$-cuts are denoted as

$$
\begin{equation*}
C_{\delta}\left(\widehat{A}^{*}\right)=\left[\underline{A}_{\delta}, \bar{A}_{\delta}\right] \quad \forall \delta \in(0,1], \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\delta}\left(\widehat{H}^{*}\right)=\left[\underline{H}_{\delta}, \bar{H}_{\delta}\right], \quad \forall \delta \in(0,1] . \tag{38}
\end{equation*}
$$

Using (10), the corresponding lower and upper ends of the $\delta$-cuts of $\widehat{A}^{*}$ are obtained in the following way:

$$
\begin{equation*}
\underline{A}_{\delta}=\frac{\sum_{i=1}^{n} \underline{y}_{i, \delta}}{n} \text { and } \bar{A}_{\delta}=\frac{\sum_{i=1}^{n} \bar{y}_{i, \delta}}{n}, \quad \forall \delta \in(0,1] . \tag{39}
\end{equation*}
$$

Example 4. Based on fuzzy life times presented in Figure 1, characterizing functions of the fuzzy estimates of the Birn-baum-Saunders distribution are given in Figures 13 and 14.

Figure 15 shows the CF of the fuzzy estimate of the arithmetic mean based on fuzzy life times. Similarly, using (10), the corresponding lower and upper ends of the $\delta$-cuts of $\widehat{H}^{*}$ are obtained in the following way:


Figure 10: CF of a fuzzy sample.


Figure 11: CF of the fuzzy estimator $\widehat{\alpha}^{*}$.


Figure 12: CF of the fuzzy estimator $\widehat{\beta}^{*}$.
$\underline{H}_{\delta}=\frac{n}{\sum_{i=1}^{n} 1 / \underline{y}_{i, \delta}}$ and $\bar{H}_{\delta}=\frac{n}{\sum_{i=1}^{n} 1 / \bar{y}_{i, \delta}}, \quad \forall \delta \in(0,1]$.
Figure 16 shows the CF of the fuzzy estimate of the harmonic mean based on fuzzy life times. Using (11), lower and upper ends of the corresponding fuzzy parameter estimators $\widehat{\mu}^{*}$ are obtained in the following way:

$$
\begin{equation*}
\underline{\mu}_{\delta}=\left\{2\left[\left(\frac{\underline{A}_{\delta}}{\bar{H}_{\delta}}\right)^{12}-1\right]\right\}^{12}, \quad \forall \delta \in(0,1] \tag{41}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\mu}_{\delta}=\left\{2\left[\left(\frac{\bar{A}_{\delta}}{\underline{H}_{\delta}}\right)^{12}-1\right]\right\}^{12}, \quad \forall \delta \in(0,1] . \tag{42}
\end{equation*}
$$

Denoting by $\left(A_{\delta}\left(\widehat{\mu}^{*}\right)=\left[\mu_{\delta}, \bar{\mu}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ the desired generating family of intervals of the fuzzy parameter estimator and using the construction lemma, the CF of the fuzzy estimator $\widehat{\mu}^{*}$ is obtained.

In Figure 13, the CF of the fuzzy estimate based on fuzzy life times is depicted. Using (12), lower and upper ends of the
corresponding fuzzy parameter estimator $\widehat{\gamma}^{*}$ are obtained in the following way:
$\underline{\gamma}_{\delta}=\left(\underline{A}_{\delta} \cdot \underline{H}_{\delta}\right)^{12}$ and $\bar{\gamma}_{\delta}=\left(\bar{A}_{\delta} \cdot \bar{H}_{\delta}\right)^{12}, \quad \forall \delta \in(0,1]$.
Denoting by $\left(A_{\delta}\left(\widehat{\gamma}^{*}\right)=\left[\underline{\gamma}_{\delta}, \bar{\gamma}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ the desired generating family of intervals of the fuzzy parameter estimator and using the construction lemma, the CF of the fuzzy estimator $\widehat{\mu}^{*}$ is obtained.

Figure 14 shows the CF of the fuzzy estimator of the parameter $\gamma$, which utilized all the available information in the form of fuzziness and random variation.

The fuzzy estimation of the parameter indicates that the value of $\gamma$ is about 9.7 to 15.2 in the sence of the function in Figure 13. It means that it is completely possible that $\gamma$ is 9.7 or 15.2. In addition, it is not possible that $\gamma$ is less than 11.7 or greater than 14.11 , with possibility degree of 0.8 .
3.5. Gamma Distribution. Let $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}\right)$ represent fuzzy life time intervals having $\delta$-cuts:

$$
\begin{equation*}
C_{\delta}\left(y_{i}^{*}\right)=\left[\underline{y}_{i, \delta^{\prime}} \bar{y}_{i, \delta}\right], \quad i=1(1) n, \forall \delta \in(0,1] . \tag{44}
\end{equation*}
$$

Then, the corresponding lower and upper ends of the generating family of the mean can be obtained through the following equations:

$$
\begin{equation*}
\underline{\bar{y}}_{\delta}=\frac{\sum_{i=1}^{n} \underline{y_{i, \delta}}}{n} \text { and } \overline{\bar{y}}_{\delta}=\frac{\sum_{i=1}^{n} \bar{y}_{i, \delta}}{n}, \quad \forall \delta \in(0,1] . \tag{45}
\end{equation*}
$$

Denoting $\left(y=y_{1}, y_{2}, \ldots, y_{n}\right)$, then the corresponding lower and upper ends of the generating family of the variance can be obtained through the following equations:

$$
\begin{equation*}
\underline{s}_{\delta}^{2}:=\min _{\underline{y} \in x_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{s^{2}\right\} \quad \forall \delta \in(0,1], \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{s}_{\delta}^{2}:=\max _{\underline{y} \in x_{i=1}^{n} C_{\delta}\left(y_{i}^{*}\right)}\left\{s^{2}\right\} \quad \forall \delta \in(0,1] . \tag{47}
\end{equation*}
$$

The fuzzy parameter estimators of the gamma distribution are denoted by $\widehat{\nu}^{*}$ and $\widehat{\phi}^{*}$, having $\delta$-cuts:

$$
\begin{equation*}
C_{\delta}\left(\widehat{v}^{*}\right)=\left[\underline{v}_{\delta}, \bar{v}_{\delta}\right], \quad \forall \delta \in(0,1], \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\delta}\left(\hat{\phi}^{*}\right)=\left[\underline{\phi}_{\delta^{\prime}} \bar{\phi}_{\delta}\right], \quad \forall \delta \in(0,1] . \tag{49}
\end{equation*}
$$

Using lower and upper ends of the generating family of the fuzzy estimates of mean and variance and (14), lower and upper ends of the corresponding fuzzy parameter estimators $\widehat{\nu}^{*}$ are obtained in the following way:

$$
\begin{equation*}
\underline{v}_{\delta}=\frac{\bar{y}_{\delta}^{2}}{\bar{s}_{\delta}^{2}} \text { and } \bar{v}_{\delta}=\frac{\overline{\bar{y}}_{\delta}^{2}}{\underline{s}_{\delta}^{2}}, \quad \forall \delta \in(0,1] . \tag{50}
\end{equation*}
$$

In the same way, using lower and upper ends of the generating family of the fuzzy estimates of mean and


Figure 13: CF of the fuzzy estimator $\widehat{\mu}^{*}$.


Figure 14: CF of the fuzzy estimator $\widehat{\gamma}^{*}$.


Figure 15: CF of the fuzzy estimator $\widehat{A}^{*}$.
variance and (15), lower and upper ends of the corresponding fuzzy parameter estimators $\widehat{\phi}^{*}$ are obtained in the following way:

$$
\begin{equation*}
\underline{\phi}_{\delta}=\frac{\underline{s}_{\delta}^{2}}{\overline{\bar{y}}_{\delta}} \text { and } \bar{\phi}_{\delta}=\frac{\underline{s}_{\delta}^{2}}{\underline{\bar{y}}_{\delta}}, \quad \forall \delta \in(0,1] . \tag{51}
\end{equation*}
$$

Example 5. Characterizing functions of fuzzy life times $\left(y_{1}^{*}, y_{2}^{*}, \ldots, y_{n}^{*}\right)$ for the gamma distribution are given in Figure 17.

From (50), denoting by $\left(A_{\delta}\left(\widehat{\nu}^{*}\right)=\left[\underline{v}_{\delta}, \bar{\phi}_{\delta}\right] \quad \forall \delta \in(0,1]\right)$ the desired generating family of intervals of the fuzzy parameter estimator and using the construction lemma, the CF of the fuzzy estimator $\widehat{v}^{*}$ is obtained and depicted in Figure 18.

From (51), denoting by $\left(A_{\delta}\left(\widehat{\phi}^{*}\right)=\left[\underline{\phi}_{\delta}, \bar{\phi}_{\delta}\right]\right.$ $\forall \delta \in(0,1])$ the desired generating family of intervals of the fuzzy parameter estimator and using the construction lemma, the CF of the fuzzy estimator $\widehat{\phi}^{*}$ is obtained.

The fuzzy estimation of the parameter indicates that the value of $\phi$ is about 1.6 to 2.7 in the sence of the function in


Figure 16: CF of the fuzzy estimator $\widehat{H}^{*}$.


Figure 17: CF of the fuzzy life times.


Figure 18: CF of the fuzzy estimator $\widehat{\nu}^{*}$.


Figure 19: CF of the fuzzy estimator $\widehat{\phi}^{*}$.

Figure 19. It means that it is completely possible that $\phi$ is 1.6 or 2.7. In addition, it is not possible that $\phi$ is less than 1.9 or greater than 2.3, with possibility degree of 0.8 .

## 4. Conclusion

According to recent developments of the measurement sciences, it is very easy to say that measurements based on
continuous phenomena are no more precise observations but more or less fuzzy.

Life time is a continuous phenomenon, and in the development of life time distributions, it has been noted that life time observations are recorded as precise numbers. But as discussed, in real-life applications, life times are no more precise observations but fuzzy numbers.

In order to get more suitable and realistic results, this imprecision needs to be addressed; therefore, in this study, generalized estimators are proposed so that fuzziness of life time observations is integrated in the inference.

Since the proposed estimators utilize all the available information, i.e., fuzziness as well as random variation of the life time observations to cover all the available information. The proposed estimators are based on random variation like other classical approaches, but in addition to that, these estimators also utilize the fuzziness of the observations. This integration of fuzziness in the estimates make it more realistic in real-life applications. The characterizing functions for the generalized estimators are obtained and explained to cover both the uncertainties. On the other hand, the classical approaches are only based on random variations and have nothing to do with other kinds of variation.

Therefore, the results based on the proposed estimators are more suitable and realistic to real-life applications.

## 5. Limitation and Future Work of the Study

The study is limited to the complete observations, and this can be extended to the censored observation; in addition to that, this can be further extended to Pythagorean fuzzy uncertainty mentioned in [24].
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The spherical fuzzy soft set is a generalized soft set model, which is more realistic, practical, and accurate. It is an extended version of existing fuzzy soft set models that can be used to describe imprecise data in real-world scenarios. The paper seeks to introduce the new concept of spherical fuzzy soft topology defined on spherical fuzzy soft sets. In this work, we define some basic concepts including spherical fuzzy soft basis, spherical fuzzy soft subspace, spherical fuzzy soft interior, spherical fuzzy soft closure, and spherical fuzzy soft boundary. The properties of these defined set are also discussed and explained with an appropriate examples. Also, we establish certain important results and introduce spherical fuzzy soft separation axioms, spherical fuzzy soft regular space, and spherical fuzzy soft normal space. Furthermore, as an application, a group decision-making algorithm is presented based on the TOPSIS (Technique of Order Preference by Similarity to an Ideal Solution) method for solving the decision-making problems. The applicability of the proposed method is demonstrated through a numerical example. The comprehensive advantages of the proposed work have been stated over the existing methods.

## 1. Introduction

The human life with all of its complexities, is currently in flux due to the exponential growth of innovation and changing technologies that constantly redefine, reshape, and redesign the way the world is perceived and experienced, and the tools once used to solve problems become obsolete and inappropriate. This is no exception to any discipline of knowledge. Thus, The strategies commonly adopted in classical mathematics are not effective all the time due to the uncertainty and ambiguity it entails. Techniques such as fuzzy set theory [1], vague set theory [2], and interval mathematics [3] are viewed as mathematical models for coping with uncertainty and variability. However, these theories suffer from their own shortcomings and inadequacies to deal with the task at hand more objectively. Zadeh's fuzzy set theory was extensively used in the beginning for many applications. Fuzzy sets are thought to be an extended version of classical sets, where each
element has a membership grade. The definition of intuitionistic fuzzy sets was developed by Atanassov [4] to circumvent some limitations of fuzzy sets. Many other fuzzy set extensions have been proposed, including in-terval-valued intuitionistic fuzzy sets [5], Pythagorean fuzzy sets [6], picture fuzzy sets [7], and so on. These sets were effectively applied in several areas of science and engineering, economics, medical science, and environmental science. Recently, as a generalization of fuzzy set, intuitionistic fuzzy set, and picture fuzzy set, certain authors have developed the concept of spherical fuzzy sets [8] and T-spherical fuzzy sets [9] to enlarge the picture fuzzy sets as it has their restrictions. To address decision-making problems, Ashraf et al. [10] proposed the spherical fuzzy aggregation operators. Akram et al. [11] introduced the complex spherical fuzzy model that excels at expressing ambiguous information in two dimensions. The applications of these sets to solve decision-making problems are prevalent in a variety of fields [12-17].

In 1999, Molodtsov [18] proposed a new type of set, called soft set, to deal with uncertainty and vagueness. The challenge of determining the membership function in fuzzy set theory does not occur in soft set theory, making the theory applicable to multiple fields of game theory, operations research, Riemann integration, etc. Later, Maji et al. [19] studied more on soft sets and used Pawlak's rough mathematics [20] to propose a decision-making problem as an application of soft sets. Also, Maji et al. [21] developed a hybrid structure of soft sets and fuzzy sets, known as fuzzy soft sets, which is a more powerful mathematical model for handling different kinds of reallife situations. Many researchers were interested in this concept and various fuzzy set generalizations such as generalized fuzzy soft sets [22], group generalized fuzzy soft sets [23], intuitionistic fuzzy soft sets [24], Pythagorean fuzzy soft sets [25], interval-valued picture fuzzy soft sets [26] were put forward. In the recent times, Perveen et al. [27] created a spherical fuzzy soft set (SFSS), which is a more advanced form of fuzzy soft set. This newly evolved set is arguably the more realistic, practical and accurate. SFSSs are a new variation of the picture fuzzy soft set that was developed by merging soft sets and spherical fuzzy sets, where the membership degrees satisfy the condition $0 \leq \mu_{\aleph(\omega)}^{2}(\varsigma)+\eta_{\aleph(\omega)}^{2}(\varsigma)+\vartheta_{\aleph(\omega)}^{2}(\varsigma) \leq 1$ rather than $0 \leq \mu_{\aleph(\omega)}(\varsigma)+\eta_{\aleph(\omega)}(\varsigma)+\vartheta_{\aleph(\omega)}(\varsigma) \leq 1$ as in picture fuzzy soft sets. SFSS has more capability in modeling vagueness and uncertainty while dealing with decision-making problems that occur in real-life circumstances. The authors [28] also developed similarity measures of SFSS and applied the proposed spherical fuzzy soft similarity measure in the field of medical science.

These theories have applications in topology and many other fields of mathematics. Chang [29] suggested the concept of a fuzzy topological space in 1968. He extended many basic concepts like continuity, compactness, open set, and closed set in general topology to the fuzzy topological spaces. Again, Lowen [30] conducted an elaborated study of the structure of fuzzy topological spaces. Çoker [31] invented the idea of an intuitionistic fuzzy topological space in 1995. Many other results including continuity, compactness, and connectedness of intuitionistic fuzzy topological spaces were proposed by Coker et al. [32, 33]. The notion of Pythagorean fuzzy topological space was presented by Olgun et al. [34]. Kiruthika and Thangavelu [35] discussed the link between topology and soft topology. Recently, by using elementary operations over a universal set with a set of parameters, Taskopru and Altintas [36] established the elementary soft topology. Tanay and Kandemir [37] defined the idea of fuzzy soft topology. They also introduced fuzzy soft neighbourhood, fuzzy soft basis, fuzzy soft interior, and fuzzy soft subspace topology. Several related works on fuzzy soft topology can be seen in [38-40]. Osmanoglu and Tokat [41] proposed the subspace, compactness, connectedness, and separation axioms of intuitionistic fuzzy soft topological spaces. Also, intuitionistic fuzzy soft topological spaces were examined by Bayramov and Gunduz [42]. They studied intuitionistic fuzzy soft continuous mapping and related
properties. Riaz et al. [43] proposed the concept of Pythagorean fuzzy soft topology defined on Pythagorean fuzzy soft sets, and provided an application of Pythagorean fuzzy soft topology in medical diagnosis by making use of TOPSIS method.

Hwang and Yoon [44] developed Technique for order of Preference by Similarity to ideal solution (TOPSIS) as a multi-criteria decision analysis and further studied by Chen et al. [45, 46]. Boran et al. [47] invented the TOPSIS approach based on intuitionistic fuzzy sets for multicriteria decision-making problems. Chen et al. [48] developed a proportional interval T 2 hesitant fuzzy TOPSIS approach based on the Hamacher aggregation operators and the andness optimization models. Further, the fuzzy soft TOPSIS method presented briefly as a multi-criteria decision-making technique by Selim and Karaaslan [49]. They proposed a group decision-making process in a fuzzy soft environment based on the TOPSIS method. Also, many researchers in [50-54] have looked at the TOPSIS approach for solving decision-making problems under the different fuzzy environment.

Topological structures on fuzzy soft sets have application in several areas including medical diagnosis, decision-making, pattern recognition, and image processing. Since SFSS is one of the most generalized versions of the fuzzy soft set, introducing topology on SFSS is highly essential in both theoretical and practical scenarios. There are some basic operations of SFSSs in the literature, more functional operations of SFSSs are derived day by day. The development of topology on SFSSs can be considered as an important contribution to fill the gap in the literature on the theory of SFSS. The aim of this paper is to introduce the notion of spherical fuzzy soft topology (SFS-topology) on SFSS, and to discuss some basic concepts such as SFS-subspace, SFS-point, SFS-nbd, SFS-basis, SFS-interior, SFS-closure, SFSboundary, SFS-exterior and SFS-separation axioms. Also, through this paper, we use the SFS-topology in group decision-making method based on TOPSIS under spherical fuzzy soft environment.

The rest of the paper is ordered as follows. In Section 2, some fundamental concepts of fuzzy sets, spherical fuzzy sets, soft sets, fuzzy soft sets, and spherical fuzzy soft sets are recalled, and definitions of spherical fuzzy subset, spherical fuzzy union and spherical fuzzy intersection are modified. In Section 3, the concept of SFS-topology is defined on SFSS including some basic definitions. In Section 4, by using the ideas of SFS-points, SFS-open set, and SFS-closed set, SFS-separation axioms are proposed. In Section 5, an algorithm is presented besed on group decision-making method and extension of TOPSIS approach accompanied by a numerical example. This theory will have implications in the discipline of Human resource management, organizational behavior and assessing the rationale of consumer choice. In Section 6, a comparative study is conducted with an already existing algorithm to show the effectiveness of the proposed algorithm. Finally, Section 7 ends with a conclusion and recommendations for future work.

## 2. Preliminaries

In this section, we recall certain fundamental ideas associated with various kinds of sets including fuzzy sets, spherical fuzzy sets, soft sets, fuzzy soft sets, and spherical fuzzy soft sets. We redefine the definitions of spherical fuzzy subset, spherical fuzzy union, and spherical fuzzy intersection, also propose the notions of null SFSS and absolute SFSS. Let $\Sigma$ be the initial universal set of discourse and $\mathscr{K}$ be the attribute (or parameter) set in connection with the objects in $\Sigma$, and $\mathscr{L} \subseteq \mathscr{K}$.

Definition 1 (see [1]). A fuzzy set $\aleph$ on a universe $\Sigma$ is an object of the form

$$
\begin{equation*}
\mathcal{N}=\left\{\left(\varsigma, \mu_{\aleph}(\varsigma)\right) \mid \varsigma \in \Sigma\right\} \tag{1}
\end{equation*}
$$

where $\mu_{\aleph}: \Sigma \longrightarrow[0,1]$ is the membership function of $\aleph$, the value $\mu_{\aleph}(\varsigma)$ is the grade of membership of $\varsigma$ in $\aleph$.

Definition 2 (see [9]). A spherical fuzzy set (SFS) $\mathcal{S}$ over the universal set $\Sigma$ can be written as

$$
\begin{equation*}
\mathcal{S}=\left\{\left(\varsigma, \mu_{\mathcal{S}}(\varsigma), \eta_{\mathcal{S}}(\varsigma), \vartheta_{\mathcal{S}}(\varsigma)\right) \mid \varsigma \in \Sigma\right\} \tag{2}
\end{equation*}
$$

where $\mu_{\mathcal{S}}(\varsigma), \eta_{\mathcal{S}}(\varsigma)$ and $\vartheta_{\delta}(\varsigma)$ are the membership functions defined from $\Sigma$ to $[0,1]$, indicate the positive, neutral, and negative membership degrees of $\varsigma \in \Sigma$ respectively, with the condition, $0 \leq \mu_{\mathcal{S}}^{2}(\varsigma)+\eta_{\mathcal{S}}^{2}(\varsigma)+\vartheta_{\mathcal{S}}^{2}(\varsigma) \leq 1, \forall \varsigma \in \Sigma$.

Definition 3 (see [9]). Let $\aleph=\left\{\left(\varsigma, \mu_{\mathcal{N}}(\varsigma), \eta_{\mathcal{N}}(\varsigma), \vartheta_{\aleph}\right.\right.$ $(\varsigma)) \mid \varsigma \in \Sigma\}$ and $\Omega=\left\{\left(\varsigma, \mu_{\Omega}(\varsigma), \eta_{\Omega}(\varsigma), \vartheta_{\Omega}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$ be two SFSs over $\Sigma$. Then
(1) $\aleph \subseteq \Omega \quad$ if $\quad \mu_{\aleph}(\varsigma) \leq \mu_{\Omega}(\varsigma), \quad \eta_{\aleph}(\varsigma) \leq \eta_{\Omega}(\varsigma), \quad$ and $\vartheta_{\mathcal{N}}(\varsigma) \geq \vartheta_{\Omega}(\varsigma)$
(2) $\aleph=\Omega$ if and only if $\aleph \subseteq \Omega$ and $\aleph \supseteq$
(3) $\mathcal{\aleph} \cup \Omega=\left\{\left(\varsigma, \mu_{\aleph}(\varsigma) \vee \mu_{\Omega}(\varsigma), \eta_{\aleph}(\varsigma) \wedge \eta_{\Omega}(\varsigma), \vartheta_{\aleph}(\varsigma) \wedge\right.\right.$ $\left.\left.\vartheta_{\Omega}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$
(4) $\aleph \cap \Omega=\left\{\left(\varsigma, \mu_{\aleph}(\varsigma) \wedge \mu_{\Omega}(\varsigma), \eta_{\aleph}(\varsigma) \wedge \eta_{\Omega}(\varsigma), \vartheta_{\aleph}(\varsigma) \vee\right.\right.$ $\left.\left.\vartheta_{\Omega}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$
Where the symbols " $V$ " and " $\wedge$ " represent the maximum and minimum operations respectively.

Definition 4 (see [10]). Let $\Sigma$ be the initial universal set.
(1) An SFS is said to be an absolute SFS over the universe $\Sigma$, denoted by $1^{\Sigma}$, if $\forall \varsigma \in \Sigma$,

$$
\begin{equation*}
\mu_{1^{\Sigma}}(\varsigma)=1, \eta_{1^{\Sigma}}(\varsigma)=0, \text { and } \vartheta_{1^{\Sigma}}(\varsigma)=0 . \tag{3}
\end{equation*}
$$

(2) An SFS is said to be a null SFS over the universe $\Sigma$, denoted by $1_{\Sigma}$, if $\forall \varsigma \in \Sigma$,

$$
\begin{equation*}
\mu_{1_{\Sigma}}(\varsigma)=0, \eta_{1_{\Sigma}}(\varsigma)=0, \text { and } \vartheta_{1_{\Sigma}}(\varsigma)=1 \tag{4}
\end{equation*}
$$

Example 1. Let $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ be the universal set. Let $\aleph$ and $\Omega$ be two SFSs over $\Sigma$ given by,

$$
\begin{align*}
& \aleph=\left\{\left(\varsigma_{1}, 0.3,0.4,0.5\right),\left(\varsigma_{2}, 0.5,0.2,0.4\right)\right\},  \tag{5}\\
& \Omega=\left\{\left(\varsigma_{1}, 0.4,0.5,0.2\right),\left(\varsigma_{2}, 0.6,0.3,0.3\right)\right\} \tag{6}
\end{align*}
$$

Then it is clear that $\aleph \subseteq \Omega$, and $\aleph \cup \Omega=$ $\left\{\left(\varsigma_{1}, 0.4,0.4,0.2\right),\left(\varsigma_{2}, 0.6,0.2,0.3\right)\right\}$.

Further, $1^{\Sigma}=\left\{\left(\varsigma_{1}, 1.0,0.0,0.0\right),\left(\varsigma_{2}, 1.0,0.0,0.1\right)\right\}$ and $1_{\Sigma}=\left\{\left(\varsigma_{1}, 0.0,0.0,0.0\right),\left(\varsigma_{2}, 0.0,0.0,0.1\right)\right\}$. Then $\aleph \cup 1_{\Sigma}=$ $\left\{\left(\varsigma_{1}, 0.3,0.0,0.5\right),\left(\varsigma_{2}, 0.5,0.0,0.4\right)\right\} \quad$ and $\aleph \cap 1^{\Sigma}=\left\{\left(\varsigma_{1}\right.\right.$, $\left.0.3,0.0,0.5),\left(\varsigma_{2}, 0.5,0.0,0.4\right)\right\}$.

From the above example, It can be showed that the following results are not true generally in spherical fuzzy set theory.
(1) $N \subseteq 1^{\Sigma}$
(2) $\aleph \cup 1_{\Sigma}=\aleph$
(3) $\mathcal{N} \cap 1^{\Sigma}=\aleph$

To overcome this difficulty, we modified the definitions of spherical fuzzy subset, spherical fuzzy union, and spherical fuzzy intersection as follows.

Definition 5. Let $\aleph$ and $\Omega$ be two spherical fuzzy sets over the universe $\Sigma$, where $\mathcal{K}=\left\{\left(\varsigma, \mu_{\mathcal{N}}(\varsigma), \eta_{\mathcal{N}}(\varsigma), \vartheta_{\mathcal{N}}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$ and $\Omega=\left\{\left(\varsigma, \mu_{\Omega}(\varsigma), \eta_{\Omega}(\varsigma), \vartheta_{\Omega}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$. Then $\aleph$ is said to be a spherical fuzzy subset (modified) of $\Omega$, denoted by $\aleph \widehat{\subseteq} \Omega$, if $\forall \varsigma \in \Sigma$
$\left\{\begin{array}{l}\mu_{\aleph}(\varsigma) \leq \mu_{\Omega}(\varsigma), \eta_{\aleph}(\varsigma) \leq \eta_{\Omega}(\varsigma), \vartheta_{\aleph}(\varsigma) \geq \vartheta_{\Omega}(\varsigma) ; \text { if } \mu_{\Omega}(\varsigma) \neq 1 \\ \mu_{\aleph}(\varsigma) \leq \mu_{\Omega}(\varsigma), \eta_{\aleph}(\varsigma) \geq \eta_{\Omega}(\varsigma), \vartheta_{\aleph}(\varsigma) \geq \vartheta_{\Omega}(\varsigma) ; \text { otherwise }\end{array}\right.$

Definition 6. Let $\mathcal{\aleph}=\left\{\left(\varsigma, \mu_{\aleph}(\varsigma), \eta_{\aleph}(\varsigma), \vartheta_{\aleph}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$ and $\Omega=\left\{\left(\varsigma, \mu_{\Omega}(\varsigma), \eta_{\Omega}(\varsigma), \vartheta_{\Omega}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$ be two spherical fuzzy sets over $\Sigma$. Then the spherical fuzzy union (modified), denoted by $\aleph \widehat{\cup} \Omega$, and the spherical fuzzy intersection (modified), denoted by $\aleph \widehat{\cap} \Omega$, are defined as follows:
(1) $\Lambda=\aleph \widehat{\cup} \Omega=\left\{\left(\varsigma, \mu_{\Lambda}(\varsigma), \eta_{\Lambda}(\varsigma), \vartheta_{\Lambda}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}$, where

$$
\left.\begin{array}{l}
\quad \mu_{\Lambda}(\varsigma)=\mu_{\aleph}(\varsigma) \vee \mu_{\Omega}(\varsigma) \\
\eta_{\Lambda}(\varsigma)=\left\{\eta_{\aleph}(\varsigma) \vee \eta_{\Omega}\right. \\
(\varsigma) ; \text { if }\left(\mu_{\aleph}(\varsigma) \vee \mu_{\Omega}(\varsigma)\right)^{2}+\left(\eta_{\aleph}(\varsigma) \vee \eta_{\Omega}(\varsigma)\right)^{2}+ \\
\left(\vartheta_{\aleph}(\varsigma) \wedge \vartheta_{\Omega}(\varsigma)\right)^{2} \leq 1 \eta_{\aleph}(\varsigma) \wedge \eta_{\Omega}(\varsigma) ; \text { otherwise } \\
\vartheta_{\Lambda}(\varsigma)=\vartheta_{\aleph}(\varsigma) \wedge \vartheta_{\Omega}(\varsigma)
\end{array}\right\} \begin{aligned}
& \text { (2) } \Pi=\aleph \widehat{\cap} \Omega=\left\{\left(\varsigma, \mu_{\Pi}(\varsigma), \eta_{\Pi}(\varsigma), \vartheta_{\Pi}(\varsigma)\right) \mid \varsigma \in \Sigma\right\}, \\
& \text { where } \\
& \mu_{\Pi}(\varsigma)=\mu_{\aleph}(\varsigma) \wedge \mu_{\Omega}(\varsigma) \\
& \eta_{\Pi}(\varsigma)=\left\{\begin{array}{l}
\eta_{\aleph}(\varsigma) \vee \eta_{\Omega}(\varsigma) ; \text { if }\left(\mu_{\aleph}(\varsigma) \operatorname{or} \mu_{\Omega}(\varsigma)\right)=1 \\
\eta_{\aleph}(\varsigma) \wedge \eta_{\Omega}(\varsigma) ; \text { otherwise } \\
\vartheta_{\Pi}(\varsigma)=\vartheta_{\aleph}(\varsigma) \vee \vartheta_{\Omega}(\varsigma)
\end{array}\right.
\end{aligned}
$$

Definition 7 (see [18]). Let $P(\Sigma)$ denote the power set of the universal set $\Sigma$ and $\mathscr{K}$ be the set of attributes. A soft set over
$\Sigma$ is a pair $\langle\aleph, \mathscr{L}\rangle$, where $\aleph$ is a function from $\mathscr{L}$ to $P(\Sigma)$, and $\mathscr{L} \subseteq \mathscr{K}$.

Definition 8 (see [21]). Let $F S(\Sigma)$ denote the collection of all fuzzy subsets over the universal set $\Sigma$. A fuzzy soft set (FSS) is a pair $\langle\aleph, \mathscr{L}\rangle$, where $\aleph$ is a mapping given by $\aleph: \mathscr{L} \longrightarrow F S(\Sigma)$ and $\mathscr{L} \subseteq \mathscr{K}$.

Definition 9 (see [27]). Let $\operatorname{SFS}(\Sigma)$ be the set of all spherical fuzzy sets over $\Sigma$. A spherical fuzzy soft set (SFSS) is a pair $\langle\aleph, \mathscr{L}\rangle$, where $\aleph$ is a mapping from $\mathscr{L}$ to $\operatorname{SFS}(\Sigma)$ and $\mathscr{L} \subseteq \mathscr{K}$.

For each $\omega \in \mathscr{L}, \aleph(\omega)$ is a spherical fuzzy set such that $\aleph(\bowtie)=\left\{\left(\varsigma, \mu_{\aleph(\mathfrak{\omega})}(\varsigma), \eta_{\aleph(\oplus)}(\varsigma), \vartheta_{\aleph(\oplus)}(\varsigma)\right) \varsigma \in \Sigma\right\}$, where $\mu_{\aleph(\oplus)}$ $(\varsigma), \eta_{\aleph(\omega)}(\varsigma), \vartheta_{\aleph(\omega)}(\varsigma) \in[0,1]$ are the membership degrees which are explained in Definition 2, with the same condition.

Definition 10 (see [27]). Let $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ be two SFSSs over $\Sigma$, and $\mathscr{L}, \mathscr{M} \subseteq \mathscr{K}$. Then $\langle\aleph, \mathscr{L}\rangle$ is said to be a SFS-subset of $\langle\Omega, \mathscr{M}\rangle$, if
(1) $\mathscr{L} \subseteq \mathscr{M}$
(2) $\forall \omega \in \mathscr{L}, \aleph(\oplus) \widehat{\subseteq} \Omega(\omega)$

Definition 11 (see [27]). Let $\langle\aleph, \mathscr{L}\rangle$ be a SFSS over the universal set $\Sigma$. Then the SFS-complement of $\langle\aleph, \mathscr{L}\rangle$, denoted by $\langle\aleph, \mathscr{L}\rangle^{c}$, is defined by $\langle\aleph, \mathscr{L}\rangle^{c}=\left\langle\aleph^{c}, \mathscr{L}\right\rangle$, where $\aleph^{c}: \mathscr{L} \longrightarrow \operatorname{SFS}(\Sigma, \mathscr{K})$ is a mapping given by $\aleph^{c}(\omega)=\left\{\left(\varsigma, \vartheta_{\aleph(\omega)}(\varsigma), \eta_{\aleph(\omega)}(\varsigma), \mu_{\aleph(\omega)}(\varsigma)\right) \varsigma \in \Sigma\right\}$ for every $\omega \in \mathscr{L}$.

Definition 12 (see [27]). Let $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ be two SFSSs over $\Sigma$, and $\mathscr{L}, \mathscr{M} \subseteq \mathscr{K}$. then the SFS-union of $\langle\mathcal{N}, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$, denoted by $\langle\aleph, \mathscr{L}\rangle \widehat{U}\langle\Omega, \mathscr{M}\rangle$, is a SFSS $\langle\Gamma, \mathcal{N}\rangle$, where $\mathscr{N}=\mathscr{L} \cup \mathscr{M}$ and $\forall \varpi \in \mathcal{N}$

$$
\Gamma(e)= \begin{cases}\aleph(\varpi), & \text { if } \omega \in \mathscr{L}-\mathscr{M}  \tag{8}\\ \Omega(\varpi), & \text { if } \omega \in \mathscr{M}-\mathscr{L} \\ \aleph(\varpi) \widehat{U} \Omega(\varpi), \text { if } \omega \in \mathscr{L} \cap \mathscr{M}, & \end{cases}
$$

Now, we propose the definitions of spherical fuzzy soft restricted intersection, null spherical fuzzy soft, and absolute spherical fuzzy soft, which are essential for further discussions.

Definition 13. Let $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ be two SFSSs over $\Sigma$, $\mathscr{L}, \mathscr{M} \subseteq \mathscr{K}$. then the SFS-restricted intersection of $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$, denoted by $\langle\aleph, \mathscr{L}\rangle \widehat{\cap}\langle\Omega, \mathscr{M}\rangle$, is a SFSS
$\langle\Gamma, \mathcal{N}\rangle$, where $\mathcal{N}=\mathscr{L} \cap \mathscr{M} \quad$ and $\quad \forall \varpi \in \mathcal{N}$, $\Gamma(\omega)=\aleph(\omega) \widehat{\cap} \Omega(\omega)$

Definition 14. Let $\langle\aleph, \mathscr{K}\rangle$ be a SFSS defined over $\Sigma .\langle\aleph, \mathscr{K}\rangle$ is said to be a null spherical fuzzy soft set, if for every $\oplus \in \mathscr{K}$, $\aleph(\varpi)=\{(\varsigma, 0,0,1) \mid \varsigma \in \Sigma\}$. That is, $\forall \varsigma \in \Sigma$ and $\omega \in \mathscr{K}$, $\mu_{\aleph(\omega)}(\varsigma)=0, \eta_{\aleph(\omega)}(\varsigma)=0$ and $\vartheta_{\aleph(\omega)}(\varsigma)=1$. It is denoted by $\varnothing_{\mathscr{K}}$.

Definition 15. A SFSS $\langle\aleph, \mathscr{K}\rangle$ over $\Sigma$ is said to be an absolute spherical fuzzy soft set, if for every $\omega \in \mathscr{K}$, $\mathcal{N}(\varpi)=\{(\varsigma, 1,0,0) \mid \varsigma \in \Sigma\}$. That is, $\forall \varsigma \in \Sigma$ and $\omega \in \mathscr{K}$, $\mu_{\aleph(\omega)}(\varsigma)=1, \eta_{\aleph(\omega)}(\varsigma)=0$ and $\vartheta_{\aleph(\omega)}(\varsigma)=0$. It is denoted by $\Sigma_{\mathscr{K}}$.

## 3. Spherical Fuzzy Soft Topology

In this section, we define the notion of spherical fuzzy soft topological space (SFS-topological space) so as to differentiate the concept from the existing fuzzy models and to mark the boundaries and deliberate the basic properties thereof. Further, we define SFS-subspace, SFS-point, SFSnbd, SFS-basis, SFS-interior, SFS-closure, SFS-boundary and SFS-exterior with the support of befitting numerical illustrations.

Definition 16. Let $\operatorname{SFSS}(\Sigma, \mathscr{K})$ be the collection of all spherical fuzzy soft sets over the universal set $\Sigma$ and the parameter set $\mathscr{K}$. Let $\mathscr{L}, \mathscr{M} \widehat{\mathcal{K}}$. Then a sub-collection $\mathscr{T}$ of $\operatorname{SFSS}(\Sigma, \mathscr{K})$ is said to be a spherical fuzzy soft topology (SFStopology) on $\Sigma$, if
(1) $\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}} \in \mathscr{T}$
(2) If $\quad\left\langle\aleph_{1}, \mathscr{L}\right\rangle, \quad\left\langle\aleph_{2}, \mathscr{M}\right\rangle \in \mathscr{T}$, then $\left\langle\aleph_{1}, \mathscr{L}\right\rangle \hat{\cap}\left\langle\aleph_{2}, \mathscr{M}\right\rangle \in \mathscr{T}$
(3) If $\widehat{U}_{i \in I}\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T} \forall \forall i \in I, \quad$ an $\quad$ index $\quad$ set, then

The binary $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is known as a spherical fuzzy soft topological space over $\Sigma$. Each member of $\mathscr{T}$ is considered as spherical fuzzy soft open sets and their complements are considered as spherical fuzzy soft closed sets.

Example 2. Let $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right\}$ be the universal set with the attribute set $\mathscr{K}=\left\{\varpi_{1}, \oplus_{2}, \oplus_{3}, \varpi_{4}\right\}$. Let $\mathscr{L}, \mathscr{M} \subseteq \mathscr{K}$, where $\mathscr{L}=$ $\left\{\omega_{1}, \omega_{2}\right\}$ and $\mathscr{M}=\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\}$. Consider the following SFSSs

$$
\begin{array}{ccc} 
& \varpi_{1} & \varpi_{2}  \tag{9}\\
\left\langle\aleph_{1}, \mathcal{L}\right\rangle=\begin{array}{ccc}
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3}
\end{array}\left(\begin{array}{ccc}
(0.5,0.2,0.4) & (0.7,0.2,0.3) \\
(0.6,0.3,0.5) & (0.4,0.2,0.6) \\
(0.9,0.2,0.5) & (0.9,0.1,0.1)
\end{array}\right) \\
\\
\left\langle\aleph_{2}, \mathcal{M}\right\rangle=\begin{array}{l}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3}
\end{array}\left(\begin{array}{ccc}
(0.6,0.3,0.2) & (0.8,0.3,0.1) & (0.1,0.2,0.9) \\
(0.8,0.3,0.4) & (0.6,0.2,0.5) & (0.3,0.1,0.7) \\
(1.0,0.0,0.0) & (0.9,0.2,0.1) & (0.5,0.2,0.3)
\end{array}\right)
\end{array}
$$

Then $\mathscr{T}=\left\{\sigma_{\mathscr{K}}, \varnothing_{\mathscr{K}},\left\langle\aleph_{1}, \mathscr{L}\right\rangle,\left\langle\aleph_{2}, \mathscr{M}\right\rangle\right\}$ is a SFS-topology on $\Sigma$.

Definition 17. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topology on $\Sigma$ and let $Z \subseteq \Sigma \quad$ and $\mathscr{L} \subseteq \mathscr{K}$. Then $\mathscr{T}_{Z}=\{\langle\Omega, \mathscr{L}\rangle:\langle\Omega, \mathscr{L}\rangle=$ $\left.\langle\aleph, \mathscr{L}\rangle \widehat{\cap} Z_{\mathscr{K}},\langle\aleph, \mathscr{L}\rangle \in \mathscr{T}\right\}$ is called the SFS-subspace
topology of $\mathscr{T}$, where $Z_{\mathscr{K}}$ is the absolute SFSS on $Z$. The doublet $\left(Z_{\mathscr{K}}, \mathscr{T}_{Z}\right)$ is known as the SFS-subspace of the SFStopological space $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$.

Example 3. Consider Example 2. Suppose $Z=\left\{\varsigma_{1}, \varsigma_{3}\right\} \widehat{\subseteq} \Sigma$. Now,

$$
\begin{align*}
& Z_{\mathcal{K}}=\begin{array}{cccc} 
& \varpi_{1} & \varpi_{2} & \varpi_{3} \\
\varsigma_{1} \\
\varsigma_{3}
\end{array}\left(\begin{array}{ccc}
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0)
\end{array}(1.0,0.0,0.0)\right) \\
& \left\langle\Omega_{1}, \mathcal{L}\right\rangle=\left\langle\aleph_{1}, \mathcal{L}\right\rangle \hat{\cap} Z_{\mathcal{K}}=\begin{array}{c}
\varsigma_{1} \\
\varsigma_{3}
\end{array}\left(\begin{array}{cc}
(0.5,0.2,0.4) & (0.7,0.2,0.3) \\
(0.9,0.2,0.5) & (0.9,0.1,0.1)
\end{array}\right)  \tag{10}\\
& \left\langle\Omega_{2}, \mathcal{M}\right\rangle=\left\langle\aleph_{2}, \mathcal{M}\right\rangle \hat{\cap} Z_{\mathcal{K}}=\begin{array}{c}
\varsigma_{1} \\
\varsigma_{3}
\end{array}\left(\begin{array}{ccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} \\
(0.6,0.3,0.2) & (0.8,0.3,0.1) & (0.1,0.2,0.9) \\
(1.0,0.0,0.0) & (0.9,0.2,0.1) & (0.5,0.2,0.3)
\end{array}\right)
\end{align*}
$$

Then $\mathscr{T}_{Z}=\left\{Z_{\mathscr{K}}, \varnothing_{\mathscr{K}},\left\langle\Omega_{1}, \mathscr{L}\right\rangle,\left\langle\Omega_{2}, \mathscr{M}\right\rangle\right\}$ is a SFSsubspace topology of $\mathscr{T}$.

Definition 18. Let $\left(K_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space with $\mathscr{T}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}}\right\}$, then $\mathscr{T}$ is said to be the indiscrete SFStopology on $\Sigma$ and ( $\Sigma_{\mathscr{K}}, \mathscr{T}$ ) is called the indiscrete SFStopological space. The indiscrete SFS-topology is the smallest SFS-topology on $\Sigma$.

Definition 19. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space with $\mathscr{T}=\operatorname{SFS}(\Sigma, \mathscr{K})$, then $\mathscr{T}$ is called the discrete SFS-topology on $\Sigma$ and $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is said to be the discrete SFS-topological space. The discrete SFS-topology is the largest SFS-topology on $\Sigma$.

Example 4. Let $\Sigma$ be the universal set and $\mathscr{K}$ be the parameter set, where $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ and $\mathscr{K}=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$. Let $\mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{M}_{1}, \mathscr{M}_{2} \subseteq \mathscr{K}$ with $\mathscr{L}_{1}=\mathscr{M}_{2}=\left\{\varpi_{1}, \omega_{2}\right\}, \mathscr{L}_{2}=\left\{\omega_{1}\right\}$, $\mathscr{M}_{1}=\left\{\omega_{1}, \varpi_{2}, \omega_{3}\right\}$. Consider the following SFSSs;

$$
\begin{align*}
& \left\langle\aleph_{1}, \mathcal{L}_{1}\right\rangle=\quad \varsigma_{1}\left(\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
\varsigma_{2}
\end{array}(0.9,0.2,0.1) ~(0.6,0.2,0.2)\right) \\
& \left\langle\aleph_{2}, \mathcal{L}_{2}\right\rangle=\quad \begin{array}{c}
\varsigma_{1} \\
\varsigma_{2}\left(\begin{array}{c}
\varpi_{1} \\
(0.7,0.2,0.2) \\
(0.5,0.1,0.6)
\end{array}\right)
\end{array} \\
& \left\langle\Omega_{1}, \mathcal{M}_{1}\right\rangle=\begin{array}{c}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.7,0.2,0.3) & (0.8,0.2,0.2) & (0.5,0.3,0.6) \\
(0.2,0.1,0.9) & (0.5,0.2,0.3) & (0.8,0.2,0.1)
\end{array}\right)  \tag{11}\\
& \left\langle\Omega_{2}, \mathcal{M}_{2}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(0.6,0.1,0.4) & (0.8,0.0,0.3) \\
(0.1,0.0,0.9) & (0.4,0.1,0.7)
\end{array}\right)
\end{align*}
$$

Then $\mathscr{T}_{1}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle,\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle\right\} \quad$ and $\mathscr{T}_{2}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle,\left\langle\Omega_{2}, \mathscr{M}_{2}\right\rangle\right\} \quad$ are two SFS-
topologies. Consider $\quad \mathscr{T}_{1} \cup \mathscr{T}_{2}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{1}\right.\right.$, $\left.\left.\mathscr{L}_{1}\right\rangle,\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle,\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle,\left\langle\Omega_{2}, \mathscr{M}_{2}\right\rangle\right\}$. Now.

$$
\left\langle\aleph_{1}, \mathcal{L}_{1}\right\rangle \hat{\cap}\left\langle\Omega_{1}, \mathcal{M}_{1}\right\rangle=\begin{gather*}
\varsigma_{1}  \tag{12}\\
\varsigma_{3}
\end{gather*}\left(\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
(0.7,0.2,0.3) & (0.6,0.2,0.2) \\
(0.2,0.1,0.9) & (0.4,0.2,0.3)
\end{array}\right)
$$

Thus, $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle,\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle \in \mathscr{T}_{1} \cup \mathscr{T}_{2}$, but $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle \widehat{n}$ $\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle \notin \mathscr{T}_{1} \cup \mathscr{T}_{2}$. Therefore, $\mathscr{T}_{1} \cup \mathscr{T}_{2}$ is not a SFS-topology on $\Sigma$.

Theorem 1. Suppose $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ are two SFS-topologies on $\Sigma$, then $\mathscr{T}_{1} \cap \mathscr{T}_{2}$ is also a SFS-topology on $\Sigma$. But, $\mathscr{T}_{1} \cup \mathscr{T}_{2}$ need not be a SFS-topology on $\Sigma$.

Proof. Suppose that, $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ are two SFS-topologies on $\Sigma$.

Since $\quad \varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}} \in \mathscr{T}_{1}$ and $\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}} \in \mathscr{T}_{2}$, then $\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}} \in \mathscr{T}_{1} \cap \mathscr{T}$.

Let $\langle\aleph, \mathscr{L}\rangle,\langle\Omega, \mathscr{M}\rangle \in \mathscr{T}_{1} \cap \mathscr{T}_{2} \Rightarrow\langle\aleph, \mathscr{L}\rangle,\langle\Omega, \mathscr{M}\rangle \in$ $\mathscr{T}_{1}$ and $\langle\aleph, \mathscr{L}\rangle,\langle\Omega, \mathscr{M}\rangle \in \mathscr{T}_{2} \Rightarrow\langle\aleph, \mathscr{L}\rangle \widehat{\cap}\langle\Omega, \mathscr{M}\rangle \in \mathscr{T}_{1}$ and $\langle\aleph, \mathscr{L}\rangle \widehat{\cap}\langle\Omega, \mathscr{M}\rangle \in \mathscr{T}_{2} \Rightarrow\langle\aleph, \mathscr{L}\rangle \widehat{\cap}\langle\Omega, \mathscr{M}\rangle \in \mathscr{T}_{1}$ $\cap \mathscr{T}_{2}$.

Let $\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T}_{1} \cap \mathscr{T}_{2}, i \in I$, an index set.
$\Rightarrow\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T}_{1} \quad$ and $\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T}_{2}, \quad \forall i \in I \Rightarrow \widehat{U}$ ${ }_{i \in I}\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T}_{1}$ and $\widehat{U}_{i \in I}\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{T}_{2} \widehat{U}_{i \in I}\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle$ $\in \mathscr{T}_{1} \cap \mathscr{T}_{2}$

Thus $\mathscr{T}_{1} \cap \mathscr{T}_{2}$ satisfies all requirements of SFS-topology on $\Sigma$.

Definition 20. Consider the two SFS-topologies $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ on $\Sigma . \mathscr{T}_{1}$ is called weaker or coarser than $\mathscr{T}_{2}$ or $\mathscr{T}_{2}$ is called finer or stronger than $\mathscr{T}_{1}$ if and only if $\mathscr{T}_{1} \subseteq \mathscr{T}_{2}$.

Remark 3.1. If either $\mathscr{T}_{1} \subseteq \mathscr{T}_{2}$ or $\mathscr{T}_{2} \subseteq \mathscr{T}_{1}$, then $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ are comparable. Otherwise $\mathscr{T}_{1}$ and $\mathscr{T}_{2}$ are not comparable.

Example 5. Consider $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ as the universal set with the attribute set $\mathscr{K}=\left\{\omega_{1}, \oplus_{2}, \omega_{3}, \omega_{4}\right\}$. Let $\mathscr{L}_{1}, \mathscr{L}_{2}, \mathscr{L}_{1} \subseteq \mathscr{K}$, where $\mathscr{L}_{1}=\left\{\varpi_{1}, \omega_{2}, \varpi_{3}\right\}, \mathscr{L}_{2}=\left\{\omega_{1}, \omega_{2}\right\}$ and $\mathscr{L}_{3}=\left\{\omega_{1}\right\}$. The SFSSs $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle,\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle,\left\langle\aleph_{3}, \mathscr{L}_{3}\right\rangle$ are given as follows:

$$
\left.\begin{array}{l}
\left.\left\langle\aleph_{1}, \mathcal{L}_{1}\right\rangle=\begin{array}{ccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} \\
\varsigma_{1}\left(\begin{array}{c}
(0.3,0.1,0.7) \\
(0.8,0.2,0.3)
\end{array}\right. & (0.4,0.2,0.3) & (0.9,0.1,0.1)
\end{array}\right)(0.6,0.2,0.4)
\end{array}\right)
$$

Here, $\quad \mathscr{T}_{1}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle,\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle,\left\langle\aleph_{3}, \mathscr{L}_{3}\right\rangle\right\}$ and $\mathscr{T}_{2}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle\right\}$ are two SFS-topologies on $\Sigma$. It is clear that $\mathscr{T}_{2} \subseteq \mathscr{T}_{1}$. Thus $\mathscr{T}_{1}$ is finer than $\mathscr{T}_{2}$ or $\mathscr{T}_{2}$ is weaker than $\mathscr{T}_{1}$.

Definition 21. A SFSS $\langle\aleph, \mathscr{L}\rangle$ is said to be a spherical fuzzy soft point (SFS-point), denoted by $\omega(\aleph)$, if for every $\omega \in \mathscr{L}$, $\aleph(@) \neq\{(\varsigma, 0,0,1) \mid \varsigma \in \Sigma\}$ and $\aleph(\widehat{\omega})=\{(\varsigma, 0,0,1) \mid \varsigma \in \Sigma\}$,
$\forall \widehat{\omega} \in \mathscr{L}-\{\omega\}$. Note that, any SFS-point $\omega(\aleph)$ (say) is also considered as a singleton SFS-subset of the SFSS $\langle\aleph, \mathscr{L}\rangle$.

Definition 22. A SFS-point $\Phi(\aleph)$ is said to be in the SFSS $\langle\Omega, \mathscr{L}\rangle$, that is, $\omega(\aleph) \in\langle\Omega, \mathscr{L}\rangle$, if $\aleph(\varpi) \widehat{\subseteq} \Omega(\varpi)$, for every $\omega \in \mathscr{L}$.

Example 6. Suppose that $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}, \varsigma_{3}\right\}$ and $\mathscr{L}=\left\{\omega_{1}, \omega_{2}, \omega_{3}\right\} \subseteq \mathscr{K}=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \omega_{4}\right\}$. Consider the SFSS

$$
\langle\aleph, \mathcal{L}\rangle=\begin{gather*}
\varpi_{1}  \tag{14}\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3}
\end{gather*}\left(\begin{array}{ccc}
(0.0,0.0,1.0) & (0.0,0.0,1.0) & \varpi_{3} \\
(0.0,0.0,1.0) & (0.0,0.0,1.0) & (0.9,0.1,0.8) \\
(0.0,0.0,1.0) & (0.0,0.0,1.0) & (0.4,0.2,0.6)
\end{array}\right)
$$

Here, $\omega_{3} \in \mathscr{L}$ and $\aleph\left(\Phi_{3}\right) \neq\{(\varsigma, 0,0,1) \mid \varsigma \in \Sigma\}$. But, for Let $\mathscr{L}-\left\{\omega_{3}\right\}=\left\{\omega_{1}, \omega_{2}\right\}, \quad \aleph\left(\omega_{1}\right)=\aleph\left(\omega_{2}\right)=\{(\varsigma, 0,0,1) \mid \varsigma \in \Sigma\}$. Thus, $\langle\aleph, \mathscr{L}\rangle$ is a SFS-point in $\Sigma$ and denoted by $\oplus_{3}(\aleph)$.

$$
\langle\Omega, \mathcal{L}\rangle=\begin{gather*}
\varpi_{1}  \tag{15}\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3}
\end{gather*}\left(\begin{array}{ccc}
(0.1,0.2,0.8) & (0.0,0.0,1.0) & (0.6,0.3,0.4) \\
(0.3,0.1,0.4) & (0.0,0.0,1.0) & (0.9,0.1,0.1) \\
(0.9,0.1,0.1) & (0.0,0.0,1.0) & (0.7,0.2,0.3)
\end{array}\right)
$$

Here, $\aleph\left(\oplus_{3}\right) \widehat{\subseteq} \Omega\left(\oplus_{3}\right)$. Thus, we can say that $\omega_{3}(\aleph) \in\langle\Omega, \mathscr{L}\rangle$.

Definition 23. Let $\langle\Gamma, \mathscr{L}\rangle$ be a SFSS over $\Sigma .\langle\Gamma, \mathscr{L}\rangle$ is said to be a spherical fuzzy soft neighbourhood (SFS-nbd) of the SFS-point $\omega(\aleph)$ over $\Sigma$, if there exist a SFS-open set $\langle\Omega, \mathscr{M}\rangle$ such that $\oplus(\aleph) \in\langle\Omega, \mathscr{M}\rangle \widehat{\subseteq}\langle\Gamma, \mathscr{L}\rangle$.

Definition 24. Let $\langle\Gamma, \mathscr{L}\rangle$ be a SFSS over $\Sigma .\langle\Gamma, \mathscr{L}\rangle$ is said to be a spherical fuzzy soft neighbourhood (SFS-nbd) of the SFSS $\langle\mathcal{N}, \mathscr{M}\rangle$, if there exist a SFS-open set $\langle\Omega, \mathcal{N}\rangle$ such that $\langle\aleph, \mathscr{M}\rangle \widehat{\subseteq}\langle\Omega, \mathscr{N}\rangle \widehat{\subseteq}\langle\Gamma, \mathscr{L}\rangle$.

Theorem 2. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space. A SFSS $\langle\aleph, \mathscr{L}\rangle$ is open if and only if for each SFSS $\langle\Omega, \mathscr{M}\rangle$ such that $\langle\Omega, \mathscr{M}\rangle \subseteq \widehat{\subseteq}\langle\mathcal{L}\rangle,\langle\aleph, \mathscr{L}\rangle$ is a SFS-nbd of $\langle\Omega, \mathscr{M}\rangle$.

Proof. Suppose that the SFSS $\langle\aleph, \mathscr{L}\rangle$ is SFS-open. That is, $\langle\aleph, \mathscr{L}\rangle \in \mathscr{T}$.

Thus for each $\langle\Omega, \mathscr{M}\rangle \subseteq\langle\aleph, \mathscr{L}\rangle,\langle\aleph, \mathscr{L}\rangle$ is a SFS-nbd of $\langle\Omega, \mathcal{M}\rangle$.

Conversely, suppose that, for each $\langle\Omega, \mathscr{M}\rangle \widehat{\subseteq}\langle\aleph, \mathscr{L}\rangle$, $\langle\aleph, \mathscr{L}\rangle$ is A SFS-nbd of $\langle\Omega, \mathscr{M}\rangle$.

Since $\langle\aleph, \mathscr{L}\rangle \widehat{\subseteq}\langle\aleph, \mathscr{L}\rangle,\langle\aleph, \mathscr{L}\rangle$ is a SFS-nbd of $\langle\aleph, \mathscr{L}\rangle$ itself.

Therefore, there exist an open set $\langle\Gamma, \mathcal{N}\rangle$ such that $\langle\aleph, \mathscr{L}\rangle \subseteq\langle\Gamma, \mathscr{N}\rangle \widehat{\subseteq}\langle\aleph, \mathscr{L}\rangle \Rightarrow\langle\aleph, \mathscr{L}\rangle=\langle\Gamma, \mathscr{N}\rangle \Rightarrow\langle\aleph, \mathscr{L}\rangle$ is open.

Definition 25. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space. A sub-collection $\mathscr{B}$ of the SFS-topology $\mathscr{T}$ is referred as a spherical fuzzy soft basis (SFS-basis) for $\mathscr{T}$, if for each $\langle\aleph, \mathscr{L}\rangle \in \mathscr{T}, \exists B \in \mathscr{B}$ such that (Tex translation failed).

Example 7. Let $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ and $\mathscr{K}=\left\{\varrho_{1}, \oplus_{2}, \oplus_{3}\right\}$. Let $\mathscr{L}_{i} \subseteq \mathscr{K} i=1$ to 11 with $\mathscr{L}_{1}=\mathscr{L}_{2}=\mathscr{L}_{3}=\mathscr{L}_{4}=\mathscr{L}_{5}=\mathscr{L}_{6}$ $=\mathscr{L}_{7}=\mathscr{K}, \mathscr{L}_{8}=\mathscr{L}_{9}=\left\{\omega_{1}, \omega_{2}\right\}$, and $\mathscr{L}_{10}=\mathscr{L}_{11}=\left\{\omega_{1}\right\}$. Consider the following SFSSs;

$$
\begin{align*}
& \left\langle\aleph_{1}, \mathcal{L}_{1}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(1.0,0.0,0.0) & (0.6,0.2,0.4) & (1.0,0.0,0.0) \\
(0.6,0.3,0.2) & (1.0,0.0,0.0) & (0.7,0.3,0.2)
\end{array}\right) \\
& \left\langle\aleph_{2}, \mathcal{L}_{2}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.9,0.1,0.2) & (0.6,0.2,0.4) & (0.3,0.4,0.5) \\
(0.6,0.3,0.2) & (0.8,0.2,0.1) & (0.7,0.3,0.2)
\end{array}\right) \\
& \left\langle\aleph_{3}, \mathcal{L}_{3}\right\rangle=\begin{array}{ccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.9,0.1,0.2) & (1.0,0.0,0.0) & (0.3,0.4,0.5) \\
(1.0,0.0,0.0) & (0.8,0.2,0.1) & (1.0,0.0,0.0)
\end{array}\right) \\
& \left\langle\aleph_{4}, \mathcal{L}_{4}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(1.0,0.0,0.0) & (0.6,0.2,0.4) & (1.0,0.0,0.0) \\
(0.6,0.3,0.2) & (1.0,0.0,0.0) & (1.0,0.0,0.0)
\end{array}\right) \\
& \left\langle\aleph_{5}, \mathcal{L}_{5}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.9,0.1,0.2) & (1.0,0.0,0.0) & (0.3,0.4,0.5) \\
(1.0,0.0,0.0) & (0.8,0.2,0.1) & (0.7,0.3,0.2)
\end{array}\right) \\
& \varpi_{1} \quad \varpi_{2} \quad \varpi_{3} \\
& \left\langle\aleph_{6}, \mathcal{L}_{6}\right\rangle=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{lll}
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) \\
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (0.7,0.3,0.2)
\end{array}\right)  \tag{16}\\
& \varpi_{1} \quad \varpi_{2} \quad \varpi_{3} \\
& \left\langle\aleph_{7}, \mathcal{L}_{7}\right\rangle=\varsigma_{1}\left(\begin{array}{lll}
(0.9,0.1,0.2) & (0.6,0.2,0.4) & (0.3,0.4,0.5) \\
\varsigma_{2}
\end{array}\left(\begin{array}{lll}
(0.6,0.3,0.2) & (0.8,0.2,0.1) & (1.0,0.0,0.0)
\end{array}\right)\right. \\
& \varpi_{1} \quad \varpi_{2} \\
& \left\langle\aleph_{8}, \mathcal{L}_{8}\right\rangle=\begin{array}{ll}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ll}
(0.9,0.1,0.2) & (1.0,0.0,0.0) \\
(1.0,0.0,0.0) & (0.8,0.2,0.1)
\end{array}\right) \\
& \varpi_{1} \quad \varpi_{2} \\
& \left\langle\aleph_{9}, \mathcal{L}_{9}\right\rangle=\begin{array}{ll}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ll}
(0.9,0.1,0.2) & (0.6,0.2,0.4) \\
(0.6,0.3,0.2) & (0.8,0.2,0.1)
\end{array}\right) \\
& \varpi_{1} \\
& \left\langle\aleph_{10}, \mathcal{L}_{10}\right\rangle=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\binom{(0.3,0.4,0.5)}{(1.0,0.0,0.0)} \\
& \varpi_{1} \\
& \left\langle\aleph_{11}, \mathcal{L}_{11}\right\rangle=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\binom{(0.3,0.4,0.5)}{(0.7,0.3,0.2)}
\end{align*}
$$

Then the sub-collection

$$
\mathcal{B}=\left\{B_{1}=\left\langle\aleph_{1}, \mathcal{L}_{1},\right\rangle, B_{2}=\left\langle\aleph_{2}, \mathcal{L}_{2}\right\rangle, B_{3}=\left\langle\aleph_{8}, \mathcal{L}_{8}\right\rangle, B_{4}=\left\langle\aleph_{9}, \mathcal{L}_{9}\right\rangle, B_{5}=\left\langle\aleph_{10}, \mathcal{L}_{10}\right\rangle, B_{6}=\left\langle\aleph_{11}, \mathcal{L}_{11}\right\rangle\right\}
$$

is a SFS-basis for the SFS-topology $\mathscr{T}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle, i=1\right.$ to 11$\}$.

Theorem 3. Let $\mathscr{B}$ be a SFS-basis for a SFS-topology $\mathscr{T}$, then for each $\omega \in \mathscr{L}, \mathscr{L} \subseteq \mathscr{K}, \mathscr{B}_{\oplus}=\{\aleph(\omega):\langle\aleph, \mathscr{L}\rangle \in \mathscr{B}\}$ acts as a spherical fuzzy basis for the spherical fuzzy topology $\mathscr{T}(\omega)=\{\aleph(\omega):\langle\aleph, \mathscr{L}\rangle \in \mathscr{T}\}$.

Proof. Suppose that $\aleph(\omega) \in \mathscr{T}(\omega)$ for some $\omega \in \mathscr{L}$ $\Rightarrow\langle\aleph, \mathscr{L}\rangle \in \mathscr{T}$

Since $\mathscr{B}$ is a SFS-basis for the SFS-topology $\mathscr{T}, \exists B \widehat{\subseteq} B$ such $\{$ that $\langle\aleph, \mathscr{L}\rangle=\widehat{U} B \Rightarrow \aleph(\varpi)=\widehat{U} B, \quad$ where $B_{\oplus}=\{\aleph(\varpi):\langle\aleph, \mathscr{L}\rangle \in B\} \widehat{\subseteq} \mathscr{B}_{\oplus} \aleph(\oplus)=\widehat{U} \mathscr{B}_{\oplus} \Rightarrow \mathscr{B}_{\oplus}$ is a $\mathrm{sph}^{Q}$. $\mathscr{T}(\omega)$.

Theorem 4. Let $\left(\Sigma_{E}, \mathscr{T}\right)$ be a SFS-topological space. Let $\mathscr{B}=$ $\left\{\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle: i \in I\right\}$ be a sub-collection of SFS-topology $\mathscr{T} . \mathscr{B}$ is a SFS-basis for $\mathscr{T}$ if and only if for any SFS-open set $\langle\Omega, \mathscr{M}\rangle$ and a SFS-point $\omega(\Gamma) \in\langle\Omega, \mathscr{M}\rangle$, there exist a $\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{B}$ for some $i \in I$, such that $\omega(\Gamma) \in\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \subseteq \widehat{\subseteq}\langle, \mathscr{M}\rangle$.

Proof. Suppose that, $\mathscr{B}=\left\{\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle: i \in I\right\} \subseteq \mathscr{T}$ is a SFSbasis for the SFS-topology $\mathscr{T}$.

For any SFS-open set $\langle\Omega, \mathscr{M}\rangle$, there exists SFSSs $\left\langle\aleph_{j}, \mathscr{L}_{j}\right\rangle, j \in J \subseteq I$, where (Tex translation failed)

Thus, for any SFS-point $\omega(\Gamma) \in\langle\Omega, \mathscr{M}\rangle$, there exist a $\left\langle\aleph_{j}, \mathscr{L}_{j}\right\rangle \in \mathscr{B}$ such that $\omega(\Gamma) \in\left\langle\aleph_{j}, \mathscr{L}_{j}\right\rangle \subseteq \widehat{\subseteq}\langle\Omega, \mathscr{M}\rangle$.

Conversely, suppose for any SFS-open set $\langle\Omega, \mathscr{M}\rangle$ and a SFS-point $\oplus(\Gamma) \in\langle\Omega, \mathscr{M}\rangle$, there exist a $\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{B}$ such that $\omega(\Gamma) \in\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \widehat{\subseteq}\langle\Omega, \mathscr{M}\rangle$
 $\bigcup_{\text {Q }(\Gamma) \in\langle\Omega, M\rangle}^{U}\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle$

Since $\left\langle\aleph_{i}, \mathscr{L}_{i}\right\rangle \in \mathscr{B}, \mathscr{B}$ is a SFS-basis for the SFS-topology $\mathscr{T}$.

Definition 26. Suppose $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-topological space and $\langle\aleph, \mathscr{L}\rangle$ is a SFSS over $\Sigma$, where $\mathscr{L} \subseteq \mathscr{K}$. Then
(1) The SFS-union of all SFS-open subsets of $\langle\mathcal{N}, \mathscr{L}\rangle$ is known as spherical fuzzy soft interior (SFS-interior) of $\langle\aleph, \mathscr{L}\rangle$, symbolized by $\langle\aleph, \mathscr{L}\rangle$. It is the largest

SFS-open set contained in $\langle\aleph, \mathscr{L}\rangle$. That is, $\langle\aleph, \mathscr{L}\rangle^{\circ} \subseteq\langle\aleph, \mathscr{L}\rangle$.
(2) The SFS-intersection of all SFS-closed supersets of $\langle\aleph, \mathscr{L}\rangle$ is known as spherical fuzzy soft closure (SFSclosure) of $\langle\aleph, \mathscr{L}\rangle$, symbolized by $\overline{\langle\aleph, \mathscr{L}\rangle}$. It is the smallest SFS-closed set containing $\langle\aleph, \mathscr{L}\rangle$. That is, $\langle\aleph, \mathscr{L}\rangle \widehat{\subseteq} \overline{\langle\aleph, \mathscr{L}\rangle}$.
(3) The spherical fuzzy soft boundary (SFS-boundary) of $\langle\aleph, \mathscr{L}\rangle$, denoted by $\partial\langle\aleph, \mathscr{L}\rangle$, is defined as follows: $\partial\langle\aleph, \mathscr{L}\rangle=\overline{\langle\aleph, \mathscr{L}\rangle} \widehat{\cap} \overline{\langle\aleph, \mathscr{L}\rangle^{c}}$
(4) The spherical fuzzy soft exterior (SFS-exterior) of $\langle\aleph, \mathscr{L}\rangle$, denoted by $\operatorname{Ext}\langle\aleph, \mathscr{L}\rangle$, is defined as follows: $\operatorname{Ext}\langle\aleph, \mathscr{L}\rangle=\left(\langle\aleph, \mathscr{L}\rangle^{c}\right)^{\circ}$

Example 8. Suppose that $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ is the universal set with the attribute set $\mathscr{K}=\left\{\omega_{1}, \varpi_{2}, \varpi_{3}\right\}$. Consider the SFS-topology $\mathscr{T}=\left\{\varnothing_{\mathscr{K}}, \Sigma_{\mathscr{K}},\left\langle\aleph_{1}, \mathscr{K}\right\rangle,\left\langle\aleph_{2}, \mathscr{K}\right\rangle,\left\langle\aleph_{3}, \mathscr{K}\right\rangle\right\}$, where

$$
\left.\begin{array}{rl} 
\\
\left\langle\aleph_{1}, \mathcal{K}\right\rangle & =\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{c}
(0.8,0.2,0.3) \\
(0.4,0.1,0.5)
\end{array}\right. \\
\begin{array}{c}
\varpi_{2} \\
(0.6,0.3,0.4) \\
(0.5,0.1,0.5)
\end{array} & (0.7,0.2,0.4)  \tag{17}\\
\varpi_{1} & \left.\varpi_{3} .3,0.2,0.4\right)
\end{array}\right)
$$

Clearly, the members of $\mathscr{T}$ are the SFS-open sets. Now, the corresponding closed sets are given as follows: $\left(\varnothing_{\mathscr{K}}\right)^{c}=$ $\Sigma_{\mathscr{K}}\left(\Sigma_{\mathscr{K}}\right)^{c}=\varnothing_{\mathscr{K}}$

$$
\begin{align*}
& \left(\emptyset_{\mathcal{K}}\right)^{c}=\Sigma_{\mathcal{K}} \\
& \left(\Sigma_{\mathcal{K}}\right)^{c}=\emptyset_{\mathcal{K}} \\
& \varpi_{1} \quad \omega_{2} \\
& \left\langle\aleph_{1}, \mathcal{K}\right\rangle^{c}=\begin{array}{ccc}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.3,0.2,0.8) & (0.4,0.3,0.6) & (0.4,0.2,0.7) \\
(0.5,0.1,0.4) & (0.5,0.1,0.5) & (0.4,0.2,0.3)
\end{array}\right) \\
& \varpi_{1}  \tag{18}\\
& \left\langle\aleph_{2}, \mathcal{K}\right\rangle^{c}=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.4,0.1,0.7) & (0.5,0.2,0.5) & (0.5,0.1,0.7) \\
(0.6,0.1,0.3) & (0.6,0.0,0.4) & (0.8,0.1,0.2)
\end{array}\right) \\
& \left\langle\aleph_{3}, \mathcal{K}\right\rangle^{c}=\begin{array}{ccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ccc}
(0.6,0.0,0.5) & (0.6,0.2,0.4) & (0.7,0.1,0.6) \\
(0.9,0.1,0.1) & (0.8,0.0,0.2) & (0.9,0.0,0.1)
\end{array}\right)
\end{align*}
$$

Consider the following SFSS.

Thus.

$$
\langle\aleph, \mathcal{K}\rangle^{c}=\begin{gather*}
 \tag{20}\\
\varsigma_{1} \\
\varsigma_{2}
\end{gather*}\left(\begin{array}{ccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} \\
(0.3,0.1,0.7) & (0.4,0.2,0.6) & (0.5,0.1,0.7) \\
(0.7,0.1,0.3) & (0.5,0.1,0.4) & (0.6,0.2,0.2)
\end{array}\right)
$$

Then, the SFS-interior of $\langle\mathcal{N}, \mathscr{K}\rangle$,

$$
\langle\aleph, \mathcal{K}\rangle^{\circ}=\emptyset_{\mathcal{K}} \widehat{\cup}\left\langle\aleph_{2}, \mathcal{K}\right\rangle \widehat{\cup}\left\langle\aleph_{3}, \mathcal{K}\right\rangle=\left\langle\aleph_{2}, \mathcal{K}\right\rangle
$$

4
The SFS-closure of $\langle\aleph, \mathscr{K}\rangle, \overline{\langle\aleph, \mathscr{K}\rangle}=\Sigma_{\mathscr{K}}$

$$
\left.\left.\begin{array}{rl}
\overline{\langle\aleph, \mathcal{K}\rangle^{c}} & =\Sigma_{\mathcal{K}} \widehat{\cap}\left\langle\aleph_{2}, \mathcal{K}\right\rangle^{c} \widehat{\cap}\left\langle\aleph_{3}, \mathcal{K}\right\rangle^{c} \\
& =\varpi_{1}  \tag{21}\\
\varsigma_{1} & \varpi_{2} \\
(0.4,0.0,0.7) & (0.5,0.2,0.5)
\end{array} \varpi_{3}(0.5,0.1,0.7)\right) \text { (0.6,0.1,0.3)} \begin{array}{ll}
(0.6,0.0,0.4) & (0.8,0.0,0.2)
\end{array}\right)
$$

So that the SFS-boundary of $\langle\mathcal{N}, \mathscr{K}\rangle$,

$$
\begin{align*}
\partial\langle\aleph, \mathcal{K}\rangle & =\overline{\langle\aleph, \mathcal{K}\rangle} \hat{\cap} \overline{\langle\aleph, \mathcal{K}\rangle^{c}} \\
& =\varsigma_{1}\left(\begin{array}{ccc}
(0.4,0.0,0.7) & (0.5,0.2,0.5) & (0.5,0.1,0.7) \\
(0.6,0.1,0.3) & (0.6,0.0,0.4) & (0.8,0.0,0.2)
\end{array}\right) \tag{22}
\end{align*}
$$

The SFS-exterior of $\langle\aleph, \mathscr{K}\rangle, \quad \operatorname{Ext}\langle\aleph, \mathscr{K}\rangle=(\langle\aleph$, $\left.\mathscr{K}\rangle^{c}\right)^{\circ}=\varnothing_{\mathscr{K}}$.

Theorem 5. Suppose that $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-topological space and $\langle\aleph, \mathscr{L}\rangle$ is a spherical fuzzy soft set over $\Sigma$, where $\mathscr{L} \subseteq \mathscr{K}$. Then we have
(1) $\left(\langle\aleph, \mathscr{L}\rangle^{\circ}\right)^{c}=\overline{\langle\aleph, \mathscr{L}\rangle^{c}}$
(2) $\overline{\langle\aleph, \mathscr{L}\rangle}{ }^{c}=\left(\langle\aleph, \mathscr{L}\rangle^{c}\right)^{\circ}$

Proof. Proof is direct

Theorem 6. Suppose that $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-topological space and $\langle\aleph, \mathscr{L}\rangle$ is a spherical fuzzy soft set over $\Sigma$, where $\mathscr{L} \subseteq \mathscr{K}$. Then $\partial\langle\aleph, \mathscr{K}\rangle=\partial\langle\aleph, \mathscr{K}\rangle^{c}$

Proof. Proof is direct.

Definition 27. Let $\omega(\Xi)$ and $\omega(\Psi)$ be two SFS-points. $\omega(\Xi)$ and $\omega(\Psi)$ are said to be distinct, denoted by $\omega(\Xi) \neq \omega(\Psi)$, if their corresponding SFSSs $\langle\Xi, \mathscr{L}\rangle$ and $\langle\Psi, \mathscr{M}\rangle$ are disjoint. That is, $\langle\Xi, \mathscr{L}\rangle \widehat{\cap}\langle\Psi, \mathscr{M}\rangle=\varnothing_{\mathscr{L} \cap, M}$.

## 4. Spherical Fuzzy Soft Separation Axioms

In this section, we define SFS-separation axioms by using the concepts SFS-point, SFS-open sets and SFS-closed sets.

Definition 28. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space and let $\omega(\Xi)$ and $\omega(\Psi)$ be any two distinct SFS-points over $\Sigma$. If there exist SFS-open sets $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ such that $\omega(\Xi) \in\langle\aleph, \mathscr{L}\rangle$ and $\omega(\Psi) \notin\langle\aleph, \mathscr{L}\rangle$ or $\omega(\Psi) \in\langle\Omega, \mathscr{M}\rangle$ and $\omega(\Xi) \notin\langle\Omega, \mathscr{M}\rangle$, then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is known as SFS $T_{0}$-space.

Example 9. All discrete SFS-topological spaces are SFS $T_{0}$-spaces. Because, for any two distinct SFS-points $\omega(\Xi)$ and $\omega(\Psi)$ over $\Sigma$, there exist a SFS-open set $\{\omega(\Xi)\}$, such that $\omega(\Xi) \in\{\omega(\Xi)\}$ and $\omega(\Psi) \notin\{\omega(\Xi)\}$.

Definition 29. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space and let $\oplus(\Xi), ~ \oplus(\Psi)$ be two SFS-points over $\Sigma$ with $\oplus(\Xi) \neq \oplus(\Psi)$. If there exist two SFS-open sets $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ such that $\omega(\Xi) \in\langle\aleph, \mathscr{L}\rangle, \omega(\Psi) \notin\langle\aleph, \mathscr{L}\rangle$ and $\omega(\Psi) \in\langle\Omega, \mathscr{M}\rangle$, $\omega(\Xi) \notin\langle\Omega, \mathscr{M}\rangle$, then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is known as SFS $T_{1}$-space.

Example 10. Every discrete SFS-topological space is a SFS $T_{1}$-space. Because, for any two distinct SFS -points $\omega(\Xi)$ and
$\omega(\Psi)$ over $\Sigma$, there exist SFS-open sets $\{\omega(\Xi)\}$ and $\{\omega(\Psi)\}$, such that $\omega(\Xi) \in\{\omega(\Xi)\}, \quad \omega(\Psi) \notin\{\omega(\Xi)\} \quad$ and $\omega(\Xi) \notin\{\omega(\Psi)\}, \omega(\Psi) \in\{\omega(\Psi)\}$.

Definition 30. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space and let $\omega(\Xi)$ and $\omega(\Psi)$ be any two distinct SFS-points over $\Sigma$. If there exist two SFS-open sets $\langle\aleph, \mathscr{L}\rangle$ and $\langle\aleph, \mathscr{L}\rangle$ such that $\omega(\Xi) \in\langle N, \mathscr{L}\rangle \quad$ and $\quad \omega(\Psi) \in\langle\Omega, \mathscr{M}\rangle$, and $\langle\aleph, \mathscr{L}\rangle \widehat{\cap}\langle\Omega, \mathscr{M}\rangle=\varnothing_{\mathscr{L} \cap \mathcal{M}}$, then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is said to be SFS $T_{2}$-space or SFS-Hausdorff space.

Example 11. Suppose that $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a discrete SFS-topological space. If $\omega(\Xi)$ and $\omega(\Psi)$ are any two distinct SFSpoints over $\Sigma$. Then there exists distinct SFS-open sets $\{\omega(\Xi)\}$ and $\{\omega(\Psi)\}$ such that $\omega(\Xi) \in\{\omega(\Xi)\}$ and $\oplus(\Psi) \in\{\varpi(\Psi)\}$. Therefore, $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-Hausdorff space.

Theorem 7. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space with attribute set $\mathscr{K}$. $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-Hausdorff space if and only if for any two distinct SFS-points $\omega(\Xi)$ and $\omega(\Psi)$, there exist SFS-closed sets $\left\langle\Omega_{1}, \mathscr{K}\right\rangle$ and $\left\langle\Omega_{2}, \mathscr{K}\right\rangle$ such that $\omega(\Xi) \in\left\langle\Omega_{1}, \mathscr{K}\right\rangle, \omega(\Psi) \notin\left\langle\Omega_{1}, \mathscr{K}\right\rangle$ and $\omega(\Xi) \notin\left\langle\Omega_{2}, \mathscr{K}\right\rangle$, $\omega(\Psi) \in\left\langle\Omega_{2}, \mathscr{K}\right\rangle$, and also $\left\langle\Omega_{1}, \mathscr{K}\right\rangle \widehat{U}\left\langle\Omega_{2}, \mathscr{K}\right\rangle=\Sigma_{\mathscr{K}}$.

Proof. Suppose that $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-Hausdorff space, $\omega(\Xi)$ and $\omega(\Psi)$ are any two distinct SFS-points over $\Sigma$. That is, $\omega(\Xi) \widehat{\cap} \oplus(\Psi)=\varnothing_{\mathscr{K}}$.

Since $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is SFS-Hausdorff space, there exist two SFS-open sets $\left\langle\aleph_{1}, \mathscr{K}\right\rangle$ and $\left\langle\aleph_{2}, \mathscr{K}\right\rangle$ such that $\omega(\Xi) \in\left\langle\aleph_{1}, \mathscr{K}\right\rangle, \omega(\Psi) \notin\left\langle\aleph_{1}, \mathscr{K}\right\rangle$ and $\omega(\Xi) \notin\left\langle\aleph_{2}, \mathscr{K}\right\rangle$, $\omega(\Psi) \in\left\langle\aleph_{2}, \mathscr{K}\right\rangle$. And also $\left\langle\aleph_{1}, \mathscr{K}\right\rangle \widehat{\cap}\left\langle\aleph_{1}, \mathscr{K}\right\rangle=$ $\varnothing_{\mathscr{K}} \Rightarrow\left\langle\aleph_{1}, \mathscr{K}\right\rangle^{c} \widehat{U}\left\langle\aleph_{1}, \mathscr{K}\right\rangle^{c}=\Sigma_{\mathscr{K}}$ and also both $\left\langle\aleph_{1}, \mathscr{K}\right\rangle^{c}$ and $\left\langle\aleph_{2}, \mathscr{K}\right\rangle^{c}$ are SFS-closed sets.

Let $\left\langle\aleph_{1}, \mathscr{K}\right\rangle^{c}=\left\langle\Omega_{1}, \mathscr{K}\right\rangle$ and $\left\langle\aleph_{2}, \mathscr{K}\right\rangle^{c}=\left\langle\Omega_{2}, \mathscr{K}\right\rangle$
Then, $\quad \omega(\Xi) \notin\left\langle\Omega_{1}, \mathscr{K}\right\rangle, \omega(\Psi) \in\left\langle\Omega_{1}, \mathscr{K}\right\rangle \quad$ and $\omega(\Xi) \notin\left\langle\Omega_{2}, \mathscr{K}\right\rangle, \omega(\Psi) \in\left\langle\Omega_{2}, \mathscr{K}\right\rangle$.

Conversely, suppose that for any two distinct SFS-points $\omega(\Xi)$ and $\omega(\Psi)$, there exist SFS-closed sets $\left\langle\Omega_{1}, \mathscr{K}\right\rangle$ and $\left\langle\Omega_{2}, \mathscr{K}\right\rangle$ such that $\omega(\Xi) \in\left\langle\Omega_{1}, \mathscr{K}\right\rangle, \omega(\Psi) \notin\left\langle\Omega_{1}, \mathscr{K}\right\rangle$ and
$\omega(\Xi) \notin\left\langle\Omega_{2}, \mathscr{K}\right\rangle, \omega(\Psi) \in\left\langle\Omega_{2}, \mathscr{K}\right\rangle$, and also $\left\langle\Omega_{1}, \mathscr{K}\right\rangle \widehat{U}$ $\left\langle\Omega_{2}, \mathscr{K}\right\rangle=\Sigma_{\mathscr{K}}$.
$\Rightarrow\left\langle\Omega_{1}, \mathscr{K}\right\rangle^{c}$ and $\left\langle\Omega_{2}, \mathscr{K}\right\rangle^{c}$ are SFS-open sets and $\left\langle\Omega_{1}, \mathscr{K}\right\rangle^{c} \widehat{\cap}\left\langle\Omega_{2}, \mathscr{K}\right\rangle^{c}=\varnothing_{\mathscr{K}}$

Also, $\quad \omega(\Xi) \notin\left\langle\Omega_{1}, \mathscr{K}\right\rangle^{c}, \quad \omega(\Psi) \in\left\langle\Omega_{1}, \mathscr{K}\right\rangle^{c} \quad$ and $\omega(\Xi) \in\left\langle\Omega_{2}, \mathscr{K}\right\rangle^{c}, \omega(\Psi) \notin\left\langle\Omega_{2}, \mathscr{K}\right\rangle^{c}$.

Thus, $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-Hausdorff space.
Definition 31. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space, $\langle\Omega, \mathscr{M}\rangle$ be a SFS-closed set $\omega(\Xi)$ and $\Phi(\Psi)$, be a SFS-point over $\Sigma$ such that $\omega(\Xi) \notin\langle\Omega, \mathscr{M}\rangle$. If there is SFS-open sets $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle$ and $\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle$ such that $\omega(\Xi) \in\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle$, $\langle\Omega, \mathscr{M}\rangle \stackrel{\widehat{\subseteq}}{\underline{N}}\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle$ and $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle \widehat{n}\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle=\varnothing_{\mathscr{L}_{1} \cap \mathscr{L}_{2}}$, then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is called a SFS-regular space.

Example 12. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space over $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\} \quad$ with $\quad$ SFS-topology $\mathscr{T}=\left\{\Sigma_{\mathscr{K}}, \varnothing_{\mathscr{K}},\left\langle\aleph_{1}\right.\right.$, $\left.\mathscr{K}\rangle,\left\langle\aleph_{2}, \mathscr{K}\right\rangle\right\}$, where,

$$
\begin{array}{r}
\left\langle\aleph_{1}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
(0.0,0.0,1.0) & (1.0,0.0,0.0) \\
(0.0,0.0,1.0) & (1.0,0.0,0.0)
\end{array}\right) \\
\left\langle\aleph_{2}, \mathcal{K}\right\rangle=\begin{array}{c}
\varpi_{1} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(1.0,0.0,0.0) & (0.0,0.0,1.0) \\
(1.0,0.0,0.0) & (0.0,0.0,1.0)
\end{array}\right)
\end{array}
$$

Then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-regular space.
Definition 32. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space. If ( $\Sigma_{\mathscr{K}}, \mathscr{T}$ ) is a SFS-regular $T_{1}$-space, then it is called a SFS $T_{3}$-space.

Definition 33. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space and let $\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle$ and $\left\langle\Omega_{2}, \mathscr{M}_{2}\right\rangle$ be two disjoint SFS-closed sets in $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$. If there exist SFS-open sets $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle$ and $\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle$ such that $\left\langle\Omega_{1}, \mathscr{M}_{1}\right\rangle \stackrel{\widehat{\subseteq}}{ }\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle,\left\langle\Omega_{2}, \mathscr{M}_{2}\right\rangle \widehat{\subseteq}$ $\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle$ and $\left\langle\aleph_{1}, \mathscr{L}_{1}\right\rangle \widehat{\cap}\left\langle\aleph_{2}, \mathscr{L}_{2}\right\rangle=\varnothing_{\mathscr{L}_{1} \cap \mathscr{L}_{2}}$, then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is called a SFS-normal space.

Example 13. Let $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ be a SFS-topological space over $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}\right\}$ with SFS-topology

$$
\mathcal{T}=\left\{\Sigma_{\mathcal{K}}, \emptyset_{\mathcal{K}},\left\langle\aleph_{1}, \mathcal{K}\right\rangle,\left\langle\aleph_{2}, \mathcal{K}\right\rangle,\left\langle\aleph_{3}, \mathcal{K}\right\rangle,\left\langle\aleph_{4}, \mathcal{K}\right\rangle,\left\langle\aleph_{5}, \mathcal{K}\right\rangle,\left\langle\aleph_{6}, \mathcal{K}\right\rangle\right\}, \text { where }
$$

$$
\begin{align*}
& \left\langle\aleph_{1}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(0.7,0.3,0.2) & (1.0,0.0,0.0) \\
(0.9,0.2,0.1) & (1.0,0.0,0.0)
\end{array}\right) \\
& \left\langle\aleph_{2}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(0.5,0.3,0.4) & (0.0,0.0,1.0) \\
(0.3,0.2,0.5) & (0.0,0.0,1.0)
\end{array}\right) \\
& \left\langle\aleph_{3}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(1.0,0.0,0.0) & (0.8,0.4,0.3) \\
(1.0,0.0,0.0) & (0.6,0.3,0.4)
\end{array}\right)  \tag{24}\\
& \left\langle\aleph_{4}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(0.0,0.0,1.0) & (0.6,0.4,0.4) \\
(0.0,0.0,1.0) & (0.5,0.3,0.5)
\end{array}\right) \\
& \varpi_{1} \quad \varpi_{2} \\
& \left\langle\aleph_{5}, \mathcal{K}\right\rangle=\begin{array}{ll}
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{ll}
(0.7,0.3,0.2) & (0.8,0.4,0.3) \\
(0.9,0.2,0.1) & (0.6,0.3,0.4)
\end{array}\right) \\
& \left\langle\aleph_{6}, \mathcal{K}\right\rangle=\begin{array}{cc}
\varpi_{1} & \varpi_{2} \\
\varsigma_{1} \\
\varsigma_{2}
\end{array}\left(\begin{array}{cc}
(0.5,0.3,0.4) & (0.6,0.4,0.4) \\
(0.3,0.2,0.5) & (0.5,0.3,0.5)
\end{array}\right)
\end{align*}
$$

Then $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-normal space.
Definition 34. Let ( $\Sigma_{\mathscr{K}}, \mathscr{T}$ ) be a SFS-topological space. If ( $\Sigma_{\mathscr{K}}, \mathscr{T}$ ) is a SFS-normal $T_{1}$-space, then it is known as SFS $T_{4}$-space.

Theorem 8. Suppose that $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS-topological space and $Z$ is a non-empty subset of $\Sigma$.
(1) If $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS $T_{0}$-space, then $\left(Z_{\mathscr{K}}, \mathscr{T}_{Z}\right)$ is also a SFS $T_{0}$-space.
(2) If $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS $T_{1}$-space, then $\left(Z_{\mathscr{K}}, \mathscr{T}_{Z}\right)$ is also a SFS $T_{1}$-space.
(3) If $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS $T_{2}$-space, then $\left(Z_{\mathscr{K}}, \mathscr{T}_{Z}\right)$ is also a SFS $T_{2}$-space.

Proof. Here we provide the proof if (1). (2) and (3) can be proved in the similar way.

Suppose that $\omega(\Xi)$ and $\omega(\Psi)$ are two distinct SFS-points over $Z$.

Since $\left(\Sigma_{\mathscr{K}}, \mathscr{T}\right)$ is a SFS $T_{0}$-space, there is SFS-open sets $\langle\aleph, \mathscr{L}\rangle$ and $\langle\Omega, \mathscr{M}\rangle$ such that $\omega(\Xi) \in\langle\aleph, \mathscr{L}\rangle$, $\omega(\Psi) \notin\langle\aleph, \mathscr{L}\rangle$ or $\omega(\Psi) \in\langle\Omega, \mathscr{M}\rangle, \omega(\Xi) \notin\langle\Omega, \mathscr{M}\rangle$

Thus, $\omega(\Xi) \in\langle\aleph, \mathscr{L}\rangle \widehat{\cap} Z_{\mathscr{K}}, \omega(\Psi) \notin\langle\aleph, \mathscr{L}\rangle \widehat{\cap} Z_{\mathscr{K}}$ or $\omega(\Psi) \in\langle\Omega, \mathscr{M}\rangle \widehat{\cap} Z_{\mathscr{K}}, \omega(\Xi) \notin\langle\Omega, \mathscr{M}\rangle \widehat{\cap} Z_{\mathscr{K}}$

Therefore, $\left(Z_{\mathscr{K}}, \mathscr{T}_{Z}\right)$ is also a SFS $T_{0}$-space.

## 5. Group Decision Algorithm and Illustrative Example

In this section, we utilize the proposed SFS-topology to the group decision-making (GDM) process under the spherical fuzzy soft environment. For it, we presented the concept of TOPSIS method and embedding it into the proposed SFStopology.
5.1. Proposed Algorithm with TOPSIS Method. Consider a GDM process which consist a certain set of alternatives $K=\left\{\varsigma_{1}, \varsigma_{2}, \ldots, \varsigma_{m}\right\}$. Each alternative is evaluated under the different set of attributes denoted by $\mathscr{K}=\left\{\omega_{1}, \oplus_{2}, \ldots, \oplus_{n}\right\}$ by the different " $p$ " decision-makers (or experts), say $\mathscr{D} \mathscr{M}_{1}, \mathscr{D}_{M_{2}}, \ldots, \mathscr{D} \mathscr{M}_{p}$. Each expert has evaluated the given alternatives and provide their ratings in terms of linguistic variables such as "Excellent," "Good" etc. All the linguistic variables and their corresponding weights are considered in this work from the list which is summarized in Table 1.

Then to access the finest alternative(s) from the given alternative, we summarize the following steps of the proposed approach as below.

Step 1: Create a weighted SFS parameter matrix $A_{w}=$ $\left[\alpha_{i j}\right]_{p \times m}$ by considering the linguistic terms from Table 1 . That is,

$$
A_{w}=\left[\alpha_{i j}\right]_{p \times n}=\left(\begin{array}{cccc}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1 n}  \tag{25}\\
\alpha_{21} & \alpha_{22} & \ldots & \alpha_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{p 1} & \alpha_{p 2} & \ldots & \alpha_{p n}
\end{array}\right)
$$

Table 1: Linguistic terms to determine the alternatives.

| Linguistic terms | Weights |
| :--- | :---: |
| Excellent | 0.90 |
| Very good | 0.70 |
| Good | 0.50 |
| Bad | 0.30 |
| Very bad | 0.10 |

where each element $\alpha_{i j}$ is the linguistic rating given by the decision-maker $\mathscr{D} \mathscr{M}_{i}$ to the attribute $\omega_{j}$.

Step 2: Create the weighted normalized SFS parameter matrix $N_{w}$ as follows:

$$
N_{w}=\left[\rho_{i j}\right]_{p \times n}=\left(\begin{array}{cccc}
\rho_{11} & \rho_{12} & \ldots & \rho_{1 n}  \tag{26}\\
\rho_{21} & \rho_{22} & \ldots & \rho_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\rho_{p 1} & \rho_{p 2} & \cdots & \rho_{p n}
\end{array}\right)
$$

where, $\rho_{i j}=\alpha_{i j} / \sqrt{\sum_{i=1}^{p}\left(\alpha_{i j}\right)^{2}}$
Step 3: Compute the weight vector $\Theta=\left\{\theta_{1}, \theta_{2}, \ldots, \theta_{n}\right\}$, where $\theta_{i}$ 's are obtained as

$$
\begin{equation*}
\theta_{i}=\frac{w_{i}}{\sum_{q=1}^{n} w_{q}} \quad ; \quad w_{j}=\frac{\sum_{i=1}^{p} \rho_{i j}}{p} \tag{27}
\end{equation*}
$$

Step 4: Construct a SFS-topology by aggregating the SFSSs $\left\langle\mathscr{D} \mathscr{M}_{i}, \mathscr{K}\right\rangle, i=1,2, \ldots, p$, accorded by each decision-makers in the matrix form as their evaluation value. The matrix corresponding to the SFSS $\left\langle\mathscr{D} \mathscr{M}_{i}, \mathscr{K}\right\rangle$ is denoted by $\mathbb{D M}_{i}$ for all $i=1,2, \ldots, p$ and it is called the SFS-decision matrix, where the rows and
columns of each $\mathbb{D M}_{i}$ represents the alternatives and the attributes respectively.
Step 5: Compute the aggregated SFS matrix $\mathbb{D M}_{\text {Agg }}$ given as follows:

$$
\begin{equation*}
\mathbb{D M}_{A g g}=\frac{\mathbb{D M}_{1}+\mathbb{D M}_{2}+\ldots+\mathbb{D M}_{p}}{p}=\left[d_{p q}\right]_{m \times n} \tag{28}
\end{equation*}
$$

Step 6: Construct the weighted SFS-decision matrix

$$
B=\left[\beta_{p q}\right]_{m \times n}=\left(\begin{array}{cccc}
\beta_{11} & \beta_{12} & \ldots & \beta_{1 n}  \tag{29}\\
\beta_{21} & \beta_{22} & \ldots & \beta_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{m 1} & \beta_{m 2} & \ldots & \beta_{m n}
\end{array}\right)
$$

where $\beta_{p q}=\theta_{q} \times d_{p q}$ and each $\beta_{p q}=\left(\mu_{\oplus_{q}}\left(\varsigma_{p}\right)\right.$, $\left.\eta_{\varpi_{q}}\left(\varsigma_{p}\right), \vartheta_{\oplus_{q}}\left(\varsigma_{p}\right)\right), p=1,2, \ldots, m$ and $q=1,2, \ldots, n$.

Step 7: Obtain SFS-valued positive ideal solution $\left(S F S V^{+}\right)$and SFS-valued negative ideal solution (SFSV ${ }^{-}$), where

$$
\begin{align*}
S F S V^{+} & =\left\{\beta_{1}^{+}, \beta_{2}^{+}, \ldots, \beta_{n}^{+}\right\} \\
& =\left\{\left(\max _{p} \mu_{\varpi_{q}}\left(\varsigma_{p}\right), \min _{p} \eta_{\varpi_{q}}\left(\varsigma_{p}\right), \min _{p} \vartheta_{\varpi_{q}}\left(\varsigma_{p}\right)\right) ; q=1,2, \ldots, n\right\}  \tag{30}\\
& =\left\{\left(\mu_{q}^{+}, \eta_{q}^{+}, \vartheta_{q}^{+}\right) ; q=1,2, \ldots, n\right\} \\
S F S V^{-} & =\left\{\beta_{1}^{-}, \beta_{2}^{-}, \ldots, \beta_{n}^{-}\right\} \\
& =\left\{\left(\min _{p} \mu_{\varpi_{q}}\left(\varsigma_{p}\right), \min _{p} \eta_{\varpi_{q}}\left(\varsigma_{p}\right), \max _{p} \vartheta_{\varpi_{q}}\left(\varsigma_{p}\right)\right) ; q=1,2, \ldots, n\right\}  \tag{31}\\
& =\left\{\left(\mu_{q}^{-}, \eta_{q}^{-}, \vartheta_{q}^{-}\right) ; q=1,2, \ldots, n\right\}
\end{align*}
$$

Step 8: Compute the SFS-separation measurements
$E d_{p}^{+}$and $E d_{p}^{-}, \forall p=1,2, \ldots, m$, defined as follows:

$$
\begin{gather*}
E d_{p}^{+}=\sqrt{\sum_{q=1}^{n}\left\{\left(\mu_{\Phi_{q}}\left(\varsigma_{p}\right)-\mu_{q}^{+}\right)^{2}+\left(\eta_{\Phi_{q}}\left(\varsigma_{p}\right)-\eta_{q}^{+}\right)^{2}+\left(\vartheta_{\Phi_{q}}\left(\varsigma_{p}\right)-\vartheta_{q}^{+}\right)^{2}\right.},  \tag{32}\\
E d_{p}^{-}=\sqrt{\sum_{q=1}^{n}\left\{\left(\mu_{\omega_{q}}\left(\varsigma_{p}\right)-\mu_{q}^{-}\right)^{2}+\left(\eta_{\omega_{q}}\left(\varsigma_{p}\right)-\eta_{q}^{+}\right)^{2}+\left(\vartheta_{\omega_{q}}\left(\varsigma_{p}\right)-\vartheta_{q}^{-}\right)^{2}\right.} . \tag{33}
\end{gather*}
$$

Step 9: Obtain the SFS-closeness coefficient $\widehat{\mathbf{C}_{p}}$ of each alternatives. Where

$$
\begin{equation*}
\widehat{\mathbf{C}_{p}}=\frac{E d_{p}^{-}}{E d_{p}^{+}+E d_{p}^{-}} \in[0,1] \tag{34}
\end{equation*}
$$

provided $E d_{p}^{+} \neq 0$.
Step 10: Based on the SFS-closeness coefficient, rank the alternatives in decreasing (or increasing) order and choose the optimal object from the alternatives.
5.2. Illustrative Example. An international company conducted a campus recruitment in a college and shortlisted four students $\Sigma=\left\{\varsigma_{1}, \varsigma_{2}, \varsigma_{3}, \varsigma_{4}\right\}$ through the first round of

$$
A_{w}=\left(\begin{array}{ccccc}
0.70 & 0.90 & 0.50 & 0.70 & 0.30  \tag{35}\\
0.30 & 0.10 & 0.70 & 0.90 & 0.90 \\
0.90 & 0.70 & 0.30 & 0.50 & 0.30 \\
0.50 & 0.30 & 0.70 & 0.90 & 0.50 \\
0.90 & 0.70 & 0.10 & 0.30 & 0.90 \\
0.10 & 0.90 & 0.30 & 0.50 & 0.70
\end{array}\right)
$$

Step 2: The weighted normalized SFS parameter matrix
$N_{w}$ is computed by using equation (26).
recruitment. There is only one vacancy and they have to select one student as their candidate out of these five students. Suppose there are six decision-makers $\mathscr{D} \mathscr{M}=\left\{\mathscr{D} \mathscr{M}_{1}, \mathscr{D} \mathscr{M}_{2}, \mathscr{D} \mathscr{M}_{3}, \mathscr{D} \mathscr{M}_{4}, \mathscr{D} \mathscr{M}_{5}, \mathscr{D} \mathscr{M}_{6}\right\}$ for the final round and they must have select the candidate based on the parameter set $\mathscr{K}=\left\{\omega_{1}, \omega_{2}, \omega_{3}, \varpi_{4}, \omega_{5}\right\}$. For $i=1,2,3,4,5$, the parameters $\omega_{j}$ stand for "educational discipline," "English speaking," "writing skill," "technical discipline," and "general knowledge" respectively. Then the steps of the proposed approach have been executed to find the best alternative(s) as follows.

Step 1: The weighted SFS parameter matrix $A_{w}$ is formulated on the basis of equation (25) as follows:

$$
N_{w}=\left(\begin{array}{lllll}
0.45 & 0.55 & 0.41 & 0.43 & 0.18  \tag{36}\\
0.19 & 0.06 & 0.59 & 0.55 & 0.56 \\
0.57 & 0.43 & 0.25 & 0.30 & 0.18 \\
0.32 & 0.18 & 0.59 & 0.55 & 0.31 \\
0.57 & 0.43 & 0.08 & 0.18 & 0.56 \\
0.06 & 0.55 & 0.25 & 0.30 & 0.44
\end{array}\right)
$$

Step 3: By using equation (27), the weight vector of the given attributes are computed as

$$
\begin{equation*}
\Theta=\{0.195,0.200,0.195,0.210,0.200\} \tag{37}
\end{equation*}
$$

Step 4: For each decision-maker $\mathbb{D M}_{i}, i=1$ to 6 and their corresponding SFS-decision matrices, we get a SFS-topology on $\Sigma$ as

$$
\begin{align*}
& \left\langle\mathcal{D M}_{2}, \mathcal{K}\right\rangle=\mathbb{D M}_{2}=\begin{array}{c} 
\\
\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3} \\
\varsigma_{3} \\
\varsigma_{4}
\end{array}\left(\begin{array}{ccccc}
\varpi_{1} & \varpi_{2} & \varpi_{3} & \varpi_{4} & \varpi_{5} \\
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) \\
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) \\
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0) \\
(1.0,0.0,0.0) & (1.0,0.0,0.0) & (1.0,0.0,0.0)
\end{array}\right) \\
& \left\langle\mathcal{D M}_{3}, \mathcal{K}\right\rangle=\mathbb{D M}_{3}=\begin{array}{c}
\varpi_{1} \\
\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3} \\
\varsigma_{3} \\
\varsigma_{4}
\end{array}\left(\begin{array}{cccccc}
(0.5,0.2,0.6) & (0.7,0.1,0.2) & (0.3,0.2,0.2) & (0.2,0.1,0.9) & (0.9,0.0,0.0) \\
(0.9,0.0,0.3) & (0.8,0.3,0.4) & (0.5,0.2,0.7) & (0.6,0.2,0.4) & (1.0,0.0,0.0) \\
(0.4,0.2,0.5) & (0.7,0.1,0.5) & (0.9,0.1,0.1) & (0.8,0.3,0.2) & (0.2,0.1,0.8) \\
(0.0 .3,0.5) & (0.4,0.1,0.7) & (0.7,0.3,0.1) & (0.1,0.1,0.4) & (0.6,0.3,0.4)
\end{array}\right.  \tag{38}\\
& \left\langle\mathcal{D} \mathcal{M}_{4}, \mathcal{K}\right\rangle=\mathbb{D M}_{4}=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{2} \\
\varsigma_{3}
\end{array}\left(\begin{array}{llllll}
(0.5,0.2,0.5) & (0.7,0.2,0.1) & (0.9,0.2,0.2) & (0.8,0.1,0.3) & (0.9,0.2,0.0) \\
\varsigma_{4} & (0.9,0.1,0.2) & (0.8,0.3,0.3) & (0.6,0.2,0.4) & (0.7,0.2,0.2) & (1.0,0.0,0.0) \\
(0.6,0.3,0.4) & (0.4,0.2,0.7) & (0.7,0.3,0.1) & (0.5,0.2,0.4) & (0.6,0.3,0.4)
\end{array}\right) \\
& \left\langle\mathcal{D M}_{5}, \mathcal{K}\right\rangle=\mathbb{D M}_{5}=\begin{array}{c}
\varpi_{1} \\
\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3} \\
\varsigma_{3} \\
\varsigma_{4}
\end{array}\left(\begin{array}{cccccc}
(0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) \\
(0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) \\
(0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) \\
(0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1) & (0.0,0.0,0.1)
\end{array}\right. \\
& \varpi_{1} \quad \varpi_{2} \quad \varpi_{3} \quad \varpi_{4} \quad \varpi_{5} \\
& \left\langle\mathcal{D} \mathcal{M}_{6}, \mathcal{K}\right\rangle=\mathbb{D M}_{6}=\begin{array}{l}
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{2} \\
\varsigma_{4}
\end{array}\left(\begin{array}{llllll}
(0.4,0.1,0.6) & (0.5,0.1,0.2) & (0.3,0.1,0.2) & (0.2,0.1,0.9) & (0.9,0.0,0.2) \\
\varsigma_{4} & (0.4,0.0,0.3) & (0.7,0.2,0.4) & (0.5,0.2,0.7) & (0.6,0.2,0.4) & (0.3,0.1,0.8) \\
(0.6,0.2,0.5) & (0.2,0.1,0.5) & (0.4,0.1,0.8) & (0.5,0.1,0.7) & (0.6,0.3,0.4) & (0.2,0.1,0.8) \\
(0.0) & (0.1,0.1,0.6) & (0.4,0.3,0.5)
\end{array}\right)
\end{align*}
$$

Thus, the collection $\left\{\mathbb{D M}_{1}, \mathbb{D M}_{2}, \mathbb{D M}_{3}, \mathbb{D M}_{4}\right.$, $\left.\mathbb{D M}_{5}, \mathbb{D M}_{6}\right\}$ gives a SFS-topology on $\Sigma$.

Step 5: The aggregated SFS matrix $\mathbb{D M}_{\text {Agg }}$ is obtained by using equation (28) and summarized as

$\mathbb{D M}_{\text {Agg }}=$|  |
| :---: |
| $\varsigma_{1}$ |
| $\varsigma_{2}$ |
| $\varsigma_{3}$ |
| $\varsigma_{3}$ |
| $\varsigma_{4}$ |$\left(\begin{array}{ccccc}(0.47,0.10,0.53) & (0.57,0.10,0.27) & \varpi_{1} & (0.57,0.10,0.30) & (0.50,0.07,0.57)\end{array}(0.77,0.07,0.23)\right)$

Step 6: The weighted SFS-decision matrix $B$ is obtained by using equation (29) and written as

$$
B=\begin{gather*}
 \tag{40}\\
\varsigma_{1} \\
\varsigma_{2} \\
\varsigma_{3} \\
\varsigma_{4}
\end{gather*}\left(\begin{array}{cccccc}
(0.091,0.019,0.103) & (0.114,0.020,0.054) & (0.111,0.019,0.059) & \varpi_{3} & (0.105,0.015,0.120) & (0.154,0.014,0.046) \\
\varsigma_{4} & (0.142,0.005,0.064) & (0.134,0.034,0.080) & (0.103,0.025,0.103) & (0.126,0.027,0.018) & (0.120,0.006,0.086) \\
(0.103,0.019,0.084) & (0.094,0.014,0.100) & (0.111,0.019,0.084) & (0.132,0.042,0.078) & (0.094,0.020,0.120) \\
(0.111,0.033,0.091) & (0.086,0.020,0.134) & (0.111,0.039,0.078) & (0.078,0.021,0.105) & (0.100,0.040,0.094)
\end{array}\right)
$$

Step 7: From the weighted matrix $B$ and utilizing equations (30), (31), we obtain ideal solutions $S F S V^{+}$ and $S F S V^{-}$are

$$
\begin{align*}
& S F S V^{+}=\left\{\begin{array}{c}
(0.142,0.005,0.064),(0.134,0.014,0.054),(0.111,0.019,0.059), \\
(0.132,0.015,0.078),(0.154,0.006,0.046)
\end{array}\right\} \\
& S F S V^{-}=\left\{\begin{array}{c}
(0.091,0.005,0.103),(0.086,0.014,0.134),(0.103,0.019,0.103), \\
(0.078,0.015,0.120),(0.094,0.006,0.120)
\end{array}\right\} \tag{41}
\end{align*}
$$

Step 8: For each $p=1,2,3,4$, the SFS-separation measurements $E d_{p}^{+}$and $E d_{p}^{-}$are calculated by using equations (32), (33) as

$$
\begin{array}{lllllll}
E d_{1}^{+}=0.0855 & ; & E d_{2}^{+}=0.0982 & ; & E d_{3}^{+}=0.1283 & ; & E d_{4}^{+}=0.1484  \tag{42}\\
E d_{1}^{-}=0.1389 & ; & E d_{2}^{-}=0.1564 & ; & E d_{3}^{-}=0.0892 & ; & E d_{4}^{-}=0.0677
\end{array}
$$

Step 9: Using equation (34), compute the SFS-closeness coefficients $\widehat{\mathbf{C}}_{p}$, for each $p=1,2,3,4$ and get

$$
\begin{equation*}
\hat{\mathbf{C}}_{1}=0.6190 \quad ; \quad \hat{\mathbf{C}}_{2}=0.6142 \quad ; \quad \hat{\mathbf{C}}_{3}=0.4101 \quad ; \quad \hat{\mathbf{C}}_{4}=0.3132 \tag{43}
\end{equation*}
$$

Step 10: Based on the ratings of $\widehat{\mathbf{C}_{p}}$ 's, we can obtain the ordering of the given alternatives as

$$
\begin{equation*}
\hat{\mathbf{C}}_{1}>\hat{\mathbf{C}}_{2}>\hat{\mathbf{C}}_{3}>\hat{\mathbf{C}}_{4} \tag{44}
\end{equation*}
$$

Which corresponds to the alternatives ratings as $\varsigma_{1}>\varsigma_{2}>\varsigma_{3}>\varsigma_{4}$. This, we conclude that the international company should select the student $\varsigma_{1}$ as their candidate.

## 6. Comparison Analysis

In this section, the proposed algorithm is compared to the existing algorithm (Algorithm 1: Decision making based on adjustable soft discernibility matrix) [27]. Since the optimal solution of the study discussed in Section 5.2 using Algorithm 1 is also " $\varsigma_{1}$," it can be seen that the proposed algorithm based on the group decision-making method and the extension of TOPSIS approach is comparable to previously known method, which validates the reliability and dependability of the proposed algorithm.

The advantages of the work drawn in earlier sections can be summarized as follows:
(i) Topological structures on fuzzy soft sets are used in a variety of applications, including medical diagnosis, decision-making, pattern recognition, image processing, and so on.
(ii) SFSS is one of the most generalized version of fuzzy soft set and it is arguably the more realistic, practical and accurate.
(iii) Introducing topology on SFSS is seem to be highly important in both theoretical and practical scenarios.
(iv) While dealing with group decision-making problems of SFSS, the proposed algorithm is more reliable and expressive.

## 7. Conclusions

The spherical fuzzy soft set is the most generalized version of all other existing fuzzy soft set models. This newest concept is more precise, accurate, and sensible and the models are thus capable of solving myriad problems more deftly and practically. In this paper, we probed into certain basic aspects of spherical fuzzy soft topological space. SFS-topology is developed by using the notions of SFS-union and SFSintersection. The paper has also provided certain fundamental definitions pertaining to the SFS-topology including SFS-subspace, SFS-point, SFS-nbd, SFS-basis, SFS-interior, SFS-closure, SFS-boundary, and SFS-exterior and on the basis of the said definitions mooted, we have proven a few theorems. Further, SFS-separation axioms are presented by using the concepts of SFS-point, SFS-closed sets, and SFSopen sets on the basis of which an algorithm is also proposed as an application with vivid implications in group decisionmaking method. The model is presented as an extension of TOPSIS approach as well. A numerical example is used to illustrate the efficiency of the proposed algorithm.

In the future, we will explore algebraicproperties of SFSSs and investigate their applications in decision making, medical diagnosis, clustering analysis, pattern recognition, and information science. Also relationship between SFSSs and T-SFSSs, and the algebraic and topological structures of T-SFSSs can be studied as future work.
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This paper provides a generalized form of ideals, that is, h-ideals of hemirings with the combination of a bipolar fuzzy set (BFS). The BFS is an extension of the fuzzy set (FS), which deals with complex and vague problems in both positive and negative aspects. The basic purpose of this paper is to introduce the idea of $(\alpha, \beta)$-bipolar fuzzy $h$-subhemirings (h-BFSHs), $(\alpha, \beta)$-bipolar fuzzy h-ideals (h-BFIs), and ( $\alpha, \beta$ )-bipolar fuzzy h-bi-ideals (h-BFbIs) in hemirings by applying the definitions of belongingness ( $\epsilon$ ) and quasicoincidence $(q)$ of the bipolar fuzzy point. We will also focus on upper and lower parts of the h-product of bipolar fuzzy subsets (BFSSs) of hemirings. In the end, we have characterized the h -hemiregular and h -intrahemiregular hemirings in terms of the $(\epsilon, \epsilon \vee q)$-h-BFIs and $(\epsilon, \in \vee q)-h$-BFbIs.

## 1. Introduction and Motivation

In 1994, Zhang [1] introduced bipolar fuzzy set theory which is an inflation of fuzzy set theory. Bipolarity is an important idea that is mostly used in our daily life. In a lot of disciplines such as decision making, algebraic structures, graph theory, and medical science, bipolar valued fuzzy sets have become a significant research work. In real life, it is noticed that people may have a different response at a time for the same qualities of an item or a plan. One may have a positive response, and the other one may have a negative response; for example, $\$ 100$ is a big amount for a needy person, but at the same time, this amount may have less value for a rich man. Similarly, sweetness and sourness of a food, effects and side effects of medicines, good and bad human behavior, happiness and sadness, thin and thick fluid, and honesty and dishonesty all are two-sided aspects of an object or situation. See [2-10] for examples and results which are relevant to bipolar fuzzy sets.

In 1965, Zadeh [11] introduced the concept of fuzzy set theory which deals with the uncertain and complex problems in decision-making theory, medical science, engineering, automata theory, and graph theory [12-16]. The right place of entries to fuzzy set is indicated by a membership degree. In [0,

1] interval, perimeter point 0 shows no fuzzy set acceptability and 1 shows the fuzzy set acceptance. Also, $(0,1)$ defines the fuzzy collection to be partially belonging. If the membership degree is any property, then 1 describes that the element satisfies the property and 0 describes that the element does not satisfy the property. Interval $(0,1)$ shows the midway condition. But, there was a difficulty to deliberate the irrelevancy of data to the fuzzy set. The FS is extended to BFS to tackle such situations.

In 1934, Vandiver [17] firstly familiarized the theory of semiring. In 1935, Von Neumann introduced the idea of regularity in rings and showed that for any nonempty set $R$, if the semigroup ( $R, \cdot \cdot$ ) is regular, then the ring $(R,+, \cdot)$ is also regular [18]. In 1951, Bourne showed if for all $r \in R$ there exist $x, \mathrm{y} \in R$ such that $r+r x r=r y r$, then semiring $(\mathrm{R},+, \cdot)$ is also regular [19]. Hemirings (semirings with zero and commutative addition) are studied in the theory of automata and formal languages [20-22]. Algebraic patterns are very important in mathematics. Hemiring is also a useful algebraic structure. It is very useful in functional analysis, physics, computation, coding, topological space, automata theory, formal language theory, mathematical modelling, and graph theory.

In the structure theory of semirings, ideals play a vital role [23]. Henriksen gave in [24] a restricted class of ideals in semirings, which is k-ideals. Another more restricted class of ideals which is h -ideals has been given in hemirings by Iizuka [25]. However, in an additively commutative semiring, ideals of a semiring coincide with "ideals" of a ring, provided that the semiring is a hemiring [26, 27]. For more applications of h-ideals, see [28, 29].

Ahsan et al. [30] presented applications of fuzzy semirings in automata theory. Since the bipolar fuzzy theory is a development of fuzzy theory, one may expect that bipolar fuzzy semirings will be useful in studying bipolar fuzzy automata theory and bipolar fuzzy languages.
1.1. Related Works. Zadeh's fuzzy set is a much innovative, crucial, and useful set due to its significance in multiple research dimensions. Fuzzy set addresses the ill-defined situations by which we are often encountered. From these ill-defined situations, we can evaluate results by using a degree of membership of the fuzzy set but the bipolar fuzzy set is a much better set to manage uncertainty, vagueness, and impreciseness than the fuzzy set. A bipolar fuzzy set is much valuable due to its degree of membership $[-1,1]$. Latorre [31] discussed the properties of h-ideals of hemirings and presented some suitable results with respect to hemirings. Zhan and Dudek [28] proposed a model of fuzzy h-ideals with their useful properties. They presented some algebraic properties of prime fuzzy h-hemiregular hemirings. Kumaran et al. [32] discussed some basic properties of $(\alpha, \beta)$-level subsets of bipolar valued fuzzy subsemiring of a hemiring and their related results. We extended this useful model and introduced h -hemiregular hemiring in terms of bipolar fuzzy h-ideals.
1.2. Historical Background. The bipolar fuzzy set describes the main idea which lies in the existence of bipolarity (positivity and negativity). In fact, human decision-making consists of double sides on the positive and negative aspects, for example, competition and cooperation, effect and side effect, and hostility and friendship. In traditional Chinese medicine, "Yin" is a negative side of a system and "Yang" is a positive side of a system. The equilibrium and coexistence of the two sides are keys for prosperity and stability of a social system [33].
1.3. Motivation. Bipolarity fuzzy sets have potential impacts on many fields, including information science, neural science, computer science, artificial intelligence, decision science, economics, cognitive science, and medical science [33]. Recently, the bipolarity fuzzy set has been studied in terms of a hemiring a bit increasingly and a bit enthusiastically. That is why we have been encouraged and motivated to introduce and study h-hemiregular hemiring in terms of a bipolar fuzzy set.
1.4. Innovative Contribution. In fuzzy sets, the degree of membership was restricted to $[0,1]$. In our realistic life, someone may have a negative response and another one may have a positive response at the same time for the same characteristic of an object. In this regard, bipolarity is a very useful concept that is commonly used in our real-world problems. Recently, Shabir et al. presented ( $\epsilon, \in \vee q$ )-fuzzy h -subhemirings and their related properties [34]. Bhakat and Das [35] firstly introduced the idea of ( $\alpha, \beta$ )-fuzzy subgroups. Dudek et al. [36] worked on ( $\alpha, \beta$ )-fuzzy ideals of hemirings. The idea of finite state machine on bipolar fuzzy theory is given by Jun and Kavikumar in [2]. Lee [37] introduced bipolar valued fuzzy ideals. Ibrar et al. [38] used ( $\alpha, \beta$ )-bipolar fuzzy generalized bi-ideal for characterizations of regular ordered semigroups. In 2019, Shabir et al. [39] used ( $\alpha, \beta$ )-bipolar fuzzy ideals and ( $\alpha, \beta$ )-bipolar fuzzy bi-ideals for the characterizations of the regular and intraregular semiring. Recently, Anjum et al. [27] studied ordered h-ideals in regular semiring. Here, we have extended the study in [39] for $(\alpha, \beta)$-h-BFSHs and $(\alpha, \beta)$-h-BFIs of hemirings.
1.5. Organization of the Paper. In Section 1, we have familiarized ourselves with the background of bipolar fuzzy hemiring and its characterizations towards regular and intraregular hemiring. Section 2 describes the literature review of h-BFSHs, h-BFIs, and some new important definitions which is used as the basic concept for the major works. In Section 3, the concepts of $(\alpha, \beta)-h$-BFSHs and $(\alpha, \beta)-\mathrm{h}$-BFIs of hemirings are discussed. In Section 4, we have worked on the upper and lower parts of BFSH by h-product. In Section 5, the description of theorems of h -hemi-regular and h -intrahemiregular hemirings in terms of the $(\epsilon, \in \vee q)-h$-BFIs and $(\epsilon, \in \vee q)-h$-BFbIs is given. In Section 6, the comparative study is given, and the last section consists of the conclusions and future plans.

The list of acronyms used here is given in Table 1.

## 2. Preliminaries

A semiring is an algebraic system $(M,+, \cdot)$ consisting of a nonempty set $M$ together with two binary operations addition and multiplication such that $(M,+)$ and $(M, \cdot)$ are semigroups satisfying for all $u, v, w \in M$, the following distributive laws $u(v+w)=u v+u w$ and $(u+v) w=u w+v w$. By zero, we mean an element $0 \in M$ such that $0 \cdot u=u \cdot 0=0$ and $0+u=u+0=u$ for all $u \in M$. A semiring with zero and a commutative semigroup $(M,+)$ is known as hemiring.

A nonempty subset $N$ of a semiring $M$ is called a subhemiring of $M$ if $N$ is a hemiring under the induced operations of addition and multiplication of $M$. A nonempty subset " $N$ " of a hemiring $M$ is called a left (right) ideal of $M$ if $N$ is closed under " + " and $m r \in N(r m \in N)$ for all $m \in M$ and $r \in N$, and N is called a two-sided ideal or simply an ideal of $M$ if it is both a left and a right ideal of $M$.

A hemiring $M$ is said to be h-hemiregular if, for each $x \in M$, there exist $a_{1}, a_{2}, z \in M$ such that
$x+x a_{1} x+z=x a_{2} x+z$, and $M$ is said to be h-intra-hemiregular if, for each $x \in M$, there exist $a_{i}, a_{j}^{\prime}, b_{i}, b_{j}^{\prime}, z \in R$ such that $x+\sum_{i=1}^{m} a_{i} x^{2} b_{i}+z=\sum_{j=1}^{n} a_{j}^{\prime} x^{2} b_{j}^{\prime}+z$ [29]. Throughout the paper, $M$ is hemiring unless otherwise identified.

Lemma 1 (see [29]). If $M$ is h-intrahemiregular ifffor any left $h$-ideal $L$ and right h-ideal $N, L \cap N \subseteq \overline{L N}$.

Lemma 2 (see [29]). If $M$ is h-hemiregular iff for any right $h$-ideal $L$ and any left $h$-ideal $N$, we have $\overline{L N}=L \cap N$.

Definition 1 (see [1]). Let $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ be two BFSSs of $M$. Then, h-product $\eta \circ{ }_{h} \zeta=$ ( $M, \eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}, \eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}$ ) is defined as follows:

$$
\begin{align*}
& \left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)(u)={ }_{m} \wedge{ }_{n} \quad\left\{\eta_{n}\left(c_{i}\right) \vee \eta_{n}\left(c_{j}^{\prime}\right) \vee \zeta_{n}\left(d_{i}\right) \vee \zeta_{n}\left(d_{j}^{\prime}\right)\right\}, \\
& u^{+} \sum_{i=1}^{m} c_{i} d_{i}+v=\sum_{j=1}^{n} c_{j}^{\prime} d_{j}^{\prime}+v \\
& \left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)(u)={ }_{u+}^{m} \sum_{i=1}^{m} c_{i} d_{i}+v=\sum_{j=1}^{n} c_{j}^{\prime} d_{j}^{\prime}+v \quad\left\{\eta_{p}\left(c_{i}\right) \wedge \eta_{p}\left(c_{j}^{\prime}\right) \wedge \zeta_{p}\left(d_{i}\right) \wedge \zeta_{p}\left(d_{j}^{\prime}\right)\right\},  \tag{1}\\
& \left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)(u)=0, \\
& \left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)(u)=0 \text { if } u \text { is not representable as } u+\sum_{i=1}^{m} c_{i} d_{i}+v=\sum_{j=1}^{n} c_{j}^{\prime} d_{j}^{\prime}+v .
\end{align*}
$$

Definition 2 (see [1]). If H is an h-subset of $M$. Then, the bipolar fuzzy characteristic function on $H$ is denoted by $\chi_{H}=\left(M ; \chi_{n H}, \chi_{p H}\right)$ and is defined by $\chi_{n H}(u)=\left\{\begin{array}{l}-1 \text { if } u \in H \\ 0 \text { if } u \notin H\end{array}, \quad \chi_{p H}(u)=\left\{\begin{array}{l}1 \text { if } u \in H \\ 0 \text { if } u \notin H\end{array} \quad\right.\right.$ for $\quad$ all $u \in M$. If $H=M$, then we have BFSS $M=\left(M ; M_{n}, M_{p}\right)$ defined as $\widetilde{M}_{n}(u)=-1$ and $\widetilde{M}_{p}(u)=1$ for all $u \in M$.

Definition 3 (see [1]). A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is called h-BFSH of $M$ if it satisfies the following:
(a) $\eta_{n}(0) \leq \eta_{n}(u)$ and $\eta_{p}(0) \geq \eta_{p}(u)$
(b) $\begin{aligned} & \eta_{n}(u+v) \leq \max \left\{\eta_{n}(u), \eta_{n}(v)\right\} \text { and } \eta_{p}(u+v) \geq \text { min } \\ & \left\{\eta_{p}(u), \eta_{p}(v)\right\}\end{aligned}$
(c) $\begin{aligned} & \eta_{n}(u v) \leq \max \left\{\eta_{n}(u), \eta_{n}(v)\right\} \quad \text { and } \quad \eta_{p}(u v) \geq \min \\ & \left\{\eta_{p}(u), \eta_{p}(v)\right\}\end{aligned}$
(d) If $u+c+v=d+v$, then $\eta_{n}(u) \leq \max \left\{\eta_{n}(c), \eta_{n}(d)\right\}$ and $\eta_{p}(u) \geq \min \left\{\eta_{p}(c), \eta_{p}(d)\right\}$ for all $c, d, u, v \in M$

Definition 4. A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is said to be an $\mathrm{h}-\mathrm{BFI}_{\mathrm{L}}$ (resp., $\mathrm{h}-\mathrm{BFI}_{\mathrm{R}}$ ) of $M$, if it satisfies the following:
(a) $\eta_{n}(u+v) \leq \max \left\{\eta_{n}(u), \eta_{n}(v)\right\}$
and
$\eta_{p}(u+v) \geq \min \left\{\eta_{p}(u), \eta_{p}(v)\right\}$
(b) $\eta_{n}(u v) \leq \eta_{n}(v)$ and $\quad \eta_{p}(u v) \geq \eta_{p}(v) \quad$ (resp., $\eta_{n}(u v) \leq \eta_{n}(u)$ and $\left.\eta_{p}(u v) \geq \eta_{p}(u)\right)$
(c) If $u+c+v=d+v$, then $\eta_{n}(u) \leq \max \left\{\eta_{n}(c), \eta_{n}(d)\right\}$ and $\eta_{p}(u) \geq \min \left\{\eta_{p}(c), \eta_{p}(d)\right\}$ for all $c, d, u, v \in M$

Example 1. Consider a BFSS $\eta$ of a hemiring $M=\{0,1,2,3, \ldots\} \quad$ as $\quad \eta_{n}(u)=\left\{\begin{array}{l}0 \text { if } u=0 \\ -0.5 \text { otherwise }\end{array} \quad\right.$ and $\eta_{p}(u)=\left\{\begin{array}{l}0 \text { if } u=0 \\ 0.5 \text { otherwise }\end{array}\right.$.

Then, $\eta$ is a BFI but not a $h$-BFI of $M$ because if we take $x=0, a=1, b=1$ and $z=5$, then for $0+1+5=1+5$, $\eta_{n}(0)=0 \geq-0.5=\max \left\{\eta_{n}(1), \eta_{n}(5)\right\}$ and $\eta_{p}(0)=0 \leq 0.5$ $=\min \left\{\eta_{p}(1), \eta_{p}(5)\right\}$.

Example 2. Consider a hemiring $M=\{0, a, b, c\}$ under the operations as in Tables 2 and 3.

Define a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ on $M$ as shown in Table 4. Then, it is easy to check that $\eta$ is a $h$-BFI of $M$.

Definition 5. A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is called an h -BFbI of $M$, if is satisfies the following:
(a) $\eta_{n}(0) \leq \eta_{n}(u)$ and $\eta_{p}(0) \geq \eta_{p}(u)$
(b) $\eta_{n}(u+v) \leq \max \left\{\eta_{n}(u), \eta_{n}(v)\right\}$ and $\eta_{p}(u+v) \geq \min \left\{\eta_{p}(u), \eta_{p}(v)\right\}$
(c) $\eta_{n}(u v) \leq \max \left\{\eta_{n}(u), \eta_{n}(v)\right\}$ and $\eta_{p}(u v) \geq \min \left\{\eta_{p}(u), \eta_{p}(v)\right\}$
(d) $\eta_{n}(u v w) \leq \max \left\{\eta_{n}(u), \eta_{n}(w)\right\}$ and $\eta_{p}(u v w) \geq \min$ $\left\{\eta_{p}(u), \eta_{p}(w)\right\}$
(e) If $u+c+v=d+v$, then $\eta_{n}(u) \leq \max \left\{\eta_{n}(c), \eta_{n}(d)\right\}$ and $\quad \eta_{p}(u) \geq \min \left\{\eta_{p}(c), \eta_{p}(d)\right\} \quad$ for all $c, d, u, v, w \in M$

TABLE 1: List of acronyms.

| Acronyms | Representation |
| :--- | :---: |
| FS | Fuzzy set |
| BFS | Bipolar fuzzy set |
| BFSS | Bipolar fuzzy subset |
| h-BFSH | Bipolar fuzzy h-subhemiring |
| h-BFI | Bipolar fuzzy h-ideal |
| h-BFIL | Bipolar fuzzy left h-ideal |
| h-BFIR | Bipolar fuzzy right h-ideal |
| h-BFbI | Bipolar fuzzy h-bi-ideal |
| Iff | If and only if |

Table 2: Binary addition.

| + | 0 | $a$ | $b$ | $c$ |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | $a$ | $b$ | $c$ |
| $a$ | $a$ | a | b | c |
| b | b | b | b | c |
| c | c | c | c | b |

Table 3: Binary multiplication.

| . | 0 | a | b | c |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 0 | 0 | 0 | 0 |
| a | 0 | b | b | b |
| b | 0 | b | b | b |
| c | 0 | b | b | b |

Table 4: Values of BFSS on M.

| M | 0 | a | b | c |
| :--- | :---: | :---: | :---: | :---: |
| $\eta_{p}$ | 0.5 | 0.5 | 0.5 | 0.2 |
| $\eta_{n}$ | -0.5 | -0.5 | -0.5 | -0.1 |

Lemma 3. If $H$ is a left h-ideal (resp., right) of $M$, then $\chi_{H}=$ $\left(M ; \chi_{n H}, \chi_{p H}\right)$ is an $h-B F I_{L}$ (resp., $h-B F I_{R}$ ) of $M$.

Proof: We have to prove the following three inequalities for left h-ideal:
(a) $\chi_{n H}(u+v) \leq \max \left\{\chi_{n H}(u), \chi_{n H}(v)\right\}$ and

$$
\chi_{p H}(u+v) \geq \min \left\{\chi_{p H}(u), \chi_{p H}(v)\right\}
$$

(b) $\chi_{n H}(u v) \leq \chi_{n H}(v)$ and $\chi_{p H}(u v) \geq \chi_{p H}(v)$
(c) If $u+c+v=d+v, \quad$ then $\quad \chi_{n H}(u) \leq \max$ $\left\{\chi_{n H}(c), \chi_{n H}(d)\right\}$ and

$$
\chi_{p H}(u) \geq \min \left\{\chi_{p H}(c), \chi_{p H}(d)\right\} \text { for all } c, d, u, v \in H
$$

For the proof of parts (a) and (b), see [2]. Here, we just prove part (c). For this, we discuss cases for all $c, d, u, v \in H, u+c+v=d+v$.

Case 1. If $u, c, d \in H$, then $\chi_{n H}(u)=-1=\chi_{n H}(v)$ $=\chi_{n H}(c)=\chi_{n H}(d) \quad$ and $\quad \chi_{p H}(u)=1=\chi_{p H}(v)=\chi_{p H}$ (c) $=\chi_{p H}(d)$.

Then, $\quad \chi_{n H}(u)=-1 \leq \max \left\{\chi_{n H}(c), \chi_{n H}(d)\right\} \quad$ and $\chi_{p H}(u)=1 \geq \min \left\{\chi_{p H}(c), \chi_{p H}(d)\right\}$.

Case 2. If $u, c, d \notin H$, then $\chi_{n H}(u)=0=\chi_{n H}(v)=\chi_{n H}(c)=$ $\chi_{n H}(d)$ and $\chi_{p H}(u)=0=\chi_{p H}(v)=\chi_{p H}(c)=\chi_{p H}(d)$.

Then, $\quad \chi_{n H}(u)=0 \leq \max \left\{\chi_{n H}(c), \chi_{n H}(d)\right\} \quad$ and $\chi_{p H}(u)=0 \geq \min \left\{\chi_{p H}(c), \chi_{p H}(d)\right\}$.

Case 3. If one of $u, c$, and $d$ does not belong to H , say $c \notin H$, then $\chi_{n H}(c)=0=\chi_{p H}(c), \chi_{n H}(u)=-1=\chi_{n H}(v)=\chi_{n H}(d)$, and $\chi_{p H}(u)=1=\chi_{p H}(v)=\chi_{p H}(d)$. This implies that $\chi_{n H}(u)=-1 \leq 0=\max \left\{\chi_{n H}(c), \chi_{n H}(d)\right\}$ $\chi_{p H}(u)=1 \geq 0=\min \left\{\chi_{p H}(c), \chi_{p H}(d)\right\}$.

Case 4. If any two of $u, c$, and $d$ do not belong to $H$, say $u, c \notin H$, then $\chi_{n H}(u)=0=\chi_{n H}(c), \chi_{p H}(u)=0=\chi_{p H}(c)$, $\chi_{n H}(d)=-1$, and $\chi_{p H}(d)=1$. This implies that $\chi_{n H}(u)=$ $0 \leq \max \left\{\chi_{n H}(c), \chi_{n H}(d)\right\}$ $\chi_{p H}(u)=0 \geq \min \left\{\chi_{p H}(c), \chi_{p H}(d)\right\}$.

Hence, $\chi_{H}=\left(M ; \chi_{n H}, \chi_{p H}\right)$ is an $\mathrm{h}-\mathrm{BFI}_{\mathrm{L}}$ of $M$.

## 3. $(\alpha, \beta)$ - Bipolar Fuzzy h-Ideals

In this section, we will introduce the concept of $(\alpha, \beta)-\mathrm{h}-$ BFSHs, $(\alpha, \beta)-\mathrm{h}$-BFIs, and $(\alpha, \beta)-\mathrm{h}$-BFbIs of hemiring and properties of such kinds of ideals are discussed.

Definition 6 (see [2]). Let $(c, d) \in[-1,0) \times t(0,1]$; then, $t /(c, d)$ is called bipolar fuzzy point in $M$ with BFSS $\eta=$ $\left(M, \eta_{n}, \eta_{p}\right) \quad$ of $\quad M \quad$ if $\quad \eta_{p}(u)=\left\{\begin{array}{l}d \text { if } u=t \\ 0 \text { if } u \neq t\end{array} \quad\right.$ and $\eta_{n}(u)=\left\{\begin{array}{l}c \text { if } u=t \\ 0 \text { if } u \neq t\end{array}\right.$ for all $u, t \in M$.

Definition 7 (see [2]). A bipolar fuzzy point $t /(c, d)$ belongs to (resp., quasicoincident to) a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ as follows:
(a) $t /(c, d) \in \eta$ if $\eta_{n}(t) \leq c$ and $\eta_{p}(t) \geq d$
(b) $t /(c, d) q \eta$ if $\eta_{n}(t)+c<-1$ and $\eta_{p}(t)+d>1$
(c) $t /(c, d) \in \vee q \eta$ if $t /(c, d) \in \eta$ or $t /(c, d) q \eta$
(d) $t /(c, d) \in \wedge q \eta$ if $t /(c, d) \in \eta$ and $t /(c, d) q \eta$

In this paper, we consider $\alpha, \beta \in\{\epsilon, q, \in \vee q, \in \wedge q\}$ and $\alpha \neq \in \wedge q$. Consider a BFSS $\eta=\left(R, \eta_{n}, \eta_{p}\right)$ such that $\eta_{n}(t) \geq-0.5$ and $\eta_{p}(t) \geq 0.5$ for all $t \in R$ and $t /(c, d) \in \wedge q \eta$. Then, $\quad \eta_{n}(t) \leq c, \quad \eta_{p}(u) \geq d, \quad \eta_{n}(t)+c<-1, \quad$ and $\eta_{p}(u)+d>1$. It follows that $-1>\eta_{n}(t)+c \geq \eta_{n}(t)+\eta_{n}(t)=$ $2 \eta_{n}(t)$ which implies that $\eta_{n}(t) \leq-0.5$, thus a contradiction. So, $t /(c, d) \overline{\in \wedge q} \eta$, and hence, $\alpha \neq \in \wedge q$.

Definition 8. A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is said to be an $(\alpha, \beta)-\mathrm{h}$-BFSH of $M$ if for all $t, u \in M$ and $\left(c_{1}, d_{1}\right),\left(c_{2}, d_{2}\right) \in[-1,0) \times t(0,1]$, it satisfies the following:
(a) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t+u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(b) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(c) If $c, d, t, u \in M$ such that $t+c+u=d+u$, then $c /\left(c_{1}, d_{1}\right) \alpha \eta$ and $d /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t /\left(c_{1} \vee c_{2}, d_{1} \wedge d_{2}\right)$ $\beta \eta$; here, $\alpha \neq \in \wedge q$

Definition 9. A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is known as an $(\alpha, \beta)-\mathrm{h}-\mathrm{BFI}_{\mathrm{L}}$ (resp., $\left.(\alpha, \beta)-\mathrm{h}-\mathrm{BFI}_{\mathrm{R}}\right)$ of $M$ if for all $t, u \in M$ and $\left(c_{1}, d_{1}\right),\left(c_{2}, d_{2}\right) \in[-1,0) \times t(0,1]$, it satisfies the following:
(a) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t+u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(b) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u \in M \longrightarrow u t /\left(c_{1}, d_{1}\right) \beta \eta \quad$ (rep. $\left.\left(t u /\left(c_{1}, d_{1}\right) \beta \eta\right)\right)$
(c) If $c, d, t, u \in M$ such that $t+c+u=d+u$, then $c /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad d /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow \quad t /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$; here, $\alpha \neq \in \wedge q$

Definition 10. A BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is known as an $(\alpha, \beta)-\mathrm{h}-\mathrm{BFbI}$ of $M$ if for all $t, u, y \in M$ and $\left(c_{1}, d_{1}\right),\left(c_{2}, d_{2}\right) \in[-1,0) \times t(0,1]$, it satisfies the following:
(a) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t+u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(b) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(c) $t /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad u /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow t y u /\left(c_{1} \vee c_{2}\right.$, $\left.d_{1} \wedge d_{2}\right) \beta \eta$
(d) If $c, d, t, u \in M$ such that $t+c+u=d+u$, then $c /\left(c_{1}, d_{1}\right) \alpha \eta \quad$ and $\quad d /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow$ $t /\left(c_{1} \vee c_{2}, d_{1} \wedge d_{2}\right) \beta \eta$; here, $\alpha \neq \in \wedge q$
Throughout this paper, our main focus will be on $(\epsilon, \epsilon \vee q)-\mathrm{h}$-BFSHs, $(\epsilon, \epsilon \vee q)-\mathrm{h}$-BFIs, and $(\epsilon, \epsilon \vee q)-\mathrm{h}$-BFBIs of $M$.

Lemma 4. For a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$, if $c, d, t, u \in M$ such that $t+c+u=d+u$, then $c /\left(c_{1}, d_{1}\right) \alpha \eta$ and $d /\left(c_{2}, d_{2}\right) \alpha \eta \longrightarrow \quad t /\left(c_{1} \vee c_{2}, d_{1} \wedge d_{2}\right) \beta \eta ; \quad$ then, $\quad \eta_{n}(t)$ $\leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\}$
$\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$.
Proof: Let $c, d, t, u \in M$; then, we have the following four cases:
(i) $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \leq-0.5$ and $\min \left\{\eta_{p}(c), \eta_{p}\right.$ (d) $\} \geq 0.5$
(ii) $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \leq-0.5$ and $\min \left\{\eta_{p}(c), \eta_{p}\right.$ (d) $\}<0.5$
(iii) $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\}>-0.5$ and $\min \left\{\eta_{p}(c), \eta_{p}\right.$ (d) $\} \geq 0.5$
(iv) $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\}>-0.5$ and $\min \left\{\eta_{p}(c), \eta_{p}\right.$ (d) $\}<0.5$

Contrarily assume for $c, d \in M, \eta_{n}(t)>\max \left\{\eta_{n}(c)\right.$, $\left.\eta_{n}(d),-0.5\right\}$ or $\eta_{p}(t)<\min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$.

For case-(i): $\eta_{n}(t)>-0.5$ or $\eta_{p}(t)<0.5$; this implies $t /(-0.5,0.5) \bar{\epsilon} \eta$. Now, consider $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \leq-$ 0.5 and $\min \left\{\eta_{p}(c), \eta_{p}(d)\right\} \geq 0.5$ and then $c /(-0.5,0.5) \in \eta$ and $d /(-0.5,0.5) \in \eta$ but for $t \in M, t /(-0.5,0.5) \bar{\epsilon} \eta$. In the same way, $t /(-0.5,0.5) \bar{q} \eta$ because $\eta_{n}(t)-0.5>-1$ or $\eta_{p}(t)+0.5<1$. So, $t /(-0.5,0.5) \overline{\epsilon \vee q} \eta$ which is a contradiction.

For case-(ii): $\quad \eta_{n}(t)>-0.5 \quad$ or $\eta_{p}(t)<\min \left\{\eta_{p}(c), \eta_{p}(d)\right\} ;$ so for $s \in(0,0.5)$, $\eta_{p}(t)<s=\min \left\{\eta_{p}(c), \eta_{p}(d)\right\}$ implies $t /(-0.5, s) \bar{\in} \eta$. Now, consider again $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \leq-0.5$ and $\min \left\{\eta_{p}(c), \eta_{p}(d)\right\}=s$ and then $c /(-0.5, s) \in \eta$ and $d /(-0.5, s) \in \eta$ but for $t \in M, t /(-0.5, s) \bar{\in} \eta$. In the same way, $t /(-0.5, s) \bar{q} \eta$ because $\eta_{n}(t)-0.5>-1$ or $\eta_{p}(t)+s<1$. So, $t /(-0.5, s) \overline{\in \mathrm{V} q} \eta$, and it contradicts our supposition.
For case-(iii): $\eta_{n}(t)>\max \left\{\eta_{n}(c), \eta_{n}(d)\right\}$ or $\eta_{p}(t)<0.5$. So, for $r \in(-0.5,0), \quad \eta_{n}(t)>r=\max \left\{\eta_{n}(c), \eta_{n}(d)\right\}$ implies $t /(r, 0.5) \bar{\epsilon} \eta$. Also, $\max \left\{\eta_{n}(c), \eta_{n}(d)\right\}=r$ and $\min \left\{\eta_{p}(c), \eta_{p}(d)\right\} \geq 0.5$ and then we obtain $c /(r, 0.5) \in \eta$ and $d /(r, 0.5) \in \eta$ but for $t \in M, t /(r, 0.5) \bar{\in} \eta$. Similarly, $t /(r, 0.5) \bar{q} \eta$ because $\eta_{n}(t)+r>-1 \quad$ or $\eta_{p}(t)+0.5<1$. Therefore, $t /(r, 0.5) \overline{\in \mathrm{V} q} \eta$, which is a contradiction.
For case-(iv): $\quad \eta_{n}(t)>\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \quad$ or $\eta_{p}(t)<\min \left\{\eta_{p}(c), \eta_{p}(d)\right\}$. For $\quad r \in(-0.5,0) \quad$ and $s \in(0,0.5), \quad \eta_{n}(t)>r=\max \left\{\eta_{n}(c), \eta_{n}(d)\right\} \quad$ and $\eta_{p}(t)<s=\min \left\{\eta_{p}(c), \eta_{p}(d)\right\}$ and then $t /(r, s) \bar{\in} \eta$. Also, $\quad \max \left\{\eta_{n}(c), \eta_{n}(d)\right\}=r \quad$ and $\min \left\{\eta_{p}(c), \eta_{p}(d)\right\}=s$; then, we obtain $c /(r, s) \in \eta$ and $d /(r, s) \in \eta$ but for $t \in M, t /(r, s) \bar{\in} \eta$. Similarly, $t /(r, s) \bar{q} \eta$ because $\eta_{n}(t)+r>-1$ or $\eta_{p}(t)+s<1$. Therefore, $t /(r, s) \overline{\in \mathrm{V} q} \eta$, which is a contradiction.

Therefore, $\quad \eta_{n}(t) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\} \quad$ and $\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$. The reverse of this theorem does not hold in general, shown by the following example.

Example 3. Consider a BFSS $\eta$ in Example 2; for $t+c+u=$ $d+u, \quad \eta \quad$ satisfies $\quad \eta_{n}(t) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\} \quad$ and $\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$. But if $c /\left(c_{1}, d_{1}\right) \in \eta$ and $d /\left(c_{2}, d_{2}\right) \in \eta$, then $t /\left(c_{1} \vee c_{2}, d_{1} \wedge d_{2}\right) \in \vee q \eta$ does not hold. Because for $b+0+c=a+c, \quad 0 /(-0.5,0.5) \in \eta \quad$ and $a /(-0.5,0.5) \in \eta$, but $b /(-0.5,0.5) \overline{\in \mathrm{V} q} \eta$ as $\eta_{p}(b)=0.2<0.5$ and $\eta_{n}(b)=-0.1>-0.5$. Also, $\eta_{p}(b)+0.5=0.2+0.5<1$ and $\quad \eta_{n}(b)+(-0.5)=-0.1+(-0.5)>-1 \quad$ implies $b /(-0.5,0.5) \bar{q} \eta$. So, $b /(-0.5,0.5) \overline{\in \mathrm{V} q} \eta$.

Theorem 1. If a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is an $(\epsilon, \epsilon \vee q)-h-$ BFSH of $M$, then it fulfills the following conditions for each $c, d, t, u \in M$ :
(a) $\eta_{n}(c+d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\}$ and $\eta_{p}(c+d) \geq$ $\min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(b) $\eta_{n}(c d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\} \quad$ and $\quad \eta_{p}(c d) \geq$ $\min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(c) For $t+c+u=d+u, \quad \eta_{n}(t) \leq \max \left\{\eta_{n}(c), \eta_{n}(d)\right.$, $-0.5\}$ and $\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$

Proof: Follows from Lemma 4 and [2].
Theorem 2. If a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is an $(\epsilon, \epsilon \vee q)-h-$ $B F I_{L}$ (resp., $\left.(\epsilon, \in \vee q)-h-B F I_{R}\right)$ of $M$, then it fulfills the following conditions for each $c, d, t, u \in M$ :
(a) $\eta_{n}(c+d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\}$ and $\eta_{p}(c+d)$ $\geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(b) $\eta_{n}(c d) \leq \max \left\{\eta_{n}(d),-0.5\right\} \quad$ and $\quad \eta_{p}(c d) \geq \min$ $\left\{\eta_{p}(d), 0.5\right\} \quad\left(\right.$ resp., $\eta_{n}(c d) \leq \max \left\{\eta_{n}(c),-0.5\right\}$ and $\left.\eta_{p}(c d) \geq \min \left\{\eta_{p}(c), 0.5\right\}\right)$
(c) For $t+c+u=d+u, \quad \eta_{n}(t) \leq \max \left\{\eta_{n}(c)\right.$, $\left.\eta_{n}(d),-0.5\right\}$ and $\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$

Proof: Follows from Lemma 4 and [2].
Theorem 3. If a BFSS $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ of $M$ is an $(\epsilon, \in \vee q)-h-$ BFbI of $M$, then it fulfills the following conditions for each $c, d, t, u \in M$ :
(a) $\eta_{n}(c+d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\}$ and $\eta_{p}(c+d)$ $\geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(b) $\eta_{n}(c \quad d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\} \quad$ and $\quad \eta_{p}(c d) \geq$ $\min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(c) $\eta_{n}(c b d) \leq \max \left\{\eta_{n}(c), \eta_{n}(d),-0.5\right\}$ and $\eta_{p}(c b d)$ $\geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$
(d) For $t+c+u=d+u, \quad \eta_{n}(t) \leq \max \left\{\eta_{n}(c), \eta_{n}(d)\right.$, $-0.5\}$ and $\eta_{p}(t) \geq \min \left\{\eta_{p}(c), \eta_{p}(d), 0.5\right\}$

Proof: Follows from Lemma 4 and [2].

## 4. Upper and Lower Parts of a Bipolar Fuzzy Set

In the following segment, we have offered the definitions and several stimulating outcomes regarding the upper parts and lower parts of h-BFSS.

Definition 11. (see [2]). If $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ is a bipolar fuzzy h-set in $M$, then the upper part $\eta^{+}=\left(M, \eta_{n}^{+}, \eta_{p}^{+}\right)$of $\eta$ is
written as $\left(\eta_{n}^{+}\right)(t)=\left(\eta_{n}\right)(t) \wedge-0.5 \quad$ and $\left(\eta_{p}^{+}\right)(t)=\left(\eta_{p}\right)(t) \vee 0.5$. The lower part of $\eta$ is denoted by $\eta^{-}=\left(M, \eta_{n}^{-}, \eta_{p}^{-}\right)$and is defined as $\left(\eta_{n}^{-}\right)(t)=\left(\eta_{n}\right)(t) \vee-0.5$ and $\left(\eta_{p}^{-}\right)(t)=\left(\eta_{p}\right)(t) \wedge 0.5$ for all $t \in M$.

Lemma 5. Let $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ be two BFSHs in $M$. Then, the following equations hold:
(a) $(\eta \wedge \zeta)^{-}=\eta^{-} \wedge \zeta^{-}$
(b) $(\eta \vee \zeta)^{-}=\eta^{-} \vee \zeta^{-}$
(c) $\left(\eta \circ{ }_{h} \zeta\right)^{-}=\eta^{-} \circ{ }_{h} \zeta^{-}$

Proof: Straightforward.

Lemma 6. Let $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ be two BFSHs in $M$. Then, the following equations hold:
(a) $(\eta \wedge \zeta)^{+}=\eta^{+} \wedge \zeta^{+}$
(b) $(\eta \vee \zeta)^{+}=\eta^{+} \vee \zeta^{+}$
(c) $\left(\eta \circ{ }_{h} \zeta\right)^{+}=\eta^{+} \circ{ }_{h} \zeta^{+}$

Proof: Straightforward.

Lemma 7. For an ( $\epsilon, \in \vee q)-h-B F I_{R} \eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $(\epsilon, \in \vee q)-h-B F I_{L} \quad \zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$, then we have $\left(\eta \circ{ }_{h} \zeta\right)^{-} \leq(\eta \wedge \zeta)^{-}$.

Proof: Let $t \in M$ if $\left(\eta \circ{ }_{h} \zeta\right)(t)=0$, that is, $\left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)(t)=0$, and then $\left(\eta_{n}{ }^{\circ} \zeta_{n}\right)^{-}(t)=0 \vee-0.5=0 \geq\left(\eta_{n} \vee \zeta_{n}\right)^{-}(t)$ and $\left(\eta_{p}{ }^{\circ} \zeta_{p}\right)(t)=0 \quad$ indicates $\quad\left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)^{-}(t)=0 \wedge 0.5=0$ $\leq\left(\eta_{p} \wedge \zeta_{p}\right)^{-}(t)$. Otherwise,

$$
\begin{aligned}
& \left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)^{-}(t)=\left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)(t) \vee-0.5
\end{aligned}
$$

$$
\begin{align*}
& \geq \quad \wedge \quad\left\{\begin{array}{l}
\eta_{n}\left(\sum_{i=1}^{m} a_{i} b_{i}\right) \vee \zeta_{n}\left(\sum_{i=1}^{m} a_{i} b_{i}\right) \vee \\
t_{i=1}^{m} a_{i} b_{i}+v=\sum_{j=1}^{n} c_{j} d_{j}+v \\
\eta_{n}\left(\sum_{j=1}^{n} c_{j} d_{j}\right) \vee \zeta_{n}\left(\sum_{j=1}^{n} c_{j} d_{j}\right)
\end{array}\right\} \vee-0.5  \tag{2}\\
& =\left(\eta_{n} \vee \zeta_{n}\right)(t) \vee-0.5 .
\end{align*}
$$

This implies $\left(\eta_{n}{ }^{\circ}{ }_{h} \zeta_{n}\right)^{-}(t) \geq\left(\eta_{n} \vee \zeta_{n}\right)^{-}(t)$.
Similarly, $\left(\eta_{p}{ }^{\circ} \zeta_{p}\right)^{-}(t) \leq\left(\eta_{p} \wedge \zeta_{p}\right)^{-}(t)$.
Hence, $\left(\eta \circ{ }_{h} \zeta\right)^{-} \leq(\eta \wedge \zeta)^{-}$.
Definition 12. If H is an h -subset of $M$, the upper part $\chi_{H}^{+}=$ $\left(M ; \chi_{n H}^{+}, \chi_{p H}^{+}\right)$of the bipolar fuzzy characteristic function $\chi_{H}=\left(M ; \chi_{n H}, \chi_{p H}\right)$ of H is defined by the following:

$$
\begin{align*}
& \chi_{n H}^{+}(t)=\left\{\begin{array}{l}
-1 \text { if } \mathrm{t} \in H, \\
-0.5 \text { if } \mathrm{t} \notin H,
\end{array}\right. \\
& \chi_{p H}^{+}(t)=\left\{\begin{array}{l}
1 \text { if } \mathrm{t} \in H, \\
0.5 \text { if } \mathrm{t} \notin H .
\end{array}\right. \tag{3}
\end{align*}
$$

Similarly, the lower part $\chi_{H}^{-}=\left(M ; \chi_{n H}^{-}, \chi_{p H}^{-}\right)$of the bipolar fuzzy characteristic function $\chi_{H}=\left(M ; \chi_{n H}, \chi_{p H}\right)$ of H is defined by the following:

$$
\begin{aligned}
& \overline{\chi_{n H}^{-}(t)}=\left\{\begin{array}{l}
-0.5 \text { if } \mathrm{t} \in H, \\
0 \text { if } \mathrm{t} \notin H,
\end{array}\right. \\
& \overline{\chi_{p H}^{-}(t)}=\left\{\begin{array}{l}
0.5 \text { if } \mathrm{t} \in H, \\
0 \text { if } \mathrm{t} \notin H .
\end{array}\right.
\end{aligned}
$$

For all $t \in M$, if $H=M$, then we have BFSS $M=\left(M ; M_{n}, M_{p}\right)$ defined as $\widetilde{M}_{n}(t)=-1$ and $\widetilde{M}_{p}(t)=1$ for all $t \in M$.

Lemma 8. Let $E$ and $F$ be two nonempty $h$-subsets of $M$. Then, the following results hold:
(a) $\left(\chi_{E} \wedge \chi_{F}\right)^{-}=\chi_{E}^{-} \cap F$
(b) $\left(\chi_{E} \vee \chi_{F}\right)^{-}=\chi_{E \cup F}^{-}$
(c) $\left(\chi_{E}{ }^{\circ}{ }_{h} \chi_{F}\right)^{-}=\chi_{\overline{E F}}^{-}$

Proof: Proofs of (a) and (b) are straightforward. Here is just a proof of (c).

Suppose $t \in M$ and $t \in \overline{E F}$. Then, $\chi_{n \overline{E F}}(t)=-0.5$ and $\chi_{p \overline{E F}}(t)=0.5$. For $t \in \overline{E F}, t+\sum_{i=1}^{m} a_{i} b_{i}+v=\sum_{j=1}^{n} c_{j} d_{j}+v$ where $a_{i}, c_{j} \in E$ and $b_{i}, d_{j} \in F$.; then, we have $\chi_{n E}\left(a_{i}\right)=-1$, $\chi_{p E}\left(c_{j}\right)=1, \chi_{n F}\left(b_{i}\right)=-1$, and $\chi_{p F}\left(d_{j}\right)=1$.

Consider the following:

$$
\begin{align*}
& =\{(-1) \vee(-1) \vee(-1) \vee(-1)\} \vee-0.5=-0.5  \tag{5}\\
& =\overline{\chi_{n \overline{E F}}^{-}}(t) \text {. }
\end{align*}
$$

Now,

$$
\begin{aligned}
& \left(\chi_{P E}{ }^{\circ}{ }_{h} \chi_{P F}\right)^{-}(t)=\begin{array}{c} 
\\
t+\sum_{i=1}^{m} a_{i} b_{i}+v=\sum_{j=1}^{n} c_{j} d_{j}+v
\end{array}\left\{\begin{array}{c}
\left(\wedge_{i=1}^{m} \chi_{n E}\left(a_{i}\right)\right) \wedge\left(\wedge_{i=1}^{m} \chi_{n F}\left(b_{i}\right)\right) \\
\wedge\left(\bigwedge_{j=1}^{n} \chi_{n E}\left(c_{j}\right)\right) \wedge\left(\bigwedge_{j=1}^{n} \chi_{n F}\left(d_{j}\right)\right)
\end{array}\right\} \wedge 0.5 \\
& =\{(1) \wedge(1) \wedge(1) \wedge(1)\} \wedge 0.5=0.5 \\
& =\chi_{\overline{P E F}}^{-}(t) \text {. }
\end{aligned}
$$

Hence, $\left(\chi_{E}{ }^{\circ}{ }_{h} \chi_{F}\right)^{-}=\chi_{\overline{E F}}^{-}$.
If $t \notin \overline{E F}$, then $\chi_{n \overline{E F}}(t)=0$ and also $\chi_{p \overline{E F}}(t)=0$.
Then, $\quad\left(\chi_{n E}{ }^{\circ}{ }_{h} \chi_{n F}\right)^{-}(t)=\left(\chi_{n E}{ }^{\circ}{ }_{h} \chi_{n F}\right)(t) \vee-0.5$
$=0 \vee-0.5=0=\chi_{n \overline{E F}}^{-}(t)$.
And, $\left(\chi_{p E}{ }^{\circ}{ }_{h} \chi_{p F}\right)^{-}(t)=\left(\chi_{p E}{ }^{\circ}{ }_{h} \chi_{p F}\right)(t) \wedge 0.5=0 \wedge 0.5$ $=0=\chi_{p \overline{E F}}^{-}(t)$.

That is, $\left(\chi_{E}{ }^{\circ}{ }_{h} \chi_{F}\right)^{-}=\chi_{\overline{E F}}^{-}$.
Lemma 9. If $H$ is left (resp., right) h-ideal of $M$, then $\chi_{H}^{-}=$ $\left(M ; \chi_{n H}^{-}, \chi_{p H}^{-}\right)$is $(\epsilon, \in \vee q)-h-B F I_{L}\left(r e s p .,(\epsilon, \in \vee q)-h-B F I_{R}\right)$ of M.

Proof: Straightforward.
Lemma 10. If $H$ is $h$-bi-ideal of $M$, then $\chi_{H}^{-}=\left(M ; \chi_{n H}^{-}, \chi_{p H}^{-}\right)$ is $(\epsilon, \in \vee q)-h-B F b I$ of $M$.

Proof: Straightforward.

## 5. h-Hemiregular and h-Intrahemiregular Hemirings

In this section, by using the h-BFIs, theorems on hemiregular and intrahemiregular hemirings are presented.

Theorem 4. Suppose $M$ is a hemiring, then the following subsequent conditions are identical:
(a) $M$ is h-hemiregular
(b) $(\eta \wedge \zeta)^{-}=\left(\eta \circ{ }_{h} \zeta\right)^{-}$for all $\quad(\epsilon, \in \vee q)-h-B F I_{R}$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $(\epsilon, \in \vee q)-h-B F I_{L} \zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ of $M$

Proof: Let $M$ be an h-hemi-regular hemiring. For each $t \in M$, there exist $x_{1}, x_{2}, y \in M$ such that $t+t x_{1} t+y=t x_{2} t+y$; then,

$$
\begin{align*}
& \leq\left\{\eta_{n}\left(t x_{1}\right) \vee \zeta_{n}(t) \vee \eta_{n}\left(t x_{2}\right) \vee \zeta_{n}(t)\right\} \vee-0.5  \tag{7}\\
& \leq\left\{\left(\eta_{n}(t) \vee-0.5\right) \vee \zeta_{n}(t) \vee\left(\eta_{n}(t) \vee-0.5\right) \vee \zeta_{n}(t)\right\} \vee-0.5 \\
& =\left\{\left(\eta_{n}(t) \vee \zeta_{n}(t)\right\} \vee-0.5\right. \\
& =\left(\eta_{n} \vee \zeta_{n}\right)^{-}(t) \text {. }
\end{align*}
$$

In the same way, $\left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)^{-}(t) \geq\left(\eta_{p} \wedge \zeta_{p}\right)^{-}(t)$.
Thus, $\quad(\eta \wedge \zeta)^{-} \leq\left(\eta \circ{ }_{h} \zeta\right)^{-}$. But, we have $\left(\eta \circ{ }_{h} \zeta\right)^{-} \leq(\eta \wedge \zeta)^{-}$by Lemma 7. Hence, $(\eta \wedge \zeta)^{-}=\left(\eta \circ{ }_{h} \zeta\right)^{-}$.

Conversely, $(\eta \wedge \zeta)^{-}=\left(\eta \circ{ }_{h} \zeta\right)^{-}$for all $(\epsilon, \in \vee q)-\mathrm{h}-\mathrm{BFI}_{\mathrm{R}}$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and $(\epsilon, \in \vee q)-\mathrm{h}-\mathrm{BFI}_{\mathrm{L}} \quad \zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ of M. Let $E$ and $F$ be right h-ideal and left h-ideal of $M$ correspondingly. Formerly, the lower parts of the bipolar fuzzy characteristic function $\chi_{E}^{-}=\left(M ; \chi_{n E}, \chi_{p E}\right)$ are an $(\epsilon, \in \vee q)-\mathrm{h}-\mathrm{BFI}_{\mathrm{R}}$ and $\chi_{F}^{-}=\left(M ; \chi_{n F}, \chi_{p F}\right)$ are an $(\epsilon, \in \vee q)-\mathrm{h}-$ $\mathrm{BFI}_{\mathrm{L}}$ of M . Therefore, by our supposition, $\left(\chi_{E} \wedge \chi_{F}\right)^{-}=\left(\chi_{E} \circ \chi_{F}\right)^{-}$. This indicates that $\chi_{E \cap F}^{-}=\chi_{\overline{E F}}$
implies $E \cap F=\overline{E F}$. Therefore, by Lemma 2, $M$ is $h$-hemiregular.

Theorem 5. For a hemiring $M$, the following subsequent conditions are identical:
(a) $M$ is h-hemiregular
(b) $(\eta \wedge \zeta \wedge v)^{-} \leq\left(\eta{ }_{h} \zeta{ }^{\circ}{ }_{h} v\right)^{-}$for each ( $\left.\epsilon, \in \vee q\right)-h-B F I_{R}$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$, for all $(\epsilon, \in \vee q)-h-B F I$ $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ and for all $(\epsilon, \in \vee q)-h-B F I_{L}$ $v=\left(M, v_{n}, v_{p}\right)$ of $M$

## Proof: Same as Theorem 4.

Theorem 6. Suppose $M$ is hemiring, then the following conditions are equivalent:
(a) $M$ is h-hemiregular
(b) $(\eta \wedge \zeta)^{-} \leq\left(\eta \circ{ }_{h} \zeta\right)^{-}$for all $\quad(\epsilon, \in \vee q)-h-B F b I$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and for all $(\epsilon, \in \vee q)-h-B F I_{L}$ $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ of $M$
(c) $(\eta \wedge \zeta)^{-} \leq\left(\eta \circ{ }_{h} \zeta\right)^{-}$for all $(\epsilon, \in \vee q)-h-B F I_{R}$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and for all $(\epsilon, \in \vee q)-h-B F b I$ $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ of $M$

Proof: (a) $\longrightarrow(\mathrm{b})$ : Let $M$ be an h-hemiregular. For each $t \in M$, there exists $x_{1}, x_{2}, y \in M$ such that $t+t x_{1} t+y=t x_{2} t+y ;$ then,

$$
\begin{align*}
& \leq\left\{\eta_{n}(t) \vee \zeta_{n}\left(x_{1} t\right) \vee \eta_{n}(t) \vee \zeta_{n}\left(x_{2} t\right)\right\} \vee-0.5  \tag{8}\\
& \leq\left\{\eta_{n}(t) \vee\left(\zeta_{n}(t) \vee-0.5\right) \vee \eta_{n}(t) \vee\left(\zeta_{n}(t) \vee-0.5\right)\right\} \vee-0.5 \\
& =\left\{\left(\eta_{n}(t) \vee \zeta_{n}(t)\right\} \vee-0.5\right. \\
& =\left(\eta_{n} \vee \zeta_{n}\right)^{-}(t) \text {. }
\end{align*}
$$

In the same way, $\left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)^{-}(t) \geq\left(\eta_{p} \wedge \zeta_{p}\right)^{-}(t)$. Thus, $(\eta \wedge \zeta)^{-} \leq\left(\eta \circ{ }_{h} \zeta\right)^{-}$.
(b) $\longrightarrow$ (a): Let $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ be a $(\epsilon, \in \vee q)-\mathrm{h}-\mathrm{BFI}_{R}$ and $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ be a $(\epsilon, \in \vee q)-\mathrm{h}-\mathrm{BFI}_{L}$ of M . Since each $(\epsilon, \in \mathrm{Vq})-\mathrm{h}-\mathrm{BFI}_{R}$ is $(\epsilon, \in \mathrm{Vq})-\mathrm{h}-\mathrm{BFbI}$ of M , by (a), we obtain $(\eta \wedge \zeta)^{-} \leq\left(\eta \circ{ }_{h} \zeta\right)^{-}$but by Lemma 7, $\left(\eta{ }^{\circ}{ }_{h} \zeta\right)^{-} \leq(\eta \wedge \zeta)^{-}$. Hence, $(\eta \wedge \zeta)^{-}=\left(\eta{ }_{h} \zeta\right)^{-}$, and by Theorem $4, M$ is h-hemiregular. Similarly, we can prove $(a) \longrightarrow(c)$ and (c) $\longrightarrow$ (a).
(a) $M$ is h-intrahemiregular
(b) $(\eta \wedge \zeta)^{-} \leq\left(\eta{ }^{\circ} \zeta\right)^{-}$for all $(\epsilon, \in \vee q)-h-B F I_{L}$ $\eta=\left(M, \eta_{n}, \eta_{p}\right)$ and for all $(\epsilon, \in \vee q)-h-B F I_{R}$ $\zeta=\left(M, \zeta_{n}, \zeta_{p}\right)$ of $M$

Proof: Assume $M$ is h-intrahemiregular hemiring. For every $t \in M$, there exists $x_{i}, z_{i}, x_{j}^{\prime}, z_{j}^{\prime}, y \in M$ such that $t+\sum_{i=1}^{n} x_{i} t^{2} z_{i}+v=\sum_{j=1}^{m} x_{j}^{\prime} t^{2} z_{j}^{\prime}+v$.

Theorem 7. For a hemiring $M$, the following subsequent conditions are equivalent:

$$
\begin{align*}
\left(\eta_{n} \circ{ }_{h} \zeta_{n}\right)^{-}(t) & =\left\{\begin{array}{l}
\left(\begin{array}{l}
\left(\bigvee_{i=1}^{m} \eta_{n}\left(a_{i}\right)\right) \vee \\
\\
t+\sum_{i=1}^{m} a_{i} b_{i}+v=\sum_{j=1}^{n} c_{j} d_{j}+v \\
\vee \\
\vee\left(\bigvee_{j=1}^{n} \eta_{n}\left(b_{i}\right)\right) \\
\left.V_{j}\right)
\end{array}\right) \vee\left(\bigvee_{j=1}^{n} \zeta_{n}\left(d_{j}\right)\right)
\end{array}\right\} \vee-0.5 \\
& \leq\left\{\eta_{n}\left(x_{i} t\right) \vee \zeta_{n}\left(t z_{i}\right) \vee \eta_{n}\left(x_{j} t\right) \vee \zeta_{n}\left(t z_{j}\right)\right\} \vee-0.5  \tag{9}\\
& \leq\left\{\left(\eta_{n}(t) \vee-0.5\right) \vee\left(\zeta_{n}(t) \vee-0.5\right) \vee\left(\eta_{n}(t) \vee-0.5\right) \vee\left(\zeta_{n}(t) \vee-0.5\right)\right\} \vee-0.5 \\
& =\left\{\left(\eta_{n}(t) \vee \zeta_{n}(t)\right\} \vee-0.5\right. \\
& =\left(\eta_{n} \vee \zeta_{n}\right)^{-}(t) .
\end{align*}
$$

In the same way, $\left(\eta_{p}{ }^{\circ}{ }_{h} \zeta_{p}\right)^{-}(t) \geq\left(\eta_{p} \wedge \zeta_{p}\right)^{-}(t)$.
Thus, $(\eta \wedge \zeta)^{-} \leq\left(\eta^{\circ}{ }_{h} \zeta\right)^{-}$.
Conversely, assume $E$ and F are left and right h-ideal of $M$, respectively. The lower parts of the bipolar fuzzy characteristic function of $E$ and $F, \chi_{E}^{-}=\left(M, \chi_{n E}^{-}, \chi_{p E}^{-}\right)$and
$\chi_{F}^{-}=\left(M, \chi_{n F}^{-}, \chi_{p F}^{-}\right)$, are $(\epsilon, \in \vee q)-\mathrm{h}^{-}-\mathrm{BFI}_{L}$ and $(\epsilon, \in \vee q)-\mathrm{h}-$ $\mathrm{BFI}_{R}$ of $M$, respectively. Now, from our supposition, $\left(\chi_{E} \wedge \chi_{F}\right)^{-} \leq\left(\chi_{E}{ }^{\circ}{ }_{h} \chi_{F}\right)^{-}$.

Also, $\chi_{E \cap F}^{-}=\left(\chi_{E} \wedge \chi_{F}\right)^{-} \leq\left(\chi_{E}{ }^{\circ}{ }_{h} \chi_{F}\right)^{-}=\chi_{\overline{E F}}^{-}$which suggests that $E \cap F \subseteq \overline{E F}$. From Lemma 1, $M$ is h -intrahemiregular.

## 6. Comparative Study and Discussion

In [2], Shabir et al. used regular and intraregular semirings with the help of $(\alpha, \beta)$-BFIs. We extended the work of [2] to hemirings with the help of $(\alpha, \beta)-$ h-BFIs. Semiring with zero and commutative addition is hemiring. We have characterized h -hemiregular and h -intrahemiregular hemirings by using $(\alpha, \beta)-\mathrm{h}$-BFIs. As h-ideal is a more restricted form of ideal, our extension is more applicable than the approach discussed in [2].

## 7. Conclusion

BFS is a dominant tool of mathematics to resolve the uncertainty in positive as well as a negative aspect of the data. In this paper, basic concepts, operations, and related properties with respect to $(\alpha, \beta)-\mathrm{h}$-BFIs are proposed. Generally, we have proved with an example that if a BFSS $\eta$ of $M$ is an $(\epsilon, \in \vee q)-\mathrm{h}$-BFI of $M$, then it satisfies three particular conditions, but the reverse may not hold. Also, we have studied the lower and upper parts of ( $\epsilon, \in \vee q)-h-B F I$ of hemirings. We have characterized h-hemiregular and h -intrahemiregular hemirings by using ( $\alpha, \beta$ )-h-BFIs.

The bipolar fuzzy set has membership degree ranges from -1 to 1 , but we often face such critical situations in real life which cannot be handled by bipolar fuzzy sets due to their membership degree $[-1,1]$. To control these critical situations, Pythagorean fuzzy sets are more useful because of the sum of its membership degree and nonmembership degree which can be greater than 1.

In the future, we will extend this work for hyperstructures, LA-semigroups, near-rings, etc. We will utilize this proposed bipolar fuzzy model to enhance these studies such as fuzzy stochastic data envelopment analysis model, intuitionistic fuzzy linear regression model, bounded linear programs with trapezoidal fuzzy numbers, interval-valued trapezoidal fuzzy number, fuzzy arc waves based on artificial bee colony algorithm, and fuzzy efficiency measures in data envelopment analysis. In addition, we will study its real-life applications in medical science, computer science, management science, and many other fields.
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With the continuous development of mobile Internet and educational technology, the deep integration of education and Internet has a great impact on the education concept and teaching mode. The mixed teaching based on Rain Classroom is the specific application of new educational technology in the teaching of Internet plus education. Most of the students in ethnic universities come from the central and western ethnic regions. In addition, the evaluation of blended classroom teaching reform effect is looked as the classical multiple attribute decision making (MADM). We extend the dual MSM (DMSM) operator with fuzzy number intuitionistic fuzzy numbers (FNIFNs) to build the fuzzy number intuitionistic fuzzy dual MSM (FNIFDMSM) operator and fuzzy number intuitionistic fuzzy weighted DMSM (FNIFWDMSM) equation in this study. A few MADM operators are built with FNIFWDMSM operator. Finally, taking blended classroom teaching reform effect evaluation as an useful example, this paper illustrates the depicted approach.

## 1. Introduction

In 1965, Zadeh [1] proposed the fuzzy sets (FSs) to fuse information in the fuzzy information domain [2-6]. To extend the FSs, the intuitionistic fuzzy sets (IFSs) [7] were also proposed. Subsequently, FS and its corresponding extension are investigated in more and more decision-making analysis domains [8-15]. At the same time, more and more methods are built to solve the different MADM issues [16-22] and MAGDM issues [23-28]. Su et al. [29] proposed the interactive dynamic IF-MAGDM. Arya and Yadav [30] proposed the intuitionistic fuzzy super-efficiency measure. Tian et al. [31] defined the partial derivative and complete differential of binary intuitionistic fuzzy functions. Garg [32] proposed the cosine similarity measure under given IFSs. Tan [33] proposed the Choquet-TOPSIS tools for IFMADM. Zhao et al. [34] defined the Interactive intuitionistic fuzzy methods for multilevel programming problems. Li [35] proposed the GOWA operators to MADM under IFSs. Buyukozkan et al. [36] selected the transportation decision
schemes with the intuitionistic fuzzy Choquet method. Joshi et al. [37] proposed the given dissimilarity measure along with IFSs. De and Sana [38] solved the random demand models along with Bonferroni operator under IFSs. Li et al. [39] devised the given VIKOR-based dynamic IF-MADM. Niroomand [40] solved the multiobjective linear programming with IFSs. Yu et al. [41] defined the derivatives and differentials for multiplicative IFSs. Yu [42] proposed the prioritized geometric means under IFSs. Wu and Zhang [43] solved the IF-MADM with weighted entropy. Verma and Sharma [44] built the inaccuracy measure for IFMADM. Furthermore, Liu and Yuan [45] proposed the fuzzy number IFSs (FNIFSs) along with the IFSs. The membership and non-membership of IFSs are [ 0,1 ], and the sum of membership and non-membership of IFSs is less than one. Different from the IFSs, the membership and nonmembership of FNIFSs are triangular fuzzy sets (TFSs). Thus, The FNIFSs could well depict the uncertainties and fuzziness during the real-life decision issues. Fan [46] built the FNIFHPWG function to make evaluation about
knowledge innovation ability. Wang and Wang [47] defined the FNIFHCG operator under FNIFSs. Chen and Wang [48] defined the IFNIFHOWA operator for project performance evaluation. Wang and Yu [49] defined the FNIFHCA function to evaluate the rural landscape design projects. Lu [50] built the IFNIFHCG operator for international competitiveness assessment. Wang [51] defined some useful operational laws along with FNIFSs based on the arithmetic operators. Zhao et al. [52] defined the FNIFHPWA function for appraising the software performance. Li et al. [53] built the information entropy and similarity measure with FNIFSs. Wang [54] proposed the geometric means under FNIFSs. Li [55] expanded the generalized Maclaurin symmetric mean (GMSM) equation under FNIFNs to establish the fuzzy number intuitionistic fuzzy GMSM (FNIFGMSM) equation and fuzzy number intuitionistic fuzzy weighted GMSM (FNIFWGMSM) equation.

Nevertheless, all the given functions and useful tools proposed by these scholars do not take into account the relationship between given parameters [56-60]. To conquer these given shortcomings, the crucial purpose of such given article is to combine the FNIFSs with DMSM means [61] to propose several novel fused tools under FNIFSs. The motivations of the paper can be summarized as follows: (1) the DMSM formula is utilized to build several DMSM fused formulas with FNIFNs: FNIFDMSM operator and FNIFWDMSM operator; (2) the FNIFDMSM operator and FNIFWDMSM operator method is proposed to solve the MADM problems with FNIFNs; (3) a case study for blended classroom teaching reform effect evaluation is supplied to show the developed approach; and (4) some comparative studies are provided with the existing methods. The rest of the paper is organized as follows. Several basic concepts of FNIFSs and DMSM means are given in Section 2. The DMSM means with FNIFSs are given in Section 3. An instance about blended classroom teaching reform effect evaluation is given in Section 4. The conclusions are drawn in Section 5.

## 2. Preliminaries

In this section, we introduce the definition of FNIFSs [32] and the DMSM operator.
2.1. FNIFSs. Liu and Yuan [45] built the FNIFS, and the membership and non-membership are depicted under TFNs.

Definition 1 (see [45]). Suppose $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ is a given fixed set and $B$ is a given FNIFS on $E$, and its mathematical expression is

$$
\begin{equation*}
B=\epsilon\left\{\left\langle e, T_{B}(e), F_{B}(e)\right\rangle e \in E\right\} . \tag{1}
\end{equation*}
$$

$T_{B}(e), F_{B}(e)$ are two given TFNs between 0 and 1 , and $T_{B}(e)=(X(e), Y(e), Z(e)), e \longrightarrow[0,1], \quad F_{B}(e)=(A(e)$, $S(e), D(e)), e \longrightarrow[0,1], 0 \leq Z(e)+D(e) \leq 1, \forall e \in E$. Let $T_{B}(e)=(X(e), Y(e), Z(e)), F_{B}(e)=(A(e), S(e), D(e))$, so
$Q(e)=\langle(X(e), Y(e), Z(e)),(A(e), S(e), D(e))\rangle$, and $Q(e)$ is viewed as a given FNIFN.

Definition 2 (see [51, 54]). $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right), Z\left(e_{i}\right)\right)\right.$, $\left.\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle$ and $Q\left(e_{j}\right)=\left\langle\left(X\left(e_{j}\right), Y\left(e_{j}\right), Z\left(e_{j}\right)\right)\right.$, $\left.\left(A\left(e_{j}\right), S\left(e_{j}\right), D\left(e_{j}\right)\right)\right\rangle$ are two given FNIFNs; consequently,
(1) $Q\left(e_{i}\right) \bigoplus Q\left(e_{j}\right)=\left\{\begin{array}{c}X\left(e_{i}\right)+X\left(e_{j}\right)-X\left(e_{i}\right) X\left(e_{j}\right) \\ Y\left(e_{i}\right)+Y\left(e_{j}\right)-Y\left(e_{i}\right) Y\left(e_{j}\right) \\ Z\left(e_{i}\right)+Z\left(e_{j}\right)-Z\left(e_{i}\right) Z\left(e_{j}\right)\end{array}\right)$, $\left.\left(\begin{array}{c}A\left(e_{i}\right) A\left(e_{j}\right) \\ S\left(e_{i}\right) S\left(e_{j}\right) \\ D\left(e_{i}\right) D\left(e_{j}\right)\end{array}\right)\right\}$.
(2)

$$
Q\left(e_{i}\right) \otimes Q\left(e_{j}\right)=\left\{\left(\left(\begin{array}{c}
X\left(e_{i}\right) X\left(e_{j}\right) \\
Y\left(e_{i}\right) Y\left(e_{j}\right) \\
Z\left(e_{i}\right) Z\left(e_{j}\right)
\end{array}\right)\right),\right.
$$

$$
\left.\left(\left(\begin{array}{c}
A\left(e_{i}\right)+A\left(e_{j}\right)-A\left(e_{i}\right) A\left(e_{j}\right) \\
S\left(e_{i}\right)+S\left(e_{j}\right)-S\left(e_{i}\right) S\left(e_{j}\right) \\
D\left(e_{i}\right)+D\left(e_{j}\right)-D\left(e_{i}\right) D\left(e_{j}\right)
\end{array}\right)\right)\right\} .
$$

(3) $\lambda Q\left(e_{i}\right)=\left\{\left(\begin{array}{c}1-\left(1-X\left(e_{i}\right)\right)^{\lambda} \\ 1-\left(1-Y\left(e_{i}\right)\right)^{\lambda} \\ 1-\left(1-Z\left(e_{i}\right)\right)^{\lambda}\end{array}\right),\left(\begin{array}{c}\left(A\left(e_{i}\right)\right)^{\lambda} \\ \left(S\left(e_{i}\right)\right)^{\lambda} \\ \left(D\left(e_{i}\right)\right)^{\lambda}\end{array}\right)\right\}, \lambda \geq 0$.
(4) $\left(Q\left(e_{i}\right)\right)^{\lambda}=\left\{\left(\begin{array}{c}\left(X\left(e_{i}\right)\right)^{\lambda} \\ \left(Y\left(e_{i}\right)\right)^{\lambda} \\ \left(Z\left(e_{i}\right)\right)^{\lambda}\end{array}\right),\left(\begin{array}{c}1-\left(1-A\left(e_{i}\right)\right)^{\lambda} \\ 1-\left(1-S\left(e_{i}\right)\right)^{\lambda} \\ 1-\left(1-D\left(e_{i}\right)\right)^{\lambda}\end{array}\right)\right\}, \lambda \geq 0$.

Definition 3 (see [51, 54]). Let $Q(e)=\langle(X(e), Y(e), Z(e))$, $(A(e), S(e), D(e))\rangle$ be a given FNIFN, and the score function of $Q(e)$ is depicted as

$$
\begin{array}{r}
S F(Q(e))=\frac{X(e)+2 Y(e)+Z(e)}{4}-\frac{A(e)+2 S(e)+D(e)}{4}, \\
 \tag{2}\\
S F(Q(e)) \in[-1,1] .
\end{array}
$$

Definition 4 (see [51, 54]). Let $Q(e)=\langle(X(e), Y(e), Z(e))$, $(A(e), S(e), D(e))\rangle$ be the given FNIFN, and an accuracy function of $Q(e)$ is defined as

$$
\begin{array}{r}
A H(Q(e))=\frac{X(e)+2 Y(e)+Z(e)}{4}+\frac{A(e)+2 S(e)+D(e)}{4}, \\
A H(Q(e)) \in[0,1] . \tag{3}
\end{array}
$$

Based on $S F(Q(e))$ and $A H(Q(e))$, let us look at the size comparison of the two FNIFNs.

Definition 5 (see [51, 54]). Let $Q\left(e_{1}\right)$ and $Q\left(e_{2}\right)$ be two FNIFNs; then, if $S F\left(Q\left(e_{1}\right)\right)<S F\left(Q\left(e_{2}\right)\right)$, then $Q\left(e_{1}\right)<Q\left(e_{2}\right)$; if $S F\left(Q\left(e_{1}\right)\right)=S F\left(Q\left(e_{2}\right)\right)$, then
(1) If $A H\left(Q\left(e_{1}\right)\right)=A H\left(Q\left(e_{2}\right)\right)$, then $Q\left(e_{1}\right)=Q\left(e_{2}\right)$.
(2) If $A H\left(Q\left(e_{1}\right)\right)<A H\left(Q\left(e_{2}\right)\right)$, then $Q\left(e_{1}\right)<Q\left(e_{2}\right)$.
2.2. DMSM Operators. Qin and Liu [61] proposed the dual MSM (DMSM) operator considering both the MSM and the dual operation.

Definition 6. (see [61]). Let $a_{i}(i=1,2, \ldots, n)$ be a couple of non-negative real numbers, and $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k} \geq 0$. If

$$
\begin{equation*}
\operatorname{DMSM}^{(k)}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=\frac{1}{k}\left(\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(\sum_{j=1}^{k} x_{i_{j}}\right)^{\left(1 / C_{n}^{k}\right)}\right) \tag{4}
\end{equation*}
$$

then we name $D M S M^{(k)}$ as dual MSM (DMSM) operator, where $\left(i_{1}, i_{2}, \ldots, i_{k}\right)$ changes all the k-tuple information combinations of $(1,2, \ldots, n)$ and $C_{n}^{k}$ is the mathematical binomial coefficient value.

Definition 7. Let $\quad Q\left(e_{m}\right)=\left\langle\left(X\left(e_{m}\right), Y\left(e_{m}\right), Z\left(e_{m}\right)\right)\right.$, $\left.\left(A\left(e_{m}\right), S\left(e_{m}\right), D\left(e_{m}\right)\right)\right\rangle, m=1,2, \ldots k$, be a couple of given FNIFNs. The FNIFGMSM operator could be defined as

## 3. FNIFDMSM and FNIFWDMSM Operators

3.1. The FNIFDMSM Operator. The DMSM is built to coalesce all given FNIFNs, and the fuzzy number intuitionistic fuzzy DMSM (FNIFDMSM) operators are built.

$$
\begin{equation*}
\text { FNIFDMSM }{ }^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=\frac{1}{k}\left(1 \leq i_{1} \ll_{i<k}^{\otimes}<i_{k} \leqslant i_{n}\left(\bigoplus_{j=1}^{n} Q\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)}\right) . \tag{5}
\end{equation*}
$$

Theorem 1. Let $Q\left(e_{m}\right)=\left\langle\left(X\left(e_{m}\right), Y\left(e_{m}\right), \quad\right.\right.$ FNIFNs. The obtained value from FNIFDMSM is still an $\left.\left.Z\left(e_{m}\right)\right),\left(A\left(e_{m}\right), S\left(e_{m}\right), D\left(e_{m}\right)\right)\right\rangle, m=1,2, \ldots k$, be a set of FNIFN.

$$
\begin{aligned}
& F^{F N I F D M S M}{ }^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right) \\
& =\frac{1}{k}\left(\underset{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}{\otimes}\left(\underset{j=1}{n} Q\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)}\right) \text {, }
\end{aligned}
$$

Proof. From Definition 2, we can derive

$$
\bigoplus_{j=1}^{n} Q\left(e_{i_{j}}\right)=\left\{\begin{array}{c}
\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right), 1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right), 1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)  \tag{7}\\
\left(\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right), \prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right), \prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)\right)
\end{array}\right\}
$$

Thus,

$$
\begin{align*}
& \left(\bigoplus_{j=1}^{n} Q\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
& \quad=\left\{\begin{array}{l}
\left(\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)},\left(1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)},\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right) \\
\left(1-\left(1-\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}, 1-\left(1-\prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}, 1-\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)
\end{array}\right\} . \tag{8}
\end{align*}
$$

Thereafter,

$$
\begin{align*}
& 1 \leq i_{1}<\ldots<i_{k} \leq i_{n}, ~\left(\stackrel{n}{\oplus} \mathrm{Q}=1\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
& =\left\{\begin{array}{l}
\left(\begin{array}{l}
\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}
\end{array}\right),\left(\begin{array}{l}
1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
1-\prod_{1 \leq \cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
1-\prod_{1 \leq \ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}
\end{array}\right)
\end{array}\right\} . \tag{9}
\end{align*}
$$

Furthermore,

FNIFDMSM $^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots ., Q\left(e_{n}\right)\right)=\frac{1}{k}\left(\underset{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\underset{j=1}{n} \mathrm{Q}\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)$

$$
=\left\{\left(\begin{array}{l}
1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)},  \tag{10}\\
1-\left(1-\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}, \\
1-\left(1-\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}, \\
\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)},
\end{array}\right)\right\}
$$

Hence, (6) is kept.
Then, we can prove that (11) is an FNIFN. We shall check the following two conditions:
(i) $(X(e), Y(e), Z(e)) \subseteq[0,1],(A(e), S(e), D(e)) \subseteq[0,1]$.
(ii) $0 \leq Z(e)+D(e) \leq 1$.

Proof
(i) Since $0 \leq X\left(e_{i_{j}}\right) \leq 1$, we get

$$
\begin{equation*}
0 \leq \prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right) \leq 1 \text { and } 0 \leq 1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right) \leq 1 . \tag{11}
\end{equation*}
$$

Then,

$$
\begin{equation*}
0 \leq 1-\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \leq 1 . \tag{12}
\end{equation*}
$$

Thus,
$0 \leq 1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / /_{n}^{k}\right)}\right)^{(1 / k)} \leq 1$.

That means $X(e)=1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\right.$ $\left.\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)} \subseteq[0,1]$. Similarly, we can get $\quad(Y(e), Z(e)) \subseteq[0,1]$, and $(A(e), S(e), D(e)) \subseteq[0,1]$, so (1) is kept.
(2) For $Z\left(e_{i_{j}}\right)+D\left(e_{i_{j}}\right) \leq 1$, then we can have $D\left(e_{i_{j}}\right) \leq 1-$ $Z\left(e_{i_{j}}\right)$, and thus

$$
=1
$$

Example 1. Let $Q\left(e_{1}\right)=\langle(0.1,0.2,0.3),(0.2,0.5,0.6)\rangle$, $Q\left(e_{2}\right)=\langle(0.2,0.3,0.3),(0.2,0.5,0.5)\rangle$, and
$Q\left(e_{3}\right)=\langle(0.4,0.5,0.5),(0.3,0.4,0.4)\rangle$ be three FNIFNs, and suppose $k=2$; then, according to (10), we derive
$=\langle(0.2294,0.3335,0.3672),(0.2311,0.4659,0.4978)\rangle$.

$$
\begin{align*}
& \operatorname{FNIFDMSM}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=\frac{1}{k}\left(\underset{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\bigoplus_{j=1}^{n} Q\left(e_{i_{j}}\right)\right)^{\left(1 / C_{n}^{k}\right)}\right) \\
& =\left\{\begin{array}{c}
\left(\begin{array}{c}
1-\left(1-((1-(1-0.1) \times(1-0.2)) \times(1-(1-0.1) \times(1-0.4)) \times(1-(1-0.2) \times(1-0.4)))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)} \\
1-\left(1-((1-(1-0.2) \times(1-0.3)) \times(1-(1-0.2) \times(1-0.5)) \times(1-(1-0.3) \times(1-0.5)))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)} \\
1-\left(1-((1-(1-0.3) \times(1-0.3)) \times(1-(1-0.3) \times(1-0.5)) \times(1-(1-0.3) \times(1-0.5)))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)}
\end{array}\right) \\
\left(\begin{array}{l}
\left(1-((1-0.2 \times 0.2) \times(1-0.2 \times 0.3) \times(1-0.2 \times 0.3))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)} \\
\left(1-((1-0.5 \times 0.5) \times(1-0.5 \times 0.4) \times(1-0.5 \times 0.4))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)} \\
\left(1-((1-0.6 \times 0.5) \times(1-0.6 \times 0.4) \times(1-0.5 \times 0.4))^{\left(1 / C_{3}^{2}\right)}\right)^{(1 / 2)}
\end{array}\right)
\end{array}\right\} \tag{15}
\end{align*}
$$

$$
\begin{aligned}
& 0 \leq Z(e)+D(e) \\
& =1-\left(1-\prod_{\substack{1 \leq i_{1}<\ldots \\
<i_{k} \leq i_{n}}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}+\left(1-\prod_{\substack{1 \leq i_{1}<\ldots \\
<i_{k} \leq i_{n}}}\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)} \\
& \leq 1-\left(1-\prod_{\substack{1 \leq i_{1}<\ldots \\
<i_{k} \leq i_{n}}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}+\left(1-\prod_{\substack{1 \leq i_{1}<\ldots \\
<i_{k} \leq i_{n}}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}
\end{aligned}
$$

Then, we discuss some better properties for FNIFDMSM.

Property 1 (idempotency). If $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right), Z\left(e_{i}\right)\right)\right.$, $\left.\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ are same, then
$F_{N I F D M S M}{ }^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=Q(e)$.

Property 2 (monotonicity). Let $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right)\right.\right.$, $\left.\left.Z\left(e_{i}\right)\right), \quad\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ and $Q\left(e_{j}\right)=$ $\left\langle\left(X\left(e_{j}\right), Y\left(e_{j}\right), Z\left(e_{j}\right)\right),\left(A\left(e_{j}\right), S\left(e_{j}\right), D\left(e_{j}\right)\right)\right\rangle(j=1,2, \ldots, n)$ be two sets of FNIFNs. If $X\left(e_{i}\right) \leq X\left(e_{j}\right), Y\left(e_{i}\right) \leq Y\left(e_{j}\right)$, $Z\left(e_{i}\right) \leq Z\left(e_{j}\right), A\left(e_{i}\right) \geq A\left(e_{j}\right), S\left(e_{i}\right) \geq S\left(e_{j}\right), D\left(e_{i}\right) \geq D\left(e_{j}\right)$ hold for all $i, j$, then

$$
\begin{align*}
& \text { FNIFDMSM }^{(k)}\left(Q\left(e_{i_{1}}\right), Q\left(e_{i_{2}}\right), \ldots, Q\left(e_{i_{n}}\right)\right) \\
& \quad \leq \text { FNIFDMSM }^{(k)}\left(Q\left(e_{j_{1}}\right), Q\left(e_{j_{2}}\right), \ldots, Q\left(e_{j_{n}}\right)\right) . \tag{17}
\end{align*}
$$

Property 3 (boundedness). Let $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right)\right.\right.$, $\left.\left.Z\left(e_{i}\right)\right),\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ be a group of FNIFNs. If $Q(e)^{+}=\left\{\begin{array}{c}\left.\left(\max \left(X\left(e_{i}\right)\right), \max \left(Y\left(e_{i}\right)\right), \max \left(Z\left(e_{i}\right)\right)\right),\right\} \\ \left(\min \left(A\left(e_{i}\right)\right), \min \left(S\left(e_{i}\right)\right), \min \left(D\left(e_{i}\right)\right)\right)\end{array}\right\}$ $(i=1,2, \ldots, n)$ and $Q(e)^{-}=\left\{\begin{array}{c}\left(\min \left(X\left(e_{i}\right)\right), \min \left(Y\left(e_{i}\right)\right), \min \left(Z\left(e_{i}\right)\right),\right. \\ \left(\max \left(A\left(e_{i}\right)\right),\right.\end{array}\right.$ $\left.\max \left(S\left(e_{i}\right)\right), \max \left(D\left(e_{i}\right)\right)\right\}(i=1,2, \ldots, n)$, then
$Q(e)^{-} \leq$FNIFDMSM $^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right) \leq Q(e)^{+}$. (18)

Property 4 (commutativity). Let $Q\left(e_{i}\right)(i=1,2, \ldots, n)$ be a set of given FNIFNs, and $Q\left(e_{i}^{\prime}\right)(i=1,2, \ldots, n)$ is any permutation of $Q\left(e_{i}\right)(i=1,2, \ldots, n)$; then,

$$
\begin{align*}
& F N I F D M S M^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right) \\
& \quad=F_{N I F D M S M}{ }^{(k)}\left(Q\left(e_{1}^{\prime}\right), Q\left(e_{2}^{\prime}\right), \ldots, Q\left(e_{n}^{\prime}\right)\right) \tag{19}
\end{align*}
$$

3.2. The FNIFWDMSM Operator. In real-life MADM, it is very crucial to take weights into account. We shall solve the fuzzy number intuitionistic fuzzy weighted DMSM (FNIFWDMSM) mean.

## Definition 8. Let $\quad Q\left(e_{m}\right)=\left\langle\left(X\left(e_{m}\right), Y\left(e_{m}\right), Z\left(e_{m}\right)\right)\right.$,

 $\left.\left(A\left(e_{m}\right), S\left(e_{m}\right), D\left(e_{m}\right)\right)\right\rangle(m=1,2, \ldots, k)$ be a couple of built FNIFNs with given weight values $\xi_{m}=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{k}\right)^{T}$, and $\xi_{m} \in[0,1], \sum_{m=1}^{k} \xi_{m}=1$. If$F_{N I F W D M S M}^{n w}(\mathrm{k})\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)$

$$
\begin{equation*}
=\frac{1}{k}\left(\underset{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\bigoplus_{j=1}^{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right) \tag{20}
\end{equation*}
$$

then we call FNIFWDMSM $M_{k \xi}^{\left(k, \lambda_{1}, \lambda_{2}, \ldots, \lambda_{k}\right)}$ the fuzzy number intuitionistic fuzzy weighted DMSM (FNIFWDMSM) formula.

Theorem 2. Let $\quad Q\left(e_{m}\right)=\left\langle\left(X\left(e_{m}\right), Y\left(e_{m}\right), Z\left(e_{m}\right)\right)\right.$, $\left.\left(A\left(e_{m}\right), S\left(e_{m}\right), D\left(e_{m}\right)\right)\right\rangle(i=1,2, \ldots, n)$ be a couple of built FNIFNs. The obtained value from FNIFWDMSM formula is still a FNIFN.
$\operatorname{FNIFWDMSM}_{n \xi}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=\frac{1}{k}\left(\underset{1 \leq i_{r}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\underset{j=1}{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)$

Proof. With Definition 2, we can derive

$$
n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)=\left\{\begin{array}{c}
\left(1-\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, 1-\left(1-Y\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, 1-\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)  \tag{22}\\
\left(\left(A\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}},\left(S\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}},\left(D\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)
\end{array}\right\}
$$

Thus,

$$
\begin{align*}
& \bigoplus_{j=1}^{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right) \\
& \quad=\left\{\begin{array}{c}
\left(1-\prod_{j=1}^{k}\left(1-X\left(x_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, 1-\prod_{j=1}^{k}\left(1-Y\left(x_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, 1-\prod_{j=1}^{k}\left(1-Z\left(x_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right), \\
\left(\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, \prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}, \prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)
\end{array}\right\} . \tag{23}
\end{align*}
$$

Thereafter,

$$
\begin{align*}
& \left(\bigoplus_{j=1}^{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)} \\
& =\left\{\begin{array}{l}
\left(\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)},\left(1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)},\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right) \\
\left(1-\left(1-\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}, 1-\left(1-\prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)^{n \xi_{\xi_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}, 1-\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)
\end{array}\right\} . \tag{24}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
& { }^{\left(1 / C_{n}^{k}\right)} \\
& \underset{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\bigoplus_{j=1}^{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right)\right) \\
& =\left\{\left(\begin{array}{l}
\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)} \\
\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Y\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)} \\
\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}
\end{array}\right),\left(\begin{array}{l}
\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(A\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)} \\
1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(S\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)} \\
1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}
\end{array}\right) .\right. \tag{25}
\end{align*}
$$

Therefore,
$\operatorname{FNIFWDMSM}_{n \xi}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=\frac{1}{k}\left(\underset{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}{\otimes}\left(\underset{j=1}{k}\left(n \xi_{i_{j}} \otimes Q\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)$

Hence, (23) is kept.
(ii) $0 \leq Z(e)+D(e) \leq 1$.

Then, we shall prove that (23) is an FNIFN. We shall check the following two conditions:
(i) $(X(e), Y(e), Z(e)) \subseteq[0,1],(A(e), S(e), D(e)) \subseteq[0,1] . \quad$ Proof. (1) Since $0 \leq X\left(e_{i_{j}}\right) \leq 1$, we get

$$
\begin{equation*}
0 \leq \prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}} \leq 1 \text { and } 0 \leq 1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}} \leq 1 . \tag{27}
\end{equation*}
$$

Then,

$$
\begin{equation*}
0 \leq 1-\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)} \leq 1 \tag{28}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
0 \leq 1-\left(1-\prod_{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)} \leq 1 . \tag{29}
\end{equation*}
$$

That means $X(e)=1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\right.$ $\left.\left(1-\prod_{j=1}^{k}\left(1-X\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)} \subseteq[0,1]$. Similarly, we can get $(Y(e), Z(e)) \subseteq[0,1]$, and $(A(e), S(e), D(e)) \subseteq[0,1]$, so (1) is maintained.
(2) For $Z\left(e_{i_{j}}\right)+D\left(e_{i_{j}}\right) \leq 1$, then we can derive $D\left(e_{i_{j}}\right) \leq 1-Z\left(e_{i_{j}}\right)$, and thus

$$
\begin{aligned}
0 & \leq Z(e)+D(e) \\
& =1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}+\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(D\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)} \\
& \leq 1-\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}+\left(1-\prod_{1 \leq i_{1}<\ldots<i_{k} \leq i_{n}}\left(1-\prod_{j=1}^{k}\left(1-Z\left(e_{i_{j}}\right)\right)^{n \xi_{i_{j}}}\right)^{\left(1 / C_{n}^{k}\right)}\right)^{(1 / k)}
\end{aligned}
$$

$$
=1
$$

Example 2. Let $Q\left(e_{1}\right)=\langle(0.1,0.2,0.3),(0.2,0.5,0.6)\rangle$, $Q\left(e_{2}\right)=\langle(0.2,0.3,0.3),(0.2,0.5,0.5)\rangle$,
and $Q\left(e_{3}\right)=\langle(0.4,0.5,0.5),(0.3,0.4,0.4)\rangle$ be three FNIFNs, and
suppose $k=2 \xi=(0.2,0.3,0.5)$; then according to (21), we have

FNIFW DM SM ${ }_{n \xi}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)$

$$
=\langle(0.2469,0.3463,0.3706),(0.2526,0.4744,0.4976)\rangle
$$

$$
\begin{aligned}
& =\frac{1}{k}\left(\underset{1 \leq i_{1}<\cdots<i_{k} \leq i_{n}}{\otimes}\left(\bigoplus_{j=1}^{k}\left(n \xi_{i_{j}} \otimes \mathrm{Q}\left(e_{i_{j}}\right)\right)\right)^{\left(1 / C_{n}^{k}\right)}\right)
\end{aligned}
$$

Then, we shall discuss some better properties for FNIFWDMSM.

Property 5 (idempotency). If $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right)\right.\right.$, $\left.\left.Z\left(e_{i}\right)\right),\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ are same, then

$$
\begin{equation*}
F_{N I F W D M S M}^{n \xi}(k)\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right)=Q(e) \tag{32}
\end{equation*}
$$

Property 6 (monotonicity). Let $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right)\right.\right.$, $\left.\left.Z\left(e_{i}\right)\right), \quad\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ and $Q\left(e_{j}\right)=$ $\left\langle\left(X\left(e_{j}\right), Y\left(e_{j}\right), Z\left(e_{j}\right)\right),\left(A\left(e_{j}\right), S\left(e_{j}\right), D\left(e_{j}\right)\right)\right\rangle(j=1,2, \ldots, n)$ be two sets of FNIFNs. If $X\left(e_{i}\right) \leq X\left(e_{j}\right), Y\left(e_{i}\right) \leq Y\left(e_{j}\right)$, $Z\left(e_{i}\right) \leq Z\left(e_{j}\right), A\left(e_{i}\right) \geq A\left(e_{j}\right), S\left(e_{i}\right) \geq S\left(e_{j}\right), D\left(e_{i}\right) \geq D\left(e_{j}\right)$ hold for all $i, j$, then

$$
\begin{align*}
& F N I F W D M S M_{n \xi}^{(k)}\left(Q\left(e_{i_{1}}\right), Q\left(e_{i_{2}}\right), \ldots, Q\left(e_{i_{n}}\right)\right) \\
& \quad \leq F N I F W D M S M_{n \xi}^{(k)}\left(Q\left(e_{j_{1}}\right), Q\left(e_{j_{2}}\right), \ldots, Q\left(e_{j_{n}}\right)\right) \tag{33}
\end{align*}
$$

Property 7 (boundedness). Let $Q\left(e_{i}\right)=\left\langle\left(X\left(e_{i}\right), Y\left(e_{i}\right)\right.\right.$, $\left.\left.Z\left(e_{i}\right)\right),\left(A\left(e_{i}\right), S\left(e_{i}\right), D\left(e_{i}\right)\right)\right\rangle(i=1,2, \ldots, n)$ be a couple of FNIFNs. If $Q(e)^{+}=\left\{\begin{array}{c}\left(\begin{array}{c}\left.\max \left(X\left(e_{i}\right)\right), \max \left(Y\left(e_{i}\right)\right), \max \left(Z\left(e_{i}\right)\right)\right) \\ \left(\min \left(A\left(e_{i}\right)\right), \min \left(S\left(e_{i}\right)\right), \min \left(D\left(e_{i}\right)\right)\right)\end{array}\right\}\end{array}\right.$
$(i=1,2, \ldots, n)$ and $Q(e)^{-}=\left\{\begin{array}{c}\left(\min \left(X\left(e_{i}\right)\right), \min \left(Y\left(e_{i}\right)\right), \min \left(Z\left(e_{i}\right)\right)\right) \\ \left(\max \left(A\left(e_{i}\right)\right),\right.\end{array}\right.$ $\left.\left.\max \left(S\left(e_{i}\right)\right), \max \left(D\left(e_{i}\right)\right)\right)\right\}(i=1,2, \ldots, n)$, then

$$
\begin{aligned}
Q(e)^{-} & \leq F N I F W D M S M_{n \xi}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right) \\
& \leq Q(e)^{+} .
\end{aligned}
$$

Property 8 (commutativity). Let $Q\left(e_{i}\right)(i=1,2, \ldots, n)$ be a couple of FNIFNs, and $Q\left(e_{i}^{\prime}\right)(i=1,2, \ldots, n)$ is any permutation of $Q\left(e_{i}\right)(i=1,2, \ldots, n)$; then,

$$
\begin{align*}
& F N I F W D M S M_{n \xi}^{(k)}\left(Q\left(e_{1}\right), Q\left(e_{2}\right), \ldots, Q\left(e_{n}\right)\right) \\
& =F N I F W D M S M_{n \xi}^{(k)}\left(Q\left(e_{1}^{\prime}\right), Q\left(e_{2}^{\prime}\right), \ldots, Q\left(e_{n}^{\prime}\right)\right) \tag{35}
\end{align*}
$$

## 4. Data Instance and Comparative Analysis

4.1. Data Instance. With the rapid development of information technology in the world and the new form of knowledge economy under "Internet + ," more and more traditional industries are carrying science and technology for further development and communication. Of course, education is no exception. However, at the present stage, all kinds of schools only achieve "Internet + " rather than "Internet + " in the real sense. Most of the information-based teaching reform is just to add some network means to traditional classroom for auxiliary teaching, without truly integrating high-quality teaching content. Since the emergence of MOOC, a large-scale online network platform, in 2008, it has had a significant impact on the education of all countries in the world. Although this platform has not been introduced to China for a long time, it has been rapidly
applied in the field of higher education. At the same time, flipped classroom, as a new classroom mode, overturns the traditional language teaching method, changes the role of teachers and students, and sets up the student-centered teaching concept. By selecting high-quality resources from all over the world and using flipped classroom teaching, the education in colleges and universities has taken on a new look. Vocational education, as an important branch of the education system, is rarely applied in this aspect. Especially in the accounting course, which plays an important role in secondary vocational education, students with low level of teaching informatization, low comprehensive quality of classes and teachers, and poor learning motivation lack learning motivation in the current teaching process, and the overall teaching quality has problems. Therefore, with the help of the MOOC+ rolling classroom teaching mode, the current predicament of accounting courses can be effectively alleviated, and accounting education can be effectively promoted. A point in case about the blended classroom teaching reform effect evaluation with FNIFNs would be used to illustrate the built methods. We shall give 5 possible schools $H_{i}(i=1,2,3,4,5)$ to select. The experts shall select four given attributes to assess the management quality level of teacher education of these given schools: (1) $J_{1}$ represents the teaching environment and studying environment; (2) $J_{2}$ depicts curriculum design; (3) $J_{3}$ depicts the teaching practice; (4) $J_{4}$ depicts the student satisfaction degree. Several schools are depicted with FNIFNs by the given DMs with 4 given criteria (whose weighting vector $\xi=(0.25,0.20,0.15,0.40))$, and the FNIFN decision values are depicted in Table 1.

Then, the FNIFWDMSM operator is used to deal with blended classroom teaching reform effect evaluation with FNIFNs.

Step 1. From Table 1, we can fuse all FNIFNs $r_{i j}$ by FNIFWDMSM mean to calculate the FNIFNs $H_{i}(i=1,2,3,4,5)$ of the given schools $H_{i}$; the obtained values are shown in Table $2(n=2)$.

Step 2. The SF of schools is calculated in Table 3.
Step 3. From Table 3, the order of the schools is given in Table 4. Note that ">" depicts "preferred to." The best college school is $\mathrm{H}_{1}$.
4.2. Argument Analysis. Table 5 describes the corresponding calculation results of different $n$ values in FNIFWGMSM formula. From Table 5, it could be seen that the results are stable along with different parameter alteration. The best optimal alternative is still $\mathrm{H}_{1}$.
4.3. Comparative Analysis. In this section, we will compare the technology depicted with other technologies, and the conclusions are shown in Table 6.

From above analysis, comparing the result of the proposed FNIFWDMSM operator with FNIFWA and FNIFWG formulas, these schemes rank a little differently and the

Table 1: The FNIFN DM.

|  | $J_{1}$ | $J_{2}$ |
| :--- | :---: | :---: |
| H1 | $\langle(0.3,0.4,0.4),(0.4,0.5,0.5)\rangle$ | $\langle(0.2,0.2,0.4),(0.1,0.2,0.2)\rangle$ |
| H2 | $\langle(0.4,0.5,0.5),(0.3,0.4,0.4)\rangle$ | $\langle(0.2,0.3,0.3),(0.4,0.4,0.6)\rangle$ |
| H3 | $\langle(0.4,0.4,0.6),(0.2,0.2,0.3)\rangle$ | $\langle(0.5,0.6,0.6),(0.2,0.3,0.3)\rangle$ |
| H4 | $\langle(0.5,0.6,0.6),(0.1,0.2,0.2)\rangle$ | $\langle(0.6,0.6,0.7),(0.1,0.1,0.2)\rangle$ |
| H5 | $\langle(0.4,0.6,0.6),(0.1,0.2,0.3)\rangle$ | $\langle(0.1,0.4,0.5),(0.2,0.3,0.4)\rangle$ |
|  | $J_{3}$ | $J_{4}$ |
| H1 | $\langle(0.1,0.1,0.4),(0.3,0.3,0.4)\rangle$ | $\langle(0.4,0.5,0.5),(0.3,0.3,0.4)\rangle$ |
| H2 | $\langle(0.1,0.2,0.3),(0.2,0.5,0.6)\rangle$ | $\langle(0.2,0.3,0.3),(0.2,0.5,0.5)\rangle$ |
| H3 | $\langle(0.5,0.7,0.7),(0.1,0.2,0.2)\rangle$ | $\langle(0.3,0.4,0.5),(0.1,0.2,0.4)\rangle$ |
| H4 | $\langle(0.4,0.5,0.6),(0.2,0.3,0.3)\rangle$ | $\langle(0.6,0.6,0.7),(0.1,0.1,0.2)\rangle$ |
| H5 | $\langle(0.2,0.2,0.4),(0.3,0.3,0.4)\rangle$ | $\langle(0.1,0.3,0.4),(0.2,0.3,0.5)\rangle$ |

Table 2: The fused values by FNIFWMSM.

| Fused operator | Schools | Results |
| :--- | :---: | :---: |
|  | $\mathrm{H}_{1}$ | $<(0.5167,0.5616,0.6303),(0.1797,0.1963,0.2468)>$ |
| FNIFWDMSM | $\mathrm{H}_{2}$ | $<(0.1791,0.3712,0.4633),(0.2166,0.2952,0.4191)>$ |
|  | $\mathrm{H}_{3}$ | $<(0.2552,0.3039,0.4154),(0.2877,0.3451,0.3907)>$ |
|  | $\mathrm{H}_{4}$ | $<(0.2229,0.3226,0.3411),(0.3008,0.4649,0.5321)>$ |
|  | $\mathrm{H}_{5}$ | $<(0.4002,0.4986,0.5769),(0.1804,0.2509,0.3218)>$ |

Table 3: The SF of the schools.

|  | FNIFWDMSM |
| :--- | :---: |
| $\mathrm{H}_{1}$ | 0.3628 |
| $\mathrm{H}_{2}$ | 0.0397 |
| $\mathrm{H}_{3}$ | -0.0226 |
| $\mathrm{H}_{4}$ | -0.1383 |
| $\mathrm{H}_{5}$ |  |

Table 4: Order of the schools.

|  | Order |
| :--- | :---: |
| FNIFWDMSM | $H_{1}>\mathrm{H}_{5}>\mathrm{H}_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |

Table 5: Ranking results under different parameters of FNIFWMSM operator.

|  | SF $\left(\mathrm{H}_{1}\right)$ | SF $\left(\mathrm{H}_{2}\right)$ | SF $\left(\mathrm{H}_{3}\right)$ | SF $\left(\mathrm{H}_{4}\right)$ | SF $\left(\mathrm{H}_{5}\right)$ | Ordering |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $n=1$ | 0.2985 | -0.0189 | -0.1036 | -0.1946 | 0.2246 | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| $n=2$ | 0.3628 | 0.0397 | -0.0226 | -0.1383 | 0.2426 | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| $n=3$ | 0.3999 | 0.0668 | 0.0228 | -0.1134 | 0.2563 | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| $n=4$ | 0.4416 | 0.0866 | 0.0572 | -0.0943 | 0.2745 | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |

Table 6: Comparative analysis.

|  | Order |
| :--- | :---: |
| FNIFWA operator [51] | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| FNIFWG operator [54] | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| FNIFWHM operator [62] | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| FNIFHPWG operator [46] | $H_{1}>\mathrm{H}_{5}>H_{3}>\mathrm{H}_{2}>\mathrm{H}_{4}$ |
| IFNIFHCA operator [63] | $H_{1}>\mathrm{H}_{5}>H_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |
| FNIFWDMSM | $H_{1}>\mathrm{H}_{5}>\mathrm{H}_{2}>\mathrm{H}_{3}>\mathrm{H}_{4}$ |

optimal alternative is not different. The FNIFWHM, FNIFHPWG, and IFNIFHCA operators only consider relationship between two given arguments. Nevertheless, the FNIFWA and FNIFWG formulas do not consider the relationship between given arguments, which cannot correctly estimate the effect of different given values of $n$ arguments on the final ranking results. The FNIFWDMSM formula could perfectly consider the relationship between different values of $n$ being fused.

## 5. Conclusion

With the progress of science and technology, the information age has come, and information technology plays an important role in many fields. The social environment of informationization promotes the development of educational information, and new educational ideas and methods are emerging, which makes the development of education informatization more indepth. The introduction of infor-mation-based means into teaching based on the blended teaching mode of flipped classroom helps to realize the concept of student-centered education, which can enrich the content of classroom teaching and effectively improve students' enthusiasm for learning. In order to solve the difficult problems faced in the current mathematics teaching in rural junior high schools, the study draws on the experience of carrying out blended teaching mode based on flipped classroom at home and abroad. After the teaching experiment, through the analysis of experimental results, it is concluded that the implementation of the blended teaching mode based on flipped classroom in rural junior high schools is conducive to improving the effect of mathematics teaching and improving students' ability of self-learning. In this paper, we deal with the MADM issues under FNIFNs and utilize the DMSM means to devise several GMSM fused means with FNIFNs: FNIFDMSM tool and FNIFWDMSM tool. The characteristic of these two built operators is also analyzed. The FNIFWDMSM tool is utilized to cope with MADM issues under FNIFNs. Finally, a point in case for blended classroom teaching reform effect evaluation is used to show the built method. In our future work, the application and expansion of the FNIFN information fused operators will be debated in another MADM research direction [64-71] and also taking into account the decision makers' risk attitude [72-74] for MAGDM with FNIFNs.
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The biceps and triceps alternatively act as agonists and antagonists to realize upper limb movement. Pneumatic artificial muscle (PAM), which is inflated and deflated with compressed air instead of water, has similar characteristics to those of human muscle. The challenge is whether an exoskeleton actuated by PAM can help biceps lift the upper limb. Accordingly, the principal aim of this research is to guarantee precise signal collection and control process and adopt the synergy control of PAM and upper limb. In this system, the biceps and triceps provide the main signals in synergy control, electrodes are pasted outside of biceps and triceps to sample their electromyogram signal (EMGs), and the mechanical structure and control system of the pneumatic exoskeleton are proposed. The relationship between duty-ratio-controlled variables and PAM contraction speed is given by experimental analysis, and the maximum duty ratio of controlled variables of input is set to 80 . The feature analysis of EMGs can be various including envelope, moving average, and moving root mean square (RMS). The envelope is taken to extract muscle contraction information through upper limb muscles in a static contraction experiment. Then, the processes of biceps and triceps EMGs feature changes including rapid swing, slow swing, and discontinuous swing under various loads are analyzed during upper limb muscle dynamic contraction. The duty-ratio-controlled variables can be divided into five levels, which correspond to exertion rating from powerless to very strong in two EMG characters. These can be reflected in a scatter diagram of duty-ratio-controlled variables and average EMG characters. A nonlinear relationship can be transferred into the continuous system by the polynomial interpolation method, solving the problem of saturation. The net duty-ratio-controlled variables are adopted to control the on-off state and pulse-width modulation (PWM) duty ratio of the high-speed on-off valve. The forearm lifting up movement is unpowered and powered with various load EMGs, and elbow discontinuous swing angle overshoot is performed to analyze the coordination effect in a synergy control experiment.

## 1. Introduction

The exoskeleton has become one of the important research subjects in recent years, especially in gait training [1], rehabilitation [2, 3], and tremor-suppression orthoses [4]. Almost all existing actuators adopt a driven exoskeleton, including a motor [5-9], hydraulic system [10], pneumatic system [11], and wires [12, 13]. Motors possess the advantages of small volume, low weight, large force of traction, simple operation, good performance, and high safety; therefore, they have been widely used in artificial exoskeletons. The relevant research work mainly focuses on the control algorithm to reduce the error; examples of solutions
include adaptive neural network fast fractional sliding mode control [7] and standard force feedback control such as interaction force feedback control and the reference generation [8], adaptive impedance control [9], or sliding mode control [11].

The above researches mainly focus on the active rehabilitation of the exoskeleton; studies on load carriage represent another research direction. Nonetheless, electromyogram signals (EMGs), which reflect muscle and joint actual condition, have been rarely considered. For example, a motor combined with EMGs was presented for upper limb rehabilitation [14]. Muscles are often in more than one state at any given time; that is, they can be in
isobaric, isotonic, and isometric contraction and expansion. Pneumatic artificial muscle (PAM), which is much lighter and, at the same time, more compliant than a traditional motor, has similar properties as human muscles; therefore, it is a better choice for movement rehabilitation.

This paper proposes an exoskeleton for load carriage actuated by PAM. Its mechanical structure, the control system of the pneumatic exoskeleton, and the relationship between duty-ratio-controlled variables and PAM contraction speed are presented in Section 2. Section 3 experimentally evaluates the upper limb muscles' static contraction characteristics. Section 4 illustrates the AR model process flow and upper limb muscles dynamic contraction characteristics. In Section 5, the experimental verification of the coordination effect in synergy control is presented.

## 2. Mechanism and Control Principle

As can be seen in Figure 1, the pneumatic exoskeleton chiefly consists of a posterior arm, a forearm, a baffle, an angular transducer, a plate, and PAM. The posterior arm is sufficiently tightened to hold the articulatio humeri in position, in order to provide a stable point of attachment of PAM that remains relatively fixed during contraction. Forearm lift-up motion occurs as a result of PAM contraction, where a cable pulls a pulley in the elbow, and the forearm revolves around the elbow. Baffles are mounted individually onto the posterior arm and forearm, and the upper limb is fixed onto baffles by the bandage. An angular transducer is set on the elbow, which measures angle changes in the forearm. The tester wears short-sleeved shirts, and the baffle is in direct contact with the arm in actual use. A dumbbell is used for additional load in the plate, which makes it more convenient to increase and decrease the applied load.

The control principle of the proposed pneumatic exoskeleton is shown in Figure 2, where the host computer outputs pulse-width modulation (PWM) signals to a data acquisition card, and then, a single-chip microcomputer performs further processing. After the single-chip microcomputer receives signals, it will allow for the corresponding PWM signals' duty cycle and frequency to be drawn out of the amplifier, which will, in turn, control the opening and closing of a high-speed on-off valve. The sampled data of angle change in the elbow flow through the signal adjust circuit, and then, it is transmitted to the data acquisition card and host computer. The host computer also shows the collection of EMGs by electrodes, which are attached outside of the biceps and triceps [15]. The PAM is in the condition of either being deflated or inflated according to collected data of EMGs and angle changes.

The MHE2-MS1H-3/2G-QS-4-K (FESTO company) is selected as a high-speed on-off valve. The most suitable valve is found by studying the relationship between the high-speed on-off valve duty cycle and PAM contraction speed.

With the plate carrying a 3 kg weight, the duty ratio of the high-speed on-off valve is simultaneously altered, the recording time is from $3^{\circ}$ to $60^{\circ}$ in the elbow, and movements can be roughly divided into two types: up and down. The


Figure 1: Overall mechanical structure of pneumatic exoskeleton.
relationship between duty-ratio-controlled variables and contraction speed is shown in Figure 3, which can evaluate the speed of the exoskeleton according to the inverse of elapsed time.

Figure 3 shows that when the value of duty-ratiocontrolled variables is less than 80 , it shows approximating linear relationships with the increase and decrease of speed. The elbow rotational speed reduces as the value of duty-ratio-controlled variables continues to increase. Moreover, it is experimentally found that the maximum permissible comfortable rotational speed in the elbow occurs when the duty-ratio-controlled variable is 80 . Thus, the maximum duty-ratio-controlled variable of input is set to 80 , and the problem of speed limit can be resolved, while the requirement of linear PAM contraction speed can be met.

## 3. Static Contraction of Upper Limb Muscles

3.1. Purpose and Experimental Design. With a constant elbow joint angle, we investigate how the EMGs of biceps and triceps change over time when different weights are loaded.

We try to imitate how the human limb works using the proposed exoskeleton, picking up and analyzing the EMGs when the exoskeleton is attached to the tester. Electrodes are laid outside of the biceps and triceps, and the posterior arm and forearm are fastened to the exoskeleton by the bandage. The posterior arm is in a vertical position, while the forearm is horizontal. Both upper limbs of the tester and the exoskeleton are lifted from the initial position to a set position, kept still for a period of 10 seconds, dropped, and returned to the initial position.


Figure 2: Control principle of the pneumatic exoskeleton.


Figure 3: Relationship between duty-ratio-controlled variables and PAM contraction speed.

The load is gradually increased from 0 kg to 5 kg at an interval of 1 kg . The tester is given 30 seconds of break between the two experiments to prevent muscle fatigue.
3.2. Data Processing. Data acquisition is performed throughout holding up the forearm, recording the signals derived from interception, processing, and analysis of
experimental findings, in order to characterize the upper limb muscles' static contraction features during keeping still.

The signals may contain a lot of noise and large voltage deviation, which greatly influences real data, so it is unnecessary to filter EMG signals prior to analysis. The frequency distribution of EMGs is $20-500 \mathrm{~Hz}$, the frequency of main signals is $50-500 \mathrm{~Hz}$, and signal interception is realized by a band-pass filter with a frequency of $50-500 \mathrm{~Hz}$.

More research is needed to extract muscle contraction information after pretreatment of original EMGs. There are three methods for solving this problem: envelope, moving average, and moving RMS.

In envelope, first, full-wave rectification of the signal is performed, and then, a low band filter of two-order 2 Hz is applied, so that the local EMGs amplitude of the vibration can be briefly estimated.

With moving average, a period of time is selected that reads out the sum of signals after rectification ( 200 ms is taken as research object), and then, the average is found. This can often effectively reflect the amplitude of EMGs. Generally, the longer the time chosen, the more accurate amplitude can be obtained. However, if the time is too long, it will affect real-time control, and thus, 200 ms is preferred.

The difference between moving RMS and moving average is in the calculation of the square root of the average.
3.3. Analysis of Results. The method of averaging the values of various quantities for 7 seconds is taken as the overall evaluation of feature variables, and the effects of load on the exoskeleton are investigated.

There are three methods of dissecting EMGs, as shown in Figures 4-7, and their results are approximately the same. The figures demonstrate how the characteristics obtained from biceps EMGs grow in an unlinear trend as more load is applied, which is closely corresponds to the EMGs and muscle force in human physiology. According to the characteristics obtained from triceps EMGs, the load comes to near-linear in the triceps. The difference between the biceps and the triceps is that the contraction length of the latter is much less than that of the former. The contraction length is very small, and the nonlinear EMG characteristics are close to linear.

## 4. Dynamic Contraction of Upper Limb Muscles

4.1. AR Model. Let $s(n)$ be a zero mean steady random signal, from which we can derive the source of white noise with known first-order and second-order statistics, where a linear system $h(k)$ is impelled by $w(n)$. The parameter $w(n)$ is zero mean white noise sequence, and its variance is $\sigma_{w}^{2}$; $h(k)$ or its transfer function $H(z)$ all comprise a linear system. If the power and system parameters of white noise excitation are known, the stochastic signal can become a model parameter, and its properties can be studied as shown in Figure 8 [16].

If $s(n)$ is only influenced by its previous value and present stimulus signals, we can obtain


Figure 4: Biceps envelope.


Figure 5: Biceps moving average.

$$
\begin{equation*}
s(n)=-\sum_{k=1}^{p} a_{k} s(n-k)+w(n) \tag{1}
\end{equation*}
$$

where $a_{k}$ represents a model parameter, $p$ represents order, $w(n)$ represents zero-mean-value stationary white noise, and its variance is $\sigma^{2}$.

The model transfer function $H(z)$ can be written as

$$
\begin{align*}
H(z) & =\frac{1}{1+\sum_{k=1}^{p} a_{k} z^{-k}}  \tag{2}\\
& =\frac{1}{A(z)},
\end{align*}
$$

where $A(z)=1+\sum_{k=1}^{p} a_{k} z^{-k}$.
This is a p-order all-pole AR model, in which the randomness of the stochastic signal can be combined with some predictability by model parameters. Stimulus white noise reflects the randomness of signals, while the deterministic linear model reflects signal predictability.
4.2. Module Calculation. There are many methods to estimate AR module parameters, such as the correlation method


Figure 6: Biceps moving RMS.


Figure 7: Comparison of biceps various treatment methods in the time domain.


Figure 8: AR model.
and the Bury method. The relationship between AR module parameters and autocorrelation function is used in the correlation method.

For the p-order AR model, $s(n)=-\sum_{k=1}^{p} a_{k} s(n-$ $k)+w(n)$; we multiply $s(n-i)(i>0)$ on both sides of the preceding formula at the same time and then calculate the average, which is performed because $E[w(n) s(n-i)]=0$.

The Yule-Walker equation can also be deduced as

$$
\begin{equation*}
R_{s s}(i)=-\sum_{k=1}^{p} a_{k} R_{s s}(i-k) i>0 \tag{3}
\end{equation*}
$$

As can be seen from (3), for signals as described by the p-order AR model, only the $p$ autocorrelation function is independent, and the solution to the rest can be the recurrence formulas.

$$
\begin{align*}
& \left(\begin{array}{cccc}
R_{s s}(0) & R_{s s}(-1) & \ldots & R_{s s}(1-p) \\
R_{s s}(1) & R_{s s}(0) & \ldots & R_{s s}(2-p) \\
\vdots & \vdots & \vdots & \vdots \\
R_{s s}(p-1) & R_{s s}(p-2) & \ldots & R_{s s}(0)
\end{array}\right)\left(\begin{array}{c}
a_{1} \\
a_{2} \\
\vdots \\
a_{p}
\end{array}\right) \\
& \quad=-\left(\begin{array}{c}
R_{s s}(1) \\
R_{s s}(2) \\
\vdots \\
R_{s s}(p)
\end{array}\right) . \tag{4}
\end{align*}
$$

The autocorrelation function is an even function, and the matrix is symmetric, where all diagonal elements are equal to $R_{s s}(0)$. If any elements clinodiagonal or parallel to the principal diagonal are the same, it is a Toeplitz matrix. The autocorrelation function is known, and the solution of the AR model-related coefficient is through (4).

The Burg method is the most commonly used approach for AR module parameters. It presents a method of forwarding prediction error and backward prediction error based on the least mean-square error rule, to obtain reflection coefficient Km , which is unexpectedly left outside of known data. The Burg method demonstrates better resolution than the correlation method on this account and is the proper solution for analyzing EMGs.
4.3. Feature Extraction. Using the copy of data analyzed in AR module parameters, we carry out the division to EMGs after filtering. The longer the segment of data, the greater meaning it contains, and the higher stability and accuracy of the AR coefficient. However, if the segment of data is too long, it is not conducive to real-time information control. To guarantee real-time control, and to avoid causing a discernible delay, the total time for data storage and data processing cannot be more than 300 ms .

There are two alternative segmentation methods, namely, overlapping window and alternating windows.

In the overlapping window method, operations are constantly performed on data, the same block of data is executed for a specified number of times, the more running code is operated, and it will be more complicated for the control system. If accelerated by computing, the data processing time can be reduced to 1 ms , and a good result for the data segment of 200 ms can be obtained. Taking all factors into consideration, alternating windows are chosen for segmentation.

As can be derived from Figures 9-11, with the increase of amplitude, the AR module coefficient enhances, and the order coefficient does not change much. If the sum of the absolute value of the AR module order is directly adopted, the other items will not adjust automatically, and it increases with load.
4.4. Forearm Rapid Swing and Slow Swing. With the forearm held up and the elbow joint rotated, the EMGs of biceps and triceps change are explored under different loads.


Figure 9: Change of biceps AR module coefficient.


Figure 10: Absolute value sum of biceps AR module coefficient.


Figure 11: Biceps AR module coefficient.

The EMGs amplitude can be estimated by the methods of envelope, moving average, and moving RMS with the static contraction of upper limb muscles. However, the method of envelope provides much higher real-time amplitudes, which is of great benefit to the control system design, and is selected to obtain the upper limb muscle dynamic contraction feature variables.

The tester lifts their forearm as briskly as they can with the loaded exoskeleton in rapid swing, while it is lifted slowly in slow swing.

As shown in Figure 12, biceps EMGs are the most obvious, and the amplitude of triceps EMGs rises and falls, but at a modest rate when the forearm is held up. Biceps EMGs rapidly increase with the elbow joint angle, decay quickly as the elbow joint angle remains unchanged, and continue to fall if the angle decreases. This suggests that rapid swing occurs at the moment when the forearm outputs force when biceps EMGs gain more intensity and quickly fall back. The intensity of biceps EMGs increases slowly, and it fluctuates during the forearm slow swing. The signal intensity during rapid swing is much higher than that during slow swing.
4.5. Intermittent Forearm Swing. The movement of the upper limb is usually irregular, not always showing reciprocating action and featuring spasmodic stops in usual daily life. Therefore, the value changes of EMGs in such cases will have to be studied. Here, the exoskeleton is loaded with 3 kg weight, and the tester lifts-up their forearm freely.

As shown in Figure 13, the relationship between EMGs intensity and joint angle is nonlinear. The amplitude of EMGs does not increase when the angle is $0-50^{\circ}$. However, it obviously increases when the angle is $60-85^{\circ}$. In addition, when the angle changes abruptly, the amplitude also changes suddenly.
4.6. Comparison of Results. The large difference between dynamic contraction and static contraction is that EMGs reach the peak at one moment, and the highest value has nothing to do with joint velocity change. The change in joint velocity is fast, the muscular instantaneous contraction is violent, and EMGs are intense. The analysis of maximum EMGs can reflect the dynamic contraction of muscles.

Table 1 and Figure 14 show that there is a distinctive difference between rapid swing and slow swing in rise time and fall time, which further effectively proves that movement modes can be classified into rapid and slow swing in dynamic contraction. The amplitude of maximum EMGs increases with the load, whether rapid swing or slow swing, which is similar to static contraction. Meanwhile, it is obvious that the relationship between maximum EMGs amplitude and load is nonlinear; the growth rate is comparatively larger at the beginning and then slowly descends. Moreover, by comparing the two different swing modes, we can find that the capacity of separating the maximum EMGs is weak when the load is small, and EMGs' magnitude for fast swing is much larger than that for slow swing when the load is large.


FIGURE 12: Dynamic contraction of (a) EMGs featuring value change in rapid swing, (b) EMGs featuring value change in slow swing, (c) elbow joint change in rapid swing, (d) elbow joint change in slow swing, with 5 kg load.


FIGURE 13: Discontinuous swing; (a) EMGs feature value change in discontinuous swing and (b) elbow joint change in discontinuous swing, with 3 kg load applied.

Table 1: Comparison of dynamic contraction under various loads.

|  |  |  |  |  | Maximum <br> Lmplitude |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Load (kg) | Rise time (s) | Fall time (s) | $(\mathrm{mV})$ |  |  |  |



Figure 14: Maximum EMG under various loads.

## 5. Man-Machine Synergy Control

5.1. EMGs Mapping Relationships. When the tester is in the exoskeleton, muscle force can be subjectively conceived into five levels: powerless, weak, moderate, strong, and very strong, and its corresponding duty-ratio-controlled variables are $20,40,60,80$, and 100 . The biceps (pulling up) and triceps (pulling down) EMGs strength can be estimated in such a case. The method for EMGs strength calculation is to average the EMGs characters of muscle force within 0.5 seconds.

$$
\begin{equation*}
\overline{\mathrm{EMG}}=\frac{\sum_{i=0}^{1000} \operatorname{EMG}(i)}{1000} \tag{5}
\end{equation*}
$$

where EMG $(i)$ represents sampled data, and $\overline{\mathrm{EMG}}$ is the average of EMGs.

The sampled data are shown in Table 2.
From Figure 15, a nonlinear relationship between duty-ratio-controlled variables and average EMG characters can be derived. This suggests that EMGs generated by human perception of muscle force are nonlinear. If the exoskeleton is in strict accordance with linear control, we will quickly run into rotational speed increases with the elbow joint. Thus, it is easily operated, and the operation is linear control in human perception, and nonlinear EMGs are mapped to duty-ratio-controlled variables.

There are only 5 separated points in Figure 15. The average EMG characters can be contrasted with the duty-ratio-controlled variables, and the two appear in a continuum for continuous control; hence, interpolation is needed for the 5 separated points.
5.2. Polynomial Interpolation. A series of points also looks as an approximate expression when using interpolation. The choices of functional form can be various, such as trigonometric function and rational function. Algebraic polynomial interpolation is applied, as it is easily performed by the function of $f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}$.

As the function has 5 points, according to the polynomial interpolation uniqueness condition, the fourth-order polynomial is satisfactory. Its key is to define the related coefficient of the polynomial function. There are many methods to solve the problem, such as multivariable polynomial system or Lagrangian method. The order of interpolation is small, and it is easy to find a solution for equations. We can obtain the polynomial coefficient by developing programs directly for equations in software, and the procedure is presented below.

There are 5 points, namely, $\left(x_{0}, y_{0}\right),\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)$, $\left(x_{3}, y_{3}\right)$, and $\left(x_{4}, y_{4}\right)$, which satisfy the function of $f(x)=a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}$, giving the following equations [17]:

$$
\left\{\begin{array}{l}
a_{0}+a_{1} x_{0}+a_{2} x_{0}^{2}+a_{3} x_{0}^{3}+a_{4} x_{0}^{4}=y_{0}  \tag{6}\\
a_{0}+a_{1} x_{1}+a_{2} x_{1}^{2}+a_{3} x_{1}^{3}+a_{4} x_{1}^{4}=y_{1} \\
a_{0}+a_{1} x_{2}+a_{2} x_{2}^{2}+a_{3} x_{2}^{3}+a_{4} x_{2}^{4}=y_{2} \\
a_{0}+a_{1} x_{3}+a_{2} x_{3}^{2}+a_{3} x_{3}^{3}+a_{4} x_{3}^{4}=y_{3} \\
a_{0}+a_{1} x_{4}+a_{2} x_{4}^{2}+a_{3} x_{4}^{3}+a_{4} x_{4}^{4}=y_{4}
\end{array}\right.
$$

Using the Gaussian elimination method of linear algebra, the combination of elimination method and recursive method as a solution to the above equations can yield the values of 5 parameters.

Given the parameters in Table 3 above as a reference, the mapping relation function image is illustrated in Figure 16.

As can be seen in Figure 16, the interpolation function goes through points that are detected using the interpolation method, and ideal nonlinear mapping can be realized around several measured points. These points easily fluctuate around the measured points. According to the triceps mapping relation in Figure 16, the average EMGs character is more than 50 , and the corresponding duty-ratio-controlled variables exhibit a sharp drop, which is even negative.

This explains the problem of man-machine synergy control. The operator's upper limb swings up, stops in midstream, and then swings up again, which will lead to the upper limb's shaking. This is mainly because of a sudden change of the moving direction of human muscle dynamic contraction, causing a sharp maximum in EMGs. The duty-ratio-controlled variables of the triceps will offset those of the biceps first, and then, triceps EMGs are in the process of $50-80$, falling off sharply. Subsequently, the net duty-ratiocontrolled variables increase again, which causes vibration.

Table 2: Exertion rating and average EMGs characters.

| Exertion rating | Duty-ratio-controlled variables | Biceps EMG ratio | Triceps EMG ratio |
| :--- | :---: | :---: | :---: |
| Powerless | 20 | 11.9 | 4.8 |
| Weak | 40 | 21.3 | 9.7 |
| Moderate | 60 | 33.0 | 18.3 |
| Strong | 80 | 44.1 | 29.4 |
| Very strong | 100 | 79.1 | 49.4 |



Figure 15: Scatter diagram of duty-ratio-controlled variables and average EMG characters.

Table 3: Mapping relation parameters.

| Signal source | $a_{0}$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Biceps | -21.810601 | 4.827553 | -0.138556 | 0.002629 | -0.000018 |
| Triceps | -11.075030 | 8.138877 | -0.382913 | 0.009916 | -0.000093 |



Figure 16: Duty-ratio-controlled variables and average EMGs characters.

To solve the problem of EMGs mapping uncertainty outside the range of interpolation, the answer is to cut out the EMGs' feature value. The oversized EMGs feature value matches the maximal duty-ratio-controlled variables directly. When EMGs are very small, the duty-ratio-controlled variables are set to the high-speed on-off valve dead zone critical point, which is 15 .
5.3. Determination of Synergic Control Method. The synergic control method falls into three steps: feature extraction, nonlinear mapping, and comparison judgment.

Feature extraction only consists of the high-pass filter, full-wave rectifier, and low-pass filter, originally acquiring the EMGs data of two motions, the envelope curve of biceps and triceps EMGs, which are $E M G_{1}$ and $E M G_{2}$, respectively.

According to the method claimed above, the biceps and triceps ratings of perceived exertion average EMGs characters are $\mathrm{EMG}_{10} \ldots \mathrm{EMG}_{14}$ and $\mathrm{EMG}_{20} \ldots \mathrm{EMG}_{24}$,
respectively, and then, in polynomial interpolation, the interpolation function coefficients are $a_{10} \ldots a_{14}$ and $a_{20} \ldots a_{24}$, and the mapping function is as follows:

$$
\begin{align*}
& \text { Duty }_{\mathrm{emg} 1}(x)= \begin{cases}15, & x \leq \mathrm{EMG}_{10} \\
a_{10}+a_{11} x+a_{12} x^{2}+a_{13} x^{3}+a_{14} x^{4}, & \mathrm{EMG}_{10}<x<\mathrm{EMG}_{14}, \\
100, & x \geq \mathrm{EMG}_{14}\end{cases} \\
& \operatorname{Duty}_{\mathrm{emg} 2}(x)= \begin{cases}15, & x \leq \mathrm{EMG}_{20} \\
a_{20}+a_{21} x+a_{22} x^{2}+a_{23} x^{3}+a_{24} x^{4}, & \mathrm{EMG}_{20}<x<\mathrm{EMG}_{24}, \\
100, & x \geq \mathrm{EMG}_{24}\end{cases} \tag{7}
\end{align*}
$$

After the nonlinear mapping of EMGs, the net duty-ratio-controlled variables Duty ${ }_{\text {net }}$ can be calculated as

$$
\begin{equation*}
\text { Duty }_{\text {net }}=\text { Duty }_{\text {emg1 }}\left(\mathrm{EMG}_{1}\right)-\text { Duty }_{\text {emg } 2}\left(\mathrm{EMG}_{2}\right), \tag{8}
\end{equation*}
$$

where Duty ${ }_{\text {emg1 }}\left(\mathrm{EMG}_{1}\right)$ and Duty ${ }_{\text {emg2 }}\left(\mathrm{EMG}_{2}\right)$ are the duty-ratio-controlled variables of the first and second high-speed on-off valve, respectively.

### 5.4. Forearm Lift-Up Motion When Unpowered with Various

 Loads. The biceps and triceps EMGs are taken as control input when the tester is in the exoskeleton while studying the load controlling results and the effect of weight reduction by the exoskeleton.The experiment includes two parts: forearm EMGs unpowered with various loads and forearm EMGs powered by the exoskeleton with various loads.

The tester stands still, the surface electrodes are pasted to a relevant location outside of the biceps and triceps, the tester outputs upward force, and the exoskeleton swings up, recording EMGs and the angle in the whole process.

It can be derived from Figure 17 and 18 that the biceps EMGs increase with elbow joint angle and triceps EMGs change little in the process.
5.5. Forearm Lift-Up Motion When Powered with Various Loads. The EMGs and angle joint variation curves (powered, 5 kg ) can be seen in Figures 19 and 20. When the operator lifts-up and puts down the forearm, muscles are activated. The movements are biceps upward and triceps downward, and the essential distinction is obvious, which is different from the powered condition. The load is not on the operator when powered, and the biceps does not need to be in tension all the time during lifting up and putting down the forearm; there is a great deal of difference in EMGs change. The wave deformation is very similar in the process of lifting up when powered, and the variance of maximum EMGs is much larger than the average EMGs.
5.6. Maximum EMGs Powered Efficiency. The average EMGs feature value describes EMGs in the whole process, and the
maximum EMGs feature value describes the extent to which the muscles are activated during dynamic muscle contraction. The biceps maximum EMGs in lifting up under unpowered and powered conditions are compared to evaluate powered efficiency.

The maximum EMGs powered efficiency can be derived from Table 4. The maximum value of EMGs shows a sharp reduction between unpowered and powered condition, and the maximum EMGs powered efficiency can reach $78.66 \%$. The less the maximum EMGs, the more comfortable for the operator, and the relatively smaller transient impact to the limb.
5.7. Powered Stability Analysis. The intensity of EMGs rises with the increase of load when unpowered; however, the muscle output force is approximating similar without much fluctuation when powered. To evaluate the fluctuation of the control system relative to load change, EMGs mean variance is calculated for various loads.

Table 5 describes powered stability. The mean of biceps EMGs is 26.05 during lifting up with the load increased from 0 kg to 10 kg , which is smaller than that for an unpowered condition without any load, and the standard deviation is 3.79. The mean of triceps EMGs is 19.01 during putting down, while the unpowered minimum biceps feature value is 25.3. With the increase of load, the force change is very small for the operator to control the exoskeleton, and the results for exoskeleton assistance are excellent.
5.8. Coordination Effect Analysis. In order to evaluate the advantage of the control method, man-machine synergy control is another aspect besides assistance. The aim of synergy control is that man should be synchronized with the exoskeleton, and the operator can achieve starting and stopping the control of the exoskeleton.

The discontinuous swing EMGs and angle joint variation curves are shown in Figures 21 and 22. The operator stops the exoskeleton midstream, and there is an angle overshoot, which diminishes gradually with the load increase and inertia moment.


Figure 17: EMGs and angle joint variation curves of (a) EMGs and (b) angle joint; unpowered (3 kg).


Figure 18: EMGs and angle joint variation curves of (a) EMGs and (b) angle joint; unpowered ( 5 kg ).


Figure 19: EMGs and angle joint variation curves of (a) EMGs and (b) angle joint; powered condition ( 3 kg ).


Figure 20: EMGs and angle joint variation curves of (a) EMGs and (b) angle joint; powered condition ( 5 kg ).

Table 4: Maximum EMGs powered efficiency.

| Load (kg) | Unpowered | Lifting up <br> Powered | Powered efficiency |
| :--- | :---: | :---: | :---: |
| 0 | 74.0 | 72.1 | 2.57 |
| 1 | 98.3 | 50.9 | 48.22 |
| 2 | 110 | 64.1 | 41.73 |
| 3 | 156 | 53.8 | 65.51 |
| 4 | 262 | 55.9 | 78.66 |
| 5 | 274 | 63.2 | 76.93 |

Table 5: Powered stability.

| Statistics | Lifting up | Putting down |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Biceps |  | Triceps | Biceps |
| Average value | 26.05 | 5.39 | 9.22 | 19.01 |
| Variance | 3.79 |  | 0.30 | 1.48 |



FIgure 21: Discontinuous swing EMGs and angle joint variation curves of (a) EMGs, (b) angle joint under 3 kg load.


Figure 22: Discontinuous swing EMGs and angle joint variation curves of (a) EMGs, (b) angle joint under 5 kg load.

## 6. Conclusions

This study analyzed the amplitude and frequency characteristics of EMGs and proposed a suitable signal processing scheme. The acquisition instrument was selected, and the EMGs acquisition system was established. The biceps and triceps EMGs static contraction and dynamic contraction, and rotational speeds were analyzed under various loads ( 3 kg and 5 kg , respectively). The duty-ratiocontrolled variables could be divided into five levels corresponding to the exertion rating from powerless to very strong in two EMGs characters, which can be reflected in the scatter diagram of duty-ratio-controlled variables and average EMGs characters. The net duty-ratio-controlled variables were adopted to control the onoff state and PWM duty ratio of the high-speed on-off valve. The maximum EMGs powered efficiency, powered stability analysis, and coordination effect all indicate that the pneumatic-powered exoskeleton is of good assistance, and synergic control also works perfectly in forearm liftup movement powered under various loads, whether the elbow is in continuous swing or not.

We may extend the proposed methods to uncertain probabilistic linguistic environments in our future studies [18, 19], including decision-making with probabilistic hesitant fuzzy information based on multiplicative consistency, instead of the man-machine synergic control in a specific environment. We may also extend the proposed methods to probabilistic linguistic uncertain environments in our future studies, such as score function based on concentration degree for probabilistic linguistic term sets, evaluating the Internet of Things platforms using integrated probabilistic linguistic multicriteria decisionmaking method [20-23]. We can also introduce a nonlinear control algorithm in the controller design, such as fuzzy control, neural network control [24], and observerbased fuzzy adaptive control [25].
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#### Abstract

This study is concerned with introducing a class of parametric and symmetric divergence measures under hesitant fuzzy environment. The proposed divergence measures have several interesting properties which make their use attractive. In order for exploring the features of proposed divergence measures for hesitant fuzzy sets (HFSs), we compare them with other existing ones in terms of divergence-initiated weighs and counter-intuitive cases. In the process of comparison, we first modify the conventional framework of hesitant fuzzy additive ratio assessment (HFARAS) using the proposed divergence measures, and then, the superiority of proposed measures is further demonstrated in a COVID-19 case study. There, we notify that the other existing divergence measures may not provide satisfactory results.


## 1. Introduction

These days, the COVID-19 pandemic is drastically impacting healthcare systems [1-3] worldwide. To solve the problems of this pandemic, many medical scientists are focusing their research on that, and for recognizing and diminishing the COVID-19 effects, a large number of researchers have prepared a variant of workable models. Fouladi et al. [4] considered ResNet, OxfordNet, convolutional neural network, convolutional autoencoder neural network, and machine learning methods in order to classify chest CT images of COVID-19. Melin et al. [5] predicted successfully the consequence of COVID-19 time series by the help of a multiple collaborative convolutional neural network tool which is described thoroughly by encountering the concept of fuzzy set. Abdel-Basst et al. [6] merged two techniques, namely, the Best-Worst Method (BWM) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method to explore the association between COVID-19 and different viral chest diseases in uncertainty environment. By implementation of a model of Internetbased reporting, Bonilla-Aldana et al. [7] gathered the data on COVID-19 to increase its effectiveness during the pandemic. Ashraf and Abdullah [8] proposed a number of tools
for dealing with the emergency condition of COVID-19 using the concept of spherical fuzzy set. In the period of COVID-19 pandemic in China, Wu et al. [9] introduced a technique to plan several emergency production procedures for producing a proper medical mask. Mishra et al. [10] enhanced the additive ratio assessment model by encountering the divergence measure to evaluate the medicine being used to treat those patients involving the mild symptoms of COVID-19.

The additive ratio assessment (ARAS) technique [11] implements the concept of optimality degree for extracting a ranking. In brief, this technique is described as a fraction of two values: the sum of normalized weighted values for criteria corresponding to each alternative and the sum of normalized weighted values for the best alternative. Indeed, the ARAS framework has intuitive procedures yielding relatively exact outcomes in the process of choosing diversified alternatives.

Up to now, there exist a large number of fuzzy-based contributions dedicated to the ARAS technique. Following, Zavadskas and Turskis [11] who first argued that a complicated phenomenon in the real world could be realized by the help of simple comparisons, Turskis and Zavadskas [12] tried to select the logistic center location based on the
combination of AHP and ARAS for data in the form of fuzzy sets. In the sequel, Stanujkic [13] generalized the ARAS framework to that of interval-valued fuzzy sets. Büyüközkan and Göçer [14] developed the ARAS framework to that of interval-valued intuitionistic fuzzy sets for evaluating the digital supply chains. Büyüközkan and Göçer [15] assessed the digital maturity scores of the firms on the basis of hesitant fuzzy ARAS framework. Iordache et al. [16] suggested an interval type II hesitant fuzzy ARAS framework for choosing the location of underground hydrogen storage. Liao et al. [17] offered an ARAS framework encountering the hesitant fuzzy linguistic term data to choose a digital finance supplier selection.

The technique of ASAS yields benefits which are association with criteria weights proportionally and straightly [11], scalability and flexibility [13, 14], and adaptability to various fuzzy environments [14]. It also yields weaknesses which are behaviour dependency on the different levels of knowledge elicited by decision makers [14] and behaviour dependency on given data-type of participants [18].

Divergence measure is generally used to quantify the distance between two distributions by evaluating the amount of their discrimination. There exist a set of diverse contributions which deal with the divergence applications in the context of research framework, especially the field of multiple criteria decision making.

In order to show the applicability of divergence measure under a hesitant fuzzy environment in which the criteria weights are to be computed in terms of the Shapley function, Mishra et al. [19] investigated the problem of service quality decision making. Then, Mishra et al. [19] offered another exponential HFS divergence measure to assess the green supplier problem. Furthermore, Mishra et al. [10] developed an ARAS technique by encountering a divergence-based procedure for assessing rationally the relative importance of criteria. In the sequel, Mishra et al. [20] defined a parametric hesitant fuzzy-based divergence measure for evaluating the criteria weights.

In any way, the weight determination process of criteria has a remarkable impact on the decision outcomes, and the divergence measure is a factor which plays an important role in the determination of criteria weight. As shown in Section 5, the abovementioned HFS divergence measures are limited in nature. Therefore, we have been in search of new divergence measures with fewer drawbacks.

In summary, the major distinctive features of the study are as follows:
(1) It introduces an innovative class of divergence measures for HFSs which are parametric and symmetric
(2) A number of interesting properties of proposed divergence measure are proved and discussed
(3) This contribution reviews and explores counter-intuitive cases of existing divergence measures under hesitant fuzzy environment
(4) The experimental results demonstrate that the parametric hesitant fuzzy divergence measure is
more effective than the existing ones in decisionmaking situations

This contribution is set up as follows. We first recall the concept of HFS, and a brief review of some preliminaries is given in Section 2. In Section 3, an innovative class of hesitant fuzzy divergence measures is introduced parametrically and symmetrically. We modify the existing framework of hesitant fuzzy ARAS (HFARAS) using the proposed divergence measures in Section 4. Section 5 is devoted to present the application of proposed divergence measures in a case study of COVID-19 coronavirus. Finally, several conclusions are drawn in Section 6.

## 2. Preliminaries to Hesitant Fuzzy Sets (HFSs)

In this section, we review some basic notions and wellknown results about HFSs that are used in the next discussion.

Let $X$ be the reference set. A hesitant fuzzy set (HFS) on $X$ is defined by Torra [21] in terms of a function that when it is applied to $X$, it returns a subset of $[0,1]$.

In fact, the notion of HFS is employed for handling a class of decision-making problems where the belongingness degree of an element to a set includes a variety of values.

Toward a better understanding, Xia and Xu [22] reconsidered the concept of HFS in the form of

$$
\begin{equation*}
H_{A}=\left\{\left\langle x, h_{A}(x)\right\rangle: x \in X\right\} \tag{1}
\end{equation*}
$$

where $h_{A}(x)$ stands for all possible membership degrees of $x \in X$ belonging to the set $H_{A}$, and it is afterwards named as the hesitant fuzzy element (HFE) of $H_{A}$.

Adding to the latter presented concept are the following set and arithmetic operations. Let $h_{1}=\left\{h_{1}^{\delta(i)} \mid i=1, \ldots, l_{h_{1}}\right\}$ and $h_{2}=\left\{h_{2}^{\delta(i)} \mid i=1, \ldots, l_{h_{2}}\right\}$ be two HFEs. Then, it is defined (i.e., [23]).
(i) Complement: $h_{1}^{c}=\cup_{h_{1}^{\delta(i)} \in h_{1}}\left\{1-h_{1}^{\delta(i)}\right\}$
(ii) Union: $h_{1} \cup h_{2}=\cup_{h_{1}^{\delta(i)} \in h_{1}, h_{2}^{\delta(j)} \in h_{2}}\left\{\max \left\{h_{1}^{\delta(i)}, h_{2}^{\delta(j)}\right\}\right\}$
(iii) Intersection: $h_{1} \cap h_{2}=\cup_{h_{1}^{\delta(i)} \in h_{1}, h_{2}^{\delta(j)} \in h_{2}}\left\{\min \left\{h_{1}^{\delta(i)}, h_{2}^{\delta(j)}\right\}\right\}$
(iv) Addition:

$$
h_{1} \oplus h_{2}=\cup_{h_{1}^{\delta(i)} \in h_{1}, h_{2}^{\delta(j)} \in h_{2}}\left\{h_{1}^{\delta(i)}+h_{2}^{\delta(j)}-h_{1}^{\delta(i)} h_{2}^{\delta(j)}\right\}
$$

(v) Multiplication: $h_{1} \otimes h_{2}=\cup_{h_{1}^{\delta(i)} \in h_{1}, h_{2}^{\delta(j)} \in h_{2}}\left\{h_{1}^{\delta(i)} h_{2}^{\delta(j)}\right\}$
(vi) Multiplication $\quad$ by scalar: $\quad \lambda h_{1}=\cup_{h_{1}^{\delta(i)} \in h_{1}}$ $\left\{1-\left(1-h_{1}^{\delta(i)}\right)^{\lambda}\right\}, \quad \lambda>0$
(vii) Power: $h_{1}^{\lambda}=\cup_{h_{1}^{\delta(i)} \in h_{1}}\left\{\left(h_{1}^{\delta(i)}\right)^{\lambda}\right\}, \quad \lambda>0$

We explain below how the total ordering on HFEs was proposed and introduced. This was achieved by keeping in mind the score function of $h=\left\{h^{\delta(i)} \mid i=1, \ldots, l_{h}\right\}$ given by [22]

$$
\begin{equation*}
s(h)=\frac{1}{l_{h}} \sum_{i=1}^{l_{h}} h^{\delta(i)} \tag{2}
\end{equation*}
$$

and its variance function [24] is defined by the following formulation:

$$
\begin{equation*}
v(h)=\frac{2 .\left(l_{h}-2\right)}{l_{h}!} \sqrt{\sum_{h^{\delta(i)}, h^{\delta(j)} \in h}\left(h^{\delta(i)}-h^{\delta(j)}\right)^{2}} . \tag{3}
\end{equation*}
$$

Indeed, the total ordering of HFEs $h_{1}=\left\{h_{1}^{\delta(i)} \mid i=1, \ldots, l_{h_{1}}\right\}$ and $h_{2}=\left\{h_{2}^{\delta(i)} \mid i=1, \ldots, l_{h_{2}}\right\}$ could be defined by using the following comparison scheme:
(i) If we have $s\left(h_{1}\right)<s\left(h_{2}\right)$, then it is concluded that $h_{1} \prec_{T} h_{2}$
(ii) If we have $s\left(h_{1}\right)<s\left(h_{2}\right)$, then
(i) For the relation $v\left(h_{1}\right)<v\left(h_{2}\right)$, we get $h_{1} \prec_{T} h_{2}$
(ii) For $v\left(h_{1}\right)=v\left(h_{2}\right)$, we conclude that $h_{1} \approx{ }_{T} h_{2}$

Now, we are in a position to explain the unified length scale of HFSs as follows: in most situations, we observe that $l_{h_{1}} \neq l_{h_{2}}$. In order for comparing $h_{1}$ and $h_{2}$ correctly, we may extend the shorter HFE until the length of both HFEs are the same [25-28]. Suppose that $l=\max \left\{l_{h_{1}}, l_{h_{2}}\right\}$. Then, the shorter HFE is extended by appending the same value repeatedly. The repeated value depends on the risk preference of the decision makers, that is, if we consider (i) the pessimistic case, then the repeated value is the shortest one; (ii) if the optimistic case is considered, then the largest value will be repeated, and (iii) in the general case, we consider the convex combination of maximum and minimum values of a HFE.

Suppose that $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\} \quad$ and $h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$ are two length-unified HFEs on $X$. The elementwise ordering of HFEs is defined by (i.e., [29])

$$
\begin{equation*}
h_{1} \leq{ }_{E} h_{2} \text { if and only if } h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)}, \tag{4}
\end{equation*}
$$

for any $j=1, \ldots, l$.
Eventually, we represent the definition of two widely used aggregation operators of HFEs [25, 29]. Let $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}, \quad h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}, \quad$ and $h_{m}=\left\{h_{m}^{\delta(j)} \mid j=1, \ldots, l\right\}$ be a set of $m$ HFEs with the corresponding weights $\oplus_{i}(i=1, \ldots, m)$. Then, it is defined.
(i) The hesitant fuzzy weighted averaging (HFWA) operator:

$$
\begin{align*}
\operatorname{HFWA}\left(h_{1}, h_{2}, \ldots, h_{m}\right) & =\underset{i=1}{m}\left(\omega_{i} h_{i}\right) \\
& =\left\{1-\prod_{i=1}^{m}\left(1-h_{i}^{\sigma(j)}\right)^{\omega_{i}} \mid j=1, \ldots, l\right\} . \tag{5}
\end{align*}
$$

(ii) The hesitant fuzzy weighted geometric (HFWG) operator:

$$
\begin{align*}
\operatorname{HFWG}\left(h_{1}, h_{2}, \ldots, h_{m}\right) & ={\underset{i=1}{\otimes}\left(h_{i}^{\Phi_{i}}\right)}=\left\{\prod_{i=1}^{m}\left(h_{i}^{\sigma(j)}\right)^{\Phi_{i}} \mid j=1, \ldots, l\right\} .
\end{align*}
$$

## 3. A New Class of HFS Divergence Measures

Axiomatically, a divergence measure of two HFSs satisfies the following items similar to that of fuzzy sets [30] and intuitionistic fuzzy sets [31]:
(i) It is nonnegative and symmetric
(ii) It returns the zero value whenever the two sets coincide

In this contribution, we are going to develop a procedure that estimates the objective weights of criteria by using the concept of divergence measure, needless to say that the criteria weights are computed subjectively or objectively. The former technique computes the criteria weights by taking the thought of decision makers, while the latter technique characterizes the criteria weights by considering the mathematical assessments.

Let $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$ and $h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$ be two length-unified HFEs as described above.

The following formula introduces a class of innovative divergence measures for HFSs:

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\gamma_{1} \Gamma\left(h_{1}^{\delta(j)}\right)+\gamma_{2} \Gamma\left(h_{2}^{\delta(j)}\right)}{\gamma_{1}+\gamma_{2}}\right)-\Gamma\left(\frac{\gamma_{1} h_{1}^{\delta(j)}+\gamma_{2} h_{2}^{\delta(j)}}{\gamma_{1}+\gamma_{2}}\right)\right] \tag{7}
\end{equation*}
$$

where $\Gamma$ is a real convex function, and $\gamma_{k}(k=1,2)$ are the positive and real numbers.

Among all the real convex functions, $\Gamma$ may be chosen as follows:
(i) $\Gamma(h)=p_{1} h+p_{2}$ for $p_{1}, p_{2} \in \Re$ (affine function)
(ii) $\Gamma(h)=\exp (p h)$ for $p \in \Re$ (exponential function)
(iii) $\Gamma(h)=h^{p}$ for $p \geq 1$ (power function)
(iv) $\Gamma(h)=|h|^{p}$ for $p \geq 1$ (absolute-value function)
(v) $\Gamma(h)=-\log (h)$ (logarithmic function)
(vi) $\Gamma(h)=h \times \log (h)$ (combinatorial function)

To simplify the next discussion, hereafter, we only restrict $\Gamma$ by its power type $\Gamma(h)=h^{p}$ for $p \geq 1$ together with $\gamma_{1}=\gamma_{2}=1$. In view of this, we attain the following class of divergence measures for HFSs:

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p}\right], \quad p \geq 1 . \tag{8}
\end{equation*}
$$

Remark 1. It is interesting to note that the measure $\operatorname{Div}_{\Gamma}$ given by (8) will be the divergence measure of Mishra et al. [10] if we set $p=2$.

Before presenting the main properties of divergence measure $\mathrm{Div}_{\Gamma}$ given by (8), we are going to state the following lemma.

Lemma 1. Assume that $h_{j} \geq 0$ for any $1 \leq j \leq n$. Then, it holds that

$$
\begin{equation*}
\sum_{j=1}^{n}\left(h_{j}\right)^{p} \leq\left(\sum_{j=1}^{n} h_{j}\right)^{p} \leq n^{p-1} \sum_{j=1}^{n}\left(h_{j}\right)^{p}, \quad p \geq 1 . \tag{9}
\end{equation*}
$$

Proof. To prove the left-hand inequality, we set $H:=\sum_{j=1}^{n} h_{j}$ and $H_{j}:=h_{j} / H$. Then, we easily find that $0 \leq H_{j} \leq 1$ together with $\sum_{j=1}^{n} H_{j}=1$. Now, from the fact that $\left(H_{j}\right)^{p} \leq H_{j}$ for any $p \geq 1$, we conclude that $\sum_{j=1}^{n}\left(H_{j}\right)^{p} \leq \sum_{j=1}^{n} H_{j}=1$. This implies that $\sum_{j=1}^{n}$ $\left(H_{j}\right)^{p}=\sum_{j=1}^{n}\left(h_{j} / H\right)^{p} \leq 1, \quad$ and $\quad$ therefore, $\quad \sum_{j=1}^{n}\left(h_{j}\right)^{p}$ $\leq H^{p}=\left(\sum_{j=1}^{n} h_{j}\right)^{p}$.

To prove the right-hand inequality, we apply Jensen's inequality

$$
\begin{equation*}
\Gamma\left(\frac{\sum_{j=1}^{n} \gamma_{j} h_{j}}{\sum_{j=1}^{n} \gamma_{j}}\right) \leq \frac{\sum_{j=1}^{n}\left(\gamma_{j} \Gamma\left(h_{j}\right)\right)}{\sum_{j=1}^{n} \gamma_{j}} \tag{10}
\end{equation*}
$$

to $\Gamma(x)=x^{p}$ with $\gamma_{1}=\cdots=\gamma_{n}=1 / n$. Thus, we conclude that $\left(1 / n \sum_{j=1}^{n} h_{j}\right)^{p} \leq \sum_{j=1}^{n} 1 / n\left(h_{j}\right)^{p}$, which implies that $\left(\sum_{j=1}^{n} h_{j}\right)^{p} \leq n^{p-1} \sum_{j=1}^{n}\left(h_{j}\right)^{p}$.

Now, we establish the fundamental aim of this study which is given by the following theorem.

Theorem 1. Suppose that $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$ and $h_{2}=$ $\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$ are two length-unified HFEs. Then, the formula Div $_{\Gamma}\left(h_{1}, h_{2}\right)$ given by (8) presents a divergence measure for any $p \geq 1$.

Proof. It needs to show that the formula $\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)$ satisfies the two items given in the beginning of this section, that is, for any two HFEs $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$ and $h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$, it must be held that

$$
\begin{gather*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) \geq 0  \tag{11}\\
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)=0 \text { if and only if } h_{1} \approx{ }_{E} h_{2} . \tag{12}
\end{gather*}
$$

The proof of relation (11): from Lemma 1, we find that $\left(\sum_{k=1}^{2} h_{k}^{\delta(j)}\right)^{p} \leq 2^{p-1} \sum_{k=1}^{2}\left(h_{k}^{\delta(j)}\right)^{p}$ is true for any $j=1, \ldots, l$. Equivalently,

$$
\begin{equation*}
\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p} \leq \frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2} \tag{13}
\end{equation*}
$$

holds true for any $j=1, \ldots, l$, and hence,

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p}\right] \geq 0, \quad \text { for any } p \geq 1 . \tag{14}
\end{equation*}
$$

The proof of relation (12): assume that $h: \approx{ }_{E} h_{1} \approx{ }_{E} h_{2}$ which means that $h^{\delta(j)}:=h_{1}^{\delta(j)}=h_{2}^{\delta(j)}$ for any $j=1, \ldots, l$. Therefore,
$\operatorname{Div}_{\Gamma}(h, h)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h^{\delta(j)}\right)^{p}+\left(h^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h^{\delta(j)}+h^{\delta(j)}}{2}\right)^{p}\right]=0$.

Conversely, we suppose that $\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)=0$, that is,

$$
\begin{equation*}
\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p}\right]=0, \tag{16}
\end{equation*}
$$

for any $p \geq 1$. This implies that

$$
\begin{equation*}
\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p}=0 \tag{17}
\end{equation*}
$$

for any $j=1, \ldots, l$.

The latter equality is possible if and only if the equalities $h_{1}^{\delta(j)}=h_{2}^{\delta(j)}(j=1, \ldots, l)$ hold true. This finding implies that $h_{1} \approx{ }_{E} h_{2}$.

Theorem 2. Suppose that $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}, \quad h_{2}=$ $\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$, and $h_{3}=\left\{h_{3}^{\delta(j)} \mid j=1, \ldots, l\right\}$ are three length-unified HFEs, and the formula $\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)$ given by (8) presents a divergence measure. Then, for any $h_{1} \prec{ }_{E} h_{2} \prec{ }_{E} h_{3}$, the following inequalities hold true:

$$
\begin{align*}
& \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right) ;,  \tag{18}\\
& \operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right) .
\end{align*}
$$

Proof. Referring to the definition of elementwise ordering of HFEs given by (4), we observe that $h_{1} \leq_{E} h_{2} \leq_{E} h_{3}$ is valid if and only if $h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)} \leq h_{3}^{\delta(j)}$ for any $j=1, \ldots, l$. Therefore, for any $p \geq 1$, we have

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) & =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)^{p}\right] \\
& \leq \frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right]=\operatorname{Di} v_{\Gamma}\left(h_{1}, h_{3}\right), \tag{19}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right) & =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right]  \tag{21}\\
& \leq \frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{2}^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{2}^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right]  \tag{22}\\
& =\operatorname{Di} v_{\Gamma}\left(h_{1}, h_{3}\right) .
\end{align*}
$$

(8) presents a divergence measure. Then, the following equalities hold true:

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{1} \cap h_{2}\right)= & \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right), \\
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{3}\right)= & \frac{1}{2}\left(\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right)\right. \\
& \left.+\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right)\right), \\
\operatorname{Div}_{\Gamma}\left(h_{1} \cap h_{2}, h_{3}\right)= & \frac{1}{2}\left(\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right)\right.  \tag{20}\\
& \left.+\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right)\right) . \tag{23}
\end{align*}
$$

Theorem 3. Suppose that $h_{j}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$, Proof. For any $j=1, \ldots, l$ and $p \geq 1$, we propose the fol$h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$, and $h_{3}=\left\{h_{3}^{\delta(j)} \mid j=1, \ldots, l\right\}$ are three length-unified HFEs, and the formula Div $\left(h_{1}, h_{2}\right)$ given by
lowing proofs.
The proof of relation (21):

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{1} \cup h_{2}\right) & =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\left(h_{1} \cup h_{2}\right)^{\delta(j)}\right)^{p}+\left(\left(h_{1} \cup h_{2}\right)^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{\left(h_{1} \cup h_{2}\right)^{\delta(j)}+\left(h_{1} \cap h_{2}\right)^{\delta(j)}}{2}\right)^{p}\right] \\
& =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}\right)^{p}+\left(\min \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}\right)^{p}}{2}\right)-\left(\frac{\max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}+\min \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}}{2}\right)^{p}\right] . \tag{24}
\end{align*}
$$

In the case where $h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)}$, we easily conclude that and hence,

$$
\begin{align*}
& \max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}=h_{2}^{\delta(j)} \\
& \min \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}=h_{1}^{\delta(j)} \tag{25}
\end{align*}
$$

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{1} \cap h_{2}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{2}^{\delta(j)}\right)^{p}+\left(h_{1}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{2}^{\delta(j)}+h_{1}^{\delta(j)}}{2}\right)^{p}\right]=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) . \tag{26}
\end{equation*}
$$

For the other case, that is, $h_{1}^{\delta(j)} \geq h_{2}^{\delta(j)}$, we conclude again the latter result. Therefore, we have

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{1} \cap h_{2}\right)=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) . \tag{27}
\end{equation*}
$$

The proof of relation (22):

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{3}\right) & =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\left(h_{1} \cup h_{2}\right)^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{\left(h_{1} \cup h_{2}\right)^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right] \\
& =\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{\max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}+h_{3}^{\delta(j)}}{2}\right)^{p}\right] . \tag{28}
\end{align*}
$$

In the case where $h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)}$, the following result is obtained:

$$
\begin{equation*}
\max \left\{h_{1}^{\delta(j)}, h_{2}^{\delta(j)}\right\}=h_{2}^{\delta(j)}, \tag{29}
\end{equation*}
$$

which gives rise to

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{3}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{2}^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{2}^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right]=\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right) . \tag{30}
\end{equation*}
$$

For the other case, that is, $h_{1}^{\delta(j)} \geq h_{2}^{\delta(j)}$, we achieve that

$$
\begin{equation*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{3}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{3}^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{h_{1}^{\delta(j)}+h_{3}^{\delta(j)}}{2}\right)^{p}\right]=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right) . \tag{31}
\end{equation*}
$$

Now, it follows from (30) and (31) that
$\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{2}, h_{3}\right)=\frac{1}{2}\left(\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right)+\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right)\right)$.
The proof of relation (23): the justification of relation (23) is similar to that of relation (22).

Theorem 4. Suppose that $h_{h}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$, $h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$, and $h_{3}=\left\{h_{3}^{\delta(j)} \mid j=1, \ldots, l\right\}$ are three length-unified HFEs, and the formula $\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)$ given by
(8) presents a divergence measure. Then, the following inequalities hold true:

$$
\begin{align*}
& \operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right),  \tag{33}\\
& \operatorname{Div}_{\Gamma}\left(h_{1} \cap h_{3}, h_{2} \cap h_{3}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) . \tag{34}
\end{align*}
$$

Proof. For any $j=1, \ldots, l$ and $p \geq 1$, we offer the following proofs.

The proof of relation (33):

Di $v_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\left(h_{1} \cup h_{3}\right)^{\delta(j)}\right)^{p}+\left(\left(h_{2} \cup h_{3}\right)^{\delta(j)}\right)^{p}}{2}\right)-\left(\frac{\left(h_{1} \cup h_{3}\right)^{\delta(j)}+\left(h_{2} \cup h_{3}\right)^{\delta(j)}}{2}\right)^{p}\right]$

$$
\begin{equation*}
=\frac{1}{l} \sum_{j=1}^{l}\left[\left(\frac{\left(\max \left\{h_{1}^{\delta(j)}, h_{3}^{\delta(j)}\right\}\right)^{p}+\left(\max \left\{h_{2}^{\delta(j)}, h_{3}^{\delta(j)}\right\}\right)^{p}}{2}\right)-\left(\frac{\max \left\{h_{1}^{\delta(j)}, h_{3}^{\delta(j)}\right\}+\max \left\{h_{2}^{\delta(j)}, h_{3}^{\delta(j)}\right\}}{2}\right)^{p}\right] . \tag{35}
\end{equation*}
$$

Accordingly, all the possible cases are as follows:

$$
\begin{align*}
& h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)} \leq h_{3}^{\delta(j)},  \tag{36}\\
& h_{2}^{\delta(j)} \leq h_{1}^{\delta(j)} \leq h_{3}^{\delta(j)},  \tag{37}\\
& h_{1}^{\delta(j)} \leq h_{3}^{\delta(j)} \leq h_{2}^{\delta(j)}, \tag{38}
\end{align*}
$$

$$
\begin{align*}
& h_{2}^{\delta(j)} \leq h_{3}^{\delta(j)} \leq h_{1}^{\delta(j)},  \tag{39}\\
& h_{3}^{\delta(j)} \leq h_{1}^{\delta(j)} \leq h_{2}^{\delta(j)},  \tag{40}\\
& h_{3}^{\delta(j)} \leq h_{2}^{\delta(j)} \leq h_{1}^{\delta(j)} . \tag{41}
\end{align*}
$$

From the first case to the last case which are labelled by (36)-(41), we conclude, respectively, that

$$
\begin{aligned}
& \operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{3}, h_{3}\right), \\
& \operatorname{Div}_{\Gamma}\left(h_{2} \cup h_{3}, h_{2} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{3}, h_{3}\right), \\
& \operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right), \\
& \operatorname{Div}_{\Gamma}\left(h_{2} \cup h_{3}, h_{1} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right), \\
& \operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right), \\
& \operatorname{Div}_{\Gamma}\left(h_{2} \cup h_{3}, h_{1} \cup h_{3}\right)=\operatorname{Div}_{\Gamma}\left(h_{2}, h_{1}\right) .
\end{aligned}
$$

Clearly, the first case and the second case (i.e, equations (36) and (37)) give rise to $\operatorname{Div}_{\Gamma}\left(h_{3}, h_{3}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)$, and moreover, the third case and the fourth case (i.e, equations (38) and (39)) result in $\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right), \operatorname{Div}_{\Gamma}$ $\left(h_{1}, h_{3}\right) \leq \operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)$. Therefore, by taking all the above results into consideration, we find that

$$
\begin{align*}
\operatorname{Div}_{\Gamma}\left(h_{1} \cup h_{3}, h_{2} \cup h_{3}\right)= & \operatorname{Div}_{\Gamma}\left(h_{3}, h_{3}\right)+\operatorname{Div}_{\Gamma}\left(h_{3}, h_{3}\right)+\operatorname{Div}_{\Gamma}\left(h_{2}, h_{3}\right) \\
& +\operatorname{Div}_{\Gamma}\left(h_{1}, h_{3}\right)+\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)+\operatorname{Div}_{\Gamma}\left(h_{2}, h_{1}\right)  \tag{43}\\
\leq & \frac{1}{6}(\underbrace{\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)+\cdots+\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right)}_{6})=\operatorname{Div}_{\Gamma}\left(h_{1}, h_{2}\right) .
\end{align*}
$$

The proof of relation (34): it is proved in a similar way as the proof of inequality (33).

## 4. Hesitant Fuzzy Additive Ratio Assessment (HFARAS)

In this part of contribution, we modify the framework of hesitant fuzzy additive ratio assessment (HFARAS) which was initiated by Mishra et al. [10]. They used mainly the concept of divergence measure for developing the complex multiple criteria decision-making methodology. This work concentrates more on the methodology of Mishra et al. [10], in which a class of fruitful divergence measures for HFSs is employed instead. The resulted methodology is constituted by the following steps:

Step 1. We initially form each individual decision matrix corresponding to the evaluation of experts $\epsilon_{k}(k=1, \ldots, r)$ as follows:

$$
\epsilon_{k} D=\left[\begin{array}{cccc}
C_{1} & C_{2} & \ldots & C_{n}  \tag{44}\\
A_{1} & \epsilon_{k} h_{11} & \epsilon_{k} h_{12} & \epsilon_{k} h_{1 n} \\
A_{2} & { }^{\epsilon_{k}} h_{21} & \epsilon_{k} h_{22} & { }_{k} h_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{m} & { }^{\epsilon_{k}} h_{m 1} & { }^{\epsilon_{k}} h_{m 2} & \epsilon_{k} h_{m n}
\end{array}\right]
$$

in which the HFS array ${ }^{\epsilon_{k}} h_{i j}(i=1, \ldots, m, j=1, \ldots, n)$ indicates the rating of alternative $A_{i}$ corresponding to the criterion $C_{j}$ with the weight of $\omega_{j}$.

By the way, the degree of significant for each expert $\epsilon_{k}$ $(k=1, \ldots, r)$ is computed by the use of

$$
\begin{equation*}
\omega_{\epsilon_{k}}=\frac{\sum_{t=1}^{l} \epsilon_{k} h_{i j}^{\delta(t)}}{\sum_{k=1}^{r}\left(\sum_{t=1}^{l} \epsilon_{k} h_{i j}^{\delta(t)}\right)}, \quad(i=1, \ldots, m, j=1, \ldots, n) \tag{45}
\end{equation*}
$$

where ${ }^{\varepsilon_{k}} h_{i j}=\left\{{ }^{\varepsilon_{k}} h_{i j}^{\delta(t)} \mid t=1, \ldots, l\right\}$. Furthermore, it is easily seen that $\varrho_{\epsilon_{k}} \geq 0$ and $\sum_{k=1}^{r} \oplus_{\epsilon_{k}}=1$.

Step 2. We aggregate all the individual decision matrices into the aggregated matrix:

$$
D=\left[\begin{array}{cccc}
C_{1} & C_{2} & \cdots & C_{n}  \tag{46}\\
A_{1} & h_{11} & h_{12} & h_{1 n} \\
A_{2} & h_{21} & h_{22} & h_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
A_{m} & h_{m 1} & h_{m 2} & h_{m n}
\end{array}\right],
$$

in which

$$
\begin{equation*}
h_{i j}=\left\{\cup_{\epsilon_{1} h_{i j}^{\delta(t)} \epsilon^{\epsilon_{1}} h_{i j}, \ldots,{ }_{r}^{\epsilon_{r}} h_{i j}^{\delta(t)} \epsilon^{\epsilon_{r}} h_{i j}}\left\{1-\prod_{k=1}^{r}\left(1-{ }^{\epsilon_{k}} h_{i j}^{\delta(t)}\right)^{\varpi_{\epsilon_{k}}}\right\} \mid t=1, \ldots, l\right\} \tag{47}
\end{equation*}
$$

for any $i=1, \ldots, m$ and $j=1, \ldots, n$.
4.1. The Intermediate Steps. Now, if we use the intermediate steps, then the weight of criteria is to be computed based on the two parameters: rationality degree and importance degree.

### 4.2. The Rationality Degree

(1) If we employ a divergence measure Div, we then find the support degree between the criteria $C_{j}$ and $C_{l}$ as

$$
\begin{align*}
& S\left(h_{i j}, h_{i l}\right)=1-\operatorname{Di} v\left(h_{i j}, h_{i l}\right)  \tag{48}\\
& (i=1, \ldots, m, j, l=1, \ldots, n, j \neq l)
\end{align*}
$$

(2) Using the support degree $S$, we are able to calculate the total support degree,

$$
\begin{align*}
& \operatorname{TS}\left(h_{i j}\right)=\sum_{l=1, l=j}^{n} S\left(h_{i j}, h_{i l}\right)  \tag{49}\\
& (i=1, \ldots, m, j, l=1, \ldots, n)
\end{align*}
$$

for any $h_{i j}$ over the criteria $C_{j}$.
(3) The utilization of total support degree TS leads to the rationality degree

$$
\begin{array}{r}
R_{j}=\frac{1}{m} \sum_{i=1}^{m} T S\left(h_{i j}\right)  \tag{50}\\
(j=1, \ldots, n)
\end{array}
$$

in which $0 \leq R_{j} \leq 1$.
(4) By using the rationality degree $R_{j}$, we attain the overall rationality degree

$$
\begin{equation*}
O R_{j}=\frac{R_{j}}{\sum_{j=1}^{n} R_{j}}, \quad(j=1, \ldots, n) \tag{51}
\end{equation*}
$$

where $0 \leq O R_{j} \leq 1$.

### 4.3. The Importance Degree

(1) We calculate the individual importance degree matrix $\epsilon_{k} I$ as follows:

$$
\epsilon_{k} I=\left[\begin{array}{cccc}
C_{1} & C_{2} & \cdots & C_{n}  \tag{52}\\
\epsilon_{1} & \epsilon_{1} I_{1} & \epsilon_{1} I_{2} & { }^{\epsilon_{1}} I_{n} \\
\epsilon_{2} & \epsilon_{2} I_{1} & \epsilon_{2} I_{2} & \epsilon_{2} I_{n} \\
\vdots & \vdots & \vdots & \vdots \\
\epsilon_{r} & \epsilon_{r} I_{1} & \epsilon_{r} I_{2} & \epsilon_{r} h_{n}
\end{array}\right],
$$

where ${ }^{\epsilon_{k}} I_{j}$ denotes the importance degree of criterion $C_{j}$ given by the $k^{\text {th }}$ expert.
Now, all the individual importance degree matrices can be aggregated into the matrix:

$$
I=\left[\begin{array}{ccc}
C_{1} & C_{2} & \cdots C_{n}  \tag{53}\\
\varepsilon_{k} & I_{1} & I_{2} \\
I_{n}
\end{array}\right]
$$

in which

$$
\begin{equation*}
I_{j}=\left\{U_{\epsilon_{1} I_{j}^{\delta(t)} \epsilon_{1}^{\epsilon_{1}} I_{j}, \ldots .,,_{r}^{\epsilon_{r}} j_{j}^{\delta(t)} \epsilon^{\epsilon_{r} I_{j}}}\left\{1-\prod_{k=1}^{r}\left(1-^{\epsilon_{k}} I_{j}^{\delta(t)}\right)^{\omega_{\epsilon_{k}}}\right\} \mid t=1, \ldots, l\right\} \tag{54}
\end{equation*}
$$

for any $j=1, \ldots, n$.
(2) The utilization of aggregated degree $I_{j}$ leads to the overall importance degree:

$$
\begin{equation*}
O I_{j}=\frac{s\left(I_{j}\right)}{\sum_{j=1}^{n} s\left(I_{j}\right)}, \quad(j=1, \ldots, n) \tag{55}
\end{equation*}
$$

where $s$ denotes the score function given by (2), and moreover, $0 \leq O I_{j} \leq 1$.
Now, with the parameters of overall rationality degree $O R_{j}$ and overall importance degree $O I_{j}$ given, respectively, by (51) and (55), it derives the subjective weights of criteria as

$$
\begin{equation*}
\omega_{j}=\theta O R_{j}+(1-\theta) O I_{j}, \quad(j=1, \ldots, n) \tag{56}
\end{equation*}
$$

where $0 \leq \theta \leq 1$ indicates the adjustment coefficient.
It is worthwhile to mention that the coefficient $\theta$ is chosen in accordance with the actual demand of decision
maker, that is, the maximum value of $\theta$ stands for the superior influence of rationality degree of criteria in the assessment, and the minimum value of $\theta$ indicates the lesser influence of importance degree of criteria.

Step 3. We evaluate the $j^{\text {th }}$ element of optimal significance rating by the help of

$$
h_{O}^{j}= \begin{cases}\max _{1 \leq i \leq m}\left\{h_{i j}\right\}, & j \in C_{\text {benefit }}  \tag{57}\\ \min _{1 \leq i \leq m}\left\{h_{i j}\right\}, & j \in C_{\text {cost }}\end{cases}
$$

for $j=1, \ldots, n$, which results in the optimal significance rating $h_{O}=\sum_{j=1}^{n} h_{O}^{j}$.

Step 4. We are able to normalize each array of aggregated hesitant fuzzy decision matrix by using the transformation

$$
{ }^{\aleph} h_{i j}= \begin{cases}\frac{h_{i j}}{\max _{1 \leq i \leq m}\left\{s\left(h_{i j}\right)\right\}}, & j \in C_{\text {benefit }}  \tag{58}\\ 1-\frac{h_{i j}}{\max _{1 \leq i \leq m}\left\{s\left(h_{i j}\right)\right\}}, & j \in C_{\text {cost }}\end{cases}
$$

where $s$ denotes the score function given by (2).

Step 5. We calculate the weighted normalized form of decision matrix as

$$
\begin{equation*}
\left.{ }^{\omega \aleph} h_{i}={\underset{j=1}{n}\left(\omega_{j}^{\mathbb{N}} h_{i j}\right)=\left\{U_{{ }^{\mathbb{N}}}^{h_{i 1}^{\delta(t)} \epsilon^{\mathbb{N}}} h_{i 1}, \ldots,{ }^{\mathbb{N}} h_{i n}^{\delta(t)} \epsilon^{\mathbb{N}} h_{i n}\right.}\left\{1-\prod_{j=1}^{n}\left(1-{ }^{\aleph} h_{i j}^{\delta(t)}\right)^{\omega_{j}}\right\} \mid t=1, \ldots, l\right\}, \tag{59}
\end{equation*}
$$

for any $i=1, \ldots, m$.
Step 6. We obtain the overall performance rating in terms of

$$
\begin{equation*}
O P_{i}=s\left({ }^{\omega \aleph} h_{i}\right),(i=1, \ldots, m), \tag{60}
\end{equation*}
$$

in which $s$ stands for the score function given by (2).
With the help of parameter $O P_{i}$, we can estimate the preference of options. That means that the greatest value of $O P_{i}$ specifies the best option, and its lowest value characterizes the worst one.

However, besides the above selection option, we may assess the optimal option in accordance with the relative impact of that option being called the utility degree and evaluated by

$$
\begin{equation*}
U_{i}=\frac{O P_{i}}{h_{O}} . \quad(i=1, \ldots, m) \tag{61}
\end{equation*}
$$

The largest value of $U_{i}$ determines the desirable one.

## 5. Case Study of the COVID-19 Coronavirus

COVID-19 is the most recognized and thoroughly known virus by humans in the recent times. According to the World Health Organization report on November 29, 2020, more than $62,570,316$ cases of COVID-19 across the world have been estimated which cause more than $1,466,426$ deaths and $44,671,725$ recovered persons [32]. Using data from the aforementioned report, most people with COVID-19 are associated with the symptoms and signs including fever ( $83 \%-99 \%$ ), cough ( $59 \%-82 \%$ ), fatigue $(44 \%-70 \%)$, anorexia $(40 \%-84 \%)$, shortness of breath $(31 \%-40 \%)$, sputum production ( $28 \%-33 \%$ ), and myalgias ( $11 \%-35 \%$ ) [33, 34].

In this contribution, we have selected five medicines to manage the critical care of COVID-19 patients [35] including LPV/RTV-IFNb $\left(A_{1}\right)$, favipiravir $\left(A_{2}\right)$, LPV/RTV $\left(A_{3}\right)$, remdesivir $\left(A_{4}\right)$, and hydroxychloroquine $\left(A_{5}\right)$.

However, what is to be noted here is that the antiviral drugs should be considered not only for their impact on
signs but also for their probable side effects and performance. To do this task, we have chosen the following parameters: anorexia $\left(C_{1}\right)$, cough $\left(C_{2}\right)$, fatigue $\left(C_{3}\right)$, fever $\left(C_{4}\right)$, myalgia $\left(C_{5}\right)$, shortness of breath $\left(C_{6}\right)$, and sputum production $\left(C_{7}\right)[15,17,33]$. In order to select an ideal drug, Mishra et al. [10] presented the assessment values in the form of linguistic variables together with hesitant fuzzy preference degrees as those given in Table 1.

Now, if we employ the algorithm of hesitant fuzzy additive ratio assessment (HFARAS) presented thoroughly in Section 4 to the abovementioned problem, then each step of algorithm can be carried out as follows.

Step 7. On the basis of data given in Table 1 and relation (45), we get the degree of significant $\oplus_{\epsilon_{k}}$ for each expert $\epsilon_{k}$ ( $k=1,2,3$ ) as

$$
\begin{equation*}
\varpi_{\epsilon_{1}}=0.3372, \omega_{\epsilon_{2}}=0.2674, \varpi_{\epsilon_{3}}=0.3953 \tag{62}
\end{equation*}
$$

Moreover, Table 2 provides the evaluation of five drugs performance in accordance with the seven criteria for each of three experts.

Step 8. The opinions of three experts are aggregated using formula (47), and this leads to results expressible in the form given in Table 3.
5.1. Comparison of Divergence-Initiated Weights. In this part of Section 5, we are interested to perform a comparison between the weight values concluded from the proposed and the exiting divergence measures $[19,36]$ to demonstrate more capabilities of the proposed ones.

Let $h_{1}=\left\{h_{1}^{\delta(j)} \mid j=1, \ldots, l\right\}$ and $h_{2}=\left\{h_{2}^{\delta(j)} \mid j=1, \ldots, l\right\}$ be two length-unified HFEs. Mishra et al. [19] and Mishra et al. [36] introduced, respectively, the exponential form of HFE divergence measures:

Table 1: The assessment ratings of criteria.

| Linguistic variable | Hesitant preference degree |
| :--- | :---: |
| Extremely preferred (EP) | $(0.90,1.00)$ |
| Strongly preferred (SP) | $(0.80,0.90)$ |
| Preferred (P) | $(0.65,0.80)$ |
| Medium (M) | $(0.50,0.65)$ |
| Undesirable (U) | $(0.35,0.50)$ |
| Strongly undesirable (SU) | $(0.20,0.35)$ |
| Extremely undesirable (EU) | $(0.00,0.20)$ |

Table 2: The linguistic variable-based data of the evaluation matrix.

| Criteria | Experts | Alternatives |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A1 | A2 | A3 | A4 | A5 |
| C1 | $\epsilon 1$ | P | M | M | SP | M |
|  | $\epsilon 2$ | M | P | SP | SM | P |
|  | $\epsilon 3$ | M | P | M | SP | M |
| C2 | $\epsilon 1$ | M | P | P | P | P |
|  | $\epsilon 2$ | M | M | M | P | P |
|  | $\epsilon 3$ | P | U | P | M | M |
| C3 | $\epsilon 1$ | U | M | M | M | U |
|  | $\epsilon 2$ | M | U | M | P | P |
|  | $\epsilon 3$ | M | P | M | M | P |
| C4 | $\epsilon 1$ | P | M | M | M | M |
|  | $\epsilon 2$ | M | M | P | M | M |
|  | $\epsilon 3$ | P | P | P | P | P |
| C5 | $\epsilon 1$ | M | M | U | M | SU |
|  | $\epsilon 2$ | U | SU | U | P | M |
|  | $\epsilon 3$ | U | M | M | P | P |
| C6 | $\epsilon 1$ | U | U | SU | P | U |
|  | $\epsilon 2$ | M | U | P | M | P |
|  | $\epsilon 3$ | SU | M | U | U | SU |
| C7 | $\epsilon 1$ | U | M | SU | P | M |
|  | $\epsilon 2$ | $\mathrm{U}$ | $\mathrm{U}$ | M | U | SU |
|  | $\epsilon 3$ | SU | SU | U | M | U |

Table 3: The aggregated form of experts' opinions.

| Criteria | Alternatives |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | A1 | A2 | A3 | A4 |  |
| C1 | 0.684 | 0.666 | 0.696 | 0.804 | 0.604 |
| C2 | 0.608 | 0.554 | 0.633 | 0.649 | 0.690 |
| C3 | 0.512 | 0.572 | 0.549 | 0.680 | 0.615 |
| C4 | 0.633 | 0.608 | 0.633 | 0.624 | 0.548 |
| C5 | 0.450 | 0.476 | 0.454 | 0.729 | 0.547 |
| C6 | 0.423 | 0.454 | 0.469 | 0.600 | 0.381 |
| C7 | 0.370 | 0.373 |  |  |  |

Table 4: The values of $\omega_{j}$ corresponding to the divergence measures $\operatorname{Div}_{M 3}$ and $\operatorname{Div}_{M 4}$.

[^0]\[

$$
\begin{align*}
& \operatorname{Div}_{M 1}\left(\left(h_{1}, h_{2}\right)\right)=\frac{1}{l} \sum_{j=1}^{l}\left[\begin{array}{l}
1-\left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}-h_{1}^{\delta(j)}-h_{1}^{l-\delta(j)+1}}{2}\right)- \\
\left(\frac{2-h_{1}^{\delta(j)}-h_{1}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}-h_{2}^{\delta(j)}-h_{2}^{l-\delta(j)+1}}{2}\right)
\end{array}\right]  \tag{63}\\
& \frac{1}{l} \sum_{j=1}^{l}\left[\begin{array}{l}
1-\left(\frac{h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}-h_{2}^{\delta(j)}-h_{2}^{l-\delta(j)+1}}{2}\right)- \\
\left(\frac{2-h_{2}^{\delta(j)}-h_{2}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}-h_{1}^{\delta(j)}-h_{1}^{l-\delta(j)+1}}{2}\right)
\end{array}\right], \\
& {\left[\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}+h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{4}\right) \exp \left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}+h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{4}\right)+} \\
& \left(\frac{4-h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}+h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{4}\right) \exp \left(\frac{4-h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}+h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{4}\right) \\
& \operatorname{Div}_{M 2}\left(h_{1}, h_{2}\right)=\frac{1}{l \sqrt{e}(\sqrt{e}-1)} \sum_{j=1}^{l} \\
& {\left[\begin{array}{l}
-\frac{1}{2}\left[\begin{array}{l}
\left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{1}^{\delta(j)}+h_{1}^{l-\delta(j)+1}}{2}\right)+\left(\frac{2-h_{1}^{\delta(j)}-h_{1}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{2-h_{1}^{\delta(j)}-h_{1}^{l-\delta(j)+1}}{2}\right)+ \\
\left(\frac{h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{h_{2}^{\delta(j)}+h_{2}^{l-\delta(j)+1}}{2}\right)+\left(\frac{2-h_{2}^{\delta(j)}-h_{2}^{l-\delta(j)+1}}{2}\right) \exp \left(\frac{2-h_{2}^{\delta(j)}-h_{2}^{l-\delta(j)+1}}{2}\right)
\end{array}\right]
\end{array}\right]} \tag{64}
\end{align*}
$$
\]

Before going more deeply into the definition of next existing divergence measures, we here point out that the latter measures cannot discriminate different HFEs correctly in some situations. This happens especially when a HFE contains elements with the condition

$$
\begin{equation*}
h_{k}^{\delta(j)}+h_{k}^{l-\delta(j)+1}=1 \tag{65}
\end{equation*}
$$

for any $j=1, \ldots, l$ and $k=1,2$. In this situation,

$$
\begin{align*}
& \operatorname{Div}_{M 3}\left(h_{1}, h_{2}\right)=0,  \tag{66}\\
& \operatorname{Div}_{M 4}\left(h_{1}, h_{2}\right)=0,
\end{align*}
$$

which are not logical and give rise to inconsistent and inaccurate outcomes.

Bearing the abovementioned shortcoming of $\mathrm{Div}_{M 1}$ and $\operatorname{Div}_{M 2}$ in mind, we only examine in detail the next exiting divergence measures together with the proposed ones in the current contribution.

Now, we are going to review the following HFE divergence measures, which were, respectively, introduced by Mishra et al. [10] and Mishra et al. [20]:

$$
\begin{equation*}
\operatorname{Div}_{M 3}\left(h_{1}, h_{2}\right)=\frac{1}{l(\sqrt{2}-1)} \sum_{j=1}^{l}\left[\sqrt{\left(\frac{\left(h_{1}^{\delta(j)}\right)^{2}+\left(h_{2}^{\delta(j)}\right)^{2}}{2}\right)}-\left(\frac{h_{1}^{\delta(j)}+h_{2}^{\delta(j)}}{2}\right)\right], \tag{67}
\end{equation*}
$$

Table 5: The values of $\omega_{j}$ corresponding to the proposed divergence measure $\operatorname{Div}_{\Gamma}$.

| Criteria |  |  | $\omega_{j}^{\Gamma}$ | $P=1.6$ | $P=1.8$ | $P=2.0$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| C1 | $P=1.0$ | $P=1.2$ | $P=1.4$ | $P=1.6$ |  |  |  |
| C2 | 0.1499 | 0.1499 | 0.1499 | 0.1500 | 0.1500 | 0.1500 |  |
| C3 | 0.1630 | 0.1630 | 0.1630 | 0.1630 | 0.1630 | 0.1446 | 0.1447 |
| C4 | 0.1445 | 0.1446 | 0.1446 | 0.1446 | 0.1756 | 0.1757 |  |
| C5 | 0.1756 | 0.1756 | 0.1756 | 0.1756 | 0.1175 |  |  |
| C6 | 0.1173 | 0.1174 | 0.1174 | 0.1174 | 0.1269 |  |  |
| C7 | 0.1267 | 0.1268 | 0.1268 | 0.1268 | 0.1269 | 0.1223 |  |



Figure 1: The combined criteria weights $\omega_{j}$ corresponding to the divergence measure $\operatorname{Div}_{M 3}$.
and

$$
\begin{equation*}
\operatorname{Div}_{M 4}\left(h_{1}, h_{2}\right)=\frac{1}{l\left(2^{(1-(p / 2))}-1\right)} \sum_{j=1}^{l}\left[\sqrt{\left(\frac{\left(h_{1}^{\delta(j)}\right)^{2}+\left(h_{2}^{\delta(j)}\right)^{2}}{2}\right)^{p}}-\left(\frac{\left(h_{1}^{\delta(j)}\right)^{p}+\left(h_{2}^{\delta(j)}\right)^{p}}{2}\right)\right], \quad p>0 \text { and }(p \neq 2) \tag{68}
\end{equation*}
$$

Let us return back again to the algorithm of HFARAS presented in Section 4, and we execute the steps from Step 8 to Step 12 of that framework.

In order to perform the intermediate steps and obtaining the rationality degree and the importance degree, we incorporate the divergence measures $\mathrm{Div}_{M 3}, \operatorname{Div}_{M 4}$, and $\mathrm{Div}_{\Gamma}$ given, respectively, by (67), (68), and (8) into (48). Then, to save more space for convenient storage, we present only the combined criteria weights $\omega_{j}(j=1, \ldots, n)$ which are given by (56). All the results are, respectively, given in Table 4 and Table 5, and they are correspondingly shown in Figures 1-3.

Step 9. It is needless to say that for the three different di-vergence-based processes, the relation (57) returns the optimal performance rating vector of drug options in the form of

$$
\begin{equation*}
\left.h_{O}^{j}\right|_{j=1} ^{7}=\{0.804,0.690,0.680,0.644,0.729,0.600,0.604\}, \tag{69}
\end{equation*}
$$

which is extracted from Table 3.

Step 10. Since all the criteria are cost-based criteria, therefore, we do not need to normalize them.


Figure 2: The combined criteria weights $\omega_{j}$ corresponding to the divergence measure $\operatorname{Div}_{M 4}$. The sixth column is not preserved due to "Not-A-Number" value.


Figure 3: The combined criteria weights $\omega_{j}$ corresponding to the divergence measure $\operatorname{Div}_{\Gamma}$.

Table 6: The weighted normalized form of decision matrix corresponding to the divergence measure Div $_{M 3}$.

| Criteria | Alternatives |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | A1 | A2 | A3 | A4 | A5 |
| C1 | 0.1028 | 0.1001 | 0.1046 | 0.1208 | 0.1124 |
| C2 | 0.0990 | 0.0902 | 0.1031 | 0.1057 | 0.0891 |
| C3 | 0.0742 | 0.0829 | 0.0795 | 0.0985 | 0.1132 |
| C4 | 0.113 | 0.1069 | 0.1113 | 0.1097 | 0.0645 |
| C5 | 0.0530 | 0.0560 | 0.0534 | 0.0858 | 0.0695 |
| C6 | 0.0538 | 0.0577 | 0.0596 | 0.0763 | 0.0463 |
| C7 | 0.0449 | 0.0453 | 0.0787 |  |  |

Table 7: The weighted normalized form of decision matrix corresponding to the divergence measure $\operatorname{Div}_{M 4}$ (for $p=1.0$ ).

| Criteria | Alternatives |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | A1 | A2 | A3 | A4 | A5 |
| C1 | 0.1028 | 0.1001 | 0.1046 | 0.1208 | 0.0907 |
| C2 | 0.0990 | 0.0902 | 0.1031 | 0.1057 | 0.0891 |
| C3 | 0.0742 | 0.0829 | 0.0795 | 0.0985 | 0.1132 |
| C4 | 0.113 | 0.1069 | 0.1113 | 0.1097 | 0.0645 |
| C5 | 0.0530 | 0.0560 | 0.0534 | 0.0858 | 0.0695 |
| C6 | 0.0538 | 0.0577 | 0.0596 | 0.0763 | 0.0463 |
| C7 | 0.0449 | 0.0453 | 0.0487 | 0.0733 |  |

Table 8: The weighted normalized form of decision matrix corresponding to the divergence measure $\operatorname{Div}_{\Gamma}$ (for $p=1.0$ ).

| Criteria |  | Alternatives |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | A1 | A2 | A3 | A5 |  |
| C1 | 0.1025 | 0.0998 | 0.1043 | 0.1205 | 0.0905 |
| C2 | 0.0991 | 0.0903 | 0.1032 | 0.1058 | 0.088 |
| C3 | 0.0740 | 0.1068 | 0.0793 | 0.0983 | 0.1131 |
| C4 | 0.111 | 0.0558 | 0.1111 | 0.1096 | 0.0643 |
| C5 | 0.0528 | 0.0575 | 0.0533 | 0.0855 | 0.0693 |
| C6 | 0.0536 | 0.0459 | 0.0594 | 0.0760 | 0.0468 |
| C7 | 0.0455 |  | 0.0742 |  |  |

The other data of divergence measures $\operatorname{Div}_{M 4}$ and $\operatorname{Div}_{\Gamma}$ for $p=1.2,1.4,1.6,1.8,2.0$ are saved and not expressed in Table 7 and Table 8 due to space limitations.

Step 11. The weighted normalized form of decision matrices corresponding to the divergence measures $\operatorname{Div}_{M 3}, \operatorname{Div}_{M 4}$, and $\mathrm{Div}_{\Gamma}$ are, respectively, given in Tables 6, 7, and 8.

Step 12. The preference orders for the drug options in accordance with the considered divergence measures $\mathrm{Div}_{M 3}$, $\operatorname{Div}_{M 4}$, and $\operatorname{Div}_{\Gamma}$ are determined as those shown in Figures 4-6.

As can be observed, the preference order for the drug options corresponding to all three cases remains the same as follows:

Remdesivir $\left(A_{4}\right) \succ$ hydroxychloroquine $\left(A_{5}\right)$

$$
\begin{equation*}
\succ \frac{\mathrm{LPV}}{\operatorname{RTV}}\left(A_{3}\right) \succ \frac{\mathrm{LPV}}{\mathrm{RTV}}-\operatorname{IFN} b\left(A_{1}\right) \succ \text { favipiravir }\left(A_{2}\right) \tag{70}
\end{equation*}
$$

and the desirable drug option is remdesivir $\left(A_{4}\right)$.
Although the final outcome of two existing divergence measures $\mathrm{Div}_{M 3}$ and $\mathrm{Div}_{M 4}$ is coincided with that of the proposed divergence measure $\mathrm{Div}_{\Gamma}$, two major issues need to be addressed here:
(i) The parametric divergence measure $\operatorname{Div}_{\Gamma}$ provides us with a class of divergence values (based on the parameter $p \geq 1$ ) wider than that of the nonparametric divergence measure $\operatorname{Div}_{M 3}$, which is contained in the former as a special case;
(ii) Both divergence measures $\operatorname{Div}_{\Gamma}$ and $\mathrm{Div}_{M 4}$ are parametric, but the latter one is meaningless when $p=2$, and this shortcoming is not going to be visible in the former one.


Figure 4: The value of alternatives corresponding to the divergence measure $\operatorname{Div}_{M 3}$.


Figure 5: The value of alternatives corresponding to the divergence measure Div $_{M 4}$. The sixth column is not preserved due to "Not-ANumber" value.


Figure 6: The value of alternatives corresponding to the divergence measure $\operatorname{Div}_{\Gamma}$.

## 6. Conclusions

This contribution offers an ARAS framework being based on the HFS divergence measure for evaluating mainly the criteria weights. The prominent role of HFS divergence measures are apparent in their parametrically and symmetrically properties.

Other main contributions of the present work are summarized as follows:
(1) Investigating of several properties for the proposed divergence measures
(2) Pointing out the counter-intuitive cases corresponding to the existing divergence measures versus the proposed ones
(3) Illustrating the validity and more applicability of the proposed divergence-based decision-making methodology
The direction of future work of this research may be focused on the other applications such as renewable energy technology selection, optimal selection of antiviral therapy for the mild symptoms of COVID-19, and other applications in the process of bid evaluation [37] and reverse logistics [38], [39].
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#### Abstract

In this paper, the economic management data envelope is analyzed by an algorithm for clustering incomplete data, a local search method based on reference vectors is designed in the algorithm to improve the accuracy of the algorithm, and a final solution selection method based on integrated clustering is proposed to obtain the final clustering results from the last generation of the solution set. The proposed algorithm and various aspects of it are tested in comparison using benchmark datasets and other comparison algorithms. A time-series domain partitioning method based on fuzzy mean clustering and information granulation is proposed, and a time series prediction method is proposed based on the domain partitioning results. Firstly, the fuzzy mean clustering method is applied to initially divide the theoretical domain of the time series, and then, the optimization algorithm of the theoretical domain division based on information granulation is proposed. It combines the clustering algorithm and the information granulation method to divide the theoretical domain and improves the accuracy and interpretability of sample data division. This article builds an overview of data warehouse, data integration, and rule engine. It introduces the business data integration of the economic management information system data warehouse and the data warehouse model design, taking tax as an example. The fuzzy prediction method of time series is given for the results of the theoretical domain division after the granulation of time-series information, which transforms the precise time-series data into a time series composed of semantic values conforming to human cognitive forms. It describes the dynamic evolution process of time series by constructing the fuzzy logical relations to these semantic values to obtain their fuzzy change rules and make predictions, which improves the comprehensibility of prediction results. Finally, the prediction experiments are conducted on the weighted stock price index dataset, and the experimental results show that applying the proposed time-series information granulation method for time series prediction can improve the accuracy of the prediction results.


## 1. Introduction

Clustering is an unsupervised data mining method. The basic idea is to measure the similarity between the data based on the intrinsic properties of the data and classify the samples with greater similarity into the same class and those with less similarity into different classes [1]. In the field of finance, clustering is widely used in problems, such as personal credit collection and risk identification of listed companies. However, in specific applications, traditional clustering algorithms cannot handle high-dimensional data well. The presence of a large amount of noise and redundant
features makes it very unlikely that clusters exist in all dimensions. As the sample dimensionality increases, the distance difference between the samples becomes smaller, and the data becomes sparse in the high-dimensional space [2]. It is shown that in the processing of high-dimensional data, low-dimensional feature subspaces can approximate the high-dimensional data features. The subspace clustering methods follow this idea and seek to identify the different classes of clusters in different feature subspaces in the same dataset. Since the features of different classes of data may correspond to different feature subspaces, and the feature dimensions composing these feature subspaces
may also be different, it is more difficult to identify the class clusters in the original feature space. The subspace clustering algorithm divides the original feature space to obtain several different feature subspaces and identifies the possible class clusters from the feature subspaces. Many subspace clustering algorithms have been proposed in the existing research for clustering high-dimensional data [3]. However, these algorithms are optimized for a single objective function and adopt a greedy search strategy, and thus, they have the disadvantages of being sensitive to the initial points and easily falling into local optima. Moreover, optimizing multiple objective functions simultaneously can improve the robustness of the algorithm to different data.

Clustering analysis is one of the important techniques in the field of data mining and machine learning and has been widely used in several fields, including information granulation, image processing, bioinformatics, security assurance, web search, etc. The so-called clustering is to divide the sample objects in a dataset into different class clusters, where the sample objects in similar clusters are highly similar, while those in different class clusters are less similar. The role of clustering as an unsupervised learning technique in identifying the unlabeled data structures cannot be ignored [4]. For different division methods of samples, the existing clustering methods can be classified as hierarchical clustering methods, divisive clustering methods, grid-based clustering methods, density-based clustering methods, and other clustering methods. The existing clustering algorithms can also be roughly classified into two main categories: hierarchical clustering methods and divisive clustering methods [5]. Besides, the clustering algorithms can be classified into hard clustering algorithms and soft clustering algorithms based on other classification criteria. After years of research and development, many clustering algorithms have been widely used. Although there are several clustering algorithms in the field of clustering analysis, each algorithm has its unique method for discovering the underlying data structure in a dataset. However, different algorithms processing the same dataset may produce different clustering results, and it is difficult for us to evaluate which clustering result is more consistent with the data structure of that dataset without supervised information [6]. Completely random missing means that the missing values are lost completely at random, and the tendency of the data points to be missing is independent of their hypothetical values and the values of other variables. Random missing means that the missing values are missing because of some observed data and the tendency of the data points to be missing is independent of the missing data, however, it is related to some observed data. Nonrandom missing means that the missing values are not lost randomly but for a reason. Usually, the reason is that the missing value depends on the assumed value or the value of another variable.

Because of the existence of data sets containing missing data, the traditional clustering algorithms are no longer able to deal with these data directly. Therefore, exploring how to solve the clustering problem of incomplete datasets
has become a pressing challenge in the study of cluster analysis. In summary, the study of clustering methods for incomplete data has very wide scientific research value and practical application value. It is an information management technology whose main purpose is to support the management decisions through smooth, rational, and comprehensive information management. A data warehouse is a new application of database technology and not a replacement for the database. Data warehouse and operational database, respectively, undertakes two different tasks of high-level decision analysis and daily operational processing and play different roles. There is a close connection between the data warehouses and real time databases, and the data warehouses require real time databases to provide large amounts of historical data to provide answers, analysis, and prediction results for the various topics required.

The second part of this paper is the research status, the third part is the introduction of the related research algorithm structure, the fourth part is the analysis and explanation of the results, and the fifth part is the conclusion of this paper.

## 2. Current status of Research

With the rapid development of the internet technology and the improved performance of data storage devices in recent years, a large amount of data is generated and stored in various industries. Among these data, a large portion is time-tagged, i.e., a series of observations recorded in a chronological order, known as time series. How to effectively analyze and process the time series data to uncover potential and valuable knowledge and information to support more efficient production, operation, management, and decision-making activities of the enterprises is one of the important tasks in today's big data era [7]. Traditional time series analysis mainly uses statistical models to analyze and process time series, and with the rapid development of artificial intelligence, time series analysis methods based on data mining and machine learning theory have gradually become mainstream, forming a research branch of time series data mining. In the system sense, time series refers to the response of a system at different times [8]. From the viewpoint of system operation, the definition points out that time series are arranged in a certain order. The "certain order" here can be either a time order or a physical quantity with various meanings, such as representing temperature, velocity, or other monotonically increasing values. The time series is an objective record of the historical behavior of the system under study, which contains the structural characteristics of the system and its operation laws [9]. In summary, the time series has the following characteristics: the data or the position of the data points in the series depends on time, that is, the values of the data depend on the change of time but not necessarily a strict function of time. The values or the position of the data points at each moment have certain randomness, and it is impossible to predict the historical values with complete accuracy. The values or the position of
the data points at the preceding and following moments (not necessarily adjacent moments) have a certain correlation, and this correlation is the dynamic regularity of the system. As a whole, the time series tend to show some kind of trend or cyclical variation [10].

In general, we cannot completely avoid the missing samples, similarly, in the association rule algorithm or decision tree algorithm, the missing data will directly affect the calculation of confidence, support of the frequent itemset, or the selection of the splitting attributes of the tree nodes. Therefore, the handling of missing values plays a crucial role in whether the clustering process can be carried out smoothly [11]. Therefore, the handling of missing values plays a crucial role in the success of the clustering process. The effective processing of incomplete data has become hot research in the field of pattern recognition. The modeling method generally analyzes the patterns of data in the dataset by finding them, establishing a suitable mathematical model, and calculating the corresponding missing attribute filler values by the established model, with the disadvantage that it is only suitable for the datasets of moderate size and with certain patterns. In addition to the above-mentioned methods, in recent years, with the rising popularity of machine learning, many missing value processing methods have been derived in combination with machine learning methods [12]. How credit card issuers specifically manage these risks concerning the probability of occurrence and the types of risks is also a focus of academic research. Recognizing these risks and improving the system of risk response appears to be crucial. From the point of view of cost reduction, credit card risk management needs to find the balance between the risk revenue and the expected cost of risk to maximize revenue with risk minimization, reduce costs in the balance, improve the efficiency of bank operations, and use digital models to assess the risk revenue of the cost of risk accompanying the credit card business based on theoretical research [13]. However, Yikin looks at the three perspectives of internal operational risk, external systemic risk, and technical operational risk for analysis and proposes the basic ideas of risk control under the network model of multiple risk interactions [5].

The populated incomplete dataset was processed using integrated clustering methods to obtain multiple clustering results. The consistent partitioning of each clustering result is performed using voting. Firstly, label matching is done for each class of clusters in different clustering results. Then, the intersection of the same labeled class clusters is obtained, and the samples in the intersection are divided into the core domain of the corresponding class clusters. The remaining samples decide whether they belong to the core domain or the boundary domain of the class clusters according to the relationship between the number of votes obtained by voting and the set threshold value. Determining the coredomain and boundary-domain samples of the class clusters results in a three-branch clustering result. The feasibility of the algorithm is demonstrated by evaluating the clustering results by clustering validity metrics.

## 3. Economic Management Data Envelopment Analysis for Incomplete Data Clustering

In this section, we give a detailed description of the main algorithms and structures. Although we have just proposed a high-quality clustering criterion, it is still difficult for us to quantify it. The final evaluation of the quality of the clustering is often the satisfaction of the stakeholders after the clustering. If the demander is satisfied with your clustering results and obtains valuable information from it, then the clustering is effective and high-quality.
3.1. Design of Clustering Algorithms for Incomplete Data. The missing values in a dataset can be classified as completely random missing, random missing, and completely non-random missing in terms of the distribution of missingness. Completely random missing means that the missing data is random, and the missing data does not depend on any incomplete or complete variables. Random missing means that the missing data is not completely random, i.e., the missing data of that type depends on other complete variables. Completely nonrandom missing means that the missing of the data depends on the incomplete variables themselves [14]. The data objects studied in this chapter are incomplete information systems under completely random missingness, i.e., the missingness of the data is random and the missingness of the data does not depend on any incomplete or complete variables. In most cases, a high percentage of missingness is often accompanied by inefficient clustering results, and when the missingness rate of the dataset is high, the accuracy for filling the missing values of the sample objects decreases. It can also directly cause a decrease in the performance of the clustering algorithm. Therefore, we set the missing rate of the dataset between $5 \%$ and $30 \%$, i.e., the missing attribute values of the sample objects need to satisfy two conditions [15]. Any sample object must retain at least one full attribute value. Each attribute has at least one corresponding complete value in the incomplete dataset. In other words, a sample cannot be missing all attribute values and all samples cannot be missing the same attribute. This chapter and the next chapter preprocess the dataset to the incomplete dataset following the two basic conditions for missing the attribute values and the missing rate range value requirement for the dataset.

For a sample point, in addition to the inherent characteristics of the sample itself, it will be influenced by other samples. If there are more samples of a certain category around the sample, then the denser the distribution, the more likely the sample belongs to this category. Conversely, if the number of samples of a certain category around the sample is sparse and the distribution is sparser, it is less likely the sample belongs to this category. Therefore, the effective use of sample distribution information can make the clustering results more accurate. Therefore, when calculating the distance between a sample point and the cluster center, the distance calculation can be improved by introducing the proximity category information in the form of a ratio. The distance formula with the sample
distribution information can make certain adjustments to the distance measurement process with the changes in the data set, thus obtaining a more accurate distance value [16]. In the process of filling incomplete datasets, the information of missing attributes can also be collected from their nearest neighbor samples. The denser the distribution of the nearest neighbor samples, the higher the possibility of finding valid attribute information and the closer the filled value is to the true value. Inspired by this idea, this paper proposes a fuzzy mean algorithm for the incomplete data based on the sample spatial distance. The algorithm uses the nearest neighbor rule to fill the missing attributes of the incomplete data and introduces the sample spatial distribution information into the clustering process from two aspects. One is to determine the clustering influence value of the sample based on the sample nearest neighbor density, which is added to the clustering objective function in the form of weights, and the other is to correct the class information based on the sample nearest distance between the sample and the clustering center so that the process of distance metric can be adjusted somewhat with different data sets, and different sample spatial information is further introduced into the clustering process as shown in Figure 1.

Autonomous motivation significantly and positively predicts creative thinking. Controlled motivation has no significant predictive effect on creative thinking. Autonomous motivation plays a complete mediating role between moderate control and creative thinking, and it partly plays a mediating role between moderate autonomy/high autonomy and creative thinking. However, determining the number of nearest neighbors of a sample becomes a new problem. The number of nearest neighbors needs to be specified artificially, and if the number of the selected nearest neighbor samples is too small, there is a possibility that not enough attribute information is obtained to fill the missing values, resulting in too large a gap between the filled values and the true values. However, if too many nearest neighbor samples are selected, the filled attribute features will be confused by too many sample subclasses. It has a certain degree of impact on the accuracy of the algorithm.

$$
\begin{align*}
D_{i k} & =\frac{1}{\sum_{j=1}^{s} I_{j k}} \sqrt{\sum_{j=1}^{s}\left(I_{j k}+x_{j k}\right)^{2} I_{j k}},  \tag{1}\\
x_{j k} & =\frac{1}{N} \sum_{j=1}^{s} I_{j k}
\end{align*}
$$

$D_{i k}$ represents the flux, and $I_{j k}$ represents the economic value in the $j^{\text {th }}$ column and $k^{\text {th }}$ row. In this way, the attributes of the complete data and the information of the attributes that are not missing in the incomplete data are fully utilized. The nearest neighbor samples of the incomplete data are identified, and the missing part of the incomplete data is filled using the average of the information of the complete attributes of the $N$ nearest neighbor samples. It makes the filling effect more reasonable and realistic.

$$
\begin{align*}
H_{i k} & =N_{k}^{i} \cdot N_{k}  \tag{2}\\
d_{i k}^{*} & =d_{i k}-a\left(1-H_{i k}\right)
\end{align*}
$$

$H_{i k}$ represents the flow rate, and $d_{i k}$ represents the year. After the information granulation operation on the time series, the original time series is transformed into granular time series. The next step is to measure the similarity between the granular time series. The commonly used time series similarity measures are Euclidean distance, dynamic time-bending distance, cosine similarity distance, etc. Since the number of information grains and the size of the time window contained in the granular time series obtained from the two-time series after the information granulation operation may be different, this section proposes a new similarity measure, i.e., the linear information granulationbased time series similarity measure. For many practical data classification problems, samples originating from different classes often partially overlap in the feature space [17]; see Figure 1.

Although the training samples in the overlapping regions have accurate category labels, these samples do not reflect the exact distribution of the categories, i.e., the information provided by the samples in these overlapping regions of the categories is inaccurate. Therefore, a reasonable modeling of the imprecise training data in these overlapping regions is needed to achieve the effective utilization of this part of the training data.

Incomplete training data usually refers to the fact that the obtained training data is not sufficient to provide an effective portrayal of the true conditional probability distribution. In general, fewer training samples and higher feature dimensions are the main factors that cause the incompleteness of training data. Therefore, how to obtain better classification performance based on incomplete training data is an important topic in the design of classification methods. Unreliable training data usually means that the obtained training data has large noise in terms of categories or features. Category noise refers to the training samples being labeled as the wrong category, while feature noise refers to the deviation of some feature values of the samples from the normal range. Therefore, to obtain better classification performance based on unreliable training data, robust classification methods need to be designed to suppress the data noise.

$$
\begin{align*}
J_{m}(U, V) & =\sum_{k=1}^{n} \sum_{i=1}^{n} w_{k} u_{i k}^{m} d_{i k}^{2} \\
u_{i k} & =\left(\sum_{l=1}^{c} \frac{d_{i k}^{*}}{d_{l k}^{*}}\right)^{2 / 1+m},  \tag{3}\\
v_{i} & =\frac{\sum_{k=1}^{n} w_{k} w_{k} u_{i k}^{m} d_{i k}^{2}}{\left(\sum_{l=1}^{c} d_{i k}^{*} / d_{l k}^{*}\right)^{2 / 1+m}},
\end{align*}
$$

$J_{m}(U, V)$ represents the fixed flow, $w$ is the weight, $u$ represents the proportion of different positions, and $v$ represents the corresponding rate. The rules configuration


Figure 1: The framework of complete data clustering algorithm.
management of the economic data reporting system is divided into two parts: one is the configuration management of the rules for the splitting of reporting documents, and the other is the configuration management of the rules for the verification of reporting documents. These two rules are managed and configured separately while performing normative constraints for a report. The splitting rules mainly describe the parsing rules of the business unit report, such as the interval symbol between data, the split symbol between each data item, the report description item, etc. The verification rules mainly describe some requirements for the corresponding data items of the report, such as the type, name, definition, and constraints of the data items; the rule configuration is where the user input is a specific application. When the business data reported by the business unit is verified by the splitting rules and data verification rules, the system will automatically store the economic data in the corresponding original economic database for future extraction to the data warehouse as shown in Figure 2.

Since the processed data are in large batches, when storing the data into the database, one can imagine how inefficient the system would be if it were simply inserted with one SQL statement. Therefore, in this part, it can be considered to improve the speed of data depositing in terms of performance. It may be useful to intervene in the concept of the data persistence layer in terms of technical implementation. The design goal of the data persistence layer is to provide a high-level, unified, secure, and concurrent data
persistence mechanism for the entire project. The users of the economic operation platform system are the municipal and district local taxation bureaus, national taxation bureaus, industrial and commercial bureaus, the development and reform commission, the bureau of statistics, and relevant leaders at all levels. From the viewpoint of the users of the system, the level of use and computer knowledge of the users of the economic operation platform is relatively high, and many business units, such as the state taxation bureau, local taxation bureau, and the industry and commerce bureau have established their professional business systems. Some have participated in the construction of the government portal system and the construction of the office automation system, which has promoted the improvement of the level of computer use. In terms of the frequency of use of the system, the most frequent use would be the statistical analysis part of the system, i.e., the frequency of operation of the system by NDRC and leaders at all levels would be greater.
3.2. Economic Management Data Envelope Design. The data integration rules of the original platform are cured in the program by the programmer. Although the current data integration is achieved, when the data of each department needs to be newly integrated according to the new economic rules, or when new departments are added to this system, the horizontal association requirements of the data between the

departments will be greatly increased. At this time, the update of the data integration module will face a lot of repetitive work, which will bring a lot of inconvenience to the operation and maintenance of the system. In the data integration, the data of each department is linked horizontally and new economic data is generated. It has certain economic data analysis functions [18,19]. However, with the continuous updating of economic rules and the addition of new departments and data, the system will gradually become huge and the data will become more complicated. In this case, the management of the database group in the original design will become difficult, and the analysis of economic data will put forward higher requirements. Hence, there is an urgent need for a technology that can effectively solve massive data storage and can effectively realize data mining and analysis. Therefore, we need to improve the platform to solve these problems [20].

If a unified economic database with regional attributes is to be established instead of a single economic vertical database, a horizontal correlation of multiple vertical data will be required to create a large integrated economic database. The core purpose of horizontal data processing is to eliminate the sectoral attributes of the data itself so that the data established with horizontal correlation has regional economic attributes. At present, several cities in China have already established preliminary economic data exchange systems. For example, Qingdao has established an economic data exchange system with four departments, including
industry and commerce, taxation, and quality inspection. A part of our data source comes from our own collation, and the other part is open-source data. The practical effects and operational results reflected by the initial economic data exchange systems established in several cities show that it is feasible to establish a large horizontal economic data exchange system and management system. At present, many economic theories can only be understood by professional economic experts. The conclusions of many theories have a reference role for the regional governments to manage the economy. The system needs to correlate some standard general economic theories with the regional economic state and deduce some reference opinions for the regional governments to use as shown in Figure 3.

In a market economy, people in a transaction will have different information, and the fact that some people have information that others do not will create information asymmetry. The two results of information asymmetry are moral hazard and adverse selection. With imperfect access to information, a credit card holder may refuse to disclose all personal information to the bank so that the bank cannot get accurate information to evaluate whether the cardholder can have a credit card. Thus, in the credit card market, the mixed information leaves banks with no way to determine which cardholder has higher integrity and better cash flow. On the other hand, information asymmetry can also cause potential problems in the ex-ante credit card segment. If, after a successful credit card application, the cardholder's


Figure 3: Schematic diagram of the feature subspace.
repayment ability fluctuates because of a combination of factors, such as job changes, cash flow turnover, and changes in income trends, then the bank is often unable to capture that part of the information and maintains the credit limit at a similar level [19]. The bank is often unable to capture this information, and the credit limit remains at a similar level as before, while the cardholder's repayment ability has changed. This information asymmetry also hides the potential risk of credit failure and default.

From the perspective of big data, banks, and other cardholding institutions, to achieve a penetrating supervision of the cardholders, they can obtain comprehensive information of cardholders from all aspects. It not only contains financial data directly affecting the repayment ability but also includes their consumption habits, work habits, social environment, moral risks, and many other data collections, thus constituting a comprehensive information judgment system. It is conducive to reducing the risk brought by information asymmetry to banks. With deeper application in the financial field, each financial institution has built its own big data platform one after another, using the computing power of the platform to standardize and centralize the data originally scattered in various business systems using a unified data platform or data warehouse. By a scenario-based design, the making of each business scenario can be described and applied by models using their existing data for a model test and complete the application of relevant business. The application of big data in the banking industry is mainly in various aspects such as accurate marketing, refined management, low-cost management, and centralized management of banks. Banks can make precise marketing strategies for individuals using information technology and have a valuable prediction and judgment for each customer's preference and ability. As per the big data model, banks can record credit card information while also providing feedback on these bearers' consumption behaviors. It is summarized and organized, especially in terms of risk control for loans, as shown in Figure 4.

Data integration in the regional economic management system is mainly to solve the problem of data ambiguity ambiguity among economic data scattered among various economic management departments describing the same economic affairs and to horizontally associate the scattered
economic data with the same business meaning to generate new economic data, i.e., to perform data aggregation [20]. The form of the dispersed economic data is shown in Figure 4 . The main work to achieve the disambiguation and data integration of a regional dispersed economic data is to identify and locate the original dispersed economic data and define and identify the business association relationships between the dispersed data. Among the more general solutions available, it is more practical and feasible to use the principle of rule engines to solve it.

Operational risk is the loss caused by the bank's internal systems, resulting in inadequate internal processes and external events, such as deficiencies in related information systems and staff errors. Operational risk can be manifested in the form of losses caused to customers by the design or implementation of a customized product or by the lack of training of the bank's internal staff, which makes its employees not aware of the risks they should have and the gaps or imperfections in internal processes, as well as the risks caused by errors in the authorization and approval of information systems and the technical environment.

## 4. Analysis of Results

### 4.1. Performance Results of Incomplete Data Clustering

 Algorithm. Figure 5 shows the experimental results of the algorithm KM-IMI and the algorithm KM-CD on the metrics DBI, AS, and ACC, where the experiments are done 100 times on each data set. The mean and best values of these three metrics are obtained. The underlined data in the figure indicates that the clustering effect of the KM-IMI algorithm is not as good as the clustering effect of the KM-CD algorithm. By observing the underlined data, we can directly see that the clustering results of the data sets Iris, Wine, WDBC, Pen digits, and Page Blocks on the mean of the ACC evaluation metrics on the KM-IMI algorithm are not as effective as on the algorithm KM-CD. Although the two datasets, Pen digits and Page Blocks, are less effective than the KM-IMI algorithm on the mean of the ACC metrics and on their best values, the difference is only between 0.01 and 0.02 . It is easy to find that one of the reasons is that there is a positive relationship between the missing rate and the accuracy, i.e., the higher the missing rate, the lower the

Figure 4: Original and aggregated repository clusters for the economic platform.


Figure 5: Experimental results on the dataset.
accuracy of the clustering results. It directly leads to the degradation of the performance of the clustering algorithm. The mean and best values of the algorithm KM-IMI on the metrics DBI and AS outperformed the algorithm KM-CD on most of the datasets, except for the underlined data. It is worth mentioning that in the dataset Banknote, CMC outperforms the mean and best values on all three indicators. Based on the above analysis, we can conclude that the
improved clustering algorithm for the mean interpolation of incomplete data, i.e., KM-IMI can effectively solve the clustering problem of incomplete data as shown in Figure 5.

Observe Figure 6, the mean and best values of the experimental results for the data on the UCI dataset for the indicators ACC and FMI, where the bolded data indicate the better experimental results. The experiments were performed 100 times under different data set missing rates, and


Figure 6: Average ACC.
the mean and best values were found from these 100 experiments, i.e., the mean and best values of ACC and FMI were obtained. From the figure, we can directly observe that the bolded experimental results are basically from the algorithm. Thus, we can conclude that the experimental results of the algorithm on the metrics ACC and FMI are better than the algorithms OCS-FCM and NPS-FCM, both in terms of the mean and best values of the metrics. Also, we observe that the data distribution of the algorithm is relatively stable with the values of ACC and FMI gradually decreasing as the missing rate of the data set increases. The data of the NPSFCM algorithm is not so stable, which means that using the nearest neighbor approach to fill incomplete data is very much variable, and the nearest neighbor objects of the missing data samples are not stable, especially in the Pen digits dataset. The two algorithms compared are implemented based on the FCM algorithm. Using this algorithm, it is difficult to obtain good clustering results on nonspherical datasets. The algorithms are based on integrated clustering and can effectively improve the robustness of the clustering results, stability, and quality of the clustering results; see Figure 6.

The three-branch decision clustering uses the core and boundary domains to describe the relationship between the sample objects and class clusters. It is more appropriate than using an ensemble to represent a class cluster. At the same time, integrated clustering is an effective approach in dealing with clustering problems. The chapter proposes a threebranch integrated clustering algorithm for incomplete data by combining three-branch decision clustering with integrated clustering. Firstly, the attribute values corresponding to the missing data objects are filled according to the incomplete data filling method proposed in Chapter 2, i.e., based on the mean values of the attributes of all the sample objects in the clustering results of the complete data set.

Then, the optimal estimates are obtained using the perturbation analysis of the clustering center. The three-branch integrated clustering method is used, i.e., if the class labels of the data objects agree after multiple clustering, then the object is classified into the core of the corresponding class cluster domain. Otherwise, the object is classified into the boundary domain.
4.2. Results of the Economic Management Data Envelope. Firstly, the data in the data warehouse comes from various data sources, including various heterogeneous database systems, data file data, other data, etc. Using data extraction tools, by the process of data extraction, cleansing, conversion, and loading, the data is loaded into the data warehouse according to different business themes, i.e., different analysis needs, to achieve integrated storage and facilitate data sharing. Then, various analysis tools are applied, such as retrieval query tools, OLAP tools for multidimensional data, statistical analysis tools, and data mining tools, to present the analysis results in the form of intuitive charts. These analytical tools, such as data mining tools, are highly functional with the help of a human.

At present, there are few information management systems for managing regional economies, and some local governments have established their own regional economic management systems according to their actual situation and needs. These systems are derived from the actual business needs of a competent economic department. Some of them also integrate the work needs of other economic management departments, and the main method used is the aggregation and analysis of economic data utilizing large data centralization. There is no data warehouse design for these information systems, however, the national information systems such as the construction of the four major databases


Figure 7: Tests for each method at different characteristic noise levels.


Figure 8: Classification error as the weight coefficient changes from 0 to 1.
adopt the data warehouse design. However, the station is higher and generally adopted by provincial units and municipalities. This system is still a blank field because it is standing in the perspective of the local government as shown in Figure 7.

The results under the same class noise condition are similar and most of the datasets proposed in this paper obtain better classification results under any feature noise level. To show more clearly, the robustness of different methods to feature noise gives the relative accuracy loss of each classification method at different feature noise levels. Based on a similar statistical analysis approach, firstly, we
analyze whether there is a significant difference between the methods on the whole using the Friedman test. The running time of the training and classification phases depends mainly on the number of rules generated. More rules mean more time is needed to train the rule base and more time is needed when classifying an input sample. Therefore, we can analyze the impact of these factors on the time complexity from the perspective of the number of training samples, several features, and some fuzzy divisions of the dataset on the number of rules.

Figure 8 gives the classification errors during the change of weight coefficients from 0 to 1 for different data noise
levels. The optimal values of the weight coefficients for different data noise levels are taken differently. As the noise level increases, the optimal value of the weight coefficient tends to become smaller. This is because the reliability of DBRB generated based on the training data decreases at high noise levels, and therefore, the noise-independent KBRB is needed to play a greater role in determining the final classification results; see Figure 8.

Credit business is a complete system, and through a big data system, it can become an organic integration of the whole business system. Big data technology can run through the whole credit business process, which can realize effective information collection and analysis before the loan, information sharing and transmission during the loan, and information monitoring and feedback after the loan. It can greatly improve the management efficiency of the loan business. After combining data analysis and questionnaire survey to analyze the problems in the bank credit business risk management from both objective and subjective aspects, it is necessary to further analyze the causes of these problems and provide a more reference piece value basis for the subsequent countermeasure formulation.

## 5. Conclusion

In this paper, two new methods for clustering incomplete data are proposed based on the nearest neighbor correlation of samples. However, there are still difficult problems that need to be studied. Since the incomplete samples themselves have uncertainty in the attribute space distribution, how to put aside subjectivity to choose a suitable similarity measure to determine the nearest neighbor samples of the incomplete samples is an important issue that deserves further research. Based on the existing economic platform, this thesis investigates the feasibility of building a data warehouse on the regional government economic operation platform, discusses the methods and steps of integrating business data and building a data warehouse, designs the data model and architecture of the tax data warehouse, and investigates the technical difficulties in the design of data storage and gives specific implementation methods. The key technologies in the design and implementation of building the data warehouse system are analyzed, and the theory of data warehouse is used to guide the design and development of the regional government economic operation platform system. The strategy of business data integration of the regional government economic operation platform system is studied, and the construction of the data integration platform based on the rule engine technology is analyzed and demonstrated, designed, and implemented. The data warehouse design was completed, focusing on solving technical difficulties, such as topic analysis and dimension table design. Based on this research, a unified data storage structure of the regional government economic operation platform system will be formed to provide a standard and comprehensive data source for data analysis and utilization, as well as future government decision-making. Compared with other studies, the efficiency and accuracy of our research results showed, approximately, a $10 \%$ improvement.
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#### Abstract

In the case of insufficient quantitative data, qualitative evaluation information is very important for investment decision-making. However, if it is completely based on qualitative evaluation information, the results may be subjective. In response to this problem, this paper proposes a method, namely, probabilistic hesitant fuzzy cross-efficiency evaluation (PHFCEE) method, based on probabilistic hesitant fuzzy theory, cross-efficiency data envelopment analysis (CEDEA). This method uses probabilistic hesitant fuzzy sets to collect qualitative evaluation information and then uses the cross-efficiency DEA model to fuse quantitative data and qualitative information. And finally, an investment portfolio is built based on the cross-efficiency value and its variance. In addition, this article gives the specific operating steps of the PHFCEE method and uses the construction of a portfolio of 10 stocks in the China CSI 300 Index as an example to illustrate the effectiveness of this method.


## 1. Introduction

The investment portfolio can effectively diversify risks [1]. At present, a large number of suitable tools and sophisticated models have been used for portfolio construction and selection research [2]. However, most of the methods that have been constructed require sufficient quantitative data $[3,4]$. In fact, in the research process, there are situations where important indicators are difficult to quantify, there is no data, or there is little data [5, 6]. For example, the level of the team is difficult to measure with quantitative data, and the company that has just gone public has no financial data, etc. In addition, quantitative data are almost all historical data, which has certain limitations and one-sidedness in reflecting expected information and uncertain information. Based on the consideration of the above issues, we constructed the PHFCEE model and apply it to portfolio selection. We use expert evaluation to measure some qualitative indicators and then use CEDEA to fuse quantitative data and expert evaluation information and finally build an investment portfolio based on cross-efficiency values and constraints. This article will use probability fuzzy theory to describe the
expert's evaluation information. It is an interesting method to combine qualitative evaluation with quantitative data to construct a portfolio. Because experts have knowledge, experience, wisdom, and thinking and judgment capabilities that far exceed those of ordinary investors, they can grasp the essence and key points from complex information and give a more objective evaluation. The quantitative data can effectively reflect historical information and further ensure the objectivity of the model results.

At present, according to the type and quantity of data required by the model, the research of portfolio model can be roughly divided into the following three categories: First, a portfolio model that requires a large amount of time-series data to calculate statistical indices. Representative methods are Markowitz's portfolio model and its extended models, such as Huang [7], Zhao and Xiao [8], and Kuzmanovic et al. [9]. Second, the investment portfolio model proposed is based on the nonstatistical model, which requires relatively little data. Nonstatistical methods used in portfolio models include neural networks [10], CEDEA [11], genetic algorithms [12], and fuzzy theory [13, 14]. Third, some qualitative portfolio models were developed based on fuzzy
environments, such as Wang and Zhu [15], Chiarawongse et al. [16], and Zhou and Xu [3, 4].

However, fuzzy data is usually used to describe uncertain information provided by experts, investors, or decisionmakers [17, 18], which is subjective. Therefore, we believe that integrating some quantitative data into the model can build a more effective investment portfolio. Fuzzy theory is widely used in various fields because it can describe uncertain information. In the field of investment, interval fuzzy sets [19-21], hesitant fuzzy sets [22, 23], intuitionistic fuzzy sets [24,25], and probabilistic hesitant fuzzy sets [18,26] are often used to describe all kinds of evaluation information. These documents provide a theoretical basis for this article to describe qualitative information using fuzzy theory. Taking into account the inconsistent preferences of the expert group when making complex multiattribute decision-making, this paper chooses to use probabilistic hesitant fuzzy sets to describe the evaluation information of the expert group.

In addition, there are differences between the evaluation information of experts and the measurement methods of quantitative data. Therefore, it is necessary to find a model to fuse the two kinds of information. Sexton et al. [27] proposed a CEDEA model that can consider both self-evaluation and mutual evaluation, which provides an effective method for this paper to evaluate efficiency using data covering both quantitative and qualitative information. The CEDEA model has the characteristics of dimensionless, and it is also a method of measuring the overall organizational efficiency on multiple metrics and synthesizing a single index. These characteristics provide a theoretical basis for the fusion of data in this paper. In addition, the CEDEA model has been applied to portfolio evaluation or selection [11, 28, 29]. These articles provide a valuable reference for us to use the calculation results of cross-efficiency DEA to construct investment portfolios.

Based on the above background and literature review, this paper will combine probabilistic hesitant fuzzy theory, CEDEA model, and mean-variance to construct a new portfolio method. Its main function is to construct a portfolio based on quantitative data and qualitative evaluation information. As an illustration of the methodology presented in this article, we report a case study involving 10 companies in the China CSI 300 Index. In addition, the possible advantages of this article are as follow: First, the model uses both quantitative data and qualitative evaluation to describe important information about investment products or projects, which will show product features more comprehensively. This will help decision-makers or investors to make more accurate judgments. Second, the model uses the cross-efficiency DEA model to fuse two forms of data. Third, the model can be used for portfolio construction with only one data form or mixed data information form.

The rest of this article is structured as follows: Section 2 introduces the basic knowledge of hesitant fuzzy, probabilistic hesitant fuzzy, and CEDEA model. In Section 3, we build a method, named PHFCEE model, and introduce the steps to use it for portfolio selection. Section 4 provides a practical case to demonstrate the effectiveness
and operability of this model. Section 5 introduces the conclusions, shortcomings, and prospects of this article.

## 2. Preliminary Concepts

As an effective multicriteria decision-making method, the cross-efficiency DEA is often used in portfolio selection and construction. But when using this method, it is mostly based on objective statistical data, and the statistical data has certain one-sidedness and limitations. In order to overcome this shortcoming, this paper introduces the probabilistic hesitant fuzzy data with subjective information into the CEDEA model to form a new method of portfolio construction based on comprehensive information. This part will briefly introduce the basic theories and concepts involved in the new method, that is, hesitant fuzzy, probabilistic hesitant fuzzy, and the CEDEA model.
2.1. Hesitant Fuzzy Set (HFS) and Probabilistic Hesitant Fuzzy Set (PHFS). To solve the problem of inconsistent preferences of experts in complex multiattribute decision-making, Torra [30,31] proposed the hesitant fuzzy set, whose core idea is that all the preferences of experts are taken as membership values. This concept is expressed as follows:

Definition 1 (see [30, 31]). Given any nonempty set $S$, the hesitant fuzzy set $H(s)$ defined in the collection $S$ can be expressed as

$$
\begin{equation*}
H(s)=\{\langle s, h(s)>| s \in S\}, \tag{1}
\end{equation*}
$$

where $h(s)=\left(\gamma^{\tau} \mid \tau=1,2, \cdots, \ell\right), s$ is an element in the set $S, h(s)$ is the hesitant fuzzy element, $\gamma \in[0,1]$ is the degree of membership, and arranged in ascending order, and $\tau$ represents the sort position of $\gamma . H(s)$ is the set of $h(s)$, and $h(s)$ is the set of $\gamma$.

Example 1. If an expert's rating on the return on assets of an enterprise is 0.5 or 0.6 , the corresponding hesitant fuzzy element can be expressed as $h(s)=\{0.5,0.6\}$.

According to Definition 1 and Example 1, all membership degrees in HFS have the same importance or the same probability. However, when evaluating assets, it is usually carried out by multiple experts, and experts have a certain tendency to score. Example 2. If the expert's score for a certain company's return on assets is more inclined to 0.6 , this means that the degree of membership of 0.6 is more important or the probability of occurrence is greater. Example 3. Suppose that the set of scores given by Expert 1 and Expert 2 on the return on assets of a certain enterprise are $\{0.5,0.6\}$ and $\{0.6,0.7\}$, respectively. Then, the hesitant fuzzy element composed of the comprehensive information of Expert 1 and Expert 2 is denoted as $h(s)=\{0.5,0.6,0.7\}$. Among them, 0.6 appears in both score sets, indicating that it has a more important degree.

From the above analysis, it can be seen that the degree of membership in the HFS, that is, the expert score, fails to reflect the tendency of the expert score and the number of experts. This will result in the loss of a large amount of
decision-making information. Therefore, this paper further uses PHFS to synthesize the evaluation information of the expert group. This concept can be expressed as follows.

Definition 2 (see [32]). Given any nonempty set $S$, the probabilistic hesitant fuzzy set $\dot{H}(s)$ defined on set $S$ can be expressed as

$$
\begin{equation*}
\dot{H}(s)=\{<s, h(p(s))>\mid s \in S\} \tag{2}
\end{equation*}
$$

where $h(p(s))=\left(\gamma^{\tau}\left|p^{\tau}\right| \tau=1,2, \cdots \ell\right), s$ is an element in the set $S, h(p(s))$ is the hesitant probabilistic fuzzy element, $\gamma \in[0,1]$ is the degree of membership arranged in ascending order, and $\tau$ represents the sort position of $\gamma$. When $p^{\tau}=c, c=1 / \ell(\tau=1,2, \cdots \ell)$, the probabilistic hesitant fuzzy set $H(s)$ degenerates into the hesitant fuzzy set $H(s)$.

Example 4. Based on Example 3, the probabilistic hesitant fuzzy element can be expressed as $h(p(s))=\{0.5|0.25,0.6| 0.5,0.7 \mid 0.25\}$, where the membership degrees are $0.5,0.6$, and 0.7 , respectively. The probability of 0.5 is 0.25 , the probability of 0.6 is 0.5 , and the probability of 0.7 is 0.25 . It is found that the probability of 0.6 is higher than other membership degrees.
2.2. Cross-Efficiency DEA Model (CEDEA). CEDEA can not only effectively measure efficiency, but also provides a method to systematically choose a weight when there are multiple metrics. All these provide the basis for this article to build a portfolio based on objective data and subjective judgments. The calculation steps of the CEDEA model are briefly described as follows [27].

Suppose that there are as many as $l$ DMUs whose efficiency needs to be measured, denoted as $\mathrm{DMU}_{r},(r=1,2, \cdots, l)$; each DMU evaluated hasm kinds of inputs and $n$ kinds of outputs, denoted as $x_{i}(i=1,2, \cdots, m)$ and $y_{j}(j=1,2, \cdots, n)$, respectively; the weights of inputs and outputs are $\alpha_{i}(i=1,2, \cdots, m)$ and $\beta_{j}(j=1,2, \cdots, n)$, respectively.

First, solve the efficiency value $e_{t t}$ of $\mathrm{DMU}_{t}$ based on the linear programming form of the CCR model [33]:

$$
\begin{align*}
& e_{t t}=\operatorname{Max} \sum_{j=1}^{n} \beta_{j} y_{j t}, \\
& \text { s.t. }\left\{\begin{array}{l}
\sum_{j=1}^{n} \beta_{j} y_{j t}-\sum_{j=1}^{n} \alpha_{i} x_{i r} \leq 0, \\
\sum_{i=1}^{m} \alpha_{i} x_{i t}=1 \\
\alpha_{i} \geq 0, \beta_{j} \geq 0, \\
i=1,2, \cdots, m, j=1,2, \cdots, n, t, r=1,2, \cdots, l
\end{array}\right. \tag{3}
\end{align*}
$$

where $e_{t t}$ is the efficiency value of $\mathrm{DMU}_{t}$ and $x_{i t}, x_{i r}$ are the $m$ kinds of inputs of $\mathrm{DMU}_{t}$ and $\mathrm{DMU}_{r}$, respectively, and $y_{j t}$, $y_{j r}$ are the $n$ outputs of $\mathrm{DMU}_{t}$ and $\mathrm{DMU}_{r}$, respectively, $\alpha_{i}$
and $\beta_{j}$ are the weights of input and output, respectively, $t, r=1,2, \cdots, l, i=1,2, \cdots, m$ and $j=1,2, \cdots, n$.

Second, the optimal weights $\alpha_{i t}^{*}$ and $\beta_{j t}^{*}$ of $\mathrm{DMU}_{t}$ calculated in model (3) are substituted into the following equation to calculate the mutual evaluation efficiency value $e_{t r}$ between $\mathrm{DMU}_{t}$ and $\mathrm{DMU}_{r}$ :

$$
\begin{equation*}
e_{t r}=\frac{\sum_{j=1}^{n} \beta_{j t}^{*} y_{j r}}{\sum_{i=1}^{m} \alpha_{i t}^{*} x_{i r}}, \quad t, r=1,2, \ldots, l ; t \neq r \tag{4}
\end{equation*}
$$

Third, to calculate the cross-efficiency value $\bar{e}_{r}$ of $\mathrm{DMU}_{r}$, the formula is as follows:

$$
\begin{equation*}
\bar{e}_{r}=\frac{1}{l} \sum_{t=1}^{l} e_{t r}=\frac{1}{l} \sum_{t=1}^{l} \frac{\sum_{j=1}^{n} \beta_{j t}^{*} y_{j r}}{\sum_{i=1}^{m} \alpha_{i t}^{*} x_{i r}} \tag{5}
\end{equation*}
$$

In addition, calculate the degree of deviation of cross efficiency of $\mathrm{DMU}_{r}$, that is, the variance. The formula is as follows:

$$
\begin{equation*}
\sigma_{r}^{2}=\frac{1}{l} \sum_{t=1}^{l}\left(e_{t r}-\bar{e}_{r}\right)^{2} \tag{6}
\end{equation*}
$$

This section briefly introduces the definitions of hesitant fuzzy set and probabilistic hesitant fuzzy set and the application steps of the CEDEA model. This provides a theoretical basis for constructing the PHFCEE method.

## 3. PHFCEE Model Construction and Portfolio Selection

At present, portfolio selection and efficiency evaluation are mostly based on objective statistical data, ignoring the onesidedness and limitations of statistical data. However, the probabilistic hesitant fuzzy theory can effectively deal with the fuzzy subjective evaluation information of experts. Therefore, this paper introduces it into the CEDEA model and puts forward the PHFCEE model. The essence of the model is to take the multiangle and multifactor fuzzy evaluation data of the expert group as the output or input in the CEDEA model at the same time. Then, the portfolio is constructed based on the efficiency value and its variance, which is estimated by the PHFCEE model.

In the whole method, first of all, each expert evaluates the attributes of the asset to form a hesitant fuzzy set, and then based on all the hesitant fuzzy sets obtained by the expert group, a comprehensive hesitant fuzzy set is formed. Finally, the probabilistic hesitant fuzzy set is formed by calculating the probability. Definitions 4-6 are proposed to show more clearly how the model integrates information and obtains the probability of membership. The relevant definitions are as follows.

Definition 4. Given that $S$ is a nonempty set. The comprehensive hesitant fuzzy set $\widetilde{H}$ defined on set $S$ can be expressed as

$$
\begin{equation*}
\widetilde{H}=\left\{<s, h^{\prime}(s)>\mid s \in S\right\} \tag{7}
\end{equation*}
$$

where $h^{\prime}(s)\left(h^{\prime}(s)=\left\{{ }^{1} h(s) \cup^{2} h(s) \cup \cdots \cup^{k} h(s)\right\}\right.$ is the comprehensive hesitant fuzzy element and ${ }^{k} h(s)$ represents a hesitant fuzzy element.

Definition 5. Given any comprehensive hesitant fuzzy element $h^{\prime}(s)=\left(\gamma^{\tau} \mid \tau=1,2, \cdots \ell\right)$, let $h^{\prime}=h^{\prime}(s)$, where membership degrees can be defined as follows:

$$
\begin{align*}
& \gamma^{\tau^{\prime}} \in\left\{\gamma_{1}^{\tau_{1}} \cup \gamma_{2}^{\tau_{2}} \cup \cdots \cup \gamma_{k}^{\tau_{k}}\right\} \\
& \sum_{a=1}^{k} \tau_{a} \geq \ell^{\prime} \geq \ell\left(\tau_{a}=1,2, \cdots \ell ; a=1,2, \cdots k\right) \tag{8}
\end{align*}
$$

where $\gamma^{\tau^{\prime}}$ is membership degrees of the comprehensive hesitant fuzzy element, $\gamma_{k}^{\tau_{k}}$ corresponds to the hesitant fuzzy element of the $k$ th expert, $\tau_{a}, \tau^{\prime}$ is the ranking of the membership degree, which is sorted by default from small to large, and $\ell, \ell^{\prime}$ are the number of membership degree and comprehensive membership degree, respectively.

Definition 6. Given an arbitrary probabilistic hesitant fuzzy element $h(p(s))=\left(\gamma^{\tau}\left|p^{\tau}\right| \tau=1,2, \cdots \ell\right)$, let $h^{\prime}=h(p(s))$ such that the probability corresponding to its membership degree can be defined as

$$
\begin{equation*}
p^{\tau^{\prime}}=\frac{N\left(\gamma^{\tau^{\prime}}\right)}{\sum_{a=1}^{k} \tau_{a}} \tag{9}
\end{equation*}
$$

where $N\left(\gamma^{\tau^{\prime}}\right)$ represents the frequency of the same membership value $s$ in the $k$ hesitant fuzzy elements of the attribute and $\sum_{a=1}^{k} \tau_{a}$ represents the sum of the number of all the subhesitant fuzzy elements.

Because the CEDEA model cannot effectively deal with the fuzzy data of probabilistic hesitant degree, this paper obtains its expected value based on probability to represent
the expert group's score of asset attributes. Above, the $S$ nonempty collection defined represents the property collection of the asset.

Definition 7. Given an arbitrary probabilistic hesitant fuzzy element $h(p(s))=\left(\gamma^{\tau^{\prime}}\left|p^{\tau^{\prime}}\right| t \tau^{\prime} n=q 1,2 h, \ldots x \ell^{\prime}\right)$, the score function is defined as

$$
\begin{equation*}
E\left(\widetilde{h^{\prime}}\right)=\sum_{\tau=1}^{\ell} \gamma^{\tau^{\prime}} p^{\tau^{\prime}} \tag{10}
\end{equation*}
$$

Definition 8. Given any nonempty set $Y$, defining the corresponding set $Y$ of scores on the sets $(s \in S)$, it can be expressed as

$$
\begin{equation*}
Y=\left\{\left\langle s, E\left(\widetilde{h^{\prime}}\right)>\right| s \in S\right\} . \tag{11}
\end{equation*}
$$

Then, the score set of all assets can be represented by a matrix, and at the same time, $y^{\prime}=E\left(\widetilde{h}^{\prime}\right)$ :

$$
\left[\begin{array}{cccc}
s_{11} & s_{12} & \cdots & s_{1 b}  \tag{12}\\
s_{21} & s_{22} & \cdots & s_{2 b} \\
\vdots & \vdots & \cdots & \vdots \\
s_{l 1} & s_{l 2} & \cdots & s_{l b}
\end{array}\right]\left[\begin{array}{cccc}
y_{11}^{\prime} & y_{12}^{\prime} & \cdots & y_{1 n^{\prime \prime}}^{\prime} \\
y_{21}^{\prime} & y_{22}^{\prime} & \cdots & y_{2 n^{\prime \prime}}^{\prime} \\
\vdots & \vdots & \cdots & \vdots \\
y_{l 1}^{\prime} & y_{l 2}^{\prime} & \cdots & y_{l n^{\prime \prime}}^{\prime}
\end{array}\right]
$$

where it corresponds $s_{l b}$ to $y_{l b}$ one by one. $s_{l b}$ represents the $l$ attribute of the $b$ asset; then $y_{l b}^{\prime}$ corresponds to the comprehensive score given by the expert group.

Secondly, based on the above definition and formula, the PHFCEE method containing probabilistic fuzzy information data is constructed, and its linear programming form is as follows:

$$
\begin{align*}
& e_{t t}^{*}=\operatorname{Max} \sum_{j=1}^{n^{\prime}} \beta_{j} y_{j t}+\sum_{b=1}^{n^{\prime \prime}} \beta_{b} y_{b t}^{\prime} \\
& \text { s.t. }\left\{\begin{array}{l}
\sum_{j=1}^{n^{\prime}} \beta_{j} y_{j t}+\sum_{b=1}^{n^{\prime \prime}} \beta_{b} y_{b t}^{\prime}-\sum_{i=1}^{m} \alpha_{i} x_{i r} \leq 0, \\
\sum_{i=1}^{m} \alpha_{i} x_{i t}=1, \\
\alpha_{i} \geq 0, \beta_{j} \geq 0, \beta_{b} \geq 0
\end{array}\right. \tag{13}
\end{align*}
$$

where $e_{t t}^{*}$ is the optimal efficiency value of the $t$ asset $\left(\mathrm{DMU}_{t}\right), x_{i t}$ and $x_{i r}$ have $m$ kinds of inputs of assets, $y_{j t}$ and $y_{j r}$ have $n^{\prime}$ kinds of the objective statistical data output of assets, $y_{b t}, y_{b r}$ are $n^{\prime \prime}$ kinds of the subjective fuzzy data output of assets, $\alpha_{i}$ is input weights, and $\beta_{j}$ and $\beta_{b}$ are output weights.

Through model (13), the optimal efficiency value $e_{t t}^{*}$ and the corresponding optimal weights $\alpha_{i t}^{*}, \beta_{j t}^{*}, \beta_{b t}^{*} \mathrm{DMU}_{t}$ are
obtained, and the mutual evaluation efficiency $\dot{e}_{t r}$ of $\mathrm{DMU}_{r}$, as shown in Table 1, is further calculated.

$$
\begin{equation*}
\dot{e}_{t r}=\frac{\sum_{j=1}^{n^{\prime}} \beta_{j t}^{*} y_{j r}+\sum_{b=1}^{n^{\prime \prime}} \beta_{b t}^{*} y_{b r}^{\prime}}{\sum_{i=1}^{m} \alpha_{i t}^{*} x_{i r}}, \quad t, r=1,2, \cdots, l ; t \neq r \tag{14}
\end{equation*}
$$

The cross-efficiency $\tilde{\bar{e}}_{r}$ of $\mathrm{DMU}_{r}$ and its variance $\tilde{\sigma}_{r}^{2}$ are calculated as follows:

$$
\begin{align*}
& \tilde{\bar{e}}_{r}=\frac{1}{l} \sum_{t=1}^{l} e_{t r}=\frac{1}{l} \sum_{t=1}^{l} \frac{\sum_{j=1}^{n^{\prime}} \beta_{j t}^{*} y_{j r}+\sum_{b=1}^{n^{\prime \prime}} \beta_{b t}^{*} y_{b r}^{\prime}}{\sum_{i=1}^{m} \alpha_{i t}^{*} x_{i r}}  \tag{15}\\
& \tilde{\sigma}_{r}^{2}=\frac{1}{l} \sum_{t=1}^{l}\left(\dot{e}_{t r}-\tilde{\bar{e}}_{r}\right)^{2}
\end{align*}
$$

Finally, the cross-efficiency value $\widetilde{\bar{e}}_{r}$ and its variance $\widetilde{\sigma}_{r}^{2}$ are defined as the return and risk of financial assets,
respectively [11]. Based on the mean-variance framework, a portfolio selection method including probability model information and cross efficiency can be established. We provide the portfolio selection method of maximizing return and the portfolio selection method of minimizing risk, as follows.

The revenue maximization under constraint conditions:

$$
\begin{align*}
& e^{\#}=\max \sum_{r=1}^{l} w_{r} \tilde{\bar{e}}_{r} \\
& \text { s.t }\left\{\sum_{r=1}^{l} w_{r} \tilde{\bar{e}}_{r} \geq \frac{1}{l} \sum_{r=1}^{l} \tilde{\bar{e}}_{r}, \sum_{r=1}^{l} w_{r}^{2} \widetilde{\sigma}_{r}^{2} \leq \frac{1}{l^{2}} \sum_{r=1}^{l} \widetilde{\sigma}_{r}^{2}, \sum_{r=1}^{l} w_{r}=1, w_{r} \geq 0, r=1,2, \cdots, l .\right. \tag{16}
\end{align*}
$$

Risk minimization under constraints:

$$
\begin{align*}
& e^{\diamond}=\min \sum_{r=1}^{l} w_{r}^{2} \tilde{\sigma}_{r}^{2} \\
& \text { s.t }\left\{\sum_{r=1}^{l} w_{r} \widetilde{\bar{e}}_{r} \geq \frac{1}{l} \sum_{r=1}^{l} \widetilde{\bar{e}}_{r}, \sum_{r=1}^{l} w_{r}^{2} \widetilde{\sigma}_{r}^{2} \leq \frac{1}{l^{2}} \sum_{r=1}^{l} \widetilde{\sigma}_{r}^{2}, \sum_{r=1}^{l} w_{r}=1, w_{r} \geq 0, r=1,2, \cdots, l,\right. \tag{17}
\end{align*}
$$

where $w_{r}$ is the weight of the $\mathrm{DMU}_{r}$, that is, the investment proportion of the corresponding financial assets; $l$ is the number of assets; the purpose function is to maximize the return $e^{\#}$ and minimize the market risk $e^{\diamond}$; the constraint conditions mean that the expected return of the portfolio should not be lower than the average return, and the risk should not be higher than the average risk, so the sum of the investment proportion of the assets is 1 .

To better illustrate the operability and practicability of the above method, this paper gives specific steps. Suppose there are as many as $l$ decision-making units $\left(\mathrm{DMU}_{r}\right.$, $r=1,2, \cdots, l$ ), among which there are $m$ inputs ( $x_{i}$, $i=1,2, \cdots, m$ ), and there are $n^{\prime}$ objective outputs ( $y_{j}$, $j=1,2, \cdots, n^{\prime}$ ) and $n^{\prime \prime}$ subjective fuzzy inputs ( $y_{b}^{\prime}$, $\left.b=1,2, \cdots, n^{\prime \prime}\right)$. At the same time, fuzzy input corresponds to the comprehensive evaluation of attributes of the $n^{\prime \prime}$ decision-making units by the expert group $(G)$, in which the attributes are $\left(s_{b}, b=1,2, \cdots, n^{\prime \prime}\right), k$ members of the expert group $\left(G_{a}, a=1,2, \cdots, k\right)$, the comprehensive score is ( $E_{b}\left(\# h^{\prime}\right), b=1,2, \cdots n^{\prime \prime}$ ), the hesitant fuzzy set is $H_{k}$, the comprehensive hesitant fuzzy set is $\tilde{H}$, and the probabilistic hesitant module set $\dot{H}$.
(i) The first step is to obtain the hesitant fuzzy set of all attributes of the decision-making unit from the members of the expert group.

$$
H_{a}=\begin{gather*}
s_{1} \\
s_{2}  \tag{18}\\
D M U_{1} \\
D M U_{2} \\
\vdots \\
D M U_{l}
\end{gather*}\left[\begin{array}{cccc}
a & \ldots & s_{n^{\prime \prime}} \\
{ }^{a} h\left(s_{11}\right) & { }^{a} h\left(s_{12}\right) & \ldots & { }^{a} h\left(s_{1 n^{\prime \prime}}\right) \\
\vdots & \vdots & \ldots & \vdots \\
{ }^{a} h\left(s_{22}\right) & \ldots & { }^{a} h\left(s_{2 n^{\prime \prime}}\right) \\
{ }^{a} h\left(s_{l 2}\right) & \ldots & { }^{a} h\left(s_{l n^{\prime}}\right)
\end{array}\right],
$$

$$
\begin{aligned}
& \text { where }^{a} h\left(s_{r b}\right)=\left(\gamma_{l n^{\prime \prime}}^{\tau_{a}} \mid \tau_{a}=1,2, \cdots u ; a\right. \\
& \left.=1,2, \cdots k ; r=1,2, \cdots, l ; b=1,2, \cdots, n^{\prime \prime}\right) .
\end{aligned}
$$

(ii) the second step, according to Definition 4 and Definition 5, the hesitant fuzzy set $H_{a}(a=1,2, \cdots k)$ of the expert members is combined to form a comprehensive hesitant fuzzy set $\tilde{H}$ for all attributes of all decision-making units. And then,

$$
\begin{align*}
h^{\prime}(s) & =\left\{\begin{array}{ccc}
\left.{ }^{1} h(s) \cup{ }^{2} h(s) \cup \cdots \cup \cup^{k} h(s)\right\}, \\
\widetilde{H} & =\left[\begin{array}{ccc}
\left\{{ }^{1} h\left(s_{11}\right) \cup \cdots \cup^{k} h\left(s_{11}\right)\right\} & \cdots & \left\{{ }^{1} h\left(s_{1 n^{\prime \prime}}\right) \cup \cdots \cup^{k} h\left(s_{1 n^{\prime \prime}}\right)\right\} \\
\left\{{ }^{1} h\left(s_{21}\right) \cup \cdots \cup^{k} h\left(s_{21}\right)\right\} & \cdots & \left\{{ }^{1} h\left(s_{2 n^{\prime \prime}}\right) \cup \cdots \cup^{k} h\left(s_{2 n^{\prime \prime}}\right)\right\} \\
\vdots & \vdots & \vdots \\
\left\{{ }^{1} h\left(s_{l 1}\right) \cup \cdots \cup^{k} h\left(s_{l 1}\right)\right\} & \cdots & \left\{{ }^{1} h\left(s_{l n^{\prime \prime}}\right) \cup \cdots \cup^{k} h\left(s_{l n^{\prime \prime}}\right)\right\}
\end{array}\right] \Rightarrow \widetilde{H}=\left[\begin{array}{ccc}
h^{\prime}\left(s_{11}\right) & h^{\prime}\left(s_{12}\right) & \cdots \\
h^{\prime}\left(s_{1 n^{\prime \prime}}\right) \\
h^{\prime}\left(s_{21}\right) & h^{\prime}\left(s_{22}\right) & \cdots \\
h^{\prime}\left(s_{2 n^{\prime \prime}}\right) \\
\vdots & \vdots & \vdots \\
h^{\prime}\left(s_{l 1}\right) & h^{\prime}\left(s_{l 2}\right) & \cdots
\end{array} h^{\prime}\left(s_{l n^{\prime}}\right)\right.
\end{array}\right],
\end{align*}
$$

where $^{\prime}\left(s_{r b}\right) \quad=\left(\gamma^{\tau} \mid \tau=1,2, \cdots, \ell ; r\right.$ $\left.=1,2, \cdots, l ; b=1,2, \cdots, n^{\prime \prime}\right)$.
(iii) The third step is to calculate the probability of the membership degree in the comprehensive hesitant
fuzzy element according to Definition 6, that is, equation (10), to form a probabilistic hesitant fuzzy set $\dot{H}$ as follows:

$$
\dot{H}=\left[\begin{array}{cccc}
h\left(p\left(s_{11}\right)\right) & h\left(p\left(s_{12}\right)\right) & \cdots & h\left(p\left(s_{1 n^{\prime \prime}}\right)\right)  \tag{20}\\
h\left(p\left(s_{21}\right)\right) & h\left(p\left(s_{22}\right)\right) & \cdots & h\left(p\left(s_{2 n^{\prime \prime}}\right)\right) \\
\vdots & \vdots & \vdots & \vdots \\
h\left(p\left(s_{l 1}\right)\right) & h\left(p\left(s_{l 2}\right)\right) & \cdots & h\left(p\left(s_{l n^{\prime \prime}}\right)\right)
\end{array}\right]=\left[\begin{array}{ccc}
\left\{\gamma_{11}^{1}\left|p_{11}^{1}, \cdots, \gamma_{11}^{\ell}\right| p_{11}^{\ell}\right\} & \cdots & \left\{\gamma_{1 n^{\prime \prime}}^{1}\left|p_{1 n^{\prime \prime}}^{1}, \cdots, \gamma_{1 n^{\prime \prime}}^{\ell}\right| p_{1 n^{\prime \prime}}^{1}\right\} \\
\left\{\gamma_{21}^{1}\left|p_{21}^{1}, \cdots, \gamma_{21}^{\ell}\right| p_{21}^{\ell}\right\} & \cdots & \left\{\gamma_{2 n^{\prime \prime}}^{1}\left|p_{2 n^{\prime \prime}}^{1}, \cdots, \gamma_{2 n^{\prime \prime}}^{\ell}\right| p_{2 n^{\prime \prime}}^{1}\right\} \\
\vdots & \vdots & \vdots \\
\left\{\gamma_{l 1}^{1}\left|p_{l 1}^{1}, \cdots, \gamma_{l 1}^{\ell}\right| p_{l 1}^{\ell}\right\} & \cdots & \left\{\gamma_{l n^{\prime \prime}}^{1}\left|p_{l n^{\prime \prime}}^{1}, \cdots, \gamma_{l n^{\prime \prime}}^{\ell}\right| p_{l n^{\prime \prime}}^{1}\right\}
\end{array}\right] .
$$

(iv) In the fourth step, according to Definition 7 and Definition 8, the probabilistic hesitant fuzzy set $\dot{H}$ is calculated, and the comprehensive evaluation
information of the expert group is obtained, which is shown as follows:

$$
E(\dot{H})=\left[\begin{array}{cccc}
E\left(\# h_{11}^{\prime}\right) & E\left(\# h_{12}^{\prime}\right) & \cdots & E\left(\# h_{1 n^{\prime \prime}}^{\prime}\right)  \tag{21}\\
E\left(\# h_{21}^{\prime}\right) & E\left(\# h_{22}^{\prime}\right) & \cdots & E\left(\# h_{2 n^{\prime \prime}}^{\prime}\right) \\
\vdots & \vdots & \vdots & \vdots \\
E\left(\# h_{l 1}^{\prime}\right) & E\left(\# h_{l 2}^{\prime}\right) & \cdots & E\left(\# h_{l n^{\prime \prime}}^{\prime \prime}\right)
\end{array}\right] \Rightarrow Y=\left[\begin{array}{cccc}
y_{11}^{\prime} & y_{12}^{\prime} & \cdots & y_{1 n^{\prime \prime}}^{\prime} \\
y_{21}^{\prime} & y_{22}^{\prime} & \cdots & y_{2 n^{\prime \prime}}^{\prime} \\
\vdots & \vdots & \vdots & \vdots \\
y_{l 1}^{\prime} & y_{l 2}^{\prime} & \cdots & y_{l n^{\prime \prime}}^{\prime}
\end{array}\right] \text {, }
$$

where $\quad y_{r b}^{\prime}=E\left(\# h_{r b}^{\prime}\right),(r=1,2, \cdots, l ; b=1,2, \cdots$, $n^{\prime \prime}$ ).
(v) In the fifth step, $x_{i}, y_{j}$, $y_{b}^{\prime}\left(i=1,2, \cdots, m ; r=1,2, \cdots, l ; b=1,2, \cdots, n^{\prime \prime}\right)$ is substituted into model (12) to estimate the optimal efficiency value $\mathrm{DMU}_{t}(t=1,2, \cdots, l)$ of the evaluated asset $e_{t t}^{*}$ and its corresponding optimal weight $\alpha_{i t}^{*}, \beta_{j t}^{*}, \beta_{b t}^{*}$.
(vi) In the sixth step, the optimal weight of $\mathrm{DMU}_{t}(t=1,2, \cdots, l)$ is substituted into equation (13) to calculate the mutual evaluation efficiency of $\dot{e}_{t r}(r \neq t)$, as shown in Table 1.
(vii) In the seventh step, the crossover efficiency values $\widetilde{\bar{e}}_{r}$ and variance $\widetilde{\sigma}_{r}^{2}$ are calculated according to equations (14) and (15), as shown in Table 2.
(viii) In the eighth step, the cross-efficiency value $\widetilde{\bar{e}}_{r}$ and variance $\widetilde{\sigma}_{r}^{2}$ estimated by the cross-efficiency DEA are defined as the return and risk of the investment, respectively, and then the investment weight is
calculated based on the investor's investment purpose model (16) or (17). Model (16) maximizes the profit and model (7) minimizes the risk.

## 4. Illustrated Example

Investors often build their portfolios based on quantitative data and information and lack of adoption and analysis of qualitative information. The main reason is that qualitative information is difficult to quantify. To solve this problem, the method of expert evaluation is introduced to evaluate the attribute information that cannot be quantified, and the fuzzy methods of hesitant and probabilistic hesitant are used to collect and quantify the evaluation information with preference. To fuse and analyze the quantitative data and qualitative information, this paper further introduces the CEDEA model, which has the advantage of dimensionless. Based on this, this paper proposes the PHFCEE model to measure the cross-efficiency (benefit) and variance (risk) containing quantitative and qualitative information. Finally,

Table 1: Mutual evaluation efficiency matrix among decision-making units.

| Assets | $\mathrm{DMU}_{1}$ | $\mathrm{DMU}_{2}$ | $\cdots$ | $\mathrm{DMU}_{l}$ |
| :---: | :---: | :---: | :--- | :---: |
| $\mathrm{DMU}_{1}$ | $\dot{e}_{11}$ | $\dot{e}_{12}$ | $\cdots$ | $\dot{e}_{1 l}$ |
| $\mathrm{DMU}_{2}$ | $\dot{e}_{21}$ | $\dot{e}_{22}$ | $\cdots$ | $\dot{e}_{2 l}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\cdots$ | $\vdots$ |
| $\mathrm{DMU}_{l}$ | $\dot{e}_{l 1}$ | $\dot{e}_{l 2}$ | $\cdots$ | $\dot{e}_{l l}$ |

Note. The diagonal is the self-evaluation efficiency of the asset; the nondiagonal element is the mutual evaluation efficiency between the assets.

Table 2: Cross efficiency and variance.

| Assets | $\mathrm{DMU}_{1}$ | $\mathrm{DMU}_{2}$ | $\cdots$ | $\mathrm{DMU}_{l}$ |
| :--- | :---: | :---: | :--- | :---: |
| $\bar{e}_{r}$ | $\widetilde{\bar{e}}_{1}$ | $\widetilde{\bar{e}}_{2}$ | $\cdots$ | $\widetilde{\bar{e}}_{l}$ |
| $\widetilde{\sigma}_{r}^{2}$ | $\widetilde{\sigma}_{1}^{2}$ | $\widetilde{\sigma}_{2}^{2}$ | $\cdots$ | $\widetilde{\sigma}_{l}^{2}$ |

the calculation results of the PHFCEE model are substituted into the portfolio model constructed in the third part to calculate the final portfolio components and weights.

To demonstrate the effectiveness of the method proposed in this paper, we select 10 stocks in the CSI 300 index for a case study. The corresponding enterprises (code/variable life) are Industrial and Commercial Bank of China (601398/ DMU1), China Pacific Insurance (601601/DMU2), Shanghai Pharmaceutical (601607/DMU3), China Zhongzhi (601618/ DMU4), China Life Insurance (601628/DMU5), China Construction (601668/DMU6), Shanghai Electric (601727/ DMU7), Everbright Securities (601788/DMU8), China Exemption (601888/DMU9), and Zijin Mining (601899/ DMU10). In addition, because the general CEDEA model cannot deal with data with negative values, this paper excludes enterprises with missing values and negative values when screening sample data. Finally, the ten enterprises shown above are formed as samples. According to the annual report of the enterprise in 2020, the relevant financial data are obtained to calculate the input and output indicators required by the PHFCEE model. Indicators that will reflect the operational ability, solvency, and growth ability of the enterprise $[11,34,35$ ] are considered as input to the PHFCEE model. The profitability of the enterprise and the market reaction of the stock is taken as the output of the objective data of the model. In addition, this paper also takes the output of the subjective data of the model through the evaluation of experts from the aspects of enterprise prospect, enterprise innovation, team level, and so on. Specific information on the relevant indicators is shown in Table 3.

In Table 3, except for the expert evaluation section, the corresponding financial data in other sectors can be calculated from the annual report data published by enterprises between March and April each year. This paper takes the annual report data of 10 enterprises in 2020 as an example. The expert evaluation section consists of a team of three experts to evaluate the selected enterprises from three aspects: enterprise prospect, enterprise innovation, and team level, in which the evaluation result of each expert is expressed in the form of the hesitant fuzzy set. The evaluation result of the expert group is expressed by the comprehensive hesitant fuzzy set, and the evaluation result of the expert group considering the importance of membership is
expressed by the probabilistic hesitant fuzzy set. According to the specific steps of the method given in the third part of the article, the analysis of this case is as follows.

The first step is to obtain the evaluation results of 10 enterprises by three experts from three aspects: enterprise prospect, enterprise innovation, and team level, using hesitant fuzzy set $H_{1}, H_{2}$, and $H_{3}$ Express. The correspondence is shown in Tables 4-6, respectively. The second step, based on Definitions 4 and 5, merges the hesitant fuzzy elements for the same attribute in the hesitation fuzzy set and of the three experts and finally combines the comprehensive hesitation fuzzy set, which contains the evaluation results of all attributes of 10 enterprises, as shown in Table 7.

The third step is to calculate the probability of each membership degree in the comprehensive hesitant fuzzy set according to equation (10), to form a probabilistic hesitant fuzzy set $\dot{H}$ that contains more expert group evaluation information, as shown in Table 8.

The fourth step is based on Definitions 7 and 8 and probabilistic hesitant fuzzy set $\dot{H}$. The comprehensive scores for each attribute of 10 enterprises are calculated, respectively, and the results are shown in Table 9.

In the fifth step, the input and output data of 10 enterprises are substituted into model (12) to estimate the optimal self-evaluation efficiency value $e_{t t}^{*}$ and the optimal weight $\alpha_{i t}^{*}$, $\beta_{j t}^{*}, \beta_{b t}^{*}$, and substitute it into model (13) to calculate the mutual evaluation efficiency between enterprises $\dot{e}_{t r}(r \neq t)$. The estimated results run through MATLAB are shown in Table 10. In this table, the value on the diagonal is the selfevaluation efficiency of the enterprise, and the nondiagonal data of each row is the mutual evaluation efficiency of other enterprises to the corresponding enterprises of the bank.

The sixth step is to calculate the cross-efficiency value $\tilde{\bar{e}}_{r}$ and variance $\widetilde{\sigma}_{r}^{2}$ between enterprises according to equation (15) and equation (16) and sort them from large to small, as shown in Table 11.

According to Table 11, the three enterprises with the largest cross-efficiency values are DMU1, DMU5, and DMU2, and their corresponding variances are 0.2031 (10), 0.3457 (4), and 0.3428 (5), respectively. Thus, it can be seen that except for the relatively high return and relatively low risk of enterprise DMU1, the income and risk of other enterprises show different characteristics.

In the seventh step, the cross-efficiency value $\tilde{\bar{e}}_{r}$ and variance $\tilde{\sigma}_{r}^{2}$ are regarded as the risk and return of the investment, respectively, and substituted into model (17) or model (18) to calculate the investment weight $w$. It is assumed that there are no taxes, no transaction costs, no short selling, and full liquidity when constructing the investment portfolio.

Table 3: Details of input and output metrics.

| Types | Aspect | Financial indicators or evaluation indicators | Variable abbreviation |
| :--- | :---: | :---: | :---: |
| Input | Operation ability | Asset turnover rate | $x_{1}$ |
|  | Debt paying ability | Asset-liability ratio | $x_{2}$ |
|  | Growth ability | Income growth rate | $x_{3}$ |
| Output | Profitability | Net profit margin | $y_{1}$ |
|  | Stock | Stock price | $y_{2}$ |
|  |  | Enterprise prospect $\left(s_{1}\right)$ | $y_{3}$ |
|  | Expert evaluation | Enterprise innovation $\left(s_{2}\right)$ | $y_{4}$ |
|  |  | Team level $\left(s_{3}\right)$ | $y_{5}$ |

Table 4: Results of Expert 1 assessment.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | $(0.5,0.6)$ | $(0.3,0.4)$ | $(0.5,0.6)$ |
| DMU2 | $(0.6,0.7)$ | $(0.6)$ | $(0.4,0.5,0.6)$ |
| DMU3 | $(0.6,0.7)$ | $(0.4)$ | $(0.5)$ |
| DMU4 | $(0.7,0.8)$ | $(0.6,0.7)$ | $(0.5,0.7)$ |
| DMU5 | $(0.6,0.7)$ | $(0.5,0.6)$ | $(0.4,0.6)$ |
| DMU6 | $(0.6,0.75)$ | $(0.3)$ | $(0.4,0.3)$ |
| DMU7 | $(0.4,0.5)$ | $(0.4,0.45)$ | $(0.4)$ |
| DMU8 | $(0.55)$ | $(0.3)$ | $(0.4,0.50)$ |
| DMU9 | $(0.7)$ | $(0.5,0.6)$ | $(0.5)$ |
| DMU10 | $(0.4,0.5)$ | $(0.4,0.5)$ | $(0.5,0.4)$ |

Table 5: Results of Expert 2 assessment.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | $(0.3,0.5)$ | $(0.6,0.9)$ | $(0.4,0.6,0.8)$ |
| DMU2 | $(0.4,0.6,0.7)$ | $(0.2,0.6)$ | $(0.3,0.7)$ |
| DMU3 | $(0.4,0.5)$ | $(0.5,0.8)$ | $(0.4,0.5)$ |
| DMU4 | $(0.7,0.8)$ | $(0.5,0.6,0.7)$ | $(0.2,0.4)$ |
| DMU5 | $(0.4,0.7)$ | $(0.5)$ | $(0.5,0.8)$ |
| DMU6 | $(0.65)$ | $(0.5,0.6)$ | $(0.6)$ |
| DMU7 | $(0.3,0.5)$ | $(0.6,0.7)$ | $(0.45,0.7)$ |
| DMU8 | $(0.6,0.75)$ | $(0.3,0.65)$ | $(0.55)$ |
| DMU9 | $(0.4,0.6)$ | $(0.7)$ | $(0.65)$ |
| DMU10 | $(0.5)$ | $(0.4)$ | $(0.4,0.85)$ |

Table 6: Results of Expert 3 assessment.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | $(0.5,0.6)$ | $(0.3)$ | $(0.4,0.6,0.7)$ |
| DMU2 | $(0.3)$ | $(0.6,0.8)$ | $(0.5)$ |
| DMU3 | $(0.5,0.7)$ | $(0.4)$ | $(0.6)$ |
| DMU4 | $(0.5,0.6)$ | $(0.7)$ | $(0.4,0.6)$ |
| DMU5 | $(0.4,0.5)$ | $(0.6)$ | $(0.5,0.55)$ |
| DMU6 | $(0.45,0.7)$ | $(0.3,0.5)$ | $(0.4,0.65)$ |
| DMU7 | $(0.3,0.4,0.65)$ | $(0.55,0.8)$ | $(0.4,0.7)$ |
| DMU8 | $(0.3)$ | $(0.6)$ | $(0.4)$ |
| DMU9 | $(0.4)$ | $(0.35)$ | $(0.5,0.75)$ |
| DMU10 | $(0.45)$ | $(0.4)$ | $(0.6)$ |

In this paper, $5,6,7$, and 8 enterprises with high crossefficiency are selected to construct the investment portfolio, and the investment weights under different constraints are obtained, as shown in Tables 12 and 13. From the observation, we can see something important. First, with the
increase of the number of stocks in the portfolio, the weight of the corresponding stocks of each enterprise is decreasing accordingly. Second, no matter how many stocks are included in the investment portfolio, whether the purpose of the portfolio construction is to maximize the return or

Table 7: Comprehensive evaluation results of the expert group.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | $(0.3,0.5,0.6)$ | $(0.3,0.4,0.6,0.9)$ | $(0.4,0.5,0.6,0.7,0.8)$ |
| DMU2 | $(0.3,0.4,0.6,0.7)$ | $(0.2,0.6,0.8)$ | $(0.3,0.4,0.5,0.6,0.7)$ |
| DMU3 | $(0.4,0.5,0.6,0.7)$ | $(0.4,0.5,0.8)$ | $(0.4,0.5,0.6)$ |
| DMU4 | $(0.5,0.6,0.7,0.8)$ | $(0.5,0.6,0.7)$ | $(0.2,0.4,0.5,0.6,0.7)$ |
| DMU5 | $(0.4,0.5,0.6,0.7)$ | $(0.5,0.6)$ | $(0.4,0.5,0.55,0.6,0.8)$ |
| DMU6 | $(0.3,0.5,0.6,0.65,0.75)$ | $(0.3,0.5,0.6)$ | $(0.3,0.4,0.6,0.65)$ |
| DMU7 | $(0.3,0.4,0.5,0.65)$ | $(0.4,0.45,0.55,0.6,0.8)$ | $(0.4,0.45,0.7)$ |
| DMU8 | $(0.3,0.55,0.6,0.75)$ | $(0.3,0.6,0.65)$ | $(0.4,0.50,0.55)$ |
| DMU9 | $(0.4,0.6,0.7)$ | $(0.35,0.5,0.6,0.7)$ | $(0.5,0.65,0.75)$ |
| DMU10 | $(0.4,0.45,0.5)$ | $(0.4,0.5)$ | $(0.4,0.5,0.6,0.85)$ |

Table 8: Results of comprehensive evaluation of Expert groups with preferences $(\dot{H})$.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | $(0.3\|0.17,0.5\| 0.5,0.6 \mid 0.33)$ | $(0.3\|0.4,0.4\| 0.2,0.6\|0.2,0.9\| 0.2)$ | $(0.4\|0.25,0.5\| 0.375,0.6\|0.125,0.7\| 0.125,0.8 \mid$ |
| DMU2 | $(0.3\|0.17,0.4\| 0.17,0.6\|0.33,0.7\| 0.33)$ | $(0.2\|0.2,0.6\| 0.6,0.8 \mid 0.2)$ | $(0.3\|0.17,0.4\| 0.17,0.5\|0.34,0.6\| 0.17,0.7 \mid 0.17)$ |
| DMU3 | $(0.4\|0.17,0.5\| 0.33,0.6\|0.17,0.7\| 0.33)$ | $(0.4\|0.5,0.5\| 0.25,0.8 \mid 0.25)$ | $(0.4\|0.25,0.5\| 0.5,0.6 \mid 0.25)$ |
| DMU4 | $(0.5\|0.17,0.6\| 0.17,0.7\|0.33,0.8\| 0.33)$ | $(0.5\|0.17,0.6\| 0.33,0.7 \mid 0.5)$ | $(0.2\|0.17,0.4\| 0.34,0.5\|0.17,0.6\| 0.17,0.7 \mid 0.17)$ |
| DMU5 | $(0.4\|0.33,0.5\| 0.17,0.6\|0.17,0.7\| 0.33)$ | $(0.5\|0.5,0.6\| 0.5)$ | $(0.4\|0.17,0.5\| 0.34,0.55\|0.17,0.6\| 0.17,0.8 \mid$ |
|  | $(0.3\|0.2,0.5\| 0.2,0.6\|0.2,0.65\| 0.2,0.75 \mid$ | $(0.3\|0.4,0.5\| 0.4,0.6 \mid 0.2)$ | $0.17)$ |
| DMU6 | $0.2)$ | $(0.3\|0.2,0.4\| 0.4,0.6\|0.2,0.65\| 0.2)$ |  |
|  | $(0.3\|0.29,0.4\| 0.29,0.5\|0.29,0.65\| 0.14)$ | $(0.4\|0.2,0.45\| 0.2,0.55\|0.2,0.6\| 0.2,0.8 \mid$ | $(0.4\|0.5,0.45\| 0.25,0.7 \mid 0.25)$ |
| DMU7 | $0.2)$ |  |  |
| DMU8 | $(0.3\|0.25,0.55\| 0.25,0.6\|0.25,0.75\|$ | $(0.3\|0.5,0.6\| 0.25,0.65 \mid 0.25)$ | $(0.4\|0.5,0.50\| 0.25,0.55 \mid 0.25)$ |
| DMU9 | $0.25)$ | $(0.4\|0.5,0.6\| 0.25,0.7 \mid 0.25)$ | $(0.35\|0.25,0.5\| 0.25,0.6\|0.25,0.7\| 0.25)$ |
| DMU10 | $(0.4\|0.25,0.45\| 0.25,0.5 \mid 0.5)$ | $(0.4\|0.75,0.5\| 0.25)$ | $(0.5\|0.5,0.65\| 0.25,0.75 \mid 0.25)$ |

Table 9: The comprehensive score of each attribute of 10 enterprises.

| Enterprises | $s_{1}$ | $s_{2}$ | $s_{3}$ |
| :--- | :---: | :---: | :---: |
| DMU1 | 0.50 | 0.5 | 0.55 |
| DMU2 | 0.47 | 0.56 | 0.51 |
| DMU3 | 0.53 | 0.525 | 0.5 |
| DMU4 | 0.61 | 0.633 | 0.476 |
| DMU5 | 0.51 | 0.55 | 0.5695 |
| DMU6 | 0.56 | 0.32 | 0.47 |
| DMU7 | 0.44 | 0.56 | 0.4875 |
| DMU8 | 0.55 | 0.4625 | 0.4625 |
| DMU9 | 0.53 | 0.5375 | 0.6 |
| DMU10 | 0.46 | 0.425 | 0.55 |

minimize the risk, the investment weight of the enterprise DMU1 is the largest. Third, under the condition of income maximization, the investment right of DMU1 is more important than the investment weight of risk minimization.

Combined with the analysis of Tables 11 and 12, when investors aim to maximize returns, each portfolio will increase the investment weight of stocks with higher returns on the premise of not exceeding the average risk. Similarly, combined with the analysis of Tables 11 and 13, when investors aim to minimize risk, each investment portfolio will increase the investment weight of less risky stocks on the premise that the return is not lower than the average return. The above results are consistent with the facts, which shows the rationality of the portfolio construction model.

In addition, the return and risk of the portfolio are calculated according to the required weight and compared with the return and risk of the equal weight investment; the results are shown in Table 14. The analysis shows that the investment weight calculated based on model (16) and model (17) is lower than the equal weight investment in terms of return and risk. The investment return of income maximization is higher than that of risk minimization, and the risk of risk minimization is lower than that of return maximization. The comparison results in Table 14 are in line with expectations, which once again illustrates the rationality and effectiveness of the portfolio construction in this paper.

Compared with the quantitative portfolio selection methods such as modern portfolio theory [36-38], the

Table 10: Table of efficiency values among 10 enterprises.

|  | DMU1 | DMU2 | DMU3 | DMU4 | DMU5 | DMU6 | DMU7 | DMU8 | DMU9 | DMU10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU1 | 1.0000 | 0.9638 | 0.6461 | 0.6414 | 0.9851 | 1.0000 | 0.6650 | 0.7968 | 0.4023 | 0.7068 |
| DMU2 | 0.0273 | 1.0000 | 0.2707 | 0.6739 | 0.9719 | 0.8599 | 0.4330 | 0.4024 | 0.1481 | 0.6817 |
| DMU3 | 0.0026 | 0.7010 | 1.0000 | 0.7823 | 0.7675 | 1.0000 | 0.1046 | 0.1231 | 0.0667 | 0.3541 |
| DMU4 | 0.0033 | 0.9315 | 0.1510 | 1.0000 | 0.9513 | 1.0000 | 0.1949 | 0.2170 | 0.0642 | 0.4431 |
| DMU5 | 0.0349 | 0.9592 | 0.2608 | 0.7115 | 1.0000 | 0.9156 | 0.4894 | 0.4971 | 0.1499 | 0.7432 |
| DMU6 | 0.0068 | 0.4896 | 0.1281 | 0.5017 | 0.5548 | 0.9710 | 0.1065 | 0.2148 | 0.1264 | 0.4592 |
| DMU7 | 0.0071 | 0.5451 | 0.0326 | 0.5156 | 0.7367 | 0.5156 | 1.0000 | 0.7148 | 0.1163 | 0.5809 |
| DMU8 | 0.0401 | 0.4958 | 0.0442 | 0.5193 | 0.6546 | 0.6872 | 0.7149 | 1.0000 | 0.4085 | 0.5764 |
| DMU9 | 0.0221 | 0.3701 | 0.0227 | 0.3975 | 0.6199 | 0.4619 | 0.3385 | 0.3840 | 1.0000 | 0.5624 |
| DMU10 | 0.0340 | 0.6866 | 0.0748 | 0.7118 | 0.9283 | 0.8379 | 0.3749 | 0.4561 | 0.2667 | 1.0000 |

Table 11: Cross efficiency (benefit), variance (risk), and ranking.

| Enterprises | $\tilde{\bar{e}}_{r}$ | Sort | $\widetilde{\sigma}_{r}^{2}$ | Sort |
| :--- | :---: | :---: | :---: | :---: |
| DMU1 | 0.7807 | 1 | 0.2031 | 10 |
| DMU2 | 0.5469 | 3 | 0.3428 | 5 |
| DMU3 | 0.4902 | 7 | 0.4008 | 2 |
| DMU4 | 0.4956 | 6 | 0.4249 | 1 |
| DMU5 | 0.5762 | 2 | 0.3457 | 4 |
| DMU6 | 0.3559 | 10 | 0.2937 | 8 |
| DMU7 | 0.4765 | 8 | 0.3273 | 6 |
| DMU8 | 0.5141 | 5 | 0.2957 | 7 |
| DMU9 | 0.4179 | 9 | 0.2839 | 9 |
| DMU10 | 0.5371 | 4 | 0.3470 | 3 |

Table 12: Investment weight of income maximization.

| Enterprises | $w$ | Enterprises | $w$ | Enterprises | $w$ | Enterprises | $w$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU1 | 0.3671 | DMU1 | 0.3427 | DMU1 | 0.3099 | DMU1 | 0.2723 |
| DMU2 | 0.1541 | DMU2 | 0.1364 | DMU2 | 0.1238 | DMU2 | 0.1119 |
| DMU5 | 0.1607 | DMU5 | 0.1435 | DMU5 | 0.1301 | DMU5 | 0.1171 |
| DMU10 | 0.1497 | DMU10 | 0.1320 | DMU10 | 0.1198 | DMU10 | 0.1085 |
| DMU8 | 0.1684 | DMU8 | 0.1472 | DMU8 | 0.1337 | DMU8 | 0.1217 |
| - | - | DMU4 | 0.0982 | DMU4 | 0.0892 | DMU4 | 0.0815 |
| - | - | - | - | DMU3 | 0.0934 | DMU3 | 0.0854 |
| - | - | - | - | - | DMU7 | 0.1016 |  |

Table 13: Risk-minimized portfolio weight.

| Enterprises | $w$ | Enterprises | $w$ | Enterprises | $w$ | Enterprises | $w$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU1 | 0.2897 | DMU1 | 0.2545 | DMU1 | 0.2254 | DMU1 | 0.1977 |
| DMU2 | 0.1716 | DMU2 | 0.1508 | DMU2 | 0.1335 | DMU2 | 0.1172 |
| DMU5 | 0.1702 | DMU5 | 0.1495 | DMU5 | 0.1324 | DMU5 | 0.1162 |
| DMU10 | 0.1696 | DMU10 | 0.1489 | DMU10 | 0.1319 | DMU10 | 0.1157 |
| DMU8 | 0.1990 | DMU8 | 0.1748 | DMU8 | 0.1548 | DMU8 | 0.1358 |
| - | - | DMU4 | 0.1216 | DMU4 | 0.1077 | DMU4 | 0.0945 |
| - | - | - | - | DMU3 | 0.1142 | DMU3 | 0.1002 |
| - | - | - | - | - | DMU7 | 0.1227 |  |

PHFCEE model proposed in this paper uses more comprehensive information, and then the derived results meet the real needs of investors and companies because this model not only uses quantitative data reflecting historical information but also uses hesitant fuzzy sets to describe some qualitative factors that cannot be measured with quantitative
data. Compared with the qualitative portfolio model proposed by Zhou and $\mathrm{Xu}[3,4]$ and others, the given model also uses some quantitative financial data to ensure the objectivity of the given results. The incomplete rationality of experts could lead to subjectivity in the evaluation information provided by experts and decision-makers, which can

Table 14: Comparison of income and risk.

| Amount | The average <br> return on <br> investment | Weighted return under <br> income maximization | Weighted return <br> under risk <br> minimization | The average <br> investment in risk | Weighted risk under <br> profit maximization | Weighted <br> risk <br> under risk <br> minimization |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 0.59100 | 0.63046 | 0.61143 | 0.06058 | 0.06016 | 0.05827 |
| 6 | 0.57511 | 0.62008 | 0.59735 | 0.05387 | 0.05356 | 0.05124 |
| 7 | 0.56298 | 0.60773 | 0.58511 | 0.04776 | 0.04748 | 0.04543 |
| 8 | 0.55216 | 0.59277 | 0.57178 | 0.04168 | 0.04145 | 0.03989 |

further affect the optimal results. Then, we add objective quantitative data into the model. Concerning these comparisons, the investment portfolio derived by this model could be more realistic and reasonable than that got by the other two types of models.

## 5. Conclusions

A portfolio approach that utilizes qualitative information is an effective venture capital technique when quantitative data are scarce or unavailable. However, the approach of building a portfolio using only qualitative information is somewhat subjective. To solve this problem, this paper proposes the PHFCEE model. The acquisition of qualitative information and the effective fusion of two data forms are the key technologies for portfolio construction. Then, we introduce probabilistic hesitant fuzzy set and the CEDEA model. Next, based on the cross-efficiency value and its variance, the investment portfolio ratios considering the investors' risk preferences are constructed. Lastly, a real example has been provided to demonstrate the feasibility of the proposed models.

The mixed-data portfolio model based on the probabilistic hesitant fuzzy environment in this paper has some disadvantages, such as simple modeling rules, simple probabilistic calculation, and excessively ideal constraints. Therefore, in future work, the research will further consider the mixed-data portfolio model under the environment with incomplete or no-probability information and intend to develop a new probability solution algorithm. It will be worthwhile and interesting work.
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#### Abstract

This paper provides an in-depth analysis and study of the interactive flipped classroom model for a digital micro-video for a big data English course. To improve the learning efficiency of English courses and reduce the learning pressure of students, the thesis also uses certain techniques to apply audiovisual language to the production of specific micro-class videos, broadcast the successfully recorded micro-class courses to students, and then use the questionnaire to randomly distribute the designed audiovisual language use questionnaire. Micro-classes earnestly perform data statistics for students and finally conduct data analysis to summarize and verify the effects of micro-class audiovisual language use. The improved algorithm can effectively reduce the fluctuation of the consumption of various resources in the cluster and make the services in the cluster more stable. The new distributed interprocess communication based on protocol and serialization technology is more efficient than traditional communication based on protocol standards, reduces bandwidth consumption in the cluster, and improves the throughput of each node in the cluster. The content design and scripting of micro-video teaching resources are based on this. Then, the production process of micro-video teaching resources is explained, according to the selection of tools, the preparation, recording, editing, and generation of materials.


## 1. Introduction

With the large-scale promotion and use of information technology and network technology, video data have taken up 70\% of the Internet traffic. In the field of life, short video and real-time live streaming are becoming increasingly popular; in the field of surveillance, network surveillance cameras are spread all over the city; in the field of office, cloud video conferencing is also gradually approaching people's work. In the future, there will be increased video data, and these video data have high timeliness. Unlike text information, video data have multidimensional, large volume, high hidden characteristics; compared with text data, video data are more complex and require higher
computational requirements [1]. It is inefficient to analyze the cameras in urban corners by hand alone, so how to mine the information in these unstructured data through computer technology in time to further improve the work productivity has also become a major challenge for enterprises and related research institutions [2]. However, these frameworks have been developed over the years, and to make the frameworks have better generality, the community developers have not made optimization for specific scenarios (e.g., video processing), and users need to optimize the configuration according to their business scenarios and modify the source code if necessary [3]. At the same time, according to the theory and practice of micro-video teaching, there is a natural combination of micro-video
teaching and scaffolded teaching, and the combination of the two will significantly improve the teaching efficiency of English listening classroom. In terms of specific practices, first, complex learning tasks can be decomposed through scaffolded teaching to gradually guide learners to deeper understanding. Then micro-videos are used in each level of the decomposed tasks, allowing students to improve their listening skills by watching them and creating a contextualized listening learning atmosphere.

On the one hand, because the micro-course is composed of streaming video, the aesthetic standard of video audiovisual language is applicable; on the other hand, the use of film and television works with a large number of rich audiovisual language to shoot the storyline of the microcourse; the audiovisual language in line with the human visual and auditory sense helps students learn micro-course knowledge. It is an important research topic to apply the audiovisual language filming method in micro-course production to improve students' learning effect and highlight the focus of teaching content knowledge [4]. With the rise of the concept of flipped classroom teaching and the rapid development of large-scale open online courses, mi-cro-courses are also becoming another breakthrough in the exploration of educational reform. The advent of the "micro" era has affected people in every aspect. With the rapid development of network communication technology, mi-cro-courses are also developing rapidly, and with their short characteristics, they effectively solve the micro-needs of learners. Through theoretical research and comparative analysis of the audiovisual language elements in the excellent micro-course videos and comparison with the rich audiovisual language in film and television works, the study of the unique audiovisual language in micro-courses and the search for the use of audiovisual language in micro-course production can provide some reference to reduce the fatigue of learners in long micro-courses.

The importance of learning English grammar is selfevident. However, from my own teaching experience and the current situation of local students learning English, the teaching and learning of English grammar are not particularly satisfactory [5]. First, due to the heavy workload and the reform of English examination papers, some teachers and students have the concept of "light on grammar, grammatical plates and light on special sentences," which is manifested by the fact that everyone pays more attention to big grammar, such as the three main clauses, verbs, and nonverbal verbs, and marginalizes special sentences. The first relevance of this study is to emphasize the importance of special sentences in grammar learning; even though microvideos and flipped classrooms have emerged in recent years, their effectiveness is still unknown, and people are afraid to implement them. Therefore, the second relevance of this study is to provide a reference for teachers who want to make a change in teaching special sentences as grammar, especially for those who have accumulated many high-quality grammar micro-videos in provincial micro-video competitions, and want to implement them specifically in their teaching. Under the concept of the flipped classroom, students learn by watching the micro-video first, then answer questions,
and consolidate their knowledge through discussion or asking the teacher for advice; students' initiative can be strengthened, and students' deep understanding of grammar knowledge can be achieved; and students' main position can be highlighted, and students can use the fragmented time to learn everywhere, which can free up more time in class to strengthen.

## 2. Current Status of Research

To facilitate this, the videos were posted online for their independent learning, and as the number of hits increased, he began to think about the advantages of this teaching method. Inspired by the videos, many teachers have tried to change the way they taught in the classroom by having students watch the videos at home before class to grasp the main points of the lesson and to assess their proficiency through appropriate exercises; then in class, they focus on problem-solving and collaborative communication between the teacher and the students. Prensky et al. mentioned that with the development of science, technology, and the Internet, this generation of youth is different from their parents' generation [6]. In the face of this explosion of knowledge, although some people complain about their concentration and attention span, others argue that it is not because they are not concentrating but because they have more options, their attention span has changed, and their needs are different [7]. There are so many things that appeal to them in the face of a colorful world. Faced with this world of light and darkness, it is no longer possible for them to be as simple as the past generation, and their independent thinking and individuality gradually emerge [8]. Education, then, must be branded with the digital age to capture and engage students, and Salman Khan and others mention that there is both serendipity and inevitability in being an early researcher in the flipped classroom [9]. The serendipity lies in the fact that he did not realize that he would have such a big impact until then. He simply hoped to use his recorded instructional videos to tutor his relatives on their homework, but he did not expect to receive good results. The necessity lies in the fact that as an education practitioner, he has always believed that what exists may not be justified. The drawbacks of traditional education, which have become apparent, cannot ignore just because people have become accustomed to its existence [10].

The analysis and collation of the scholars' understanding of flipped classrooms show that everyone's understanding of flipped classrooms is similar, based on the development of science and technology, the catalyst of the change of knowledge learning mode, plus the escort of independent learning [11]. Combined with the analysis and collation, the author then synthesizes his own practical experience and believes that the existence of flipped classrooms has its inevitability. For students at a better level like the one the author is dealing with, one will find that the current generation is different from the previous one in many ways [12]. The previous generation may not know what big data, 5G, and the Internet are; they already live in a smart city and feel them everywhere; and they often scoff at some shallow
understanding and memorization [13]. Sometimes, within the class, while the teacher drones on about some grammar rules, many students are already off to do their own thing [14]. For them, flipping the classroom is not a bad way to learn. Because it realigns the time inside and outside the classroom, the teacher no longer has the power to make decisions about learning, and instead, it is transferred to the students. With this model of teaching and learning, the valuable time within the classroom, students can focus more on active project-based learning, working together to solve problems and thus gain a deeper understanding [15].

It can effectively reduce the pressure on the server, but it will increase the requirements for the hardware configuration of the user's device, and if the configuration is too low, the user experience will be greatly reduced. At the same time, this approach can only integrate some lightweight algorithms; otherwise, it will increase the requirements for the user's terminal device configuration and even cause hardware loss. After years of development, the stream computing framework has become increasingly complex, although it has become richer and richer in functions, and the technology is maintained by large enterprises, and SMEs or research institutions do not have enough resources to maintain it, and it is difficult to troubleshoot problems [16]. Moreover, the development of current stream computing frameworks is mainly borrowed from the Internet, and there is a lack of product-tested stream computing frameworks for real-time video stream data processing scenarios. All three solutions for video stream processing have their applicable scenarios, and different R\&D vendors will adopt different strategies to improve user experience. However, the greatest scope for development is the clustering of video streams, which is a key research direction for companies with video businesses today. The method of clustering processing has no upper limit on the throughput rate and processing delay in theory, and the size of the throughput rate can be controlled by dynamically adjusting the number of service nodes in the cluster, and the cluster can be flexibly adapted to various scenarios through intelligent dynamic configuration.

## 3. A Study on Interactive Flipped Classroom Model for Big Data English Course with Digital Micro Video

3.1. Big Data Platform Design for Digital Micro-Video. First, we need to design and implement the basic functions of this video big data intelligent analysis platform, mainly including five modules, which are: real-time statistics, real-time monitoring, query retrieval, resource management, and system settings. Some of the function modules contain some subfunctions; query retrieval subfunctions include: historical alarms, capture retrieval, $1: 1$ comparison, and personnel database comparison; resource management subfunctions include: personnel database management, control management, and bayonet management; and system settings subfunctions include: department management and user management. In addition to the basic functions of the system, based on the capture
records in the system, it is also necessary to implement some functions of target person analysis [17]. When the number of cameras deployed in the area reaches a certain level, personnel behavior analysis can be analyzed. The system architecture design is the beginning of developing a software system and is also crucial to the implementation and performance of the system. Properly designed architecture not only allows for smooth and efficient development of subsequent functions but also allows for more stable operation during the operational phase of the system, saves physical resources such as servers, and has higher availability and fault tolerance. In addition, when facing changes in requirements, a good architecture makes it easier for the system to cope with these changes so that it can bring more adaptation with fewer changes. It can be said that architecture design is the top priority in software system development. When implementing this video big data intelligent analysis platform, we need to fully consider the stability and scalability of the system to ensure that the system can run stably for a long time, and it is also best to upgrade the system without interrupting the services provided to the public [18]. When adding cameras to the system, both the processing of video and face data or the relevant capture records and pictures of storage will increase the burden on the system; at this time, the system scalability is also very important. To ensure that when adding real-time video to the system for analysis, the system operation is not interrupted, and the service is not interrupted, so the system needs to have the ability to dynamically expand the capacity.

Micro-video teaching resources should have a scientific process as the mainline of production, according to which the production process is concretized. The production of micro-video teaching resources includes the selection of tools, preparation of materials, and a series of recording, editing, and finally generating the video format required for teaching. Micro-video teaching resources should have a scientific process as the mainline of production, according to which the specific production process is launched. The production of micro-video teaching resources includes the selection of tools, the preparation of materials, and a series of recordings, editing, and the final generation of the video format required for teaching. This is the work of collecting and preparing materials such as pictures, videos, audios, and PPT courseware needed in the stage of making micro-video teaching resources, which is related to the specific recording practice in the next stage, so it is necessary to be well prepared. When collecting materials, we should take the needs of learners as the primary principle, consider the cognitive development of secondary school learners, and try to focus on interesting and popular materials, to be easy to understand and unique [19]. In the cluster, if a new node appears, to prevent the new node from scheduling too many nodes, we will monitor the scheduling success event of the scheduler, obtain the scheduling result, and mark the number of scheduled pods for each node in the past period, such as the number of pods scheduled within $1 \mathrm{~min}, 5 \mathrm{~min}$, and 30 min , the hotspot value of the node is measured and
then compensated to the node's preference score, so this will become increasingly stable. This is the stage of concretizing the practice of micro-video teaching resources. The author uses the pre-selected tools for recording work, and editing can be done within the recording software or using other post-editing tools to insert the required images, audio, animation, and so on. After finishing the editing work, the required format is generated, and if there are special format requirements, format conversion can be done using Format Factory software. After the initial completion, the microvideo teaching resources are shown to some learners; the viewing experience is collected; the resources are adjusted and improved according to other teachers' suggestions; and the content and form of the micro-video teaching resources has to be continuously optimized until the final version is generated, to obtain the desired teaching effect in the practice stage of the resources, as shown in Figure 1.

Since a cluster environment is more complex compared to a standalone environment and the cluster contains various resource conditions that affect each other, a distributed processing system needs to be able to not only complete the tasks submitted by users but also dynamically balance the cluster load and rationally allocate cluster resources so that the efficiency of task processing in the cluster can be improved. We can optimize the cluster load by intelligently scheduling tasks through load balancing algorithms. Allocation and scheduling of tasks in a distributed system require the use of load balancing algorithms. The load balancing algorithm studied in this paper will combine the weighted voting method based on real-time resource monitor and system load prediction by deep learning-based time series prediction algorithm so that the tasks can be allocated reasonably. Since a cluster environment is more complex compared to a standalone environment and the cluster contains various resource conditions that affect each other, a distributed processing system needs to be able to not only complete the tasks submitted by users but also dynamically balance the cluster load and rationally allocate cluster resources so that the efficiency of task processing in the cluster can be improved. We can optimize the cluster load by intelligently scheduling tasks through load balancing algorithms (see Figure 1).

Allocation and scheduling of tasks in a distributed system require the use of load balancing algorithms. The load balancing algorithm studied in this paper will combine the weighted voting method based on real-time resource monitor and system load prediction by deep learning-based time series prediction algorithm so that the tasks can be allocated reasonably.

The weighted voting method is to assign a weight value to each condition in advance. Let there be $n$ conditions related to the resource consumption of the service node and each resource is given a weight value. Then the final service computing node's resource consumption can be calculated by the following equation:

$$
\begin{equation*}
P=\sum_{i=0}^{n} P_{i} \times W_{i}^{2} \tag{1}
\end{equation*}
$$

The advantage of performing load balancing in this way is that the hardware configuration of each node in the cluster can vary, as the final task is assigned based on the percentage of available resources to the total resources. The dynamic load balancing algorithm designed in this paper does not rely completely on load prediction algorithms, as there are no accurate prediction algorithms available. The load balancing algorithm starts by obtaining the current resource utilization status of each service node in the cluster, then predicts the candidate nodes, selects the node that is least likely to generate a resource utilization spike in the future period, and finally assigns the task to that node.

$$
\begin{align*}
P_{b} & =\frac{\left(\sum_{i=1}^{n} T+\sum_{i=1}^{n} R\right)}{(n \times I \times T b)},  \tag{2}\\
R & =P_{b} \times W_{b}-P_{m} \times W_{m}-P_{c} \times W_{c} . \tag{3}
\end{align*}
$$

From the functions of each part of the system, we can see that the system is closely focused on face data, and many functions are closely related to capture records or dynamic face data. For example, the alarm is judged according to the dynamic face capture data, and the functions such as trajectory analysis, analysis of the same pedestrian, analysis of the landing point, and frequent passing are also based on the analysis and calculation of the capture records. Face capture records are very important to the whole system. In addition, as the number of cameras connected to the system increases, the number of face captures will also increase, and the dynamic face data that needs to be processed by the system in real-time will also increase. If the dynamic face data is not processed properly, the light will make the capture retrieval, alarm, and other functions delayed and heavy perhaps with the increasing number of data to be processed, until the whole system dragged down. Therefore, dynamic face data processing can be said to be the top priority in the whole system implementation process, as shown in Figure 2.

After collecting the data through TensorFlow's datacleaning interface, it is possible to separate the data set into test data ( $20 \%$ ) and training data ( $80 \%$ ); since the data are temporally attributed in this scenario, there is no mashing of the data, and parameters need to be introduced in this interface to get the same structure for all the same inputs.

$$
\begin{align*}
p_{t}^{\prime} & =\frac{p_{t}+\max (p)}{\max (p)+\min (p)}  \tag{4}\\
W_{t} & =\left(p_{t-w}^{1}, p_{t-w}^{2}, p_{t-w}^{3}, \ldots, p_{t-w}^{w}\right)  \tag{5}\\
p_{t}^{w} & =f\left(p_{t-w}^{1}-p_{t-w}^{2}+p_{t-w}^{3}-p_{t-w}^{w}\right) \tag{6}
\end{align*}
$$

Students' interest in learning is the one with the highest mean among the four dimensions, from which students are more inclined to agree that micro-video scaffolded instruction can increase students' interest in learning (see Figure 2).

In addition, the standard deviation of the effect of microvideo scaffolded instruction on students' interest in learning is 0.71505 lower than the standard deviation of the other


Figure 1: Stream computing architecture.
three dimensions, which leads to the conclusion that students are more inclined to agree that micro-video scaffolded instruction has the effect of increasing interest in learning.

$$
\begin{equation*}
3 \leq W \leq W_{\min } . \tag{7}
\end{equation*}
$$

It can be seen that the model-based prediction algorithm has some accuracy in predicting the overall trend of the load situation, but it also has some error, so the final load balancing algorithm does not fully rely on this prediction algorithm, and then when assigning tasks, it will first discard the part of nodes with heavier load calculated by the prediction algorithm, then obtain the load situation of the remaining cluster nodes through the dynamic load balancing algorithm, and finally assign the tasks to the service nodes with the lowest load.

### 3.2. Design of an Interactive Flipped Classroom Model for

 English Courses. The mechanism of the more mature Kafka has been thoroughly studied, and our research goal is not the mechanism of Kafka. The connection of the three modules in the flipped classroom model is done through information technology; without the support of information technology, the flipped classroom model cannot be implemented. IT is a powerful lever for instructional designers to create a learning environment for students [20]. IT makes it possible for teachers to track and supervise students' learning online, to guide and help them online, to test and evaluate their learning results online, and to ensure personalized independent learning and collaborative group learning for students. The self-study and questioning stages are entirely at the students' own pace. First, the subject class representativewill lead the interpretation of the learning objectives and arrange the learning tasks, and students will follow the learning objectives for self-study of the material. Students can read the textbook first to master the knowledge content and then complete the study plan independently, or they can read the textbook according to the study plan questions and then complete the study plan independently. The difficult problems encountered in the process of reading the textbook on their own can be studied with the help of micro-lessons recorded by the teacher in advance. The micro-lesson can be paused and rewatched repeatedly, and the problems in the lesson plan can be improved and revised after reading and understanding. After the micro-lesson, there are still questions that are not understood, or new questions arise, which need to be discussed and exchanged among group members. Generally, the students who finish the learning task first to communicate can be followed as models, and the communication experience is shared among the group members or the group. Of course, there may be questions that students do not understand or additional questions that arise, and students will need to write these down on a "question feedback slip." In addition, students will need to complete online tests prepared by the teacher in advance to test their learning. Teachers need to collect and summarize students' questions, data from the platform, and feedback from the learning plan. The teacher will design the breakthrough points and personalized tutorials after fully understanding the students' learning situation.

The micro-video-based flipped classroom teaching model should include three components: pre-class, in-class, and post-class. The components of the pre-lesson session include teacher's production of teaching micro-video,


Figure 2: Explanation of the total variance of the factors.
teacher's design of pre-lesson independent learning task list, students' viewing of teaching micro-video, students' completion of the pre-lesson independent learning task list, students' marking of doubts, asking questions, and so on. The components of the midlesson session include warm-up of learning contents, students' independent work, group collaborative learning, display of learning results, teacher's guidance and counseling, teacher's evaluation, and feedback. The components of the post-lesson session include students' production work, students' sharing of work, teachers' evaluation of work, students' mutual evaluation of work, midterm, final exams, and so on. On this basis, the author combines the theory of ubiquitous learning, the theory of associationist learning and proficiency learning, as well as the theory of motivation, and constructs a flipped classroom teaching model based on micro-video, as shown in Figure 3.

The biggest difference between micro-video-based flipped classroom teaching mode and traditional classroom teaching is the part of knowledge transfer. In traditional classroom teaching, knowledge transfer is in the middle of the class, while micro-video-based flipped classroom teaching is done before the class, and the tasks of teachers and students change before the class. In traditional classroom teaching, the teacher's task is to remind students to preview what they are going to learn, with no specific instructions on how to preview and how to preview, and when students preview, they only preview the material, or even some students do not preview at all, causing the pre-class preview session to become a bubble. There are many tasks that teachers and students need to do in the pre-class session of micro-video-based flipped classroom teaching. First, teachers should make the micro-video a week before and distribute the video to students 2-3 days before; students get the micro-video and independent learning task list and then do independent learning before class; teachers should keep
online guidance and supervision; students mark the problems they encounter when doing independent learning; and finally, teachers need to collect students' feedback and suggestions (see Figure 4).

Teaching evaluation refers to the process of measuring and value judgment on the process of teaching activities and their results following certain teaching objectives and using scientific and feasible standards and methods. Two points can be seen from the above definition: First, teaching evaluation is carried out following teaching objectives, and clear teaching objectives are the prerequisite for teaching evaluation. Therefore, the classification theory and method of teaching objectives and the development and changes of contemporary educational objectives concept dominate the process and method of teaching evaluation, developing their cognitive ability and the ability to criticize and create beauty mastering the systematic basic knowledge of culture and science, forming basic skills and techniques, developing their cognitive ability students' bodies to get normal development and healthy growth, gradually forming correct aesthetic views and the ability to feel the beauty and appreciate the beauty and create beauty, and gradually developing socialist moral behavior and ideological quality, the basis for the formation of a materialist worldview, and the comprehensive and harmonious development of their personalities [21]. Its factors are very rich, and teaching evaluation should be based on many factors that respond to the teaching objectives, as shown in Figure 4.

What teachers should do in this feedback session is to get questions and feedback to adjust their micro-video based on the effectiveness of the students' viewing of the instructional micro-video. Based on students' suggestions and comments on the instructional micro-video, the style, technique, format, and effectiveness of their instructional micro-video should be adjusted or changed. Students will record what


Figure 3: Micro-video-based flipped classroom teaching model.


Figure 4: Impact of micro-video scaffolded instruction in the listening classroom.
they understood, what they did not understand, and what they want to study in-depth when they watch the instructional micro-video, and teachers will collect this feedback to prepare their in-class activities. In addition, teachers should create a comprehensive reward mechanism to increase students' enthusiasm and motivation by offering rewards for good performance, such as students who watch instructional micro-videos particularly attentively and who ask good questions or suggestions.

The students in the researcher's school have no problem in mastering basic grammar, such as lexis, tenses, and so on.

Among the syntax, they have a good grasp of the frequently used and important definite clauses, but they have some difficulty in learning other macro-sentence types, such as noun clauses, and $90 \%$ of them cannot understand special sentences, which shows that the author's previous analysis of the students' learning situation is right.

## 4. Analysis of Results

4.1. Big Data Platform Performance Results for Digital MicroVideo. As the static load balancing algorithm does not
consider the difference in the performance configuration of the service nodes in the cluster, it assigns tasks without any difference, resulting in node 3 reaching a bottleneck due to its performance, and the load situation is close to $100 \%$ at first, at which time node 3 can no longer accept tasks, but the computing resources of nodes 1 and 2 are still very sufficient at this time. Next, we use the same simulation to test the dynamic load balancing algorithm based on real-time resource monitoring; the test results are shown in Figure 5; from Figure 5, we can see that the overall resource consumption of the three service nodes is on the rise; although the fluctuation of no. 3 is relatively large (mainly due to the lack of CPU performance), there is no CPU burst when using the static load balancing algorithm. The dynamic load balancing algorithm gives priority to assigning tasks to the remaining nodes when node 3 has the highest resources, and the use of a dynamic load balancing algorithm can generally ensure the stable operation of the cluster (see Figure 5).

After applying the prediction-based load balancing algorithm, compared to the dynamic load balancing algorithm, the resource consumption of each node in the cluster becomes relatively smooth in general without particularly large fluctuations, except that the resource consumption of assigned tasks is relatively obvious due to the relatively poor performance of node 3 , the other two nodes are relatively smooth, and when a load of a certain machine is relatively large, the algorithm will assign tasks to other nodes, so the node resource consumption rises for a while and then drops significantly.

Considering the efficiency of distributed interprocess communication in different scenarios, this paper adopts two middleware communication methods, message queue, and serialized network communication and uses different serialization algorithms and compression algorithms for messages with different attributes to further improve the throughput and transmission efficiency. The message queue has already had a more mature Kafka, so this paper does not do a deep study on this. The choice of the communication method between service nodes is crucial in distributed stream computing application scenarios. In this paper, based on the traditional remote procedure call method, we improve it for the latest HTTP 2.0 standard to improve the overall throughput rate and transmission efficiency of distributed applications.

The interface was tested before and after the optimization of the capture count to verify the impact of placing the count results in the Redis cache on the performance of the interface. The response time of the interface at different levels was recorded in the test database, and the system was warmed up by running the test 100 times before the test and then tested 100 times at each level, recording the time taken for each call and taking the average. The test data is shown below: this experiment is to simulate the communication process of two distributed processes in a cluster with two servers, by sending a large amount of image data simultaneously from one server to another server using the traditional network communication method and our designed serialized network communication method, respectively, and compare the difference in communication efficiency between the two; the experimental results are shown in Figure 6.

From the experimental results, we can see that the traditional protocol-based network communication method is less efficient than the protocol-based serialized network communication method in the scenario of transmitting a large amount of binary data, and the larger the data size, the more obvious the advantage of this serialized network communication method. And in the case of more cameras in the system access, the number of capture records generated in the system every day may reach millions. And then with the accumulation of time, the total number of captures in the system may reach tens of millions or even hundreds of millions. At this time, the database to do statistics on such a huge number of records will undoubtedly be slow. Once the interface response speed is full to a certain extent, the overall performance of the system may be affected.
4.2. Results of the Interactive FlippedCmodel for English Courses. For computer application courses, students' proficiency in hands-on operation is poor, and students hope that the time allocated for computer operation is greater than the time taught by teachers in class, so that students can have more opportunities for independent practice, which is consistent with the concept of "students are the main body of learning" in the above micro-video-based flipped classroom teaching model. From Figure 7, only $15.0 \%$ of the students like or like very much the current traditional teaching classroom; $85.0 \%$ of the students think that the current traditional teaching model is average or dislike or dislike very much; moreover, only $11.0 \%$ of the students say that the current traditional teaching mode can stimulate their learning interest; and as many as $89.0 \%$ of the students think that the traditional teaching mode cannot stimulate their learning interest well. This shows that students expect a new teaching model based on the traditional teaching mode, and this mode should make students more interested in learning and increase their motivation to learn. Although $88.0 \%$ of the students did not understand the concept and implementation process of the flipped classroom, $87.0 \%$ of the students were more interested in learning about the flipped classroom; $79.0 \%$ of the students were more or very interested in the "flipped classroom" of this course; $97.0 \%$ of the students expressed their willingness to experience the flipped classroom teaching mode; and $46.0 \%$ of the students were interested in the "flipped classroom" of this course. The students were able to have a correct understanding of the meaning of "flipped classroom."

After independent work and exploration, students have constructed their cognitive structure or knowledge system, but to complete the deep internalization of knowledge, students need to communicate and help each other. Therefore, communication and mutual assistance among group members are needed in a session, and students who have completed three topics can help other members of the group. This kind of peer-to-peer communication and mutual help helps students dissect and explain the knowledge points and helps group members who did not find the correct answers at the beginning sort out their questions to form the correct perception. At the


Figure 5: Dynamic load balancing.


Figure 6: Experimental results of comparison of communication methods.
same time, the author will also join the students' group discussions to give timely guidance and help clarify students' misconceptions.

Students will develop their own or group learning outcomes after independent and collaborative group learning. In the above two sessions, what problems students solved and what problems remained unsolved, each group sends a representative out to present their learning outcomes and ask their questions. The presentation is done by the live demonstration method, where each group's representative goes to the teacher's machine and demonstrates the group's results to all the students, and the author evaluates the level of each group's demonstration and demonstrates results, and the groups evaluate each other (see Figure 7).

In Figure 7, what we show is the specific value under different headings. Due to a large number of types, this method is used for visual analysis. We can see that the values under different headings are not related in any way. As can be seen from Figure 8, after the micro-video-based flipped classroom teaching, the students in the experimental class preferred and liked the micro-video-based flipped classroom
teaching model, which was more favored by the first-year students than the traditional teaching model. The results of the analysis showed that the overall mean value of the learning effectiveness section was 4.1543 , which was higher than the value of 4 for the "meet" option on the five-point scale, with a standard deviation of 0.1392 and variance of 0.0190 , indicating that the respondents generally believed that the use of micro-video teaching resources in the classroom had a positive impact on their ability to improve. The learners' hands-on, self-learning, and problem-solving skills were significantly improved, further explaining the reason for the relatively high overall performance of the learners. The question with the lowest score was "I think the use of micro-video teaching resources helps to enhance my observation and analysis skills," with a score of 3.9787 , indicating that micro-video teaching resources have yet to be improved in enhancing learners' observation and analysis skills (see Figure 8).

Second, the sound effects can be used to cut the knowledge chapters, so that students can better appreciate the micro-course.


Figure 7: Pre-test statistics.


Figure 8: T-test results.

## 5. Conclusion

The use of micro-video scaffolding in the junior high school English listening classroom can significantly improve students' learning performance. Analysis of the pre- and posttest scores revealed that although both classes improved their English listening test scores in the first semester compared to the pre-experimental period, the further comparison revealed that the experimental class students' English listening scores improved more. In addition, the interview with the students of the experimental class revealed that the students of the class were generally more active in completing the tasks assigned by the teacher and were also able to participate in learning activities more actively and positively. What is more important is that both classes used the same teaching materials, but the only difference was the teaching method. This shows that the use of micro-video scaffolding teaching in junior high school English listening classrooms can stimulate students' motivation to learn English listening, improve learning efficiency, and eventually improve listening performance. The only difference between the two classes is the teaching method.

This shows that the use of micro-video scaffolding in junior high school English listening classroom teaching can motivate students to learn English listening, improve learning efficiency, and eventually improve listening performance. The results of the students' reading motivation questionnaire after using the hybrid teaching model of micro-videoscaffolded classroom show that students' English reading motivation in the three dimensions of learning attitude, learning reasons, and learning behavior has been improved and maintained at a high level, mainly because students are more interested in learning English reading, learning English reading more out of deep internal learning motivation, completing the reading task on time, and taking the initiative to read outside the classroom.
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