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�e objective of this special issue is to provide a premier
forum for researchers working on emerging technologies
and applications for video streaming to present their recent
research results. A substantial number of articles were sub-
mitted, and a	er a thorough peer review process, eight high-
quality articles were selected to be included in this special
issue. �ese papers cover emerging technologies and appli-
cations for content-rich real-time video streaming services,
including QoS prediction mechanism, multimedia content
transmission technologies, multimedia object detection, and
so on. We believe that the research articles collected in this
special issue will introduce readers to the recent advance-
ments and interesting research directions in the field of
multimedia technologies.

�e paper by G. X. Hu et al. introduces a new small image
objection detection model to achieve good image detection
accuracy. �e proposed model not only ensures the integrity
of the feature of the large object but also preserves the full
detail feature of the small objects by extracting the multiscale
feature of the image.

�e paper by R. Liu et al. presents a novel homomor-
phic encryption technology-based method for verification
of video data integrity. �e simulation results show that the
proposed method is superior to comparison schemes in all
aspects, and it suggests that the proposed scheme is serving
better for the video data integrity verification purpose in the
cloud environment.

�e paper by T. Yi and C. Fang jointly combines the
Matter Element Analysis (MEA) method, fuzzy set theory,
and TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution) to design a fuzzy matter element model,
which can be used to evaluate the complexity of UML class
diagram and predict the complexity of so	ware quality.

�e paper by W. Lu et al. proposes a priority-aware
multipath TCP (MPTCP)-based data distribution solution
in order to provide multimedia applications with many
attractive benefits including goodput performance improve-
ment, latency reduction, and high-quality users’ quality of
experience for multimedia streaming services.

�e paper by Y. Song et al. introduces an improved
artificial bee colony (ABC) algorithm for efficient multi-
media streaming over wireless network environments. �e
experimental results show that the proposed algorithm not
only ensures the real-time transmission requirement, but also
reduces the power consumption of wireless network.

�e paper by Q. Liu et al. presents a novel loss-aware
multipath data delivery solution, which extends to the
Stream Control Transmission Protocol (SCTP)’s concurrent
multipath transfer mechanism, necessitating the following
aims: (i) providing SCTP-CMT with a loss-aware bandwidth
aggregation and parallel transmission mechanism and (ii)
improving data delivery performance in a heterogeneous
wireless network environment.
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�e paper by W. Ma et al. first introduces a novel
neural collaborative filtering model for QoS prediction using
transfer learning technology. Next, the authors design a novel
interaction layer to represent the relationship between latent
embedding factors of the nodes. Finally, the authors utilize
partial fine-tuning andmaximummean discrepancy (MMD)
measurement to train the target domain model to implement
domain adapting. �e experimental results show that the
proposed model can outperform the existing QoS prediction
models in a video streaming P2P network environment.

�e paper by W. Wang et al. regards a video streaming
scheduling event in wireless networks as a so	 real-time
scheduling event and then proposes a dynamic so	 real-time
schedulingmechanism combined with preemption threshold
for streaming media. �e simulation results demonstrate the
benefits of applying the proposed mechanism to a so	 real-
time system.
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With the rapid development of wireless networks, multiple network interfaces are gradually being designed into more and more
mobile devices. When it comes to data delivery, Stream Control Transmission Protocol (SCTP)-based Concurrent Multipath
Transfer (CMT) has proven to be quite useful solution for multiple home networks, and it could become the key transport protocol
for the next generation of wireless communications.TheCMT delay caused by data rearrangement has been noticed by researchers,
but they have seldom considered the frequent occurrence of packet loss that occurs in the high-loss networks. In this paper, we
proposed an original loss-aware solution for multipath concurrent transmission (CMT-LA) that achieves the following goals: (1)
identifying packet loss on all paths, (2) distributing packets adaptively across multiple available paths according to their packet loss
and loss variation, and (3) maintaining the features of bandwidth aggregation and parallel transmission of CMT while improving
the throughput performance. The results of our simulations showed that the proposed CMT-LA reduces reordering delay and
unnecessary fast retransmissions, thereby demonstrating that CMT-LA is a more efficient data delivery scheme than classic CMT.

1. Introduction

The development of wireless network technologies has been
extremely rapid, leading to an increased amount of mobile
equipment with multiple communication interfaces (e.g.,
WiFi, 4G, 5G) [1]. To support the wide use of wireless com-
munication technology and the prevalence of multihoming
terminals, properly equippedmobile devices can usemultiple
network interfaces to transfer network data, thereby increas-
ing transmission efficiency, maximizing network resource
utilization, and improving system robustness [2]. However,
the traditional Transmission Control Protocol (TCP), with its
single path structure, cannot make use of the multihoming
characteristics of mobile terminal equipment to improve the
data transmission rate and throughput performance.

Multihoming devices are capable of utilizing multiple
wireless technologies to improve the content delivery of
multimedia [3]. Moreover, users find it convenient to access
multimedia streaming services (e.g., video and voice stream-
ing) from anywhere at any time. Nevertheless, supporting

real-time multimedia streaming services remains a chal-
lenging task, mainly because these applications require high
bandwidth and delay intolerance [4].

More importantly, real-time services performance of
diverse media also requires low latency and reliable data
transmission. Being a solution to support multipath trans-
mission, Stream Control Transmission Protocol (SCTP) [5]
has already discussed by scholars [6, 7]. Like TCP, SCTP is
a reliable protocol that offers dependable data transfer. In
addition, SCTP can satisfy the bandwidth requirements for
content-rich real-time multimedia streaming delivery, but
only one primary path can be selected. Therefore, SCTP
maintains the reliability of transmission but cannot transmit
data in parallel paths. For this reason, SCTP may not be able
to provide maximum utilization of network resources, and it
barely meets the demand for efficient data delivery needed by
next generation mobile communications.

Nowadays, CMT has been recognized as a promising
means for improving network resource utilization. It not only
supports the transmission of available paths in parallel, but
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Figure 1: CMT-based multimedia streaming in heterogeneous
wireless network.

also aggregates bandwidth. By applying SCTP’s multihomed
architecture, CMT can use heterogeneous network interfaces
to transmit data among multiple paths simultaneously [8].
Figure 1 depicts a typical CMT-based heterogeneous wireless
scenario for multimedia content delivery. From Figure 1, we
can see that a multihoming wireless device can communicate
with a media server via three paths simultaneously, illus-
trating how CMT supports heterogeneous wireless networks
for delivery of real-time multimedia content. Consequently,
CMT-based association paths can offer attractive bene-
fits, such as end-to-end throughput, utilization of network
resources, and load balancing.

However, critical issues remain to be considered regard-
ing classic CMT because this approach primarily adopts a
plain round-robin process for distributing application layer
data to the multiple available paths. CMT rarely takes into
consideration the quality differences of various paths in
terms of quality-of-service (QoS)-related parameters. Thus,
a plain round-robin distribution method inevitably results
in receiver buffer blocking [9–12]. In order to reduce such
blocking and achieve more reliable transmission, we try
our best to ensure that the receiver will transmit ordered
packets to the upper layer. Therefore, the receiver buffer
must firstly store the out-of-order packet and wait for the
arrival of the preamble packets (e.g., lost or delayed packets)
before sending the data. Considering the characteristic of
limited storage capacity, excessive place disorder packets will
certainly lead to a severe buffer blocking problem. Once this
happens, buffer blocking will affect the quality of the users
experience, especially for content-rich streaming media.

To address the above issues, we proposed an original
loss-aware packet scheduling scheme under the structure of
CMT called CMT-LA. We designed CMT-LA to meet three
functional goals: (1) to identify packet loss for the paths,

(2) to distribute data packets across the multiple available
paths adaptively according to their packet loss and loss
variation, and (3) to maintain the features of bandwidth
aggregation and parallel transmission of CMTwhile improv-
ing the throughput performance. Our research provided the
following contributions to the field:

(i) The new model introduced an optimal packet loss
detection algorithm to estimate the paths packet loss
rate (PLR).

(ii) The proposed solution combined the PLR estimation
and the jitter indicator of PLR at the transport layer to
reflect the data transmission condition of the paths.

(iii) By utilizing the path-based loss-aware method, this
novel, fast data distribution model improved the
efficiency of data transmission and reduced packet
loss differences.

In Section 2, readers can have a general understanding
for currently research. Section 3 describes CMT-LA solution.
In Section 4, we provide details of our simulations and an
analysis, and Section 5 presents our conclusion and intentions
for future work.

2. Related Work

For the transport layer, SCTP is recognized to be more
reliable than most other transport protocols, which breaks
TCPs limitations while retaining the advantages of the User
Datagram Protocol (UDP). Nevertheless, unlike TCP and
UDP, SCTP is equipped with two capacities, multihoming
and multistreaming, that help to increase availability [13].
Liu et al. [9] developed a comprehensive retrospective view
of SCTP and then discussed three aspects of the protocol:
managing switching with an integrated approach, multipath
transmission in a concurrent way, and cross-activity between
layers. Baharudin et al. [14] presented a novel path selec-
tion solution based on ant colony optimization aimed at
enhancing the efficiency of SCTPs selection of a primary
path. Dreibholz et al. [15] provided an overview of SCTP
and its extensions and then focused on the continuous SCTP
standardization procedure.

While CMT is viewed as a promising means for enhanc-
ing the efficiency of data transmission, research has sought
further improvements. Iyengar et al. [16] described three
negative side effects of CMT and introduced three algorithms
to avoid these side effects effectively. In addition, their paper
proposed and estimated five retransmission policies for CMT.
Yang et al. [17] introduced the limitations for throughput of
CMT: receiving buffer size and the longest round trip time
(RTT) in all transmission paths. The authors established a
CMTs throughput model to analyze the selection of different
paths via it and then applied the analysis results to selec-
tion strategy on the basis of available paths. Therefore, the
throughput of the CMT has improved. Each of the above
solutions is different in terms of data handling capabilities.
However, all of the solutions continued to adopt the round-
robin policy for transmitting data over all available paths.
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Figure 2: The delayed delivery occurred because of packet loss.

Recently, a growing volume of research has been directed
toward applying the CMT technique for multimedia data
delivery. Xu et al. [18] sought to improve the performance
of real-time multimedia data distribution by adopting mul-
tihoming SCTP while making use of different Single Path
Transfer (SPT) and CMT mechanisms separately. Within
a certain loss range, Baek et al. [19] presented a multicast
protocol based on improved SCTP. Its main purpose is
to achieve partial reliability, reduce the message overhead
dramatically, and tolerate partial loss. Huang et al. [20]
attempted to conjunct with various techniques, including
a prioritized stream, to provide services for multimedia
streaming. Therefore, PR-CMT was produced on the basis
of CMT with the characteristic of new and partial reliability.
However, in general, the existing research failed to consider
that path diversity is bound to data reordering, which severely
affects CMT performance.

In recent years, many researchers have attempted to
employ a cross-layer concept to solve some of the problems
that may result from CMT [21–25]. Cao et al. [21] presented
an innovative cross-layer QoS-aware adaptive CMT (CMT-
CQA) to satisfy three requirements: identification of wireless
errors, mitigation of buffer blocking problems, and efficient
bandwidth aggregation. CMT-CQA was able to aggregate
bandwidth by considering multiple factors, depict a suitable
multimedia delivery strategy, and take on a reinforced fast
recovery scheme. Xu et al. [23] designed an optimal solution
for monitoring and analyzing the quality of paths. This
method cleverly utilizes the concept of cross-layer based
on SCTP and the fairness driving characteristics based on
CMT, which improves the users experience of multimedia
streaming services while maintaining fairness of competing
TCP flows.

In addition, many researchers have been paying attention
to CMT-based data reordering problems. Xu et al. [26] took
Network Coding (NC) ideas to improve the performance
of SCTP-based CMT and thus introduced an enhanced
version of multipath concurrent transmission scheme, aim-
ing to avoid data reordering and alleviate buffer blocking.
Cao et al. [27] designed an adaptive receiver-cooperative
path aggregation model to reduce data rearrangement and

prevent buffer blocking. However, the above work did not
consider the high-loss situation which suddenly lost packets
in actual networks. Undoubtedly, if the losses occurred and
CMT cannot recognize them, there is no good throughput
performance.

In this paper, we have attempted to fill the gap by
developing CMT-LA, an approach that includes a proper
packet loss detection module along with a novel loss-aware
packet scheduler to ensure that the SCTP packets arrive in
order.

3. The CMT-LA Solution

Asymmetric paths with multihomed communications may
suffer from disparate undesirable characteristics including
packet loss rates, delays, round trip times, and bandwidth.
These conditions may lead to out-of-order data and degraded
data delivery. In addition, the packet loss rate is generally
the most important feature of a transmission path considered
when CMT utilizes all available paths to send data in
parallel. To provide a better understanding of blocked data
transmission in heterogeneous wireless networks, Figure 2
provides a representation of how delayed delivery occurs as
a result of packet loss.

We record transmission sequence number transmitted by
the sender as TSNs. It can be seen from Figure 2 that Path 1
has TSNs 1-4 and 9-12, and the transmitted sequence in Path
2 is TSNs 5-8. Due to differences in path quality loss, the
packets of TSNs 5-8 at Path 2 that cannot arrive at time 𝑡𝑖 will
be dropped. While groups for TSNs 1-4 and 9-12 can get it
before time 𝑡𝑖, so it is necessary to place them in the receiver
buffer for reordering. However, the out-of-order packets will
not be submitted because of the reliability of CMT. In this
way, packet loss leads to out-of-order data problems and
eventually degrades the overall performance.

To alleviate the differences of packet loss and improve the
efficiency of data delivery, we extended our 𝑅𝑡𝑥++ solution
to propose CMT-LA, a packet loss detection and packet
scheduling solution. This approach aimed to identify the
packet loss of the various paths and then distribute data
packets adaptively across multiple available paths according
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to their packet loss. CMT-LA can be associated with existing
CMT solutions.

By using the Mathis model [21], the goodput of path 𝑃𝑖,
which is denoted as 𝐺𝑃𝑖 , can be calculated by

𝐺𝑃𝑖 = 𝑀
𝑅𝑇𝑇𝑃𝑖 × √𝑃𝐿𝑅𝑃𝑖

, (1)

where 𝑃𝐿𝑅𝑃𝑖 denotes the packet loss rate of path 𝑃𝑖. 𝑅𝑇𝑇𝑃𝑖 is
path 𝑃,𝑖 s RTT, which can be calculated as

𝑅𝑇𝑇𝑃𝑖 = 𝜔 × 𝑅𝑇𝑇𝑃𝑖 + (1 − 𝜔) × Φ𝑃𝑖 ,
Φ𝑃𝑖 = 𝑡 − 𝑇𝑠𝑒𝑛𝑑 − Δ𝑇

(2)

where 𝑅𝑇𝑇𝑃𝑖 presents the current 𝑅𝑇𝑇 value of path 𝑃𝑖.𝑇𝑠𝑒𝑛𝑑 is a timestamp to record the transmit time, while
the timestamp 𝑡 is the time when receiver sends Selective
Acknowledgment (SACK) chunk to the sender. 𝜔 stands for
the weighting parameter and its value is set to 7/8 by default
according to [27]. Δ𝑇 represents time interval at which the
receiver processes each packet. Meanwhile, we can estimate
the 𝑃𝐿𝑅𝑃𝑖 value from (1), so 𝑃𝐿𝑅𝑃𝑖 can be obtained as shown:

𝑃𝐿𝑅𝑃𝑖 = ( 𝑀
𝐺𝑃𝑖 × 𝑅𝑇𝑇𝑃𝑖 )

2

, (3)

where𝑀 uses the constant value 1.22 × 𝐷𝐶𝑆 by default, and𝐷𝐶𝑆 is set to 1,500 MTUs (maximum transmission units) in
the simulations, i.e.,𝑀 = 1.22 × 1500 = 1830.

Further, Bisoy et al. [28] proposed the Vegas model to
calculate the goodput of path 𝑃𝑖; namely, the value of 𝐺𝑃𝑖 ,
introduced into (3), can be obtained as follows:

𝐺𝑃𝑖 = 𝑐𝑤𝑛𝑑𝑃𝑖𝑅𝑇𝑇𝑚𝑖𝑛𝑃𝑖 , (4)

where 𝑅𝑇𝑇𝑚𝑖𝑛𝑃𝑖 is the minimum value in all paths 𝑅𝑇𝑇 to
decrease dispersive expense. 𝑐𝑤𝑛𝑑𝑃𝑖 denotes the congestion
window size of path 𝑃𝑖.

So far, the 𝑃𝐿𝑅𝑃𝑖 of each path can be estimated by using
(2), (3), and (4). However, the 𝑃𝐿𝑅𝑃𝑖 cannot reflect the
transmission condition for path 𝑃𝑖 objectively. To address this
issue, we can useΔ𝑃𝐿𝑅𝑃𝑖 , which represents the jitter indicator
of 𝑃𝐿𝑅𝑃𝑖 , to identify whether path 𝑃𝑖 is in an unreliable
transmission condition. Δ𝑃𝐿𝑅𝑃𝑖 can be expressed as

Δ𝑃𝐿𝑅𝑃i =
𝑃𝐿𝑅𝑃𝑖 − 𝑃𝐿𝑅𝑎V𝑔𝑃𝑖𝑃𝐿𝑅𝑚𝑎𝑥𝑃𝑖 − 𝑃𝐿𝑅𝑚𝑖𝑛𝑃𝑖 ,

(5)

where 𝑃𝐿𝑅𝑃𝑖 is the current calculated 𝑃𝐿𝑅 on 𝑃𝑖, and the
𝑃𝐿𝑅𝑎V𝑔𝑃𝑖 value can be obtained by

𝑃𝐿𝑅𝑎V𝑔𝑃𝑖 = 1
𝑘 ×
𝑘∑
𝑛=1

𝑃𝐿𝑅𝑛𝑃𝑖 . (6)

Definition:𝑃𝑖: the 𝑖𝑡ℎ path within the SCTP association.𝑃𝐿𝑅𝑃𝑖 : the estimated packet loss rate of path 𝑃𝑖
1: for all path 𝑃𝑖 within the SCTP association do
2: if status of 𝑃𝑖 == ACTIVE then
3: calculated 𝑃𝐿𝑅𝑃𝑖 by Eq. (2)
4: calculated Δ𝑃𝐿𝑅𝑃𝑖 by Eq. (5)
5: put 𝑃𝑖 into 𝑃𝑙𝑖𝑠𝑡
6: end if
7: end for

Algorithm 1

Assuming the measured 𝑃𝐿𝑅 values on 𝑃𝑖 are {𝑃𝐿𝑅1𝑃𝑖 ,𝑃𝐿𝑅2𝑃𝑖 , . . . , 𝑃𝐿𝑅𝑘𝑃𝑖}, then 𝑃𝐿𝑅𝑚𝑎𝑥𝑃𝑖 and 𝑃𝐿𝑅𝑚𝑖𝑛𝑃𝑖 can be acquired
as shown

𝑃𝐿𝑅𝑚𝑎𝑥𝑃𝑖 = max {𝑃𝐿𝑅1𝑃𝑖 , 𝑃𝐿𝑅2𝑃𝑖 , . . . , 𝑃𝐿𝑅𝑘𝑃𝑖}
𝑃𝐿𝑅𝑚𝑖𝑛𝑃𝑖 = min {𝑃𝐿𝑅1𝑃𝑖 , 𝑃𝐿𝑅2𝑃𝑖 , . . . , 𝑃𝐿𝑅𝑘𝑃𝑖} .

(7)

As mentioned previously, Δ𝑃𝐿𝑅𝑃𝑖 can reflect the trans-
mission condition for path 𝑃𝑖. Therefore, we determine that𝑃𝑖 is in an unreliable transmission condition if Δ𝑃𝐿𝑅𝑃𝑖 and(Δ𝑃𝐿𝑅𝑃𝑖)𝑡𝑛 − (Δ𝑃𝐿𝑅𝑃𝑖)𝑡𝑛−1 > 0 (where 𝑡𝑛 and 𝑡𝑛−1 are the
observed time, and 𝑡𝑛 > 𝑡𝑛−1). In otherwords, whenΔ𝑃𝐿𝑅𝑃𝑖 >0, the increase of Δ𝑃𝐿𝑅𝑃𝑖 indicates that 𝑃𝑖 is in an unreliable
transmission condition. This detection method for packet
loss is described in detail in Algorithm 1, which shows
the pseudocode for the CMT-LA method. Finally, we can
identify packet loss for the paths and distribute data packets
adaptively according to the 𝑃𝐿𝑅 and Δ𝑃𝐿𝑅 values, which also
meets the goals of CMT-LA.

Algorithm 1 is one part of CMT-LA method and its
pseudocode shows how we estimate the 𝑃𝐿𝑅 and Δ𝑃𝐿𝑅 value
of each path in the SCTP association.

As discussed above, the classic CMT adopts a plain
round-robin method for data distribution on the multiple
transmission paths within a multihomed SCTP association.

However, this approach seldom considers highly dis-
similar path characteristics over a heterogeneous wireless
network. For this reason, using the plain round-robinmethod
may result in disorder packets and blocking the receiver
buffer. Inspired by the fact that the number of sending
packets is related mainly to the 𝑃𝐿𝑅 value, we designed an
optimal CMT-LA data distribution algorithm that includes
the following steps.

(1) Use Algorithm 1 to estimate the 𝑃𝐿𝑅 andΔ𝑃𝐿𝑅 values
of all available paths for theACTIVE state in the SCTP
association.

(2) Arrange paths 𝑃𝑙𝑖𝑠𝑡 in ascending order according to
the corresponding 𝑃𝐿𝑅 value.

(3) Choose the first path (𝑃𝑙𝑖𝑠𝑡(0)) in 𝑃𝑙𝑖𝑠𝑡 as the candidate
path (𝑃𝑠𝑒𝑛𝑑) for packets transmission.

(4) If two or more paths have the smallest 𝑃𝑠𝑒𝑛𝑑, select the
path with the smallest Δ𝑃𝐿𝑅 as the 𝑃𝑠𝑒𝑛𝑑.
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Figure 3: Simulation topology.

(5) Select the next path in 𝑃𝑙𝑖𝑠𝑡 as the 𝑃𝑠𝑒𝑛𝑑, if the path
cwnd is full.

The CMT-LA data distribution algorithm greatly im-
proves data delivery throughput and realizes load balancing
as well. A detailed description of the pseudocode for the
CMT-LA data distribution method is given in Algorithm 2.

4. Simulations and Analysis

4.1. Simulation Steps. To evaluate CMT-LA, all simulation
experiments were performed in Network Simulator version
3 (NS-3) [29]. In this paper the topology of the simulation
experiment is mainly composed of four parts, namely, SCTP
sender, receiver, terminals, and multiple transmission paths,
as in Figure 3, but it just takes three transmission paths (Paths
1, 2, and 3) as examples to connect two terminals, respectively.
The PLR of Path 1 took a varied value from 0% to 2%, the
PLR of Path 2 changed from 4% to 6%, and the PLR of Path 3
ranged from 10% to 15%.We used 64KB as the default receive
buffer (rbuf). As for the other SCTP parameters, we merely
used the default value supplied by NS-3. In addition, we set
120 seconds as the total simulation time.

For the purpose of reflecting the advantages of CMT-LA,
we injected background traffic to simulate a complex Internet
environment. We would add four TCP generators to each
router when a UDP generator is added in it, so about one-
fifth of the total traffic generated by each path is UDP traffic,
and four-fifths is TCP. All traffic generators (FTP/TCP and
VBR/UDP) connected to routers (𝑅1,1, 𝑅2,1 and 𝑅3,1) were
configured with 100Mb bandwidth and 25ms propagation
delay. For the sake of reasonable consumption of bandwidth,
we set 1Mbps as the transmission rate forVBR traffic,whereas
the FTP used the system value supplied by NS-3.

Definition:𝑃𝑖: the 𝑖𝑡ℎ path within the SCTP association.𝑃𝐿𝑅𝑃𝑖 : the estimated packet loss rate value of path 𝑃𝑖
1: set 𝑃𝐿𝑅𝑃𝑗 = 𝑃𝐿𝑅𝑃𝑙𝑖𝑠𝑡(0) ;
2: for (𝑖 = 1; 𝑖 <= 𝑐𝑜𝑢𝑛𝑡(𝑃𝑙𝑖𝑠𝑡); 𝑖 + +) do
3: sort 𝑃𝑖 in an ascending order
4: if (𝑃𝐿𝑅𝑃𝑗 > 𝑃𝐿𝑅𝑃𝑙𝑖𝑠𝑡(𝑖) ) then
5: set 𝑗 = 𝑖
6: set 𝑃𝐿𝑅𝑃𝑗 = 𝑃𝐿𝑅𝑃𝑙𝑖𝑠𝑡(𝑖) ;
7: end if
8: end for
9: if !((𝑃𝑘 ∈ 𝑃𝑙𝑖𝑠𝑡) && (𝑃𝐿𝑅𝑃𝑘 = 𝑃𝐿𝑅𝑃𝑗 ) &&
(𝑘 ̸= 𝑗)) then
10: set 𝑃𝑠𝑒𝑛𝑑 = 𝑃𝑗;
11: else if (Δ𝑃𝐿𝑅𝑃𝑘 > Δ𝑃𝐿𝑅𝑃𝑗 )
12: 𝑃𝑠𝑒𝑛𝑑 = 𝑃𝑘
12: end if
13: while cwnd of 𝑃𝑠𝑒𝑛𝑑 is full do
14: set 𝑃𝑠𝑒𝑛𝑑 = 𝑃𝑠𝑒𝑛𝑑 󳨀→ next;
15: end while

Algorithm 2

4.2. Simulation Results

4.2.1. Packet Sending and Receiving Times. Figure 4 depicts
the sending and receiving times of several packets when
taking advantage of classic CMT and CMT-LA, respectively.
The results for time t from 0 to 120s are to make a better
comparison. We can see that CMT-LA tends to send and
receive TSNs better than classic CMT. The reason is that the
loss difference among multiple paths is ignored when CMT
delivers data within SCTP association. Such a loss-blind data
scheduler leads the path to lose a larger volumeof data chunks
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and possibly even fail. Failure to complete the data chunkmay
hinder the new data transfer work of the SCTP sender.

Conversely, in the SCTP association, CMT-LA can (a)
accurately and timely recognize the loss conditions for each
path, supported by its pass loss detectionmodule, and (b) split
SCTP packets over the paths according to their measured loss
condition. Thereby, CMT-LA outperformed classic CMT.

4.2.2. Out-of-Order Packets. The disorder TSN metric is able
to convey packet transport traits of CMT-based through
multiple connection heterogeneous networks. Before using a
disorder TSNmetric, youmust first acquire the currently and
recently received data chunks of TSN. Next, we can calculate
the difference using two data chunks received consecutively
to get our desired metric. In our experiment, we applied
the disorder TSN metric to compare the pros and cons of
classic CMT and CMT-LA. Figure 5 presents the comparative
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Figure 6: Comparison of end-to-end delay (rbuf=64KB).

results in terms of out-of-order TSNs for each method. The
results of time t changing from 0 to 120s are presented to
create a better comparison. As Figure 5 shows, classic CMT
tended to produce more disorder data chunks and sorting
again in increasing numbers when compared with CMT-LA.
Additionally, it can also be observed that peak of TSN value
at the SCTP receiver was about 1,200 when adopting classic
CMT, but less than 700 when utilizing the CMT-LAmethod.

4.2.3. End-to-End Delay. Figure 6 indicates the performance
comparison of classic CMT and CMT-LA when it comes to
the end-to-end (e2e) delay. The simulations demonstrated
that CMT-LA could lower loss rate, as well as ameliorating
the e2e delay when packets were assigned to a different
path. This finding results from CMT-LA being equipped
with a loss-aware data scheduling strategy that fully takes
into account the loss differences on all available paths. In
comparison with classic CMT, CMT-LA obtained better e2e
delay performance. In addition, the results showed that the
average e2e delay of CMT-LA and classic CMT was about
0.048 seconds and 0.051 seconds, respectively. Therefore,
CMT-LA attained an advantage of 5.88% over classic CMT
with respect to average e2e delay.

4.2.4. Average 	roughput. We considered that the rbuf size
varied between 32KB, 64KB, and 128KB in order to compare
average throughput in the process of sending data chunks.
The comparative results are shown in Figures 7, 8, and 9,
respectively. Because of its path loss detection module and
loss-aware packet scheduler, CMT-LA was able to assign as
many SCTP packets as possible over the paths with low loss
rates. As can be seen in Figures 7, 8, and 9, the average
throughput increased as the rbuf size increased. Specifically,
when 32KB, 64KB, and 128KB were used as the rbuf sizes,
the CMT-LA throughput was, respectively, 14.0%, 28.4%, and
13.8% higher than the throughput of classic CMT. These
results showed that CMT-LA had the ability to decrease the
possibility of packet loss while enhancing the goodput.
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Figure 7: Comparison of average throughput (rbuf=64KB).
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Figure 8: Comparison of average throughput (rbuf=32KB).
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5. Conclusion and Future Work

This paper presents CMT-LA, a new loss-aware packet
scheduling solution for CMT. CMT-LA makes full use of
paths packet loss and the loss variation in order to distribute
data packets across the multiple available paths adaptively.
Experiments in the simulator show that CMT-LA provides
better performance than classic CMT, including improved
average throughput, reduced e2e latency, and lowered the
amount of disorder data reception.

CMT-LA provides a novel data distribution model to
improve the efficiency of data delivery and reduce data
packet loss differences by utilizing the path-based loss-aware
method. However, the complexity of deploying CMT-LA
in the transport networks has led us to further research.
Therefore, our future work will concentrate on deploying
CMT-LA in real-world systems and satisfying the high-
bandwidth requirements and latency zero tolerance for mul-
timedia applications.
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To expand the server capacity and reduce the bandwidth, P2P technologies are widely used in video streaming systems in recent
years. Each client in the P2P streaming network should select a group of neighbors by evaluating the QoS of the other nodes.
Unfortunately, the size of video streaming P2P network is usually very large, and evaluating the QoS of all the other nodes is
resource-consuming. An attractive way is that we can predict the QoS of a node by taking advantage of the past usage experiences
of a small number of the other clients who have evaluated this node. Therefore, collaborative filtering (CF) methods could be used
for QoS evaluation to select neighbors. However, we might use different QoS properties for different video streaming policies. If a
new video steaming policy needs to evaluate a newQoS property, but the historical experiences include very few evaluation data for
this QoS property, CF methods would incur severe overfitting issues, and the clients then might get unsatisfied recommendation
results. In this paper, we proposed a novel neural collaborative filtering method based on transfer learning, which can evaluate the
QoS with few historical data by evaluating the other different QoS properties with rich historical data.We conduct our experiments
on a large real-world dataset, the QoS values of which are obtained from 339 clients evaluating on the other 5825 clients. The
comprehensive experimental studies show that our approach offers higher prediction accuracy than the traditional collaborative
filtering approaches.

1. Introduction

In recent years, video content accounts for a large proportion
of global Internet consumption. Video steaming is gradually
becoming themost attractive service [1–3]. However, Internet
does not provide any quality of service guarantees to video
content delivery. To expand the server capacity and reduce
the video streaming bandwidth, P2P technologies are widely
adopted by many content delivery systems [4–7]. In a P2P
network, a peer not only downloads the media data from
the network but also uploads the download data to other
clients in the same network. To get a better user experience
of watching videos, each client (or node) in the P2P network
should select someother nodes as its neighbors in terms of the
quality of service (QoS) for this client [8–10]. For example, a
client might prefer to select nodes with high bandwidth. Due
to the different locations and network conditions, different
clients might have different QoS experience for the same

node. To get the neighbors with the best QoS, onemight want
to evaluate the QoS of all the other nodes for each client.
Unfortunately, the video streaming P2P network usually
includes an extremely large number of users, and evaluating
the QoS of all the nodes is time-consuming and resource-
consuming.

An attractive way is that we can predict the QoS value
of a node by taking advantage of the past usage experiences
of a small number of the other clients who have evaluated
this node. This refers to a famous technology, collaborative
filtering (CF), which has been extremely studied in rec-
ommender systems [11–13]. With the help of CF method,
each client only needs to know a small number of the real
QoS values of the other nodes to select neighbors. The core
idea is that if two clients have similar evaluation values
of a specific QoS for some known nodes, they might also
have similar QoS evaluation values for the other unknown
nodes.
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However, the neighbor selection policy might need to be
changed to improve the quality of video content delivery.
If the new policy uses the new QoS property to select
neighbors, but the historical user experiences include very
few data of this new QoS property, CF methods would
incur severe overfitting issues, and then each client might
get worse neighbor recommendation list. Transfer learning
aims to adapt a model trained in a source domain with rich
labeled data for use in a target domain with less labeled data,
where the source and target domain are usually related but
under different distributions [14–16]. Recently, deep neural
networks have yielded remarkable success on many applica-
tions, especially on the computer vision, speech recognition,
and natural language processing. Deep neural networks are
powerful for learning general and transferable features.There
are two major transfer learning scenarios, fine-tuning the
pretrained network or treating the pretrained network as a
fixed feature exactor. Instead of random initialization, we
can initialize the network with a pretrained network, or we
can freeze the weights of some layers of the network [17–
19].

Unlike many supervised transfer learning tasks, we can-
not simply fine-tune or freeze the weights of the network.
The only information about the nodes in the video streaming
P2P network is their identifiers (IDs) and the QoS evaluation
historical experience. There is no raw feature for each node,
and we need to lean abstract features for the nodes using
embedding. Freezing the embedding features seems unrea-
sonable. Furthermore, different QoS properties have different
value ranges, and fine-tuning will make the final weights
differ greatly from the initial weights pretrained in the
source domain. Due to the sparsity of target domain labeled
data, fine-tuning too much would incur severe overfitting
problem.

In this paper we proposed a novel neural style collabo-
rative filtering method, DTCF (Deep Transfer Collaborative
Filtering). We can first train the model using the QoS
evaluation data in the source domain and then adapt the
model in the target domain with different QoS property. The
core idea is that we only use the weights of first several layers
to initialize the same layers of themodel in the target domain,
and randomly initialize the remaining layers. To control
the degree of fine-tuning, we integrate the maximum mean
discrepancy (MMD)measurement into the loss function [20–
22]. The main contributions of our work are as follows:

(i) We propose a novel neural collaborative filtering
model for QoS prediction using transfer learning
technology.

(ii) We provide a novel interaction layer to represent the
relationship between latent embedding factors of the
nodes.

(iii) We adopt partial fine-tuning andMMDmeasurement
to train the target domain model to implement
domain adapting.

The remainder of this paper is organized as follows: We
introduce the related work in Section 2. Section 3 presents

the design details of our method. Section 4 describes our
experiments and Section 5 concludes this paper.

2. Related Work

Distributed user-generated videos delivery poses a new chal-
lenge to large-scale streaming systems. To stream live videos
generated by users, many existing video streaming systems
rely on a centralized network architecture [23–25]. Even these
streaming systems use Content Delivery Network (CDN) for
video delivery, such a kind of solution is not cost-effective
[26–28]. The unit price of content delivery over the Internet
has dramatically decreased in recent years. However, there
are higher requirements in terms of resolution, frame rate,
or bitrate than before. Therefore, the amount of bandwidth
consumed per user has grown at a faster rate. To reduce the
bandwidth or the costs and improve the user experience, the
P2P architectures can be adopted instead.

Collaborative filtering is a rational QoS prediction tech-
nology to select neighbors for each client in the P2P video
streaming network [29–31]. To select the best neighbors with
high delivery quality for the clients, CF should predict the
QoS values between the clients and then select the top 𝑘 best
neighbors in terms of the QoS values. Each client only knows
partial information about the QoS values for all the nodes
in the network. Memory-based CF methods are some kinds
of generalized k-nearest-neighbors (KNN) algorithms [32,
33], which have two types of models: user-based and item-
based.Model-based CFmethods aremore popular, which act
like generalized regression or classification algorithms, but
they deal with abstract features not concrete or raw features.
Amongmanymodel-based CFmethods, matrix factorization
has become themost popular technology to handle such kind
of issues [34–40]. Probabilistic Matrix Factorization (PMF)
model considers that the QoS values obey a normal Gaussian
distribution, and the latent factors should be learned from
zero-mean Gaussian distribution [41]. Nonnegative matrix
factorization (NMF) can learn the nonnegative latent factors
for the users or items, but it usually deals with the implicit
feedback [42–44].

However, even if matrix factorization CF algorithms have
obtained remarkable success, they have difficulty in dealing
with cross-domain learning tasks if the output values of
the source and target domain have different ranges. Deep
neural networks can easily learn general and transferable
features. More and more cross-domain applications adopt
deep learning technologies and have yielded remarkable per-
formance [45–47]. However, the exploration of deep neural
networks on recommender systems or QoS prediction has
received relatively less attraction. Recently, some studies have
proposed some deep learning-based collaborative filtering
models. Two impressive technologies are Google’s Wide &
Deep [48] and Microsoft’s Deep Crossing [49]. The input of
these models is side information, not the interaction between
the users and items. Neural Collaborative Filtering (NCF)
models are designed purely for user and item interactions
[50]. However, none of them are designed for cross-domain
QoS prediction.
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3. DTCF Model

For the cross-domain QoS prediction in the video stream-
ing P2P network, we are given a source domain D𝑠 ={⟨𝑥𝑠𝑖 , 𝑥𝑠𝑗, 𝑟𝑠𝑖𝑗⟩}𝑖 ̸=𝑗 with 𝑛𝑠 examples, which is characterized by
the probability distribution 𝑝 and a target domain D𝑡 ={⟨𝑥𝑡𝑘, 𝑥𝑡𝑙 , 𝑟𝑡𝑘𝑙⟩}𝑘 ̸=𝑙 with 𝑛𝑡 examples which is characterized by
the probability 𝑞. Usually the size of examples in the target
domain is extremely small, 𝑛𝑠 ≻ 𝑛𝑡. Our work aims to build a
deep neural network to learn transferable features that bridge
these two domains’ discrepancy.

3.1. Model Architecture Overview. We propose a novel neural
architecture, outlined in Figure 1. The source domain and
the target domain share the same network architecture. The
input of the model is the identifier number of the nodes. For
example, if size of nodes in the P2P network is 𝑛, the ID of
each node is an integer number from 1 to 𝑛. The output of the
mode is the QoS value that the node 𝑥𝑖 evaluates on the node𝑥𝑗.

Since we do not use any concrete feature for each node,
we need to learn abstract features for them. Here, we use
embedding layer to learn a continuous latent vector/factor u
for each node. The details of designing embedding layers are
described in Section 3.1.

If we get two latent vectors for 𝑥𝑖 and 𝑥𝑗, u𝑖 and u𝑗, one
might expect that we should concatenate these two vectors
and then use affine function W [u𝑖 u𝑗]T + b to transform
the latent vectors into the input of the other hidden layer
above. However, there is no interactive action between the
latent factors, but only weighted summation of elements of
the vectors. Some studies use the dot product of the vectors
to represent the interaction, which is described as follows.

u𝑖 ⊙ u𝑗 = ⟨𝑢𝑖,1 × 𝑢𝑗,1, 𝑢𝑖,2 × 𝑢𝑗,2, ⋅ ⋅ ⋅ , 𝑢𝑖,𝑑 × 𝑢𝑗,𝑑⟩ (1)

Unfortunately, it is too simple to completely represent the
complex interaction between nodes. In this paper, we propose
a novel interaction layer to tackle this problem, which has
powerful representation capacity. We will give the design
details in Section 3.2.

Above the interaction layer, we use ReLU as the hidden
layer. We might need multiple ReLU layers. The ReLU
activation function is as follows.

z𝑜 =Wa𝑖 + b

a𝑜 = (0, z𝑜) (2)

Finally, we use a fully connected layer to generate the
output. When training the model in the source domain, we
use the regression loss. We then use the all the layers of the
pretrainedmodel but the last FC layer to construct the model
for target domain. The weights of these layers are kept as the
initialized weights of the target domain model, but the final
FC layer is initialized randomly. To avoid the overadaptation
problem, we use both the domain loss and regression loss to
train the target domainmodel.Wewill describe how to design
the domain loss in Section 3.3.

3.2. Embedding Layer. Since we can assign a unique integer
number as the identifier for each node in the network, we can
use a one-hot vector to represent the identifier. If we have at
most 𝑛 nodes in the network, the 𝑖th nodes can be expressed
as follows.

k𝑖 = [V𝑖,1, V𝑖,2, . . . , V𝑖,𝑛]
V𝑖,𝑟 = {{{

1, 𝑖𝑓 𝑟 = 𝑖, 1 ≤ 𝑟 ≤ 𝑛
0, 𝑖𝑓 𝑟 ̸= 𝑖, 𝑟 ≤ 𝑙 ≤ 𝑛

(3)

Our embedding layer is defined as follows:

u𝑖 =Wk𝑖 (4)

whereW is a 𝑑 × 𝑛matrix. Expanding the formulasWk𝑖, we
can see the following.

Wk𝑖 =
[[[[[[[

𝑤11 𝑤12 ⋅ ⋅ ⋅ 𝑤1𝑚𝑤21 𝑤22 ⋅ ⋅ ⋅ 𝑤2𝑚... ... ⋅ ⋅ ⋅ ...𝑤𝑘1 𝑤𝑘2 ⋅ ⋅ ⋅ 𝑤𝑘𝑚

]]]]]]]

[[[[[[[[[[[[[[[[[[

00...1......0

]]]]]]]]]]]]]]]]]]

[[[[[[[[[[[[[[

𝑤1𝑖𝑤2𝑖...𝑤𝑖𝑖...𝑤𝑘𝑖

]]]]]]]]]]]]]]

(5)

Therefore, u𝑖 is the 𝑖th column of matrix W. Since the
node identifier number is transformed to a one-hot vector,
the result of matrix multiplication is exactly a specific latent
vector for each node. This weight matrix is jointly trained
with the other parameters of the whole network.

3.3. Interaction Layer. There are two inputs of the interaction
layer, u𝑖 and u𝑗. Suppose any single vector is a column vector,
and concatenating the two inputs will get a longer vector.This
concatenation vector will be transformed to another vector,
encoding interactive information between these two inputs.
The transformation process is outlined in Figure 2.

Suppose the output of interaction layer is a vector h, the
length of which is 𝑘.The 𝑠th element of the vector h is defined
as follows.

ℎ𝑐 = [uT𝑖 uT𝑗 ]W𝑠 [u𝑖u𝑗] + 𝑏𝑠 (6)

If the length of u𝑖 is 𝑑,W𝑠 is a 2𝑑×2𝑑 squarematrix. ℎ𝑐 is a
scalar, the value of which is determined by thematrixW𝑠 and
the bias 𝑏𝑠. If the length of h is 𝑘, we need 𝑘 weight matrices
and biases.
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Figure 1: DTCF architecture.
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Figure 2: Interaction layer.

ℎ𝑐 include all the possible interaction relationships
between u𝑖 and u𝑗. Denote UT = [uT𝑖 uT𝑗 ] =[U1,U2, . . . ,U2𝑘], and we can see that ℎ𝑐 = ∑𝑤𝑖𝑗𝑠 U𝑖U𝑗 + 𝑏𝑠,
where 𝑤𝑖𝑗𝑠 is the element at the 𝑖th row and the 𝑗th column in
the matrixW𝑠

3.4. Domain Loss. The output of the last ReLU layer of the
model in the source domain is denoted as h𝑠, and the output
of the last ReLU layer of the model in the target domain
is denoted as h𝑡. If we want to avoid the overadaptation
problem, one possible way is to minimize the differences
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between the distributions 𝑝 = Pr(𝑥𝑠𝑖 , 𝑥𝑠𝑗, h𝑠(𝑥𝑠𝑖 , 𝑥𝑠𝑗)) and 𝑞 =
Pr(𝑥𝑡𝑖 , 𝑥𝑡𝑗, h𝑡(𝑥𝑡𝑖 , 𝑥𝑡𝑗)), where 𝑥𝑠𝑖 = 𝑥𝑡𝑖 and 𝑥𝑠𝑗 = 𝑥𝑡𝑗.

Let (X, 𝐷) be a metric space, and ⟨𝑥𝑠𝑖 , 𝑥𝑠𝑗, h𝑠(𝑥𝑠𝑖 , 𝑥𝑠𝑗)⟩ ∈ X,⟨𝑥𝑡𝑖 , 𝑥𝑡𝑗, h𝑡(𝑥𝑡𝑖 , 𝑥𝑡𝑗)⟩ ∈ X. LetF be a class of functions𝑓:X 󳨀→
R, and the MaximumMean Discrepancy (MMD) is as [22]

MMD [F, 𝑝, 𝑞] = sup
𝑓∈F

(Es∼𝑝 [𝑓 (s)] − Et∼𝑞 [𝑓 (t)]) (7)

where s = ⟨𝑥𝑠𝑖 , 𝑥𝑠𝑗, h𝑠(𝑥𝑠𝑖 , 𝑥𝑠𝑗)⟩ ∈ S and t = ⟨𝑥𝑡𝑖 , 𝑥𝑡𝑗, h𝑡(𝑥𝑡𝑖 , 𝑥𝑡𝑗)⟩ ∈
T.

Denote ⟨𝑥𝑠𝑖 , 𝑥𝑠𝑗⟩ ∈ S𝑥 and ⟨𝑥𝑡𝑖 , 𝑥𝑡𝑗⟩ ∈ T𝑥. The biased
empirical estimated of the MMD is defined as follows.

MMD [F, S,T]
= sup
𝑓∈F

1󵄨󵄨󵄨󵄨S𝑥 ∩ T𝑥
󵄨󵄨󵄨󵄨 ∑
s𝑖 ,t𝑖∈S𝑥∩T𝑥

([𝑓 (s𝑖)] − [𝑓 (t𝑖)]) (8)

If the function class F is too large, it is not practical
to work with this rich function class in the finite sample
setting. A rational choice of the function class is a universal
reproducing kernel Hilbert spaceH, named universal RKHS.
Therefore, we have that 𝑓(𝑥) = ⟨𝑓, 𝜙(𝑥)⟩H, where 𝑓 ∈ H.
The kernel function 𝑘(𝑥, 𝑦) is equal to ⟨𝜙(𝑥), 𝜙(𝑦)⟩.

Denote 𝑓 = 𝜙(𝑎) = 𝑘(𝑎, ⋅), and we can get the
mean embedding of the distribution 𝑝; that is, 𝜇𝑝(𝑎) =⟨𝜇𝑝, 𝑘(𝑎, ⋅)⟩ = E𝑥𝑘(𝑎, 𝑥). From [22], we can obtain the
following.

MMD [F, 𝑝, 𝑞]2
= [ sup
‖𝑓‖H≤1

(Es∼𝑝 [𝑓 (s)] − Et∼𝑞 [𝑓 (t)])]2

= [ sup
‖𝑓‖H≤1

⟨𝜇𝑝 − 𝜇𝑞, 𝑓⟩H]
2 = 󵄩󵄩󵄩󵄩󵄩𝜇𝑝 − 𝜇𝑞󵄩󵄩󵄩󵄩󵄩2H

= Es,s󸀠 [𝑘 (s, s󸀠)] − 2Es,t [𝑘 (s, t)] + Et,t󸀠 [𝑘 (t, t󸀠)]

(9)

Similarly, the empirical estimate can be defined now as
follows.

MMD [F, S,T]2 = 1𝐿2
𝐿∑
𝑖=1

𝐿∑
𝑗 ̸=𝑖

𝑘 (s𝑖, s𝑗)
+ 1𝐿2

𝐿∑
𝑖=1

𝐿∑
𝑗 ̸=𝑖

𝑘 (t𝑖, t𝑗)
− 2𝐿2

𝐿∑
𝑖=1

𝐿∑
𝑗=1

𝑘 (s𝑖, t𝑗)
(10)

In this paper, we use the empirical estimate of MMD2
as the domain loss. What we need to do is to select suitable
universal kernel function. Here, we adopt Gaussian kernel
function, which is defined as follows.

𝑘 (𝑥, 𝑦) = exp(−󵄩󵄩󵄩󵄩𝑥 − 𝑦󵄩󵄩󵄩󵄩22𝛿2 ) (11)

3.5. Algorithm. The total loss of target domain includes
regression loss and MMD loss. We use the minibatch to
train the model. Only a small group of examples are used
to compute the loss per training iteration. Denote the set of
the minibatch examples in the source domain M𝑠 and the
set of the minibatch examples in the target domain M𝑡. The
loss function of the model in the source domain is defined as
follows.

L (M𝑠) = 1󵄨󵄨󵄨󵄨M𝑠󵄨󵄨󵄨󵄨 ∑ (𝑟𝑖𝑗 − 𝑟𝑖𝑗)2 (12)

However, the loss function of the model in the target domain
is defined as

L (M𝑡) = 1󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨 ∑ (𝑟𝑖𝑗 − 𝑟𝑖𝑗)2 +MMD [F, S,T]2 (13)

where S𝑥 ∩ T𝑥 =M𝑡.
To optimize our model, we need to compute the gradient

of eachweight. For anyweigh related to both of the regression
and domain loss, its gradient is computed as follows.

𝜕L (M𝑡)𝜕𝑤
= 1󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨 ∑

𝜕 (𝑟𝑖𝑗 − 𝑟𝑖𝑗)2𝜕𝑤 + 𝜕MMD [F, S,T]2𝜕𝑤
= 2󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨 ∑

(𝑟𝑖𝑗 − 𝑟𝑖𝑗) 𝜕𝑟𝑖𝑗𝜕𝑤
+ 2MMD [F, S,T] 𝜕MMD [F, S,T]𝜕𝑤

(14)

𝜕MMD [F, S,T]𝜕𝑤
= − 2󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨∑𝑖 ̸=𝑗 exp(−

󵄩󵄩󵄩󵄩󵄩h𝑡𝑖 − h𝑡𝑗
󵄩󵄩󵄩󵄩󵄩22𝛿2 )󵄩󵄩󵄩󵄩󵄩h𝑡𝑖 − h𝑠𝑗

󵄩󵄩󵄩󵄩󵄩 𝜕h𝑡𝑖𝜕𝑤
− 2󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨∑𝑖 ̸=𝑗 exp(−

󵄩󵄩󵄩󵄩󵄩h𝑡𝑖 − h𝑡𝑗
󵄩󵄩󵄩󵄩󵄩22𝛿2 )󵄩󵄩󵄩󵄩󵄩h𝑡𝑖 − h𝑠𝑗

󵄩󵄩󵄩󵄩󵄩 𝜕h
𝑡
𝑗𝜕𝑤

+ 4󵄨󵄨󵄨󵄨M𝑡󵄨󵄨󵄨󵄨 ∑ exp(−󵄩󵄩󵄩󵄩󵄩h𝑠𝑖 − h𝑡𝑗
󵄩󵄩󵄩󵄩󵄩22𝛿2 )󵄩󵄩󵄩󵄩󵄩h𝑠𝑖 − h𝑡𝑗

󵄩󵄩󵄩󵄩󵄩 𝜕h
𝑡
𝑗𝜕𝑤

(15)

Note that h𝑠𝑖 is not used for computing gradients, because
we only train the target domainmodel after pretraining in the
source domain. The training process is described as follows:

(i) We first train the model of the source domain using
the loss functionL(M𝑠). The gradient of each weigh
is computed according to formula (13).

(ii) After training, we use the weights of this model to
initialize the model in the target domain except the
weights of the last FC layer. The last FC layer of the
model of the target domain is initialized randomly.
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(iii) While training themodel of the target domain, we use
the loss functionL(M𝑡).

(iv) For each training iteration, we randomly select exam-
ples in the dataset, and compute the gradient accord-
ing to formulas (14) and (15).

(v) We use ADAM (AdaptiveMoment Estimation) as the
optimizer.

4. Experimental Results

4.1. Dataset and Evaluation Metrics. We conduct our exper-
iments on a publicly large accessible dataset, WS-DREAM
dataset#1, obtained from 339 hosts doing QoS evaluation on
the other 5825 hosts. There are two types of QoS properties
in this dataset: response time and throughput. Here, we use
the response time as the source domain, and the throughput
as the target domain.

For the source domain, we randomly extract 30% (den-
sity) of the data as the source training set. For the target
domain, we construct 5 different training sets with different
density of 0.5%, 1%, 1.5%, 2%, 2.5%, and 3%. Consequently,
the remaining data is the test set.

We adopt a common evaluation metric: Mean Absolute
Error (MAE), which is widely employed to measure the QoS
prediction quality.

𝑀𝐴𝐸 = ∑(𝑖,𝑗,𝑟𝑖,𝑗)∈Q𝐸 󵄨󵄨󵄨󵄨󵄨𝑟𝑖,𝑗 − 𝑟𝑖,𝑗󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Q𝐸󵄨󵄨󵄨󵄨 (16)

4.2. Performance Comparison. We compare our methods
with some traditional collaborative filteringmethods: UPCC,
IPCC, UIPCC [34], and matrix factorization (MF). UPCC
is a user-based CF method, which uses PCC (Pearson
Correlation Coefficient) to calculate the similarity between
users. IPCC is similar to UPCC, except that it calculates the
similarity between items. UIPCC combines the advantages
of these two methods by balancing the proportions of them
in the final results. For UPCC, IPCC, and UIPCC, different
tradeoff parameters 𝑘 = 5, 10, 15, 20, 25, 30 (the parameters
of top 𝑘 similar users or services) are tried, and finally we
choose 𝑘 = 10. For MF and DTCF, the sizes of latent factors
are also set to 10. For DTCF, different hidden ReLU layers
and different hidden unit sizes are tried. Here, the maximum
number of hidden layers is limited to 5. We tested the batch
size of [128, 256, 512, 1024], the learning rate of [0.0001,0.0005,
0.001, 0.005], and the training epoch of [10, 20, 30, 40, 50,
60, 70, 80]. The bandwidth 𝛿 is set to the median pairwise
distance on the source training data.

We conduct 10 experiments for each model and each
sparsity level and then average the prediction accuracy values.

The results are reported in Figures 3 and 4. We can make
the following observations:

(i) As the sparsity level increases, the MAEs of all the
models decrease.

(ii) Our DTCFmethods outperform the other traditional
collaborative filtering methods, especially when the
training set is extremely sparse.

UPCC
IPCC
UIPCC
MF
DTCF

0
20

40
60

80
M

A
E

0.010 0.015 0.020 0.025 0.0300.005
Density

Figure 3: MAE with respect to density.

(iii) DTCF model has more weights that need to be
trained than the other models, but it gets the best
performance, which indicates that the relationship
between nodes is very complex, and shallow models
cannot capture these structures.

Although shallow models are not easily overfitting when
the target domain training dataset is extremely sparse, they
cannot transfer rich information from the source domain.
The deep models might easily incur overfitting problem,
but they can learn common latent features from the source
domain. To balance this dilemma, we need to control the
degree of fine-tuning the deepmodel.This experiment shows
that MMD domain loss is an efficient way of controlling the
adapting degree.

4.3. Impact of the Network Depth. The network depth usually
has important impact on the prediction performance. Here,
the number of neurons of each ReLU is set to 128, and we add
the number of ReLU layers from 1 to 6 to see how the MAE
values change.The experimental result is outlined in Figure 5,
from which we can see the following:

(i) Adding more ReLU layers can get better prediction
performance, but when the depth exceeds a limited
value, the performance starts to become worse.

(ii) Although adding more ReLU layers can improve the
performance, it seems that enlarging the size of the
training data would be more helpful.

(iii) Sometimes, adding more layers would not improve
the performance anymore, but it also does not get
worse prediction performance. This indicates that
deep neural network has some kind of regularization
property.

Actually, if the training dataset is very large, adding more
layers usually does not incur overfitting problems, but for the
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Figure 4: MAE comparison for each density.
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Figure 5: MAE with respect to number of ReLU layers.

cross-domain learning, the target domain has very little data,
so the network depth needs control.

4.4. Impact of the Gaussian Kernel Bandwidth. Another
hyperparameter that we need to determine is the Gaussian
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Figure 6: MAE with respect to Gaussian kernel bandwidth scale.

kernel bandwidth. By default, it is set to the median pairwise
distance on the source training data. We scale the default
value from 0.25 to 2.0, and the experimental result is outlined
in Figure 6.
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(i) Obviously, the default value is a rational choice,
and scaling too small or too large would get worse
prediction performance.

(ii) If the bandwidth is too large, the kernel will be
approximately equal to 1, and the nodes would look
the same. We cannot propose personal recommenda-
tion for them.

(iii) If the bandwidth is too small, the kernel will be
approximately equal to 0, and the nodes cannot find
similar neighbors to follow their past experiences.

5. Conclusion

Selecting neighbors in terms of the QoS is an effective way
of providing high quality contents in video streaming P2P
networks. Due to the heterogeneous network conditions,
the QoS between any pairs of nodes is different. However,
evaluating the QoS of all the nodes for each user is resource-
consuming. An attractive way is to adopt collaborative
filtering technologies, which use only a small amount of past
usage experience.

Unfortunately, the video content providers might often
choose different QoS properties to select neighbors. Tra-
ditional CF methods cannot solve the cross-domain QoS
prediction problem.This paper proposed a novel neural style
CF method based on transfer learning. We first outlined our
model architecture and then introduced the details of impor-
tant parts of thismodel. To avoid the overadaptation problem,
we combined domain loss and prediction loss together to
train the model of the target domain. We adopted MMD
distance as our domain loss, and we also provide its principle
and how to compute the gradient. Finally, we conducted our
experiments on a real-world public dataset.The experimental
results show that our DTCF model can outperform the other
models for cross-domain QoS prediction.

Data Availability

The WS-Dream data used to support the finding of this
study is owned by a third party, which is an open dataset
and is deposited in “https://github.com/wsdream/wsdream-
dataset”.
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Over the last decades, the advancements in networking technology and new multimedia devices have motivated the research
on efficient video streaming mechanisms under wireless. We consider combing soft real-time video streaming scheduling
with threshold to minimize the ineffective preemption. Based on the value density and urgency of soft real-time task, the
dynamic scheduling with preemption threshold strategy (DSPT) is proposed in the paper. By analyzing the response time and
preemption relationship of tasks, the preemption thresholds are assigned. Simulation results show that the DSPT strategy achieves
improvements about success rate, delay time, and benefit of the system.

1. Introduction

With the advancements in networking technology and new
multimedia devices, video streaming mechanisms under
various network and devices have attracted more and more
attention. Nowadays, multimedia communications over the
internet especially wireless network are the necessarily part
of modern life. Many researchers have studied on video
streamingmanagement over wireless, including video coding
[1–4], network coding [5–8], and wireless communication
[9–11]. In wireless networks, video streaming applications
are almost the largest consumer of mobile wireless data,
so scheduling video streaming in wireless networks is very
important.

Video streaming scheduling in wireless networks has
been developed for recent years, such as given quality on
service mechanisms [12–16] and real-time adaptive [17–19].
Many of video streaming scheduling studies are about hard
real-time [20–22] that requires all the packets complete
before the deadline; otherwise the packets will be considered
invalid and dropped. However, for some actual video stream-
ing media application, the packets of the transmission with
delay can still bring a certain service and these packets can be

forwarded and represented by soft real-time tasks. The soft
real-time task model with value function is also applicable
to video streaming with delay [23, 24]. For soft real-time
scheduling, task executing under delay-constrained can bring
goodput and benefit.

Generally, real-time scheduling can be divided into pre-
emptive scheduling and non-preemptive scheduling accord-
ing to whether the task can preempt each other or not.
In a dynamic network, the preemptive method is more
applicable. However, arbitrary preemption between tasks will
affect the scheduling performance.Therefore, considering the
drawbacks of the two methods, a compromise approach is
utilized to limit the arbitrary or invalid preemption by setting
preemption threshold. Furthermore, the limited preemption
scheduling strategy is a correct choice for improving the
performance.

Soft real-time task model is conducted for the video
streaming under wireless.We propose a soft real-time thresh-
old preemption scheduling strategy by combining value den-
sity and urgency for video streaming in the paper. Simulation
results show that the strategy can improve the goodput,
reduce the delay, and increase the benefit comparing with the
EDF and LSF methods.
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In this paper, we only consider the CPU in the system
scheduling and ignore the time caused by context switching.
We study the video streaming transmission problem of
gateway devices in wireless network at the specific level of
packets of transport tiers.

Organization. The structure of the paper is organized
as follows: Section 2 describes the related work. Section 3
designs the structure of DSPT strategy. Section 4 defines
the task model and problem analysis in detail. Section 5 is
priority and preemption thresholds description. The details
of scheduling based on preemption threshold are introduced
in Section 6. The simulation setup and results are given
in Section 7. Finally, the conclusions and future work are
discussed.

2. Related Work

In wireless networks, the scheduling strategy should ensure
high quality. For this purpose, lots of studies were proposed.
The works in [1, 2] enabled high-quality HTTP streaming,
in which video pre-encoded into segments that can only
start to play if all the packet have received. However, much
packet lost for video application in the above work. The
literature [3] optimized the dynamic HTTP live streaming
service by segment adaption. Some literatures proposed
video streaming scheduling using video coding with network
coding. For example, the literatures [5, 6] optimized video
streaming by combining video coding and network coding
for P2P network and distributed network, respectively. How-
ever, it might suffer from bandwidth inefficiencies because
of unrecoverable packets. The work [7] proposed streaming
scheduling for multiple server by Markov decision processes,
but it had high computational complexity. In [9], the authors
designed a crosslayer optimization scheme for dynamic
wireless video streaming. However, these methods cannot
contain the packet urgency for streaming control.

With the emergence of various networks, the research
on heterogeneous wireless networks had been motivated.
The literatures [11, 19] studied the concurrent multipath
transfer of the capacity-limited heterogeneous wireless plat-
form. Another work [17] proposed a real-time adaptive video
streaming delivermethod overmultiple wireless networks. In
[23, 24], delay-constrained video transmission with multiple
interface in heterogeneous network was proposed.

Some researchers considered video streaming as hard
real-time; that is, the streaming packet missing the deadline
will be considered invalid. For example, the literature [20]
proposed a feedback-based control approach under hard
real-time workload to improve admission rate. In literatures
[18, 21], the author studied in hard real-time video stream
allocation to improve the utilization of video decoding.
Nevertheless, most video streaming data meets the charac-
teristics of soft real-time task, so delay-constrained of video
is considered acceptable in applications.

3. DSPT Detail Design

We consider video streaming deliver over wireless net-
works as soft real-time scheduling. The streaming packet

constructing priority function

· preemption threshold selection 
· response time analysis

scheduling based on 
preemption threshold 

task model and 
analysis · value density analysis

· urgency analysis

task schedulability analysis 
Scheduler

execute

1 i

i

j

Figure 1: The flow diagram of DSPT strategy.

is expressed as task, and its quality and urgency are the
metrics in scheduling. The task’s delay will affect the quality.
Therefore, we introduced the value to measure the quality.
Response time analysis (RTA) is used to test the schedula-
bility of real-time task, and the preemption threshold-based
scheduling approach is to reduce invalid preemption among
tasks. The scheduling algorithm can effectively reduce the
delay and improve the success rate and benefit. The flow
diagram of DSPT strategy is shown in Figure 1. In this paper,
we assume that the value function 𝑉𝑖(𝑡) of the soft real-
time task 𝑇𝑖 keeps unchanged in the interval [𝑎𝑖, 𝑑𝑖) and
decreases linearly in the interval. While executing in the
interval [𝑑𝑖, 𝑐𝑟𝑖), the task 𝑇𝑖 is not allowed to be preempted
in order to protect the execution of the task.

Contribution 1. We construct the priority assignment func-
tion combining value density and urgency, improving the
success and quality of task soft real-time scheduling.

Contribution 2. We propose the task scheduling strategy
DSPT based on preemption threshold, which can obtain
better performance.

4. Task Model and Analysis

Considering video streaming with delay-constrained under
wireless, we conduct soft real-time task model in this section.

4.1. Soft Real-Time Task Model. We refer to a task as an
aperiodic task model, and the task is soft real-time. This
section provides the definitions of soft real-time task model
used in the paper.

Task 𝑇𝑖: An aperiodic task 𝑇𝑖 is defined as a triple 𝑇𝑖 :={𝑎𝑖, 𝑒𝑡𝑖, 𝑑𝑖, 𝑐𝑟𝑖}, where 𝑎𝑖,𝑒𝑡𝑖,𝑑𝑖, and 𝑐𝑟𝑖 are the arrival time,
the estimated execution time, the relative deadline, and the
critical time of task 𝑇𝑖.

Having executed time ℎ𝑡𝑖: ℎ𝑡𝑖 denotes that the task has
been executing ℎ𝑡𝑖 units at time 𝑡0.

Required execution time 𝑟𝑡𝑖: 𝑟𝑡𝑖 denotes the remaining
execution time of task 𝑇𝑖. Thus, it meets 𝑟𝑡𝑖 = 𝑒𝑡𝑖 − ℎ𝑡𝑖.

Executable time 𝑙𝑡𝑖: 𝑙𝑡𝑖 is the executable time of the task 𝑇𝑖
prior to its deadline 𝑑𝑖, where at the time 𝑡0(𝑡0 < 𝑑𝑖).
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Soft Executable time 𝑠𝑙𝑡𝑖: When missed deadline 𝑑𝑖, task
can continue to execute until 𝑐𝑟𝑖. 𝑠𝑙𝑡𝑖 is the executable time
prior to the critical time 𝑐𝑟𝑖, that is, 𝑠𝑙𝑡𝑖 = 𝑐𝑟𝑖 − 𝑡0.

Slack time 𝑠𝑡𝑖:The slack time 𝑠𝑡𝑖 denotes that the time unit
after finish execution until deadline 𝑑𝑖, thus, 𝑠𝑡𝑖 = 𝑙𝑡𝑖 − 𝑟𝑡𝑖.𝑠𝑡𝑖 remains stable when the task 𝑇𝑖 is in execution, and 𝑠𝑡𝑖
decreases when the task 𝑇𝑖 is preempted. Once 𝑠𝑡𝑖 < 0, the
task 𝑇𝑖 cannot finish before 𝑑𝑖.

Delay Time 𝑑𝑡𝑖: The delay time 𝑑𝑡𝑖 denotes the finish time
of task 𝑇𝑖 after 𝑑𝑖. At the time 𝑡0(𝑑𝑖 < 𝑡0 ≤ 𝑐𝑟𝑖), it meets 𝑑𝑡𝑖 =𝑡0 − 𝑑𝑖.

Priority 𝑝𝑟𝑖: 𝑝𝑟𝑖 is defined as the priority of task 𝑇𝑖. The
larger 𝑝𝑟𝑖’s value, the higher 𝑇𝑖’s priority.

Threshold 𝜃𝑖: 𝜃𝑖 is the preemption threshold of task 𝑇𝑖,
where 𝜃𝑖 ≥ 𝑝𝑟𝑖.

Value function 𝑉𝑖(𝑡): 𝑉𝑖(𝑡) defines the value of the system
for executing 𝑇𝑖 at time 𝑡, where 𝑡 ∈ [𝑎𝑖, 𝑐𝑟𝑖). The task 𝑇𝑖 ’s
value will change when 𝑇𝑖 keeps executing, and the function𝑉𝑖(𝑡) is dynamic. 𝑉𝑖(𝑡) will be analyzed in detail in Section 4.

Value density function𝑉𝐷𝑖(𝑡):𝑉𝐷𝑖(𝑡) is the ratio between𝑉𝑖(𝑡) and required execution time 𝑟𝑡𝑖, that is, 𝑉𝐷𝑖(𝑡) =𝑉𝑖(𝑡)/𝑟𝑡𝑖. Obviously, 𝑉𝐷𝑖(𝑡) is growing with the decreasing of𝑟𝑡𝑖.
4.2. Value and Value Density Function of Soft Real-Time Task.
According to assumption, the value function 𝑉𝑖(𝑡) of the soft
real-time task 𝑇𝑖 at time 𝑡 is defined as

𝑉𝑖 (𝑡) = {{{{{
𝑉𝑖 𝑡 < 𝑑𝑖𝑐𝑟𝑖 − 𝑡𝑐𝑟𝑖 − 𝑑𝑖 × 𝑉𝑖 𝑑𝑖 ≤ 𝑡 < 𝑐𝑟𝑖 (1)

From (1), we can see that when 𝑡 < 𝑑𝑖, 𝑉𝑖(𝑡) is stable at 𝑉𝑖;
however when 𝑑𝑖 ≤ 𝑡 < 𝑐𝑟𝑖, 𝑉𝑖(𝑡) is linearly diminishing until
0.

Value density function 𝑉𝐷𝑖(𝑡) is denoted as

𝑉𝐷𝑖 (𝑡) =
{{{{{{{

𝑉𝑖𝑟𝑡𝑖 𝑡 < 𝑑𝑖
𝑐𝑟𝑖 − 𝑡𝑐𝑟𝑖 − 𝑑𝑖 ×

𝑉𝑖𝑟𝑡𝑖 𝑑𝑖 ≤ 𝑡 < 𝑐𝑟𝑖 (2)

We can see that 𝑉𝐷𝑖(𝑡) is not only concerned with 𝑉𝑖(𝑡) but
also related to 𝑟𝑡𝑖. According to the definition, 𝑟𝑡𝑖 = 𝑒𝑡𝑖 − ℎ𝑡𝑖.
Aswe known,when the task𝑇𝑖 is executing, 𝑟𝑡𝑖 decreases with
the growing of the time 𝑡. Andwhen the task𝑇𝑖 is blocked, the𝑟𝑡𝑖 remains unchanged.Thediscussion of𝑉𝐷𝑖(𝑡) is as follows:

(1) 𝑡 < 𝑑𝑖. Within this interval, 𝑉𝐷𝑖(𝑡) = 𝑉𝑖/𝑟𝑡𝑖. When 𝑇𝑖
is executing, 𝑉𝐷𝑖(𝑡) grows with the decreasing of 𝑟𝑡𝑖.
While 𝑇𝑖 is blocked, 𝑉𝐷𝑖(𝑡) remains unchanged.

(2) 𝑑𝑖 ≤ 𝑡 < 𝑐𝑟𝑖. In this interval, 𝑉𝐷𝑖(𝑡) can be derived as
follows: 𝑉𝐷𝑖(𝑡) = (𝑉𝑖/𝑟𝑡𝑖) × ((𝑐𝑟𝑖 − 𝑡)/(𝑐𝑟𝑖 − 𝑑𝑖))
From the above expression, the affect part of the𝑉𝐷𝑖(𝑡) is 𝑐𝑟𝑖 − 𝑡𝑟𝑡𝑖 (3)

Because the task in scheduler can finish without any
interference of any other task, (𝑐𝑟𝑖 − 𝑡)/𝑟𝑡𝑖 > 1. In this
case, if the task𝑇𝑖 keeps executing, the molecular part
and the denominator part of (3) decrease at the same
time. Further analysis is needed:

(1) At 𝑡0 time, (3) is recorded as: (𝑐𝑟𝑖−𝑡0)/𝑟𝑡𝑖. When
task𝑇𝑖 has executedΔ𝑡 from 𝑡0, (3) is formulated
to (𝑐𝑟𝑖−(𝑡0+Δ𝑡))/(𝑟𝑡𝑖−Δ𝑡). Because 𝑠𝑙𝑡𝑖/𝑟𝑡𝑖 > 1,
then (𝑐𝑟𝑖 − (𝑡0 + Δ𝑡))/(𝑟𝑡𝑖 − Δ𝑡) > (𝑐𝑟𝑖 − 𝑡0)/𝑟𝑡𝑖,
where Δ𝑡 > 0. That is, when task 𝑇𝑖 is executing,𝑉𝐷𝑖(𝑡) grows with the decreasing of 𝑟𝑡𝑖.

(2) When the task 𝑇𝑖 is blocked, the molecular part
of (3) decreases with the growth of 𝑡, while
the denominator 𝑟𝑡𝑖 is kept unchanged. Thus,
(3) decreases with the growth of 𝑡. Therefore,
Theorem 1 can be obtained.

Theorem 1. While the task keeps executing in the progress, it
increases with time 𝑡.
4.3. Analysis of the Task’s Urgency. The more urgency of the
task is, the sooner execution is required.

Definition 2. At any 𝑡, the urgency𝑈𝑔𝑖(𝑡) of task 𝑇𝑖 is defined
as 𝑈𝑔𝑖(𝑡) = 1/𝑒𝑠𝑡𝑖 .

𝑈𝑔𝑖(𝑡) is affected by 𝑠𝑡𝑖, the discussion is as follows:
(1) When 𝑇𝑖 remains in execution, 𝑠𝑡𝑖 does not change

with the growing of the time 𝑡 and then𝑈𝑔𝑖(𝑡) remains
unchanged.

(2) When 𝑇𝑖 is blocked, 𝑠𝑡𝑖 decreases with the growth of𝑡, which makes 𝑈𝑔𝑖(𝑡) increase.
5. Priority and Preemption Thresholds for Soft
Real-Time Tasks

Task scheduling is driven by priority, while task priority
function combines value density with urgency.

5.1.The Construction of Task’s Priority Function. Considering
the urgency and the benefits of task, task scheduling is based
on priority.Only the completed task can gain value, so relative
to the value density, the urgency is more important. In system
scheduling, the first consideration is system success rate and
then is value brought by tasks. It means that urgency is given
much greater weight than value density in priority function.
Therefore, we use exponential weighting to the urgency
while using logarithmic weighting to the value density. The
function of priority assignment can be rewritten to

𝑝𝑟𝑖 = 𝑈𝑔𝑖 (𝑡) × ln [1 + 𝑉𝐷𝑖 (𝑡)] (4)

Based on the above analysis of value density 𝑉𝐷𝑖(𝑡) and
urgency 𝑈𝑔𝑖(𝑡), we can conclude that

(1) When 𝑇𝑖 executes at interval [𝑎𝑖, 𝑑𝑖), 𝑝𝑟𝑖 satisfies
𝑝𝑟𝑖 = 1𝑒 (𝑠𝑡𝑖) × ln [1 + 𝑉𝑖𝑟𝑡𝑖 ] (5)
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Further analysis is needed:

(1) According to Theorem 1, when 𝑇𝑖 keeps run-
ning, ln[1+𝑉𝑖/𝑟𝑡𝑖] increases. Because 𝑠𝑡𝑖 remain
unchanged with time 𝑡 growing. Therefore, (5)
keeps increasing.

(2) Once 𝑇𝑖 is preempted, 1/𝑒𝑠𝑡𝑖 augments as time 𝑡
grows, while ln[1 + 𝑉𝑖/𝑟𝑡𝑖] remain unchanged,
then (5) keeps increasing. Based on above, 𝑝𝑟𝑖
increases as time 𝑡 at interval [𝑎𝑖, 𝑑𝑖).

(2) When 𝑇𝑖 executes at [𝑑𝑖, 𝑐𝑟𝑖), its slack time is 𝑠𝑙𝑡𝑖 and
satisfies

𝑝𝑟𝑖 = 1𝑒𝑠𝑡𝑖 × ln [1 + 𝑐𝑟𝑖 − 𝑡𝑐𝑟𝑖 − 𝑑 ×
𝑉𝑖𝑟𝑡𝑖 ] (6)

(1) In the process of running𝑇𝑖, with the growing of
the time 𝑡, ((𝑐𝑟𝑖−𝑡)/(𝑐𝑟𝑖−𝑑𝑖))×(𝑉𝑖/𝑟𝑡𝑖) increases
while 𝑠𝑙𝑡𝑖 remains unchanged and then (6) keeps
increasing.

(2) When 𝑇𝑖 has been preempted, with the growing
of time 𝑡, 𝑠𝑙𝑡𝑖 decreases and 1/𝑒𝑠𝑙𝑡𝑖 augments
accordingly while ((𝑐𝑟𝑖 − 𝑡)/(𝑐𝑟𝑖 − 𝑑𝑖)) × (𝑉𝑖/𝑟𝑡𝑖)
reduces. Further discussion of Eq. (6) is needed.
At moment 𝑡, 𝑠𝑙𝑡𝑖 = 𝑐𝑟𝑖 − 𝑡 − 𝑟𝑡𝑖 < 𝑐𝑟𝑖 − 𝑑𝑖.
After task 𝑇𝑖 has been executed with Δ𝑡, there
is 𝑝𝑟𝑖(Δ𝑡) = (1/𝑒𝑐𝑟𝑖−𝑡−𝑟𝑡𝑖−Δ𝑡) × ln[1 + ((𝑐𝑟𝑖 − 𝑡 −Δ𝑡)/(𝑐𝑟𝑖−𝑑𝑖))×(𝑉𝑖/𝑟𝑡𝑖)], where 𝑐𝑟𝑖−𝑡−𝑟𝑡𝑖−Δ𝑡 >0. And 1/𝑒𝑐𝑟𝑖−𝑡−𝑟𝑡𝑖−Δ𝑡 is exponential growth, in
which growth rate is faster than ln[1 + ((𝑐𝑟𝑖 − 𝑡−Δ𝑡)/(𝑐𝑟𝑖 − 𝑑𝑖)) × (𝑉𝑖/𝑟𝑡𝑖)]’s logarithmic descent
rate significantly. Therefore, 𝑝𝑟𝑖(Δ𝑡) increases
when Δ𝑡 grows.

5.2. Preemption Threshold Selection for Task. The selection
of preemption thresholds directly affects the scheduling
algorithm. We select preemption threshold by analyzing the
task’s response time.

Definition 3. Task 𝑇𝑖’s Effect Job Set is denoted as 𝐸𝐽𝑆𝑖.
During the execution of task 𝑇𝑖, all task of the sets can
preempt 𝑇𝑖, which are defined as Effect Job Set (𝐸𝐽𝑆𝑖),
satisfying 𝐸𝐽𝑆𝑖 = 𝑇𝑚 | (𝑝𝑟𝑖𝑚 > 𝑝𝑟𝑖𝑖∧(𝐷𝑚 > 𝐴 𝑖)∧(𝐴𝑚 < 𝐷𝑖).

Response time𝑅𝑡𝑖 of task𝑇𝑖 contains two parts: estimated
execution time 𝑒𝑡𝑖 and sum of the remaining execution time
of the effect job sets 𝐸𝐽𝑆𝑖:

𝑅𝑡𝑖 = 𝑒𝑡𝑖 + ∑
𝑇𝑗∈𝐸𝐽𝑆𝑖

𝑟𝑡𝑗 (7)

By analyzing the response time of 𝑇𝑖, its threshold 𝜃𝑖 can
be obtained under the condition which can be scheduled.
The procedure of preemption threshold selection is shown in
Algorithm 1, where 𝑇𝑚𝑎𝑥 is the highest priority task.

Obviously, the computational complexity of Algorithm 1
is 𝑂(𝑛).

1: Calculate 𝜃𝑖 using (7);
2: 𝜃𝑖 = 𝑝𝑟𝑖;
3: WHILE (𝑅𝑡𝑖 ≤ 𝑐𝑟𝑖) DO
4: IF (𝜃𝑖 > 𝑝𝑟𝑚𝑎𝑥)
5: return not scheduled;
6: ELSE
7: IF 𝑇𝑖 is executing and 𝑠𝑡𝑖 < 𝑠𝑡𝑚𝑎𝑥
8: 𝜃𝑖 := 𝑝𝑟𝑚𝑎𝑥;
9: return 𝜃𝑖;
10: ELSE
11: Calculate 𝑅𝑡𝑖 using (7)
12: END IF
13: END IF
14: ENDWHILE
15: return 𝜃𝑖

Algorithm 1: Compute 𝜃𝑖.

6. Task Scheduling Strategy Based on
Preemption Threshold

We propose a limited preemption scheduling strategy DSPT
based on preemption threshold, which reduces the blocking
time of the tasks by restricting preemption.

Definition 4. Sufficient and necessary conditions of 𝑝𝑟𝑖 > 𝜃𝑗
is that task 𝑇𝑖 can preempt task 𝑇𝑗.

By Definition 4, if task 𝑇𝑖 preempts task 𝑇𝑗, there must be𝑝𝑟𝑖 > 𝑝𝑟𝑗.
Theorem 5. If task 𝑇𝑖 and task 𝑇𝑗 are not preempted, the
following should be satisfied: (𝑝𝑟𝑖 ≤ 𝜃𝑗) ∧ (𝑝𝑟𝑗 ≤ 𝜃𝑖).
Proof. Supposing that there are two tasks, 𝑇𝑝 and 𝑇𝑞, which
do not preempt each other, ⌝((𝑝𝑟𝑝 ≤ 𝜃𝑞)∧ (((𝑝𝑟𝑞 ≤ 𝜃𝑝)))) 󳨐⇒(𝑝𝑟𝑝 > 𝜃𝑞) ∨ (𝑝𝑟𝑞 > 𝜃𝑝) is satisfied.

There are two possible cases:

(1) If 𝑝𝑟𝑝 > 𝜃𝑞, task 𝑇𝑝 can preempt task 𝑇𝑞,
(2) If 𝑝𝑟𝑞 > 𝜃𝑝, task 𝑇𝑝 may be preempted by task 𝑇𝑞.
Obviously, tasks 𝑇𝑝 and 𝑇𝑞 can preempt each other, in

contradiction with Definition 4.Therefore,Theorem 5 can be
proved.

6.1. Scheduling Algorithm Based On Preemption Threshold.
The soft real-time dynamic task scheduling based on preemp-
tion threshold (DSPT) called Algorithm 1 is to calculate the
threshold and determines the scheduling queue dynamically
as shown in Algorithm 2.

6.2. Algorithm Complexity. There is only one loop in Algo-
rithm 2, that is, the 7th step is the loop of the length that is
equal to the number of tasks in the ready queue. Thus, the
computational complexity of the Algorithm 2 is 𝑂(𝑛 × 𝑚),
and the computational complexity of the whole scheduling
algorithm is 𝑂(𝑛 × 𝑚).
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𝜃𝑖: preemption threshold of 𝑇𝑖;𝑝𝑟𝑖: priority of 𝑇𝑖;𝑆𝑗: ready tasks queue. 1 ≤ 𝑗 ≤ 𝑛𝑢𝑚,𝑛𝑢𝑚 is the number of tasks in the queue;𝑇𝑎𝑟𝑟: task just arriving;𝑇𝑒𝑥𝑒: task in executing;𝑇𝑚𝑎𝑥: the highest priority task of 𝑆𝑗;
1: 𝑇𝑎𝑟𝑟 arrive;
2: IF 𝑛𝑢𝑚 = 0;
3: 𝑇𝑒𝑥𝑒 := 𝑇𝑎𝑟𝑟;
4: EXECUTE 𝑇𝑒𝑥𝑒;
5: ELSE
6: Compute 𝑝𝑟𝑎𝑟𝑟 using (7);
7: FOR 𝑖 = 1 to 𝑛𝑢𝑚 DO
8: Compute 𝑝𝑟𝑖 using (5);
9: Compute 𝜃𝑖;
10: SORT task in 𝑆𝑗 by 𝑝𝑟𝑗 Desc;
11: END IF
12: IF 𝑝𝑟𝑎𝑟𝑟 > 𝜃𝑚𝑎𝑥
13: 𝑇𝑒𝑥𝑒 := 𝑇𝑎𝑟𝑟;
14: IF 𝑇𝑖𝑛 in 𝑆𝑗 can’t Finish
15: ABORT 𝑇𝑖𝑛;
16: ELSE
17: 𝑇𝑒𝑥𝑒 := 𝑇𝑚𝑎𝑥;
18: ADD 𝑇𝑎𝑟𝑟 to 𝑆𝑗;
19: 𝑛𝑢𝑚 + +;
20: END IF
21: EXECUTE 𝑇𝑒𝑥𝑒;
22: END IF

Algorithm 2: Task scheduling.

7. Simulations and Analysis

7.1. Simulation Experiments. The experiment platform’s CPU
is Intel dual-core 2.8GHZprocessor, and thememory is 8GB.
The operating system is Ubuntu Linux, and the source code
is implemented by C language.

In the experiment, we consider the aperiodic soft real-
time task. Any task𝑇𝑖’s arrival time 𝑎𝑖 obeys Poisson distribu-
tion (𝜆 = 4) and the estimated execution time 𝑒𝑡𝑖 is subject to[3.0, 5.0] average distribution. Therefore, its relative deadline𝑑𝑖 is [1.2, 1.5] × 𝑒𝑡𝑖 average distribution, its critical time 𝑐𝑟𝑖 is[1.2, 1.5] × 𝑑𝑖, and its value 𝑉𝑖 is randomly selected between[10, 50].

Performance indicators are included as follows:

(1) Systematic success rate (SSR):

𝑆𝑆𝑅 = 𝑁𝑠𝑁 (8)

where 𝑁𝑠 denotes as the number of successful tasks
and𝑁 represents the number of system overages.

(2) Average task latency rate ATDR:

𝐴𝑇𝐷𝑅 = 𝑎V𝑔( ∑
𝑇𝑖∈𝑇𝑆

𝑒𝑙𝑖𝑒𝑡𝑖) (9)

where 𝑇𝑆 denotes the successful task set and 𝑒𝑙𝑖 and𝑒𝑡𝑖 denote execution latency and execution time of the
success task 𝑇𝑖.

(3) Effective utilization Rate (EUR):

𝐸𝑈𝑅 = 𝐶𝑇𝑠𝐶𝑇 (10)

where 𝐶𝑇𝑠 denotes as the CPU time for successful
tasks and 𝐶𝑇 represents the total CPU time in
scheduling.

(4) Cumulative Value (CV):

𝐶𝑉 = ∑
𝑇𝑖∈𝑇𝑆

𝑉𝑖 (11)

where 𝑇𝑆 denotes the successful task set and repre-
sents the value of the task 𝑇𝑖.

7.2. PerformanceAnalysis. Under soft real-time environment,
the preemptive threshold scheduling strategy is compared
with Earliest Deadline First (EDF) method and Least Slack
First (LSF) method, and the simulation results and perfor-
mance are analyzed as follows.

(1) Figure 2 shows simulation results for SSR scheduled by
DSPT, EDF and LSF. The task’s arrival interval is represented
on the horizontal axis, and the vertical axis is SSR. When
the arrival interval of the task is very short, the preemption
among the tasks causes the SSR to be low.With the increasing
of arrival interval, the preemption among tasks decreases
and the SSR arguments. From Figure 2, SSR is sorted in
descending order followed by DSPT, LSF, and EDF. This is
due to the EDF algorithm chooses task with earliest deadline
but not most urgent, which can lead to many tasks fail.
While the LSF algorithm always chose the task with the
shortest slack time dynamically, its unrestricted preemption
causes the thrashing which can make lots of task fail. The
DSPT can adapt to the system environment dynamically, and
its preemption threshold can avoid the invalid preemption
among tasks. (2)The simulation results of ATDRare shown in
Figure 3, in which the ATDR is on the vertical axis and arrival
interval is on the horizontal axis. It can be seen from Figure 3,
the ATDR decreases since the arrival interval grows from 2.5,
while ATDR is lower because the intervals among tasks are so
short that many of these are dropped to 1.0. Moreover, EDF
algorithm leads to the highestATDR,while theDSPTmethod
produces the lowest ATDR. Because the EDF algorithm
always chooses the task with earliest deadline of slack time to
execute, many tasks miss the deadline and delay. Relative to
the EDFmethod, the LSF algorithm assigns themost urgency
task to execute in time. But its unconstrained preemptionmay
cause serious thrashing among tasks under system overload
and this increases the ATDR. The DSPT approach chooses
the most urgency task to execute, and limits the preemption
among the tasks by the threshold, thereby reduces the delay
of the task effectively.

(3) The simulation results for EUR scheduled by EDF,
LSF, and DSPT are shown in Figure 4, where the horizontal
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Figure 3: ATDR results.

axis is task’s arrival interval and the vertical axis is EUR. The
short arrival interval means intense preemption among tasks,
which causes the EUR low.While the arrival interval becomes
longer, there are EUR arguments as the tasks’ preemption
decreases. From Figure 4, DSPT obtains the best EUR and
EDF has the least EUR. Because the EDF algorithm always
execute the task with earliest deadline, which causes more
invalid CPU utilization than LSF along with the task failure.
The DSPT using preemption threshold can improve the EUR
through reducing invalid preemption of tasks.

(4) Figure 5 plots the system’sCVas arrival interval grows.
It can be seen from Figure 5, the CV increases when the
arrival interval of tasks increases. DSPT obtains the highest
CV, because it assigns higher executing priority of the task
with high value density. The LSF method produces better
CV than EDF method, because under the same system load,
that more tasks finish augments CV obtained with the formal
approach.
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Figure 4: EUR results.
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Figure 5: CV results.

8. Conclusions and Future Works

In this paper, we consider video streaming scheduling in
wireless networks as soft real-time scheduling. The soft real-
time task model has been constructed to express streaming
packet and its quality, measure as value, and urgency metric
are explored in scheduling. Response time analysis (RTA)
approach has been used to test the task’s schedulability, and
preemption threshold has been added to the schedule to
release the invalid preemption.The scheduling schemaDSPT
can constrain the delay and improve the success ratio and
benefit effectively.

In future works, we want to apply our scheduling method
to practical wireless networks, like 5G net, to test its practical
effect. Moreover, the stream scheduling of mixed hard real-
time and soft real-time characterizes are also a study work in
the next step.
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Video streaming communication networks will be a very important way to send multimedia information anytime and anywhere,
and the construction of the network base station which transmits signals is crucial in future. However, there is a contradiction
between the power consumption of LoRa nodes and the real-timeliness of mesh network. In order to solve the contradiction, this
article aims to combine themesh network of LoRawireless communication systemwith an improved artificial bee colony algorithm.
Specifically, an artificial bee colony algorithm, which is based on RBF radial basis neural network trained with random gradient
method, is designed. Simulation results show that the proposed algorithm solves the contradiction between power consumption and
real-timeliness effectively. When using this improved network system structure to send multimedia information, it shows obvious
superiority in terms of the high efficiency and real-timeliness of multimedia transmission.

1. Introduction

With the development of wireless communication network
technology, the advantages of intelligent productions of
wireless communication are widely accepted, such as low cost
and good scalability [1–3].These productions have been paid
more and more attention by the society [4, 5]. Moreover, the
transmission of multimedia information is getting larger and
more global. Video streaming and other high-capacity media
transmission technologies require better wireless networks
architecture [5, 6].

The LoRa technology solves the problem of long distance
and low power consumption successfully. Compared to other
wireless transmission technologies, LoRa has the advantages
of longer transmission distance and lower consumption [5–
7]. However, the existing wireless transmission technology
cannot meet the real-time monitoring effect of wireless
network under the conditions of low power consumption
and long distance. In the existing methods, there is a mesh
network architecture that minimizes the number of devices,
which greatly reduces the cost of base station establishment
[8, 9]. At the same time, it is very convenient to deploy the

equipment [10–12]. The mesh network architecture is very
stable, and it is not affected by a single node. When a near
node fails or is disturbed, the packet will be transferred auto-
matically to the alternate path for transmission. Moreover, it
has flexible structure and advantages in terms of overloading
and communication load balancing [13–15]. This kind of
mesh network reduces the interference of the adjacent user
wireless network when transmitting data, and its efficiency of
information transmission has been improved greatly.

To a certain extent, the mesh network reduces the power
consumption and achieves the coverage of a larger area, but it
cannot completely solve the contradiction between the power
consumption and real time of LoRa wireless network [16–
19]. Some additional interference or space extension may
result in loss of signal transmission capability. We consider
adopting the basic artificial swarm algorithm. There is still a
problem that the wireless network layout may be optimized
correspondingly [20, 21], but the effect of optimization is not
obvious enough and it converges slowly.When looking for the
optimal solution in space, theremay be a deviation.Moreover,
the traditional method in the algorithm will affect the con-
vergence speed of the optimal solution greatly. Therefore, this
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existing method cannot deal with the contradiction between
power consumption and real time [11, 16, 22], which is an
obstacle to the multimedia information transmission. To fill
this gap, the paper proposes an improved algorithm to solve
the problem.

The contributions of this paper are listed as follows:
an artificial bee colony algorithm based on RBF radical
basis neural network (RBFABC) is designed to resolve this
problem, and this algorithm can solve the contradiction
between power consumption and real-timeliness [14, 17, 23].
Furthermore, this design not only improves the traditional
way of selecting and updating the honey sources in basic
artificial swarm optimization algorithm, but also enables
the algorithm to converge towards the optimal solution.
Moreover, the convergence speed of the proposed algorithm
is much higher.The improved algorithm not only ensures the
real-time performance of wireless network [14, 16, 24], but
also reduces the power consumption of wireless network. In
brief, the improved algorithm overcomes technical obstacles
in the field of multimedia wireless network, and it has great
significance to the development of wireless transmission
technology.

The rest of this paper is organized as follows: Section 2
introduces the basic artificial swarm algorithm. Section 3
presents the system model. Section 4 proposes the RBFABC
algorithm. Section 5 performs simulations to verify the
effectiveness of the proposed algorithm. Section 6 concludes
this paper.

2. Basic Artificial Swarm Algorithm

As everyone knows, bees have special behavioral patterns
for finding honey sources [17, 18]. In general, the process
of searching for honey sources is divided into three parts:
looking for the honey sources; updating the honey sources;
selecting the best honey sources [14, 25, 26]. The algorithm
flow is shown in Algorithm 1.

In this algorithm, the leader bees have a memory func-
tion, which can save the information of the honey sources.
Moreover, the leader bees share the honey sources informa-
tion with orientation bees. According to their dance of the
leader bees, the orientation bees determinewhich direction to
go. The observation bees are responsible for searching nectar
around the hive, and the leader bees search for honey sources
[27, 28]. We define some variables to represent them [16, 17,
23]. Firstly, a series of original honey sources are initialized
randomly. 𝑋 = (𝑋1, 𝑋2, 𝑋3, . . . , 𝑋𝑛) represents 𝑛 honey
sources [18, 19, 25]. The position of the 𝑚-th honey source
is 𝑋𝑚 = [𝑋𝑚1, 𝑋𝑚2, 𝑋𝑚3, . . . , 𝑋𝑚𝑛] (𝑚 = 1, 2, 3, . . . , 𝑛),
which are potential solutions to the problem [26, 27]. Then
the fitness of honey sources are evaluated by the following
formula:

𝑓𝑖𝑡
𝑚
=
{
{
{

1
1 + 𝑓𝑚

𝑓𝑚 > 0
1 + 󵄨󵄨󵄨󵄨𝑓𝑚

󵄨󵄨󵄨󵄨 𝑓𝑚 < 0
(1)

where 𝑓𝑚 represents the target function value of 𝑚-th
solutions. After that, the location of 𝑛 honey sources updates
in a certain way. The process is described as follows.

Init𝑋𝑚𝑛,𝑁, 𝐶 = 1
input initial population
set the total number𝑁
while (iter < = maxcycle)
𝑉𝑖𝑗 = 𝑋𝑖𝑗 + 0𝑖𝑗(𝑋𝑖𝑗 −𝑋𝑘𝑗)
apply the greedy selection process

𝑃
𝑖
= 𝑓𝑖𝑡

∑𝑁
𝑘=1

𝑓𝑖𝑡
𝑖

if 𝑓𝑚 >= 0 then
𝑓𝑖𝑡
𝑚
= 1

1 + 𝑓𝑖𝑡
𝑚

else
𝑓𝑖𝑡
𝑚
= 1 + |𝑓𝑖𝑡

𝑚
|

end if
if 𝑃
𝑚+1

< 𝑃
𝑚
then

𝑋𝑚𝑛 = 𝑋𝑚𝑖𝑛 + rand(0, 1)(𝑋𝑚𝑛 −𝑋𝑚𝑖𝑛)
end if

memorize the best position so far
𝐶 = 𝐶 + 1
until C = maximum cycle number

end while
output the optimal solution
end

Algorithm 1: The program diagram of the artificial swarm opti-
mization algorithm.

𝑋𝑛𝑚 = 𝑋𝑛𝑚𝑖𝑛 + rand (0, 1) (𝑋𝑛𝑚𝑎𝑥 −𝑋𝑛𝑚𝑖𝑛) (2)

If the honey sources are better, wewill select the better one
instead of the old one; otherwise keep the old one. If all the
leader bees finished searching, the honey sources information
will be transmitted to the observation bees [4, 13]. Then the
observation bees choose leader bees according to the fitness
value [28, 29], and the selection probability is described as
follows:

𝑃𝑚 = 𝑓𝑖𝑡
𝑚

∑𝑛
𝑖=1

𝑓𝑖𝑡
𝑚

(3)

𝑈𝑖𝑗 = 𝑋𝑖𝑗 + 𝑟𝑖𝑗 (𝑋𝑖𝑗 −𝑋𝑘𝑗) (4)

where 𝑋𝑖𝑗 represents the location of honey sources, 𝑈𝑖𝑗 rep-
resents the nearby location of𝑋𝑖𝑗, 𝑟𝑖𝑗 represents the random
number within (-1, 1), 𝑃𝑚 represents the selective probability,
and 𝑓𝑖𝑡

𝑚
represents the fitness of honey sources. If the

searching process is over, the honey sources information will
be transmitted to the leader bees.Then the leader bees choose
a direction according to fitness of honey sources. If this honey
source is not replaced after finite loops, it will be abandoned.
Finally the leader bees will look for the new honey sources.

3. System Model

In order to achieve the effect of algorithm optimization, we
analyze the parameters of network architecture and establish
the mathematical model of wireless network. As shown in
Figure 1.
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Hub nodes
Base nodes

Figure 1: Mesh network model.

Beyond that, this paper combines the central function
with the improved algorithm. In wireless mesh networks, a
small amount of wireless devices can be required to cover a
large range [8, 11, 15]. In other words, it is very convenient
to create a mathematical model of wireless network [16–18].
The correlation signal transmission capability function of
network nodes created is described as follows.

𝑐𝑚 = 𝑤1𝛼𝑚1 + 𝑤2𝛼𝑚2 + 𝑤3𝛼𝑚3 + 𝑤4𝛼𝑚4 + 𝑤5𝛼𝑚5 (5)

𝑤1 + 𝑤2 + 𝑤3 + 𝑤4 + 𝑤5 = 1 (6)

The signal coverage range of nodes are related to the
performance of the node (𝛼𝑚1), the location of deployment
(𝛼𝑚2), the signal coverage (𝛼𝑚3), the band width (𝛼m4), and
the anti-interference capability (𝛼𝑚5). The above factors have
different effects on the signal coverage capability of nodes,
and 𝑤 is used to reflect the degree of influence of factors
[7]. Under ideal conditions, the relationship between the
transmitting power consumption and propagation distance of
nodes is described as follows:

𝑃 = 𝑠 + 𝑘 lg 𝑑 + 𝑘 lg𝑓 (7)

where 𝑃 represents transmission power, 𝑑 represents cover-
age range, 𝑓 represents transmission frequency, 𝑠 represents
initial effective distance, and 𝑘 represents effective radiofre-
quency factor [7, 16, 18]. In order to balance the relationship
between power consumption and real time, the mathematical
model is established as follows:

𝑇𝑚 =
𝐶𝑚
𝐶𝑚𝑎𝑥

(8)

𝑃 = 𝑠 + 𝑘 lg𝑑𝑇𝑚 + 𝑘 lg𝑓 (9)

where 𝑇𝑚 represents the signal coverage capability after
quantization, 𝐶𝑚 represents the signal coverage capability of
nodes, and 𝐶𝑚𝑎𝑥 represents the maximum ability of nodes
signal coverage.

4. RBFABC Algorithm

Although the artificial bee colony algorithm works well, there
is still a problem of slow convergence rate in solving the

problem of nodes optimization. At the same time, the choice
of roulette in the original algorithm may make the algorithm
fall into the local optimum.Therefore, in each iteration, there
will be an error with the newly generated solution due to
each local optimum. Because of the limitation of adaptive
value, the speed of the algorithm convergence is affected.
The gradient method, which is in the RBF radial basis neural
network algorithm, is used to deal with the updating factors
[10, 21, 25, 26]. Thus we improve the updating factors of
honey sources by the RBF. Firstly, within a specified range,
a series of original nodes locations are initialized randomly.
𝑋 = (𝑋1, 𝑋2, 𝑋3, . . . , 𝑋𝑛) represents 𝑛 honey sources. The
position of the 𝑚-th honey source is described as follows.

𝑋𝑚= [𝑋𝑚1, 𝑋𝑚2, 𝑋𝑚3, . . . , 𝑋𝑚𝑛] (10)

This is a potential solution to the optimization process
[9, 11]. The degree of honey source is estimated by the
instantaneous error function [24–27], as follows:

𝐽 (𝑛) = 1
2 |𝑒 (𝑛)|2

= 1
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑦𝑑 −

𝑁

∑
𝑘=1

𝑤𝑘 (𝑛) 0 {𝑥 (𝑛) , 𝑐𝑘 (𝑛)}
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2 (11)

where 𝑤(𝑛) represents the weighted value of the impact fac-
tors, 𝑐𝑘(𝑛) represents the center of the radial basis function,
and 𝛿𝑘(𝑛) represents variance [27, 28].

When the instantaneous error is less than the specified
error, the current honey sources are selected as the target
honey sources. Moreover, the formula of searching for honey
sources is described as follows.

𝑦𝑚 =
𝑁

∑
𝑘=1

𝑤𝑚𝑘 [𝑠 + 𝑘 lg 󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨𝑥 (𝑛) − 𝑐𝑘 (𝑛)

󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨
2 + 𝑘 lg𝑓] (12)

𝑤 (𝑛 + 1) = 𝑤 (𝑛) − 𝜇
𝑤

𝜕
𝜕𝑤𝐽 (𝑛) (13)

𝑐𝑘 (𝑛 + 1) = 𝑐𝑘 (𝑛) − 𝜇𝑐
𝜕
𝜕𝑐𝑘

𝐽 (𝑛) (14)

𝛿𝑘 (𝑛 + 1) = 𝛿𝑘 (𝑛) − 𝜇𝛿
𝜕
𝜕𝛿𝑘

𝐽 (𝑛) (15)

During the updating process [22, 23, 26],𝑤(𝑛+1), 𝑐𝑘(𝑛+
1), and 𝛿𝑘(𝑛 + 1) will be updated according to the network
correction equation. If these honey sources are not replaced,
the position will be reserved.Then the leader bees continue to
search for new honey sources. Finally, the new honey sources
will be searched as a substitute of position by the improved
updating formula. This process is shown in Algorithm 2.

The general steps of the RBFABC algorithm are as follows:
initializing a series of original nodes location; searching for
the position of some new nodes around the initialized nodes;
calculating the instantaneous error value of the position
of the new nodes; selecting the better nodes [6, 7, 27];
generating some new nodes around the better nodes by the
updating formula; selecting better nodes with instantaneous
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Init𝑋𝑚𝑛,𝑁, 𝐶 = 1
input initial population
set the total numberN
while (iter <= maxcycle)
produce new solutions

𝑦
𝑚
=
𝑁

∑
𝑘=1

𝑤𝑚𝑘 [𝑠 + 𝑘 lg 󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨𝑥 (𝑛) − 𝑐𝑘 (𝑛)

󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨
2 + 𝑘 lg𝑓]

apply the greedy selection
𝐽
𝑛
= 1

2 |𝑒(𝑛)|
2 = 1

2 |𝑦𝑑 − 𝑦𝑚|
2

if (𝐽𝑛 <= fitness) then

𝑤(𝑛 + 1) = 𝑤(𝑛) − 𝜇𝑤
𝜕
𝜕𝑤𝐽(𝑛)

𝑐𝑘(𝑛 + 1) = 𝑐𝑘(𝑛) − 𝜇
𝑐

𝜕
𝜕𝑐𝑘

𝐽(𝑛)

𝛿𝑘(𝑛 + 1) = 𝛿𝑘(𝑛) − 𝜇
𝛿

𝜕
𝜕𝛿𝑘

𝐽(𝑛)
end if

memorize the best position so far
𝐶 = 𝐶 + 1
until C = maximum cycle number

end while
output the optimal solution
end

Algorithm 2: Program diagram of the RBFABC algorithm.
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error values; judging whether there are points which need
to be abandoned, and if so, these nodes are converted to the
alternate nodes; searching for new nodes which are based on
the formula [27, 28, 30]; storing the location of optimal nodes
so far; evaluating whether the location of nodes meet the
stopping condition of optimization, and if so, outputting the
most appropriate node, otherwise going back to the second
step [29, 30].

5. Simulation Results

Under LoRa wireless communication system, the contradic-
tion of power consumption and real time is well solved,
which is of great significance to the development of wireless
networks. When using the improved algorithm to optimize
wireless communication network, the effect of real time can
be optimized to the best. Moreover, the number of nodes is
the least. On the one hand, the LoRa wireless network can
achieve good communication in a certain area, and, on the
other hand, it can meet the requirements of real time and
lower power consumption [8, 20, 23].

In order to show the effect of wireless network nodes
optimized by the improved artificial colony algorithm, we
select different scene areas to test the two kinds of algorithm.
Under the same conditions of external influence, we keep
the initial parameters of two kinds of algorithm the same
in each scenario. Furthermore, the scene with an area of
100\300\500\700\1000\1500 square meters is tested and the
power consumption is not limited. In these different areas,
the distribution of nodes will have a very intuitive simulation
effect, as shown in Table 1.

From Table 1, the improved algorithm is very efficient.
Moreover, the proposed algorithm can use fewer nodes to

Table 1: Optimization results of the two algorithms in certain
scenarios.

Scene area ABC RBFABC
(m2) (n) (n)
(100 ∗ 100) 2 2
(300 ∗ 300) 5 4
(500 ∗ 500) 8 7
(700 ∗ 700) 15 13
(1000 ∗ 1000) 24 20
(1500 ∗ 1500) 42 32

cover the same area. Above all, the improved algorithm
distributes the nodes more evenly in the same space. In a
certain area, the distribution of nodes corresponding to the
two kinds of algorithm is shown in Figure 2.

Figure 2 shows that, under different areas, the improved
algorithm uses fewer nodes. At the same time, the real-time
effect of the improved algorithm is better. In general, the
improved algorithm obviously has fewer iterations, higher
updating speed, and higher convergence speed.What ismore,
the wireless network realizes the full coverage of the network
with fewer nodes by the improved algorithm. Not only that,
we also find more advantages of the improved algorithm
after deeper analysis of the power consumption. In different
scenes, the power consumption of different number of nodes
is shown in Figure 3.

Figure 3 shows that the RBFABC algorithm is obviously
lower than the ABC algorithm in terms of power consump-
tion, which shows the superiority of the improved algorithm
in wireless network. In most cases, as the area of the scene
increases, both the power consumption and the number of
nodes also increase. However, we draw a conclusion from
Figure 3 that as the number of nodes increases, the power
consumption is controlled to a lower level by the improved
algorithm. In summary, the RBFABC algorithm solves the
contradiction between power consumption and number of
nodes better in wireless network.

Correspondingly, to show the superiority of the
improved algorithm, a great deal of experiments are
done to test the power consumption. For the convenience
of data comparison, we still take the scenario area of
100\300\500\700\1000\1500 square meters to test. In
the case of certain power, the optimized spatial nodes
distribution is shown in Figure 4.

It can be concluded from Figure 4 that, under the same
power, the RBFABC algorithm is obviously better than the
ABC algorithm in terms of the distribution of the wireless
network. Beyond that, fewer nodes cover a wider range
by the RBFABC algorithm. To show the superiority of the
improved algorithm, we domore tests. Under the same power
consumption, the specific number of nodes is shown in
Table 2.

According to the data inTable 2, we candraw a conclusion
that the RBFABC algorithm is better than the ABC algorithm
in terms of optimization effect. Beyond that, the relationship
between iteration number and optimal solution is shown in
Figure 5.
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Table 2: Optimization results under a certain power.

Power consumption (w) ABC (n) RBFABC (n)
(50) 4 3
(100) 7 6
(150) 11 9
(200) 15 13
(250) 18 16
(300) 25 20

Table 3: Comparison of multimedia data transfer speed.

Number of nodes (n) ABC (kb/s) RBFABC (kb/s)
(5) 200 180
(10) 400 350
(15) 620 560
(20) 810 780
(25) 980 850
(30) 1200 990

Figure 5 shows that the improved algorithm can find the
optimal solution faster. Therefore, the improved algorithm
hasmore advantages for the optimization of wireless network

nodes. Moreover, in a certain area, when the number of
network nodes is the same and other factors are consistent,
the multimedia data transmission speed which is optimized
by two kinds of algorithms is shown in Table 3.

From Table 3, the improved algorithm is obviously supe-
rior to the original algorithm in terms of transmission speed.
As the number of nodes increases, the data transmission
speed becomes faster and faster. In order to display the data
visually, the comparison of speed trend is shown in Figure 6.

It is seen from Figure 6 that the RBFABC algorithm is
faster than the ABC algorithm in terms of multimedia data
transmission speed. Moreover, as the number of network
nodes increases, the data transmission speed gap is bigger and
bigger. In general, the RBFABC algorithm is better than the
ABC algorithm. Above all, the real-time performance of the
system is greatly improved. In addition to these, we do a lot
deeper analysis. Under the same number of network nodes,
the comparison of network delay is shown in Figure 7.

It can be concluded from Figure 7 that, under the same
network nodes, the RBFABC algorithm is obviously lower
than the ABC algorithm in terms of network delay. On the
other hand, we compare the maximum data load of the single
data transmission in the network system.The analysis results
of two kinds of algorithm are shown in Figure 8.
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It is seen from Figure 8 that the RBFABC algorithm is
significantly higher than the ABC algorithm in terms of the
maximum data load of the single data interaction. In general,
the improved algorithm has more advantages.

6. Conclusion

In this paper, to resolve the contradiction of base station
establishment in LoRa wireless communication systems
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Figure 7: Comparison of network delay.
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between the power consumption of LoRa nodes and real-
timeliness of the mesh network, we have proposed a novel
RBFABC algorithm which achieves better performance by
embedding RBF radial basis neural network training with
random gradient method. Extensive simulations have been
conducted and the results have shown the obvious superiority
of the RBFABC algorithm in terms of the high efficiency and
real-timeliness of multimedia transmission.
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With the diversified wireless network access technology and large-scale equipment of multinetwork interface devices expanding,
network transmission performance for multi-homed terminals has been widely concerned by academic circles. More and more
scholars have paid attention to Multipath Transmission Control Protocol (MPTCP) as one of the representative methods for
studying path transmission performance. However, their studies ignore the impact of dynamic network environments on data
transmission performance and seldom consider the priority of data transmission. Undoubtedly, not prioritizing packets will have a
dramatic effect on the users experience in the heterogeneous networks. In this paper, we propose a novel priority-aware streaming
media multipath data scheduler mechanism (PO-MPTCP) to achieve the following goals: (1) detecting the priority of all streaming
media data; (2) achieving multiattribute-aware path evaluation and switching mechanism; (3) introducing a path-quality priority-
driven data distribution mechanism to improve streaming multipath transmission performance.The simulation experiment shows
that PO-MPTCP proposed by this paper improves the transmission performance of streaming media and reduces the transmission
delay. For the result of simulation experiment, it is easy for us to find that PO-MPTCP is more efficient in data delivery than the
standard MPTCP mechanism.

1. Introduction

Under the background of establishment of various wireless
access technologies (i.e., WiFi, 4G, Bluetooth, etc.), the
number of mobile terminals equipped with several differ-
ent standard network interfaces is increasing year by year.
Multi-homed devices can use multiple network interfaces
to transmit data in parallel, effectively improving network
transmission throughput [1]. Due to the growing demands for
bandwidth requirement and transmission rate requirement of
real-time streaming applications (i.e., Facebook [2], WeChat
[3], YouTube [4], etc.), traditional single-path Transmission
Control Protocol (TCP) [5] cannot utilize the characteristics
of the terminals multinetwork interfaces; thus the Internet
Engineering Task Force (IETF) proposes Multipath TCP
(MPTCP) to be compatible with the current application layer
based on traditional TCP [6, 7].

As an extension of TCP,MPTCP is compatible with appli-
cations, and it never needs to make too many modifications

for traditional TCP sockets to achieve application layer trans-
parency. MPTCP’s main idea is that data streams would be
parallel distributed to multiple links, and it will improve the
performance of data transmission (i.e., improving network
throughput, reducing transmission delay, maximizing the
utilization of the network, etc.) [8]. From Figure 1, we can
see the MPTCP-based multimedia multipath transmission in
wireless network. It simply illustrates that mobile devices use
three paths (Paths A, B, and C) to correspond to the MPTCP-
based media server.

By adopting a multi-homing structure, MPTCP is con-
sidered to be a promising transmission technology, which
can meet the requirements for specific Quality of Services
(QoS) and balance real-time task utilization rate in network
resources [9, 10]. However, most MPTCP data scheduling
algorithms and congestion control algorithms only consider
transmission efficiency and fairness [7–9] and ignored the
priority difference of data transmission caused by the com-
plexity of data types [11].
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Figure 1: MPTCP-based multimedia multipath transmission in
wireless network.

Inspired by the above considerations, this paper presents
a priorities-oriented data scheduler for multimedia multi-
pathing mechanism that allows applications to distinguish
the relatively prioritized data, ensure higher-priority data
can be transmitted via a good quality path, improve the
transmission performance of higher-priority data, reduce
the transmission delay, and enhance the overall transmis-
sion performance for real-time streaming media services.
The simulation results confirm that this mechanism can
effectively improve the transmission efficiency. PO-MPTCP’s
fundamental contributions are as follows:(1) It gives MPTCP the ability to perceive the priority of
streaming media data and the ability to know when and how
to call priority scheduling services.(2) It designs a multiattribute perceptual mechanism to
estimate path qualities and design a multiattribute coopera-
tive path switching algorithm.(3) It introduces a data-priority-driven distribution strat-
egy based on path quality.

The remainder of this paper is structured as follows. In
Section 2, we briefly introduce the relevant works of our PO-
MPTCP. Section 3 introduces the details of PO-MPTCP. In
Section 4, we evaluate and analyze the performance of PO-
MPTCP based on the experimental results. Section 5 gives
summaries of this paper and our future work.

2. Related Work

MPTCP is defined as a development of the TCP that can
be compatible with existing Internet devices and applica-
tion interfaces and which still receives great attention from

academic circles.Many scholars are devoted to optimizing the
data scheduling algorithmofMPTCP.Cao et al. [12] proposed
a receiver-driven data scheduling strategy based on MPTCP,
and the purpose is to transfer some operations (e.g., data
scheduling and path selection) from the sending end to the
receiving end and balance the load of sender and receiver.
Marikoshi et al. [13] introduced an improved method for
rapidly received ACK based on MPTCP which applies the
available increase of ACK to enhance throughput. Kim et al.
[14] proposed amethod formanagingMPTCP (RBPM) based
on the size of the receive buffer. The main operation is to
estimate the disorder packets by using the available receiving
buffer size and multipath dissimilar characteristics; that is, if
congestion occurs, RBPM would immediately stop the bad
transmission path. Due to capturing the quality of the path
correctly, Chung et al. [15] described a new pathmanagement
scheme on the basis of Machine Learning on MPTCP
(MPTCP-ML), which used signal strength, throughput, and
interfering APs number to estimate path quality. Kimura
et al. [16] discussed three data scheduling mechanisms: (1)
data scheduling based on the highest sending rate, (2) data
scheduling based on the largest sending window, and (3) data
scheduling based on the lowest sending delay.

At the same time, the optimization problem of streaming
media data distribution with MPTCP has caused widespread
exploration in the academic community. Hayes B et al. [17]
used HyperText Transfer Protocol 2.0 adaptive bitrate video
transmission based on the MPTCP architecture to eliminate
network bandwidth and estimate buffer status by using three
modular push strategies for MPTCP. The goal is to improve
the transmission of video content in a loss environment,
enabling the delivery of adaptive bit rate video. Xu et al. [18]
extended the partial reliability protocol ofMPTCP to provide
a flexible QoS trade-off for multimedia applications in real-
time and reliability. Cao et al. [19] introduced the concepts
of partial reliability and real-time constraints in MPTCP and
discussed the real-time constraints of multimedia streams
and the partial reliability of TCP.

In many current MPTCP researches, we found that the
focus of scholars research has begun to shift from im-
proving data schedules and congestion control algorithms
[20–23] to optimizing real-time streaming media services.
But these optimizations do not take into account the pri-
ority of real-time streaming applications for different types
of transmission data, and the existing literature on data-
priority scheduling is almost limited to the network layer
and wireless sensor network. As described in [24], a Markov
model is used to control the flow of different priorities
on sensor nodes. Therefore, we propose a priority-oriented
streaming media multipath data transmission mechanism for
developing future mobile streaming media applications and
providing attractive benefits including transfer performance
improvement and high-quality users experience provision-
ing.

3. PO-MPTCP Detail Design

As an extension of TCP, MPTCP has many attractive bene-
fits for content-rich real-time multi-stream media in terms
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Figure 2: Architecture of the priority-oriented MPTCP data transmission strategy.

of performance improvement, bandwidth aggregation, and
users experience. But these performances might be affected
by many factors, such as path characteristics and data
scheduling strategies, when the limited receive buffer with a
strict sorting. Every wrong grievance is assumed to result in
buffer congestion or serious MPTCP performance decline. In
order to meet bandwidth requirements and transmit rate for
the services of bandwidth-intensive and real-time-content-
rich streaming, we discuss the theory about adding priority
to MPTCP data scheduling which offers good probabilities
including data scheduling dispatch, throughput improve-
ment, and important data transmission-quality assurance.

In this paper, we define the priority of the data subflow as
an additional service for the application, and the scheduling
policy takes into account real needs of the network environ-
ment. According to the data submission order and currently
available network bandwidth, the scheduling policy can allow
application to determine the data priority and deliver other
data sequentially; that is, the vital data should be prioritized
and transmitted using the best quality link path. In this data
scheduling strategy, it still guarantees relatively important
data to be given priority for submitting, reduces transmission
delays, and increases the efficiency of whole application when
the network service quality is poor.

Figure 2 shows the system architecture for the priority-
oriented MPTCP data transmission strategy, which mainly
includes MPTCP’s sender, MPTCP’s receiver, and multipath
heterogeneous wireless network. The sender includes three
modules: (1) Data Priority Awareness Module (DPAM), (2)
Multiattribute Detect Path Sorting Module (MDPS), and (3)
Path-quality Based Priority Data schedulingModule (PBPD).
If application layer has data to send, a module of sender is
similar to SCTPmultiflowbuffermodulewhich transfers data
from application layer to transport layer, and it uses DPAM
to detect and record the priority information for the delivery
data, utilize MDPS to determine the status of each subpath
based on the RTT and CWND values, and sort the paths
according to the quality of each path. Priorities-oriented data

scheduler for multimedia multipathing services will dispatch
data packets according to data priorities and path qualities; it
also transmits information to network layer and finally gets
to the receiver. In this way, when the receiver gets the data
packets, it will restructure them in sequence, transfer them
to the upper layer of the receiver, and feedback the SACK to
the sender.

3.1. Data Priority Awareness Module (DPAM). In mobile
Internet, data is developing to large scale and diversity
which leads tomultimedia applications demands for network
bandwidth and data specialization is increasing. While the
traditional MPTCP transmission method neglects the appli-
cation’s priority formessages, it just treats information equally
as byte streams and results in data transmission blindness.
Therefore, we have to establish a module to detect the data
priorities.

In order to differentiate the data priorities, we will mark
the different priority missions in the network. When the
sender starts to transmit data, DPAM will be through the
cross-layer cooperative communication [25], retrieve priority
values corresponding to each stream, and store them in the
status list (denoted by 𝑃𝑂

𝑙𝑖𝑠𝑡). Each element of 𝑃𝑂𝑙𝑖𝑠𝑡 is
composed of a doublet (i.e., index of subflow 𝑖, priority of
subflow 𝑃𝑂𝐷𝑖). Algorithm 1 shows pseudocode of DPAM.

3.2. Multiattribute Detect Path Sorting Module (MDPS). The
data stream transmission efficiency is proportional to the
path quality in the ideal case, but the current environment of
the heterogeneous network is very complex, so we hope all of
data can choose a relatively good quality subpath for trans-
mitting. In the priority-oriented data transmission protocol
introduced by this paper, we assume that relatively important
data will have a higher priority that can be transmitted
through a relatively reliable path, which can reduce the loss
probability of important packet. In addition, we propose a
Multiattribute Detect Path Sorting Module (MDPS) which
can determine the status of each subpath based on the RTT
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Definition:𝐷𝑖: the 𝑖th data stream within the MPTCP session.𝑃𝑂𝐷𝑖 : the priority value of data stream𝐷𝑖𝑃𝑂𝑙𝑖𝑠𝑡: the status list for each stream
When there are some data stream need to send,(1) for all data stream 𝐷𝑖 within a MPTCP session do(3) 𝑃𝑂𝑙𝑖𝑠𝑡 = (𝑖, 𝑃𝑂𝐷𝑖)(4) end for

Algorithm 1: DPAM-based priority information collection algo-
rithm.

and CWND values and sort the path according to the quality
of the path.

To deliver the prepared data, we assume that there are
n available paths in an MPTCP, MDPS can record the
qualities of each available path (RTT and CWND) according
to the MPTCP connection quality, and uniformly storage
is estimated in the set list (denoted by 𝑄𝑙𝑖𝑠𝑡). According
to the estimates of RTT and CWND in the 𝑄𝑙𝑖𝑠𝑡, MDPS
will give priority to supporting the lowest RTT and sort
paths in ascending order based on the RTT values (except
that the path’s RTT values are the same, it will be followed
by the descending order of the CWND values). MDPS
will sort all available paths by quality which is used for
MPTCP data scheduler. The pseudocode of MDPS is shown
in Algorithm 2.

3.3. Path-Quality Based Priority Data Scheduling Module
(PBPD). On the basis of DPAM and MDPS, PBPD will try
to support that packets arrived in order. When the sending
window is idle and 𝑛 packets would be sent, we prefer to use
the subpath with a good path quality to schedule important
data. That is, as long as there is important data with prior
in queue, it would be quickly removed from queue and
utilize good priority subpath for transmission. It ensures
that high-priority data in the queue can be transmitted
by the best-quality path and achieve the lowest delay at
the same time. When the sending window is idle and 𝑛
data packets would be sent, PDPB will implement steps as
follows:

(a) According to 𝑃𝑂𝑙𝑖𝑠𝑡 (priority collection of data) pro-
duced by DPAM, PDPB will determine whether the current
data packet needs priority scheduling. If 𝑃𝑂𝑆𝑖 is NULL,
the standardized MPTCP will be used for data distribution.
Otherwise, it indicates that the application has priority
packet, then PBPD would be dispatched.

(b) According to the sort path formed by the MDPS
module, PBPD will use the first path of 𝑃𝑙𝑖𝑠𝑡 set as the
candidate path to be given priority to important data.

(c) PDPB will take the next path of 𝑃𝑙𝑖𝑠𝑡 as the candidate
path when the path cwnd is full.

(d) Repeat all above three steps until there is no available
sending window on the sender; that is, 𝑛 data have already
been sent. Algorithm 3 shows the pseudocode for PBPD.

Table 1: Path configuration used in the simulation.

Network Parameters Path A Path B
Wireless technology WiFi/IEEE 802.11b WiMax/IEEE 802.16
Access link bandwidth 11Mbps 10Mbps
Access link queue type Droptail Droptail
Uniform loss rate 0-5% 0-5%

4. Performance Evaluation

4.1. Simulation Topology. In this section, we utilize the pop-
ular network simulator NS-2 [26, 27] to verify and evaluate
the performance for our proposed priorities-oriented data
scheduler algorithm and compare with classical MPTCP. In
order to build a real and reliable MPTCP simulation envi-
ronment, we embed MPTCP patch into NS-2 and then apply
PO-MPTCP algorithm to the current MPTCP’s simulator.

According to our previous work [6], we can find that the
total Internet traffic is made up by 80%-83% of TCP traffic
and 17%-20% of UDP, and the suddenness of the network
background traffic increases the difficulty for deployment of
MPTCP in the network. For simulating a more real network
environment we will configure four TCP traffic generators
and one UDP traffic generator in every router to get the 80%
of TCP traffic and 20% of UDP traffic. The details are shown
in Figure 3.

In Figure 3, the simulation topology forms MPTCP’s
sender and MPTCP’s receiver, and it simultaneously fits two
links together (denoted by Paths 𝐴 and B) that have their
own corresponding network parameters, as shown in Table 1.
For simulating loss-of-frame at the network link layer, a
random unified model is used for each path to set the packet
loss rate which is caused by random connection competition
or radio interference. At present, the bandwidth of Paths
A and B is set to 11Mbps and 10Mbps, respectively, and
Path𝐴 adopts the standard interfaceWiFi/IEEE802.11b, while
Path 𝐵 uses WiMax/IEEE 802.16 interface. In addition, the
network simulation time of each path is set to 60s, and other
experimental parameters are default as the values of NS-2
network simulator.

4.2. Simulation Analysis. For convenience, we denote the
data result of the standard MPTCP transmission mechanism
as “MPTCP” and define priority-oriented data multipath
streaming media transmission mechanism proposed by us
as “PO-MPTCP”. In this section, we use a random unified
model to uniform loss errors and take 0%-5% as the lossy rate
of each path for analyzing the average throughput, average
delay, jitter, and peak signal-to-noise ratio (PSNR) changes
in the packet loss rate experiment.

(1) Average 	roughput. In Figure 4, we can see the average
throughput of standard MPTCP and PO-MPTCP at different
packet loss rates. In lossy heterogeneous wireless environ-
ment, four simulation results show the influence of different
packet loss rates on multimedia stream throughput, and
PO-MPTCP can achieve a more reliable data transmission.
When setting the same packet loss rate, PO-MPTCP achieves
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Definition: 𝑃𝐴 𝑖: the 𝑖th path within the MPTCP session.𝑅𝑅𝑇𝑃𝐴𝑖 : the RTT estimation value of path 𝑃𝐴 𝑖𝐶𝑊𝑁𝐷𝑃𝐴𝑖 : the CWND estimation value of path 𝑃𝐴 𝑖𝑆𝑖: the status information for 𝑖th path.𝑄𝑙𝑖𝑠𝑡: the quality list for each path𝑃𝑙𝑖𝑠𝑡: a preferred path list selected by MDPS(1) for all path 𝑃𝐴 𝑖 within a MPTCP session do(3) 𝑆𝑖 = (𝑖, 𝑅𝑇𝑇𝑃𝐴𝑖 , 𝐶𝑊𝑁𝐷𝑃𝐴𝑖 )(4) put 𝑆𝑖 into𝑄𝑙𝑖𝑠𝑡(6) end for(7) for all paths 𝑆𝑖 within the 𝑄𝑙𝑖𝑠𝑡 do(8) all paths are sorted by 𝑅𝑅𝑇𝑃𝐴𝑖 values in an ascending order(9) if their 𝑅𝑅𝑇𝑃𝐴𝑖 values are same then(10) sort the paths in a descending order basing on their 𝐶𝑊𝑁𝐷𝑃𝐴𝑖 values(11) end if(12) set k = 𝑆𝑖 󳨀→ subflow index(13) put 𝑃𝑘 into 𝑃𝑙𝑖𝑠𝑡(14) 𝑘 = 𝑘 + 1(15) end for

Algorithm 2: MDPS-based path information collection and sorting algorithm.

Definition:𝑃𝑂𝑙𝑖𝑠𝑡: the priority of data stream list perceived by DPAM𝑃𝑂𝐷𝑖 : the priority information for 𝑖th data stream𝑃𝑙𝑖𝑠𝑡: a preferred path list obtained by MDPS𝑃𝑙𝑖𝑠𝑡(0): the first path of 𝑃𝑙𝑖𝑠𝑡𝑃𝑠𝑒𝑛𝑑: a candidate path used for prioritized data delivery
When the send buffer is idle and can send packets,(1) for all 𝑃𝑂𝐷𝑖 within the 𝑃𝑂𝑙𝑖𝑠𝑡 do(2) if 𝑃𝑂𝐷𝑖==1 then(3) there is a prioritized packet to send(4) set 𝑃𝑠𝑒𝑛𝑑=𝑃𝑙𝑖𝑠𝑡(0)(5) while the cwnd of 𝑃𝑙𝑖𝑠𝑡(0) is full do(6) set 𝑃𝑠𝑒𝑛𝑑=𝑃𝑙𝑖𝑠𝑡(0) 󳨀→ next(7) end while(8) else then(9) using standard MPTCP data schedule to distribute(10) end if(11) schedule the packet over 𝑃𝑠𝑒𝑛𝑑(12) end for

Algorithm 3: PBPD-based data scheduling algorithm.

better average throughput than standardMPTCPwith 2.28%,
8.18%, 2.69%, and 8.04% improvements, respectively. The
standard MPTCP does not consider two factors: (1) the
requirements of specific QoS on multimedia application;(2) the priorities of the application data and the quali-
ties of different transmission paths in the heterogeneous
network. These factors cause earlier packets which are in
the MPTCP receiver buffer out of order. With the increase
in the number of packets, it can cause buffer congestion
and network transmission throughput reduction. Our pro-
posed PO-MPTCP considers the data priorities and the
path qualities and selects the best link to transmission;

it effectively improves the transmission performance of
MPTCP.

(2) Average Delay. As an important parameter for measur-
ing network performance, average delay is often used by
researchers to determine the transmission rate of a path when
it comes to researching related network protocols. Aiming
to highlight the advantage for the PO-MPTCP, Figure 5
compares the average delay of PO-MPTCP and standard
MPTCP with 0-5% packet loss rate. For the purpose of
conveniently displaying the end-to-end transmission delay,
we take the packet loss rate as an example of 0.01, as shown
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Figure 3: MPTCP-based simulation topology.

in Figure 6, which shows PO-MPTCP is better than the
standard MPTCP. Therefore, PO-MPTCP can improve the
transmission performance and reduce the transmission delay
through priority-aware data scheduling policies and link
sequencing.

(3) Jitter. As far as we know, jitter is an important indicator
for predicting the stability of streaming media packets, and it
is usually achieved by measuring the last value of delay and
the function value of packet length. We take the loss rate of
0.02 to explore the change of jitter within 60 seconds. Fig-
ure 7 illustrates that the standard MPTCP generates out-of-
order packetsmore frequently thanPO-MPTCP. PO-MPTCP
can dynamically be aware of data’s priority and adaptive
switching path, which can better improve the transmission
performance of streaming media and ensure the stability of
multimedia streaming.

(4) Peak Signal-to-Noise Ratio. Streaming media services will
become the core business of the future mobile Internet. So
we studied the transmission performance of multimedia in
the heterogeneous streaming media simulation. The perfor-
mance is measured by PSNR [28] value which translates
network transmission throughput and loss rate into user-
perceived quality through the following equation.

𝑃𝑁𝑆𝑅 = 20 log
10
( 𝑀𝐴𝑋 𝑅𝑏𝑖𝑡√(𝐸 𝑇ℎ − 𝐴 𝑇ℎ)2), (1)

where𝑀𝐴𝑋 𝑅𝑏𝑖𝑡 represents the rate of the multimedia sub-
flow transmission. 𝐸 𝑇ℎ denotes expected average through-
put in network while 𝐴 𝑇ℎ is actual average throughput.

Figure 8 demonstrates that the PNSR of PO-MPTCP is
3.7% higher than the standard MPTCP in the heterogeneous
wireless network. By analyzing the user quality experience
with PSNR, PO-MPTCP can achieve a better transmission
quality of streaming media and the PSNR fluctuation is more
stable. Hence, compared to the existing mechanisms, PO-
MPTCP can improve the user experience.

5. Conclusion

This paper presents PO-MPTCP which is a priorities-aware
packet scheduler solution for multimedia multipathing ser-
vices. It makes full use of its ability to identify packet priority
and estimate and switch the path based on the multiattribute
perception. In addition, PO-MPTCP provides a priority-
driven data distribution strategy to distinguish data priority
and ensure that high priority data is transmitted on the
best quality path. PO-MPTCP improves the efficiency data
delivery by utilizing the path-based priority-aware method.
Simulation results show that PO-MPTCP provides attractive
benefits in comparison with classical MPTCP including mul-
timedia average throughput improvement, end-to-end delay
reduction, and higher-stability multimedia transmission. In
particular, we utilize PSNR to analyze the users service
experience of PO-MPTCP, which shows that PO-MPTCP
can better meet the transmission quality requirements of
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Figure 4: Comparison of throughput when (a) loss rate=0, (b) loss rate=0.01, (c) loss rate=0.02, and (d) loss rate=0.05.
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streaming media. Our future work will concentrate on de-
ploying PO-MPTCP in actual systems, enabling PO-MPTCP
to satisfy high bandwidth requirements for multimedia appli-
cations and delay intolerance. In addition, we have studied the
practical significance of priority-based queue management,
and it provided a theoretical basis for the deployment of
MPTCP protocol in future wireless networks.
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Data Availability

The research data used to support the findings of this study
was simulated by NS-2.The data which the other researchers
want to get are available from the corresponding author upon
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With the rapid development and wide application of multimedia technology, the demand for the actual development of multimedia
software inmany industries is increasing. How tomeasure and improve the quality of multimedia software is an important problem
to be solved urgently. In order to calculate the complicated situation and fuzziness of software quality, this paper introduced a
software quality evaluationmodel based on the fuzzymatter element by using amethod known as the fuzzymatter element analysis,
combined with the TOPSIS method and the close degree. Compared with the existing typical software measurement methods, the
results are basically consistent with the typical software measurement results.Then, Pearson simple correlation coefficient was used
to analyse the correlation between the existing four measurement methods and the metric of practical experience, whose results
show that the results of software quality measures based on fuzzy matter element are more in accordance with practical experience.
Meanwhile, the results of this method are much more precise than the results of the other measurement methods.

1. Introduction

At present, with the rise and application of multimedia
technology, it is a great challenge to provide more reli-
able technical support and strong technical support for the
development of multimedia software. At the same time,
object-oriented technology has become the mainstream of
current software development, which is suitable for devel-
oping multimedia software, for example, using the image
processing software Adobe Photoshop developed by C++,
using Action Script to develop animation processing software
Flash, and using C++ for the Jedi survival and heroic alliance
games.

We must point out that multimedia software is a typical
complex system; therefore, how to scientifically measure
the complexity of multimedia software plays a vital role
in developing high-quality multimedia software. Software
metrics has become the important and long-term focused
research field of software engineering and also became an
important and effective method in assessing and predicting
software development activities. The purpose of software
metrics research is to provide guidance for developing high-
quality software [1].

Since the concept of software measurement was first
proposed by Rubey R. J. and Hartwick R. D. in 1968[2],
the researches, development, and applications have been
carried out for more than fifty years. Through literature
review, this paper found that previous researchesmainly from
internal attributes, external attributes, and other aspects of
the research of software quality metric. Over these years,
many scholars have made a broad and deep research on the
software quality metric and prefer to find the key or the
important software quality measurement factors from the
inner elements of software itself. The factors were measured
or counted directly or indirectly to construct the correspond-
ing metric model. Early metrics on structured programs were
primarily focused on Lines of Code (LOC) [3], McCabe
coloring graph method [4], Function Point Analysis (FPA)
[5], etc.

In 1994, Chidamber S. and Kemerer C. proposed a CK
metrics set for object-oriented software quality metrics
research. TheWeighted Methods per Class (WMC), Number
of Children (NOC), Depth of Inheritance (DIT), Coupling
Between Objects (CBO), Lack of Cohesion (LCOM), and
Response for a Class (RFC) are included in set, which are
the fundamental of object-oriented software quality metrics.
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Padhy N. et al. proposed the three metrics based on CK
metrics set and combined WMC, RFC, CBO, DIT. and NOC
together [6]. In addition, Misra S. and Adewumi A. et al.
proposed a cognitive complexity metrics set for evaluating
object-oriented software projects [7], includingmethod com-
plexity, message complexity, attribute complexity, weighted
class complexity, and code complexity. According to software
measurement experience, Gupta D. L. et al. proposed some
possible exist the hypothetical situation in measurement
validation and design 14 measurement elements, including
WMC, CBO, and RFC. Furthermore, Gupta D. L. et al.
took open source software code as the data source and used
SPSS software make logistic regression analysis. The results
of the study showed that these methods can predict design
flaw of class in software quality metric, and software defects
prediction methods based on object-oriented metrics are
developed [8]. Wang J. and Wang Q. found that dependency
relationship is an important reason of software complexity.
The dependency relationship can reflect cohesion and cou-
pling between software elements. Meanwhile, cohesion and
coupling are recognized as a measure of software quality
of the important indicators. Besides, the dependency rela-
tionship of software is proved to be an important factor of
software defects prediction through the experimental study.
It can predict software integration errors and provide help
for software quality metric in early stage [9]. The above
methods of object-oriented software metrics are all belong to
research of software quality metric based on software internal
attributes.

However, developers and researchers paid attention to
broad software quality characteristics in the process of soft-
ware quality metric research based on external attributes
of software quality. These characteristics include software
quality characteristics of ISO/IEC 25010 software quality
model in narrow sense and other software quality character-
istics associated with software development and application.
Gosain A. and Sharma G. defined the dynamic software qual-
ity characteristics, including robust, unambiguous, dynamic,
discriminating, and machine independent. Then they eval-
uated cases with Java software and found that the dynamic
software quality characteristic has significant positive corre-
lation with maintainability by Pearson correlation analysis
and principal component analysis [10]. Similarly, Hu X and
Zuo J. et al. choose 6 software quality characteristics from
GB/T16260 series of standards. The 6 software quality char-
acteristics include capability, reliability, usability, efficiency,
maintainability, and portability. Then the hierarchical model
of evaluation is established for research and analysis external
attributes of software quality [11].

Class diagram, a very important software model diagram,
describes the classes and their relationships among the
systems. They can be scientifically constructed whether or
not it has a significant impact on the complexity of software.
At present, the class complexity measure method is still rare.
Marchesi M. [12] uses 7 indicators to measure the complexity
of the class diagram from different angles. However, the
method only considers the relationship between classes and
inheritance, without considering other relationships, such
as the association relationship and aggregation relationship.

On the basis of Marchesi M. research, Genero M. [13] uses
14 indicators to further distinguish the relationship between
classes and classes, that is, the combination of relative
complexity measure and absolute complexity measure. The
theories of Dr. Zhang Y. [14], In P. [15], Gosain A. [10],
Gupta D. L. [8], and Padhy N. [6] are similar with Genero
M’s, which use a set of indicators to evaluate the complexity
of class diagrams. The advantage of it could analyse the
complexity of a class diagram from different perspectives,
but its disadvantage is that it is difficult to compare two
or two class diagrams. Dr. Zhou Y. transforms UML class
diagrams into weighted dependencies. And then he uses the
information entropy to define the complexity of UML class
diagram [16], which has achieved goodmeasure results. Dr. Yi
T. hasmade improvements on the basis of Dr. ZhouY.making
a comprehensive consideration of interclass relationships,
class attributes, and class complexity of the method. He
proposed a UML class diagram complexity measurement
method based on dependency analysis [17, 18].

In this paper, the research work mentioned above is a
part of existing domestic and international research work,
but there is no doubt that the results of researches in the
UML class diagram model are not enough. One of the
important reasons is that UML standard issued by the object
management group (OMG) only gives the description of
the semantic conceptual level in various modelling elements,
which leads to the fact that the researchers often use dif-
ferent weighting indicators for the class diagram model. It
means that researchers do not have a uniform standard,
resulting in different metrics for the same class diagram.
Meanwhile, because of the comprehensiveness, fuzziness,
and complexity of the software quality measurement system,
the software quality measurement is a process of multiple
indicator decision making; the fuzzymatter element theory is
introduced in this paper. In order to overcome the limitation
of weight precision of the class relationship between two
classes in the literature [16–18], this paper proceeds from
fuzzy matter element theory, introducing the concept of
close degree, and used entropy method to calculate the
weight of every indicator; software quality measurement
model was established in fuzzy matter element that based
on entropy weight and TOPSIS method applied to UML
class diagrammetric. Firstly, element indicators of UML class
diagram constitute the compound fuzzy matrix of matter
elements and then fuzzy matrix of matter elements of the
optimal subordinate degree obtained with the dimensionless,
calculating the weight of each element indicators by entropy
method, finally, through TOPSIS method and the concept of
Euclid approach degree got comprehensive attribute values
of each UML class diagrams. This paper hopes to only use
a comprehensive complexity value to evaluate the complexity
of UML class diagram and enough really predicts the com-
plexity of software quality.

2. A Novel Method of Complexity Metric for
Software Quality

2.1. Building Evaluate Compound Fuzzy Matter Element of
Software Quality. Matter element analysis [19] is a new
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discipline that studies laws and methods for solving incom-
patible problems. It is an intersecting edge discipline of
thinking science, systems science, and mathematics. Matter
element analysis itself is not a branch of mathematics. It
is a new discipline that develops on the basis of classical
mathematics and fuzzy mathematics and is different from
them. The new subject, Matter Element Analysis, which was
created in 1994 by Chinese scholar Cai Wen, was specifically
designed to solve incompatible problems. The fuzzy matter
element combines fuzzy set theory and matter element
analysis theory, which can not only solve the ambiguity of
measurement indicators, but also solve the incompatibility
of measurement results. Because of its simple calculation
method, reliable evaluation results, and strong practicality,
this theory is widely used in logistics science and technology
[20], electromechanical [21], architecture [22], and other
fields.

The matter element 𝑅 = (𝑇,𝐶,𝑋) for evaluating the
software quality was constructed in this paper, where 𝑇
denotes the software class diagram to be evaluated, C denotes
the evaluation indicator, and 𝑋 denotes the corresponding
magnitude of the evaluation indicator. If X has ambiguity,𝑅 is called a fuzzy matter element. If T has n evaluation
indicators 𝐶1, 𝐶2, . . . , 𝐶𝑛 whose corresponding magnitudes
are𝑋1, 𝑋2, . . . , 𝑋n,R is said to be n-dimensional fuzzymatter
elements[23]. The 𝑛-dimensional matter elements of m the
software diagrams to be evaluated are combined to form the𝑛-dimensional compound fuzzy matter elements of m the
software diagram to be evaluated. 𝑅𝑚𝑛 is defined as follows:

𝑅𝑚𝑛 = (((
(

𝑇1 𝑇2 ⋅ ⋅ ⋅ 𝑇𝑚𝐶1 𝑋11 𝑋21 ⋅ ⋅ ⋅ 𝑋𝑚1𝐶2 𝑋12 𝑋22 ⋅ ⋅ ⋅ 𝑋𝑚2... ... ... ...𝐶𝑛 𝑋1𝑛 𝑋2𝑛 ⋅ ⋅ ⋅ 𝑋𝑚𝑛
)))
)

(1)

In formula (1), 𝑇i represents the i (i=1,2,... m) software
class diagram,𝐶j is the j (j=1,2,...,n) evaluation indicator of the
software class diagram, and 𝑋ij represents the corresponding
magnitude of the j evaluation indicator of the i software class
diagram.

2.2. Dimensionless of Evaluation Indicators. In the evaluation
of software class diagrams, there are many evaluation indi-
cators involved. If there are no uniform metrics among the
indicators, the evaluation process will be difficult to carry
out. In order to compare the different dimension indicators
together for comparison, the magnitude of these evaluation
indicators must be dimensionless [23]. The dimensionless
process is to remove the dimension's influence on the physical
value through mathematical methods. There are generally
two types of indicators for quantification processing results,
some of which are larger and better indicators, that is,
positive indicators; others are smaller, better indicators, that
is, negative indicators. According to the actual situation, this

paper selects the smaller and better indicators in the software
quality evaluation.

max
𝑗

= max (𝑋1𝑗, 𝑋2𝑗, . . . , 𝑋𝑚𝑗) (2)

min
𝑗

= min (𝑋1𝑗, 𝑋2𝑗, . . . , 𝑋𝑚𝑗) (3)

𝑢𝑖𝑗 = max𝑗 − 𝑋𝑖𝑗
max𝑗 −min𝑗

(4)

In formula (4), uij is the dimensionless result of the j-th
evaluation indicator of the i-th software class diagram. maxj
is the maximum value of the j-th evaluation indicator of the
software class diagram, andminj is the minimum value of the
j-th evaluation indicator of the software class diagram.

After the dimensionless treatment of formula (1) through
formula (4), formula (5) is obtained, that is, the fuzzy matter
element weight matrix of optimal membership degree 𝑅󸀠𝑚𝑛.

𝑅󸀠𝑚𝑛 = (((
(

𝑇1 𝑇2 ⋅ ⋅ ⋅ 𝑇𝑚𝐶1 𝑢11 𝑢21 ⋅ ⋅ ⋅ 𝑢𝑚1𝐶2 𝑢12 𝑢22 ⋅ ⋅ ⋅ 𝑢𝑚2... ... ... ...𝐶𝑛 𝑢1𝑛 𝑢2𝑛 ⋅ ⋅ ⋅ 𝑢𝑚𝑛
)))
)

(5)

2.3. Evaluation Indicator Weight Determining Based on
Entropy Method. In the process of software quality evalua-
tion, the weight of an indicator reflects the relative impor-
tance of the indicator in the overall evaluation process.
Therefore, the determination of weight is very important.
Common weight determination methods include entropy
method, expert scoring method, and analytic hierarchy pro-
cess. This paper uses entropy method to calculate weights
to achieve the subjective and objective unity of weights. The
entropy method is based on the difference in the degree of
information contained in each indicator, that is, the utility
value of the information to determine the weight of the
indicator. It is an objective weighting method.

The formula for calculating the information entropy and
weight function in the comprehensive evaluation is as follows:
For the software quality evaluation model in question, if there
are initial datamatrix𝑅𝑚𝑛 of the n evaluation indicators of the
m software class diagram to be evaluated, each indicator is
significantly different in the dimension, order of magnitude,
and merits of indicators. Therefore, the initial data must be
standardized:

𝑦𝑖𝑗 = 𝑋𝑖𝑗∑𝑚𝑖=1𝑋𝑖𝑗 , 𝑖 = 1, 2, . . . , 𝑚; 𝑗 = 1, 2, . . . , 𝑛 (6)

Get information entropy of the j-th evaluation indicator
according to formula (7):

𝑒𝑗 = −𝑘 𝑚∑
𝑖=1

𝑦𝑖𝑗 ln𝑦𝑖𝑗, 𝑗 = 1, 2, . . . , 𝑛 (7)
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The constant k in formula (7) is related to the number
of samples, m, and 𝑘 = 1/ ln𝑚 is often taken. Because
of information entropy 𝑒j can be used to measure the
information utility value of the j-th evaluation indicator.
When the sample is completely disordered, 𝑒j =1; meanwhile,
the information value of 𝑒j is zero for the utility value of
the comprehensive evaluation. Therefore, the information
utility value of an evaluation indicator is determined by the
difference between 1 and the information entropy 𝑒j of the
evaluation indicator; that is,ℎ𝑗 = 1 − 𝑒𝑗, 𝑗 = 1, 2, . . . , 𝑛 (8)

The entropy method is used to estimate the weight of
the evaluation indicator. Its essence is to use the information
utility value of the evaluation indicator to measure. When
the difference hj is higher, the importance of the evaluation
is bigger, so the weight of the j-th evaluation indicator is

𝑤𝑗 = ℎ𝑗∑𝑛𝑗=1 ℎ𝑗 , 𝑗 = 1, 2, . . . , 𝑛 (9)

Fuzzy matter element weight matrix of optimal member-
ship degree is

𝑅𝑤 = ( 𝐶1 𝐶2 ⋅ ⋅ ⋅ 𝐶𝑛𝑤𝑗 𝑤1 𝑤2 ⋅ ⋅ ⋅ 𝑤𝑛) (10)

2.4. Fuzzy Compound Matter Element for Evaluating the
Quality Characteristics. 𝑅𝑠 is a weighted fuzzy compound
matter element for evaluating the quality characteristics, and
then there are𝑅𝑠

= (((
(

𝑇1 𝑇2 ⋅ ⋅ ⋅ 𝑇𝑚𝐶1 𝐶11 = 𝑤1𝑢11 𝐶21 = 𝑤1𝑢21 𝐶𝑚1 = 𝑤1𝑢𝑚1𝐶2 𝐶12 = 𝑤2𝑢12 𝐶22 = 𝑤2𝑢22 𝐶𝑚1 = 𝑤2𝑢𝑚2...𝐶𝑛 𝐶1𝑛 = 𝑤𝑛𝑢1𝑛 𝐶2𝑛 = 𝑤𝑛𝑢2𝑛 𝐶𝑚𝑛 = 𝑤𝑛𝑢𝑚𝑛
)))
)

(11)

In formula (11), 𝐶𝑖𝑗(𝑖 = 1, 2, . . . , 𝑚; 𝑗 = 1, 2, . . . , 𝑛) the
calculation value of the j-th evaluation indicator of the i-th
software class diagram is represented.

2.5. Calculating Comprehensive Evaluation of Software Qual-
ity. TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution) [24] is a multiobjective decision-making
method. The basic idea is to define the ideal solution and
negative ideal solution of the decision problem. It is assumed
that the ideal solution is the optimal programand the negative
ideal solution is the worst program. If there is an evaluation
plan in the feasible evaluation plan, the evaluation plan is the
closest to the ideal, while far away from the negative ideal
solution, we call this program the optimal program.

Further determine the ideal solution vector 𝐶+ and
negative ideal solution vector 𝐶− of matrix 𝑅𝑠:𝐶+ = (𝐶+1 , 𝐶+2 , . . . , 𝐶+𝑛 ) ,𝐶+𝑗 = max {𝐶1𝑗, 𝐶2𝑗, . . . , 𝐶𝑚𝑗} , 𝑗 = 1, 2, . . . , 𝑛 (12)

𝐶− = (𝐶−1 , 𝐶−2 , . . . , 𝐶−𝑛 ) ,𝐶−𝑗 = min {𝐶1𝑗, 𝐶2𝑗, . . . , 𝐶𝑚𝑗} , 𝑗 = 1, 2, . . . , 𝑛 (13)

There are several ways to calculate the distance between
ideal solutions and negative ideal solutions, such as Euclidean
distance,Manhattan distance, Chebyshev distance, and so on.
Among them, Euclidean distance is an easy-to-understand
distance calculation method, which is derived from the dis-
tance formula between two points in Euclidean geometry. In
this paper, the Euclidean distance is used, and its calculation
formula is as follows [23]:

𝑆+𝑖 = 󵄩󵄩󵄩󵄩𝐶+ − 𝐶𝑖󵄩󵄩󵄩󵄩 = √ 𝑛∑
𝑗=1

(𝐶+ − 𝐶𝑖𝑗)2, 𝑖 = 1, 2, . . . , 𝑚 (14)

𝑆−𝑖 = 󵄩󵄩󵄩󵄩𝐶𝑖 − 𝐶−󵄩󵄩󵄩󵄩 = √ 𝑛∑
𝑗=1

(𝐶𝑖𝑗 − 𝐶−)2, 𝑖 = 1, 2, . . . , 𝑚 (15)

In formula (14) and formula (15), 𝐶𝑖 =(𝐶𝑖1, 𝐶𝑖2, ⋅ ⋅ ⋅ , 𝐶𝑖𝑛)𝑇; 𝐶𝑖 is the i-th column vector of matrix 𝑅𝑠.
In this paper, the comprehensive evaluation of software

quality adopts entropy method for consideration. The source
has 𝑆+𝑖 and 𝑆−𝑖 . The binary entropy function can be used to
calculate the weights of the Euclidean distance between each
class diagram to be evaluated and the ideal solution.

𝐻+ = 𝐻 (𝑆+𝑖 ) = −𝑆+𝑖 log2𝑆+𝑖 − (1 − 𝑆+𝑖 ) log2 (1 − 𝑆+𝑖 ) ,𝑖 = 1, 2, . . . , 𝑚 (16)

Similarly, the binary entropy function is used to calculate
the weights of the Euclidean distances of each class diagram
to be evaluated and the negative ideal solution; namely,

𝐻− = 𝐻 (𝑆−𝑖 ) = −𝑆−𝑖 log2𝑆−𝑖 − (1 − 𝑆−𝑖 ) log2 (1 − 𝑆−𝑖 ) ,𝑖 = 1, 2, . . . , 𝑚 (17)

According to the concept of close degree [23], com-
bined with the uncertainty of the ideal solution and the
negative ideal solution, the fuzzy matter element software
quality metric measures the software quality by the following
uncertainty-weighted fusion method. The calculation for-
mula is as follows:

𝑍𝑖 = 𝐻+𝑆+𝑖𝐻+𝑆+𝑖 + 𝐻−𝑆−𝑖 , 𝑖 = 1, 2, . . . , 𝑚 (18)
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In formula (18), the value is between 0 and 1. The closer
the value is to 0, the evaluation object complexity is smaller
and the closer to the optimal ideal level.

3. Case Analysis

3.1. Data Sources. In order to validate the measurement
method proposed in this paper, we will do an experiment
to estimate the metric values. With the permission of Gen-
ero M., we selected twenty-six UML class diagrams [13]
related to the bank information systems as the object of
the experiment. For better representation, NDep represents
dependency, NAssoc represents normal association, NAgg
represents aggregation, NGen represents generalization, NM
represents class method, NA represents class attribute, and

NC represents the number of classes. For specific indicators
and data for details, see Table 1.

3.2. Model Establishment. According to the above theory and
evaluation indicator system, the steps for establishing a fuzzy
matter element evaluation model are as follows.

Step 1. Construct the composite fuzzy matrix of matter
elements according to Table 1.

Step 2. Calculate the degree of optimal membership. Accord-
ing to the compound fuzzy matter element matrix deter-
mined in the first step, the degree of optimal membership is
calculated using formula (4), and the fuzzy matter element
matrix of optimal membership degree is obtained.

𝑅󸀠26×7 =
(((((((((((((
(

𝑇1 𝑇2 𝑇3 𝑇4 ⋅ ⋅ ⋅ 𝑇25 𝑇26𝑁𝐷𝑒𝑝 1 1 1 1 ⋅ ⋅ ⋅ 0 1𝑁𝐴𝑠𝑠𝑜𝑐 0.928571 0.928571 0.928571 0.785714 ⋅ ⋅ ⋅ 0 0.642857𝑁𝐴𝑔𝑔 1 0.888889 0.777778 1 ⋅ ⋅ ⋅ 0.555556 0𝑁𝐺𝑒𝑛 1 1 1 1 ⋅ ⋅ ⋅ 0.333333 0.708333𝑁𝑀 1 0.955556 0.922222 0.955556 ⋅ ⋅ ⋅ 0.155556 0.233333𝑁𝐴 1 0.961538 0.903846 0.942308 ⋅ ⋅ ⋅ 0.269231 0.423077𝑁𝐶 1 0.967742 0.935484 0.967742 ⋅ ⋅ ⋅ 0.354839 0.612903

)))))))))))))
)

(19)

Step 3. Based on the fuzzy matter element matrix of optimal
membership degree 𝑅󸀠27×7, according to formula (6), formula
(7), formula (8), formula (9), formula (10), and formula (11)

by entropy method to obtain each indicator weights that
composes the fuzzy matter element weight matrix of optimal
membership degree 𝑅𝑤,

𝑅𝑤 = ( 𝑐1 𝑐2 𝑐3 𝑐4 𝑐5 𝑐6 𝑐7𝑤𝑗 0.17124 0.143127 0.150199 0.124097 0.189334 0.191128 0.184991) (20)

Step 4. Get 𝑅𝑠 by formula (11).

𝑅𝑠 =
(((((((((((((
(

𝑇1 𝑇2 𝑇3 𝑇4 ⋅ ⋅ ⋅ 𝑇25 𝑇26𝑁𝐷𝑒𝑝 0.017124 0.017124 0.017124 0.017124 ⋅ ⋅ ⋅ 0 0.017124𝑁𝐴𝑠𝑠𝑜𝑐 0.132904 0.132904 0.132904 0.112457 ⋅ ⋅ ⋅ 0 0.09201𝑁𝐴𝑔𝑔 0.150199 0.13351 0.116821 0.150199 ⋅ ⋅ ⋅ 0.083444 0𝑁𝐺𝑒𝑛 0.124097 0.124097 0.124097 0.124097 ⋅ ⋅ ⋅ 0.041366 0.087902𝑁𝑀 0.189334 0.18092 0.174608 0.18092 ⋅ ⋅ ⋅ 0.029452 0.044178𝑁𝐴 0.191128 0.183777 0.17275 0.180101 ⋅ ⋅ ⋅ 0.051458 0.080862𝑁𝐶 0.184991 0.179024 0.173056 0.179024 ⋅ ⋅ ⋅ 0.065642 0.113382

)))))))))))))
)

(21)



6 International Journal of Digital Multimedia Broadcasting

Table 1: Twenty-six UML class diagrams evaluation indicators.

Class diagrams NDep NAssoc NAgg NGen NM NA NC
1 0 1 0 0 8 4 2
2 0 1 1 0 12 6 3
3 0 1 2 0 15 9 4
4 0 3 0 0 12 7 3
5 0 1 3 0 21 14 5
6 0 2 0 0 12 6 3
7 1 3 0 0 13 8 4
8 0 2 2 2 14 10 6
9 1 1 0 0 12 9 3
10 0 2 3 2 22 14 7
11 0 2 3 4 30 18 9
12 0 3 3 2 39 19 7
13 1 3 2 2 35 22 8
14 0 0 0 4 30 11 5
15 0 0 0 10 30 12 8
16 0 0 0 18 38 17 11
17 2 11 6 10 76 42 20
18 1 11 6 16 88 41 23
19 1 7 6 20 94 45 21
20 3 13 7 24 98 56 33
21 0 1 5 2 47 28 9
22 0 3 5 20 65 31 18
23 0 11 6 21 79 44 26
24 0 1 5 19 69 32 17
25 4 14 4 16 84 42 22
26 0 5 9 7 77 34 14
Note: Genero metric values from Genero M.’s experiment in Table 1.

Step 5. Software quality measurement values of fuzzy matter
element in this paper are calculated by formula (12), formula
(13), formula (14), formula (15), formula (16), formula (17),
and formula (18).

𝑍𝑖 = (0.02089, 0.101997, 0.339518, 0.205419,0.856791, 0.106658, 0.251853, 0.510079,0.105591, 1.075057, 1.733703, 2.00285,1.906329, 0.606743, 1.143489, 2.588069,8.394743, 9.021374, 8.872664, 9.91465,3.522168, 6.674977, 9.271023, 6.446144,8.760155, 7.146074)
(22)

3.3. Data Analysis

3.3.1. Comparing the Experiment Results of Four Metrics. To
verify the effectiveness and practicability of the proposed
measurement method, this paper plans to compare with
the method proposed by Dr. Zhou Y. [16] and the method

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Class diagrams

Zhou’s metric
Yi15’s metric

Yi18’s metric
Zi metric
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Figure 1: Comparing the experiment results.

proposed byDr. Yi T. [17, 18] in the three aspects, understand-
ability, analysability, and maintainability. For convenient
discussion, the method of Dr. Zhou Y. and the method of Dr.
Yi T. are called Zhou metric [16], Yi15 metric [17], and Yi18
metric [18]; the measurement method proposed in this paper
is called Zi metric, as shown in Table 2.

Comparing the experimental results of the above four
software quality measurement models, as shown in Figure 1,
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Table 2: Comparing the experiment results of measurement methods.

Class
diagrams

Zhou
metric

Yi15
metric

Yi18
metric Zi metric Understandability Analysability Maintainability

1 0 0.42 0.41176 0.02089 1 1 1
2 0.673012 0.67 0.73657 0.101997 2 2 2
3 0.940493 0.97 1.07097 0.339518 2 2 2
4 1.386294 0.76 0.7987 0.205419 2 2 2
5 0.989909 1.41 1.50423 0.856791 2 2 2
6 0.693147 0.65 0.66949 0.106658 2 2 2
7 1.14688 1.33 1.13783 0.251853 2 3 3
8 1.206376 1.26 1.40369 0.510079 3 3 3
9 0.381909 2.3 0.9008 0.105591 2 2 2
10 1.271002 1.67 1.8433 1.075057 3 3 3
11 1.16503 2.16 2.29233 1.733703 3 3 3
12 1.553338 2.18 2.34555 2.00285 3 3 3
13 1.414547 2.72 2.48526 1.906329 3 3 3
14 0.693147 1.34 1.237 0.606743 2 2 2
15 1.303487 1.88 1.80312 1.143489 2 3 3
16 0.04308 2.85 2.7398 2.588069 4 4 4
17 1.787461 6.35 6.45495 8.394743 6 6 6
18 1.8612 6.45 6.90285 9.021374 6 6 6
19 1.949444 6.72 6.88925 8.872664 6 5 6
20 1.883662 9.31 9.29632 9.91465 6 6 7
21 1.277816 2.85 2.91541 3.522168 3 3 3
22 1.649751 4.79 5.10804 6.674977 5 5 5
23 1.794866 6.45 7.04766 9.271023 6 6 6
24 1.480208 4.68 4.88021 6.446144 5 5 5
25 2.020782 7.86 7.5702 8.760155 6 5 6
26 2.030221 4.53 5.19316 7.146074 4 5 5

and comparing them with the understandability, analysabil-
ity, and maintainability of the class diagrams obtained by the
practical experience, it is found that the four metric results
are similar. But also some interesting results are found.

(1) For the class diagram 4, the Zhou metric has higher
values for the computational class diagram 4 complexity, the
Yi15 metric and the Yi18 metric have lower values for the
complexity of the class diagram 4, and the complexity of the
class diagram 4 that the practical experience has obtained has
lower values. The complexity of class diagram 4 calculated
using the fuzzy matter element model in this paper is low,
which is consistent with the actual experience.

(2) For the class diagram 9, the Zhou metric and the
Yi18 metric have lower values for the computational class
diagram 9 complexity, the Yi15 metric has higher values for
the complexity of the class diagram 9, and the complexity of
the class diagram 9 that the practical experience has obtained
has lower values.The complexity of class diagram 9 calculated
using the fuzzy matter element model in this paper is low,
which is consistent with the actual experience.

(3) For the class diagram 16, the Zhou metric has lower
values for the computational class diagram 16 complexity,

the Yi15 metric and the Yi18 metric have higher values for
the complexity of the class diagram 16, and the complexity
of the class diagram 16 that the practical experience has
obtained has higher values. The complexity of class diagram
16 calculated using the fuzzy matter element model in this
paper is high, which is consistent with the actual experience.

(4) For the class diagram 19, the Yi18 metric for the
complexity of the class diagram 19 has lower values than
the class diagram 18, the Zhou metric and the Yi15 metric
have higher values for the computational class diagram 19
complexity, and the complexity of the class diagram 19 that
the practical experience obtained has lower values than
the class diagram 18. The complexity of class diagram 19
calculated using the fuzzymatter element model in this paper
is consistent with actual experience.

(5) For the class diagram 25 and the class diagram 26, the
Zhou metric shows that the 26th class diagram complexity
is higher than the 25th class diagram complexity and the
Yi15 metric and Yi18 metric methods show the 26th class
diagram complexity lower than it. The complexity of the class
diagrams 25 and 26 obtained by the practical experience is
opposite with the Zhou metric, which is in consistent with
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Table 3: Correlation coefficient and correlation intensity.

Correlation coefficient
absolute value Correlation intensity|r| = 0 Zero correlation0 < |r| ≤ 0.3 Weak correlation0.3 < |r| ≤ 0.5 Low correlation0.5 < |r| ≤ 0.8 Significant correlation0.8 < |r| ≤ 1 High correlation|r| = 1 Completely correlation

the complexity of the class diagram calculated by using the
fuzzy matter element model in this paper.

3.3.2. Pearson Simple Correlation Coefficient Test. In order to
further discuss the existing correlation between the results
of complexity metric and the value of understandability, the
value of analysability, and the value of maintainability, we
propose the Pearson simple correlation coefficient to test
whether or not the complexity measure method is consistent
with the practical experience. Pearson simple correlation
coefficient is calculated as follows:

𝑟𝑥𝑦 = ∑𝑛𝑖=1 (𝑋𝑖 − 𝑋) (𝑌𝑖 − 𝑌)√∑(𝑋𝑖 − 𝑋)2√∑(𝑌𝑖 − 𝑌)2 (23)

The correlation intensity between the two variables refers
to Table 3.

Using the well-known statistical software SPSS for corre-
lation analysis and the results of the correlation analysis are
shown in Table 4.

Through the comparison and data analysis in Table 4,
we can find that this paper’s UML class diagram metric is
consistent with practical experience in the understandability,
analysability, and maintainability. The value of the UML class
diagrams complexity measure Zi is calculated by fuzzymatter
element model, which is compared with practical experience.
The Pearson simple correlation coefficient between Zi and
the value of the understandability of practical experience is
0.959. The Pearson simple correlation coefficient between Zi
and the value of the analysability of practical experience is
0.956. The Pearson simple correlation coefficient between Zi
and the value of the maintainability of practical experience
is 0.962. Zhou metric is significantly correlated with the class
diagram of practical experience. But the fuzzymatter element
model metrics, Yi15 metric, and Yi18 metric are highly
correlated with the class diagram of practical experience.
Therefore, the complexity measure method of this paper is
consistent with the practical experience from the view of
average.

3.3.3. The Analysis of the Visualization of Measurement
Results. In order to compare the abovementioned four met-
rics methods more intuitive, the classification results of this
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Figure 2: Pearson simple correlation analysis.

paper are shown in Figure 2. For better representation, U rep-
resents the understandability, A represents the analysability,
and M represents the maintainability.

From Figure 2, we can find that this paper’s results are
closer to 1. It suggests that the class diagram complexity
calculated by the fuzzy matter element model is consistent
with the value of practical experience by comparing with
other metrics. This method can quickly calculate the com-
prehensive attribute value of the software class diagrams.
Meanwhile, the results of this study can be more accurately
to reflect the software complexity. So the measurement model
proposed in this paper is relatively better.

4. Conclusions

This paper uses the basic theory and method of matter
element analysis, combinedwith fuzzy set theory andTOPSIS
method to establish a fuzzy matter element model based
on entropy weight and TOPSIS method. It is applied to the
evaluation of software class diagram, and at the same time
the difference between the entropy values as a weight, making
full use of the information in the original data, to a certain
extent reduces the subjectivity of weight determination; the
evaluation results are in good agreement with the actual
situation, indicating that the method is reasonable and
feasible.

Data Availability

The data used to support the findings of this study were sup-
plied by M. Genero under license. M. Genero at the Depart-
ment of Computer Science at the University of Castilla-
La Mancha, Ciduad Real, Spain, has allowed the author to
quote the twenty-seven UML class diagrams related to bank
information systems and the corresponding metric values.
Reference: M. Genero. Defining and validating metrics for
conceptual models [D], University of Castilla-La Mancha,
2002.
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Table 4: The correlation analysis of the complexity measurement results.

Metric methods Understandability Analysability Maintainability Average
Zhou metric 0.741∗∗ 0.773∗∗ 0.775∗∗ 0.763
Yi15 metric 0.945∗∗ 0.928∗∗ 0.957∗∗ 0.949667
Yi18 metric 0.959∗∗ 0.948∗∗ 0.971∗∗ 0.959333
Zi metric 0.959∗∗ 0.956∗∗ 0.962∗∗ 0.959
Note: ∗∗ indicates significant correlations at the 0.01 level in bilateral test.
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Cloud computing is a new way of data storage, where users tend to upload video data to cloud servers without redundantly local
copies. However, it keeps the data out of users' hands which would conventionally control and manage the data. Therefore, it
becomes the key issue on how to ensure the integrity and reliability of the video data stored in the cloud for the provision of video
streaming services to end users.This paper details the verification methods for the integrity of video data encrypted using the fully
homomorphic crytosystems in the context of cloud computing. Specifically, we apply dynamic operation to video data stored in the
cloud with the method of block tags, so that the integrity of the data can be successfully verified.The whole process is based on the
analysis of present Remote Data Integrity Checking (RDIC) methods.

1. Introduction

In the current era of rapid development of the Internet
and big data technologies [1–5], the emergence of cloud
computing becomes inevitable. Cloud computing provides
large enterprises with an on-demand solution that enables
companies to lease cloud service in the form of infrastructure
or software to conduct tasks, e.g., data management, busi-
ness expansion and service provision [6]. Cloud computing
also provides individuals with a variety of cloud services.
Typically, cloud provisions of video services have greatly
improved the user experience [7]. Video data stored in
the cloud share some common characteristics, e.g., large
volume, high redundancy, and fast real-time requirement.
The compressed video data requires functions such as data
location indexing and controllable coding rate. However,
cloud computing has been controversial regarding its security
since its inception, and users cannot be guaranteed the
security of video data in the cloud. In other words, tenants
cannot fully trust cloud service providers [8]. Firstly, in
multitenant resource sharing environment, tenants normally
express concern about their video data which could be
leaked, falsified, and unauthorizedly spread by cloud service
providers or other tenants. Secondly, there is a risk of illegal
access because virtual machines cannot be effectively and

securely isolated. Thirdly, data and processes in cloud com-
puting often exist in a distributed manner; data belonging to
multiple parties needs to be shared with assurance of leakage
free and verified integrity [9]. These characteristics of video
data determine that video data encryption should generally
meet the following requirements.

(i) Security. Security is the primary requirement for data
encryption. It is generally accepted that when the cost of
deciphering the password is greater than that of directly
purchasing the video, the cryptosystem is secure. Since the
video data can also be regarded as ordinary binary data,
conventional passwords can be used in video encryption. In
addition, the large amount of video data gives rise to the
increased level of difficulty when code-breakers inevitably
perform a large number of decoding operations on the
encrypted data. Therefore, some typical and fast encryption
algorithms can be applied to ensuring security.

(ii) Compression Ratio. Generally speaking, the amount of
data before and after encryption and decryption remains
unchanged, so the compression ratio keeps unaltered.
This feature is called compression rate invariability. Data
encryption using the algorithm with the compression
rate invariability does not change the physical space in
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storage. The transmission rate of encrypted data remains the
same.

(iii) Real-Time. As it is required for real-time transmission
and access of video data, the use of encryption and decryption
algorithms cannot insert too much delay. Therefore, the
encryption and decryption algorithms need to be fast.

(iv) Data Format Invariability. The invariability of the data
format defined here means that the format of the video data
before encryption and after decryption remains unchanged.
This feature brings a number of advantages. The important
one is to make the time positioning of video data possible.
This enables the support of the addition, deletion, cut, and
paste operations to the video data.

(v) Data Operability. In some cases, it is required to directly
operate on the encrypted data without having to perform
the cumbersome process of decrypting and then encrypting.
These operations include rate control, image block clipping,
addition, and deletion. The algorithms with which some
operations become still operable after data is encrypted is said
to have data operability.

In the past ten years, there have been many encryption
algorithms applied to MPEG video streams [10]. All algo-
rithms can meet different levels of security requirements.
Most of the algorithms ensure the real-time nature of video
streaming and display processing. Some of them guaran-
tee that the compression ratio is unchanged. In addition,
compatibility, operability, abnormality [11], and routing [12,
13] have been also addressed in other algorithms. Based
on the difference between the encryption algorithm and
the compression coding process, we divide the existing
algorithms into the following categories [14]. The first is the
direct encryption algorithm inwhich video data is considered
as ordinary data to be directly encrypted. Therefore, the
algorithms in this category do not have compatibility. The
second is called the selective encryption algorithm in which
video data is partially and selectively encrypted, and those
algorithms are compatible. The third is called the encryption
algorithm with compression function. The algorithms in this
categories combine encryption process, the compression and
encoding process together, so that they embraces the features
of being compressive, compatible, and operable.

This paper proposes a video data integrity checking
method based on homomorphic encryption. The user can
verify the integrity of the data and support public verification
and data dynamics. Using homomorphic tags can greatly
reduce the bandwidth requirement for video data integrity
checking solution. The proposed method and implemented
services are deployed on the cloud system, which reduces the
cloud user’s communication and computational overhead.
It is proved to be feasible through security analysis and
performance analysis with experimental results.

2. Related Work

Resource monitoring is an important part for resource man-
agement of cloud platform. It provides the basis for resource

allocation, task scheduling and load balancing [15]. Since
the cloud computing environment has the characteristics
of transparent virtualization and resource flexibility, it is
infeasible to apply conventional methods to protect the data
security in the cloud platform. Additionally, the collection,
transmission, storage, and analysis of a large number of
monitored datawill bringmuch cost.Therefore, it is of critical
importance to develop new tools suitable for monitoring data
in the cloud.

The cryptographic protocol is an essential part of most
security modules [16]. In a broad sense, all cryptographic
protocols are a special case of securemultiparty computation.
They are widely used inmany fields, such as financial trading,
social networking, real-time monitoring, and information
management. Conventional cryptographic protocols often
include multiple participants, who may be trusted parties
(e.g., the user and authenticated participants) or untrusted
parties (unauthenticated participants). Theoretically, all pro-
tocols with untrustworthy parties have the potential for
the adoption of full homomorphic encryption. Therefore,
most applications of all-homomorphic encryption can be
considered as a secure multiparty computation. Fully homo-
morphic encryption allows various operations to be carried
out to encrypted data without a private key. This enables
computing of sensitive datawith encryption to be outsourced,
so that data security and privacy problems in the current
development of cloud computing can be effectively solved
[17].The general application framework of all-homomorphic
encryption is shown in Figure 1.

The homomorphic encryption algorithm is the data
obfuscation algorithm in code obfuscation [18]. The data in
the program not only contains numbers but also characters.
It is insufficient to use homomorphic encryption to numbers
only. Moreover, the execution efficiency of the program will
be slowed down after the code is obfuscated. The Fourier
transform can reduce the amount of calculation and the
length of the ciphertext. It can also improve the operational
efficiency of the program while ensuring security. The data
obfuscation in code obfuscation includes polynomial obfus-
cation, data conversion obfuscation, etc. Their disadvantage
is that the data is easily exposed during encryption and
decryption. The relationship between reverse engineering
and obfuscation algorithms is shown in Figure 2.

The homomorphic encryption algorithm operates inter-
nally, and it can be processed without decryption. As the
increase in demand for information security becomes appar-
ent, especially in the applications of cloud computing and e-
commerce, research on homomorphic encryption algorithms
is constantly deepening [18].

It has been found that not only homomorphic encryption
can be applied to cloud computing, a number of computing
functions that satisfy multiple additions and few multiplica-
tions are also useful for privacy-preserving cloud services.
For example, averaging does not require multiplication.
Standard deviation requires only one multiplication, and
some predictive analysis such as logistic regression requires
very few multiplications. In the homomorphic encryption
schemes [19], schemes like RSA satisfy the multiplicative
homomorphism [20] and others like Pailer satisfy the
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additive homomorphism [21]. FHE has the property of finite
homomorphic operations and is more efficient. In addition,
it has a shorter ciphertext size.

When using the protocol based on the homomorphic
algorithm to check the integrity of the cloud video files,
the network bandwidth resources are consumed much less
during the execution process. This is because the servers
only need to transfer the integrity evidence to users without
returning actual video files. Therefore, it enables users to
timely detect whether the video files stored in the cloud are
corrupted or lost. It saves users more time for data recovery
[20]. However, the data integrity verification protocol based
on the homomorphic algorithm usually involves multiple
large integer exponentiation operations or multiplication
operations on the elliptic curve.This fact gives rise to a larger
amount of computation. Specifically, for users with limited
computing power [22], it takes a long time for homomorphic
tags to be generated for video file blocks before uploading
video files to the cloud. The computation of the validity of

the integrity evidence also requires more time. Although
the cloud servers have powerful computing capability, they
will consume many resources while performing integrity
verification for a number of users.

3. Video Data Integrity Verification Scheme

3.1. SecurityModel. In the process of checking the integrity of
cloud video files using a protocol based on a homomorphic
algorithm, the cloud storage server sends users the integrity
proof without including a subset of video files or video
files after calculation. After receiving the integrity proof,
users perform verification locally to determine whether the
target data block is intact in the cloud. The Diffie-Hellman
system [23], RSA system [24], and bilinear pairings [25] are
common homomorphic algorithms in this type of protocol.
The execution process of these protocols can be mainly
divided into the following 7 steps:
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Step 1 (initialize parameters). The user and the cloud server
negotiate a set of parameters that are shared by both par-
ties.

Step 2 (initialize keys). Keys are usually asymmetric in the
algorithm.The public key is disclosed after the user initializes
the key, but the private key is kept by the user.

Step 3 (generate homomorphic tags). The user firstly breaks
the video file into blocks with the certain size before upload-
ing the video file to the cloud server.Then the user generates a
homomorphic tag locally for each video file block. The video
file block and the user’s private key are taken as input, and the
homomorphic tag is the output.

Step 4 (store video files and tags). The user will store and
manage the video file and the tag. Then the user uploads the
video file to the cloud for online storage. The local copy is
deleted to release the local storage space after the transfer is
completed. The homomorphic tag can be stored locally, or it
cannot be uploaded to the cloud server until it is encrypted
using a symmetric encryption algorithm.

Step 5 (the user initiates a verification challenge). The user
generates randomnumbers locally and constructs a challenge
message. Then the user transmits the message to the server.

Step 6 (produce evidence of integrity). The server parses the
challenge message and reads the corresponding video file
block. The algorithm of producing the integrity evidence
consists of three inputs, i.e., the video file block, the chal-
lenge message, and the parameter obtained in Step 1. The
output is the integrity evidence of the video file block. The
server returns the resulting integrity evidence to the challenge
initiator.

Step 7 (verify the integrity evidence). The user verifies the
legitimacy of the integrity evidence after receipt. The algo-
rithm used in this step usually consists of three inputs, i.e.,
integrity evidence, homomorphic tag and user public key.The
output is a Boolean value, representing whether the integrity
evidence is valid.

The formal definition and security definition of data
integrity verification are based on full homomorphic encryp-
tion. The security model used in this article is shown as
follows:

Step 1 (initialize). Challenger runs initialization algorithm
and enters related security parameters 𝑘, 𝜆𝑝, 𝜆𝑞, 𝑚, and 𝑠.
He will obtain the homomorphic key 𝐾 and private key𝑠𝑘, pass the public key to the opponent. The expression is
KeyGen(1𝑘, 𝑙𝑝, 𝑙𝑞, 𝑚, 𝑠) 󳨀→ (𝐾, 𝑠𝑘), where 𝑚 is the number
of message sectors and 𝑠 is a random seed.

Step 2 (generate). This stage is performed by the data owner
to generate the tag for the video file. The user inputs the
homomorphic key 𝐾, the private key 𝑠𝑘, and the video file𝐹 to output tag set 𝑇, which is the sequential set of tags for
each block. The expression is TagGen(𝐾, 𝑠𝑘, 𝐹) 󳨀→ 𝑇.

Step 3 (challenge). The data owner executes the algorithm to
generate challenge information by blocks as input.

Step 4 (guess). Cloud Storage Service (CSS) executes the
algorithm to generate integrity verification by taking inputs
of video file, tag set, and challenge.

Step 5 (prove). The data owner executes the algorithm, using
the validation 𝑝 returned by CSS to check the integrity of
the video file. The owner takes inputs of the homomorphic
key 𝐾, the private key 𝑠𝑘, challenge 𝑐ℎ𝑎𝑙𝑙, and verification 𝑝.
He obtains the output 1 if 𝑝 is correct, and 0 otherwise. Its
expression is Verify(𝐾, 𝑠𝑘, 𝑐ℎ𝑎𝑙𝑙, 𝑝) 󳨀→ {1, 0}.
3.2. Video Integrity Verification Method Based on Fully Homo-
morphic Encryption. The video file is stored in blocks, and
the data block is used as the minimum unit in the later
stages of label generation and evidence verification. In the
initialization phase, a series of initialization parameters are
generated for the establishment of the hash function. The
encryption is performed using the fully homomorphic
encryption function.The algorithmKeyGen(𝜆p , 𝜆q, 𝑚, 𝑠) 󳨀→
𝑘 is applied to obtain the homomorphic key 𝑘 = (𝑝, 𝑞, 󳨀→𝑔).
In the tag generation phase, the client uses a pseudorandom
number generator to generate a series of pseudorandom
numbers and then multiplies the video file blocks with
pseudorandom numbers to obtain the 𝑡𝑎𝑔. The client sends
the video file blocks 𝑏𝑖, 𝑡𝑎𝑔, 𝑝, and 𝑞 to the server but saves
the generator 󳨀→𝑔 , the hash parameter 𝐺, and the 𝑠𝑒𝑒𝑑 used
by the pseudorandom number generator. In the challenge
phase, the client uses a pseudorandom number generator
to generate 𝑛 random challenge blocks and then sends it
to the server. During the evidence generation phase, the
server computes evidences 𝑏𝑐 and 𝑡𝑐 for the data block and
label, respectively; they are later returned to client. In the
evidence verification phase, the client uses 𝑠𝑒𝑒𝑑 to regenerate
the corresponding pseudorandom number and verifies that
the 𝑡𝑐 returned by the server is same as the client-specified𝑡𝑐. It also verifies whether 𝑡𝑐 corresponds to the correct 𝑏𝑐.
Finally, it is required to conduct security analysis to this
verification scheme. In the challenge phase, the challenger
randomly generates k challenge blocks and sends them to
A. A generates the integrity verification P of the challenge
block. If P passes the verification, then A is considered to
have completed a successful deception. Suppose A deletes the
challenger’s data block and it returns any data block and its
corresponding label to the challenger. It can be verified that
the returned 𝑏𝑐 and 𝑡𝑐 are the correct counterparts, but A does
not know the randomnumber used to construct tag.What the
challenger does is to homomorphically hash the received data
block and then generate the pseudorandom number with the
same seed as the one used to generate tag. The tag is recon-
structed and compared with the tag returned by A. The data
blocks and tags returned by A are specified by the challen-
ger.

The video file 𝐹 is represented as a matrix of 𝑚 × 𝑛, and
each cell in the matrix is an element in 𝑍𝑝. The choice of
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(1) Function KeyGen(𝜆p, 𝜆q, 𝑚, 𝑠).
(2) do
(3) 𝑞 󳨀→ 𝑞 ⋅Gen(𝜆𝑞).
(4) 𝑝 󳨀→ 𝑝 ⋅ Gen(𝑞, 𝜆𝑝).
(5) while 𝑝 = 0 done
(6) do
(7) 𝑥 ←󳨀 𝑓(𝑝 − 1) + 1.
(8) 𝑔𝑖 ←󳨀 𝑥(𝑝−1)/𝑞 mod 𝑝.
(9) while 𝑔𝑖 = 1 done
(10) return (𝑝, 𝑞, 󳨀→𝑔)
(11) end

Algorithm 1: Initialization parameter generation algorithm.

(1) Function 𝑞 ⋅ Gen(𝜆𝑞).
(2) do
(3) 𝑞 ←󳨀 𝑓(2𝜆𝑞 ).
(4) while 𝑞 is not prime done
(5) return 𝑞.
(6) Function 𝑝 ⋅Gen(𝑞, 𝜆𝑝)
(7) for 𝑖 = 1 to 4𝜆𝑝
(8) 𝑥 ←󳨀 𝑓(2𝜆𝑞 ).
(9) 𝑐 ←󳨀 𝑋 mod 2𝑞.
(10) 𝑝 ←󳨀 𝑋 − 𝑐 + 1.
(11) if𝑝 is prime then return done
(12) return 𝑝.
(13) esle
(14) return 0.
(15) end.

Algorithm 2: Fully homomorphic tag generation algorithm.

guarantees that each element is less than 𝑚 and therefore less
than 2𝜆𝑞−1.It is shown in

𝐹 = (𝑏1𝑏2 ⋅ ⋅ ⋅ 𝑏𝑛) = [[[[
[

𝑏11 ⋅ ⋅ ⋅ 𝑏1𝑛... ...
𝑏𝑚1 ⋅ ⋅ ⋅ 𝑏𝑚𝑛

]]]]
]

. (1)

The column 𝑗 of𝐹 is only related to the 𝑗-thmessage block
of the video file 𝐹 and is written as 𝑏𝑗 = (𝑏1,𝑗, . . . , 𝑏𝑚,𝑗). The
addition of the 2 video file blocks is to add the corresponding
column vectors directly.

𝑏𝑖 + 𝑏𝑗 = (𝑏𝑖,𝑖, +𝑏𝑖,𝑗, . . . , 𝑏𝑚,𝑖 + 𝑏𝑚,𝑗) mod 𝑞. (2)

Algorithm 1 shows the algorithm of initialization param-
eter generation, while Algorithm 2 shows the algorithm of
fully homomorphic tag generation.

3.3. Security Analysis. In order to verify the security of this
scheme, a data-holding game is created. If the opponent 𝐴
wins the game, 𝐴 can get all ciphertext data blocks and
signature label information correctly. The security of this
scheme is based on collision resistance of hash function [26]
and the difficulty of Diffie-Hellman problem [27].

Theorem 1. If the hash function and the homomorphic hash
function are nonconflicting, the data integrity checking method
in the paper is safe.

Proof. Given the challenged video file 𝐹, the file 𝐹 is divided
into 𝑛 blocks marked as 𝐹 = (𝐹1, 𝐹2, . . . , 𝐹𝑛). Then 𝐹𝑖 is
divided into 𝑚 sectors marked as 𝐹𝑖 = (𝑓1𝑖, 𝑓2𝑖, . . . , 𝑓𝑚𝑖). The
game between challenger 𝐶 and opponent 𝐴 is described as
follows.

𝑆tep 1 (generate key).Theuser executes the algorithmKeyGen
to obtain the homomorphic key𝐾 and the private key 𝑠𝑘, both
of them are kept in secret by 𝐶.
𝑆tep 2 (tag query). At any time, the opponent 𝐴 can query
the label of any block 𝐹𝑖 (1 ≤ 𝑖 ≤ 𝑛). 𝐶 maintains a list of
groupswith a value of (𝑖, 𝐹𝑖, 𝑇𝑖), named𝑇𝑎𝑏1.When𝐴 sends a
query label (𝑖, 𝐹𝑖),𝐶will checkwhether the columnof (𝑖, 𝐹𝑖, ∗)
exists in 𝑇𝑎𝑏1. If (𝑖, 𝐹𝑖, ∗) ∈ 𝑇𝑎𝑏1, then 𝐶 indexes (𝑖, 𝐹𝑖, ∗)
and returns 𝑇𝑖 to 𝐴. Otherwise, 𝐶 computes 𝑇𝑖 using TagGen
algorithm and adds (𝑖, 𝐹𝑖, 𝑇𝑖) to 𝑇𝑎𝑏1 and returns 𝑇𝑖 to 𝐴.
𝑆tep 3 (proof verification query). At any time, 𝐴 can start
a certification verification query to 𝐶. 𝐴 adaptively select
several blocks. The labels of the blocks are queried from 𝐶.
A certificate is generated for the selected block. 𝐴 sends the
certificate to 𝐶 and requests 𝐶 to response. 𝐶 calls the Verify
algorithm to check the proof and returns the verification
result to 𝐴.
𝑆tep 4 (challenge). 𝐶 randomly selects two values 𝑘1, 𝑘2 ∈ 𝑍∗𝑞
and challenge block number 𝐶. It is required that each pair(𝑙, 𝐹𝑙) should exist in 𝑇𝑎𝑏1, where l ∈ {𝜋𝑘1, i | 1 ≤ i ≤ c}.
Then 𝐶 sends the challenge 𝑐ℎ𝑎𝑙𝑙 = {𝑐, 𝑘1, 𝑘2} to 𝐴, and asks𝐴 to have proof 𝑃 of the data of the challenged block.

𝑆tep 5 (forgery). 𝐴 generates a proof 𝑃󸀠 = (𝐹󸀠, 𝑇󸀠) based on
challenge 𝑐ℎ𝑎𝑙𝑙 = {𝑐, 𝑘1, 𝑘2} and sends it to 𝐶, where 𝐹󸀠 =
(𝐹󸀠1, . . . , 𝐹󸀠𝑚). 𝐴 wins if 𝑃󸀠 = (𝐹󸀠, 𝑇󸀠) can pass verification. 𝐴
cannot obtain valid proof if it does not have a challenge block.
Thenwewill prove that if𝐴does notmaintain the entire video
document, then chances of 𝐴 winning a data-holding game
are negligible.

𝑆tep 6 (output). Assuming the opponent 𝐴 wins, this means
that 𝑃󸀠 = (𝐹󸀠, 𝑇󸀠) can be proved correct by (3).

If both CSS and the data owner actually perform this
scheme, its correctness can be demonstrated as follows:

( 𝑐∏
𝑖=1

ℎ𝑎𝑖V𝑖 ⋅
𝑚∏
𝑡=1

𝑔𝐹𝑡𝑡 )
𝑠𝑘

mod 𝑝

= ( 𝑐∏
𝑖=1

ℎ𝑎𝑖V𝑖 ⋅
𝑚∏
𝑡=1

𝑔∑𝑐𝑖=1 𝑎𝑖𝑓𝑡V𝑖𝑡 )𝑠𝑘 mod 𝑝

= ( 𝑐∏
𝑖=1

ℎ𝑎𝑖V𝑖 ⋅
𝑐∏
𝑖=1

𝑚∏
𝑡=1

𝑔𝑎𝑖 ⋅𝑓𝑡V𝑖𝑡 )𝑠𝑘 mod 𝑝
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= ( 𝑐∏
𝑖=1

(ℎV𝑖 ⋅
𝑚∏
𝑡=1

𝑔𝑓𝑡V𝑖𝑡 )𝑎𝑖)𝑠𝑘 mod 𝑝

= 𝑐∏
𝑖=1

((ℎV𝑖 ⋅
𝑚∏
𝑡=1

𝑔𝑓𝑡V𝑖𝑡 )𝑠𝑘)
𝑎𝑖

mod 𝑝

= 𝑐∏
𝑖=1

(𝑇V𝑖)𝑎𝑖 mod 𝑝 = 𝑇
(3)

3.4. Computation Complexity Analysis. Four stages con-
tribute to the computation overhead mainly: tag generation,
checking request generation, verification information gener-
ation, and integrity verification.(1) In the tag generation phase, tag information is
generated for 𝑛 blocks of data. The computational com-
plexity is 𝑂(𝑛). According to Euler’s theorem, gcd(𝑒,𝑁),
then 𝑒𝜙(𝑁) mod 𝑁 = 1. Since modulo operations are much
more efficient than exponential operations, only the overhead
of the exponentiation operation is considered. Therefore,
the computation cost of the tag generation stage is (𝑛 +1)𝑘 × Texp(|N|,N), where 𝑛 is the number of data blocks,𝑛 × 𝑘 denotes the basic block number, and Texp(len, num)
represents the computational time cost of amodulo operation
with an exponent of 𝑙𝑒𝑛 bits and a module of 𝑛𝑢𝑚 for an
integer.(2) In the checking request generation phase, the com-
putational complexity of two random numbers (𝑟, 𝑒) is 𝑂(1),
and the computational overhead is 𝑇𝑝𝑟𝑛𝑔(|𝑁| + 𝑇𝑝𝑟𝑛𝑔(𝑘)).𝑇𝑝𝑟𝑛𝑔(𝑙𝑒𝑛) indicates the computational overhead time of
generating 𝑙𝑒𝑛 bits pseudorandom number.(3) In the verification information generation phase,
the computational complexity is 𝑂(𝑛). The cloud server
first computes 𝑒𝑟 = 𝑒𝑟 mod 𝑁, which performs a modulo
operation with a computing time of Texp(|𝑁|,𝑁). Then it
is necessary to generate multiple pseudorandom numbers,
where 𝑛 × 𝑘 times large multiplication calculations are
required in ∑𝑖=𝑛,𝑗=𝑘𝑖=1,𝑗=1 𝑚𝑖,𝑗ℎ(𝑚𝑖,𝑗)𝑓𝑖(𝑗)𝑓(𝑖). The length of 𝑓𝑖(𝑗)
and 𝑚𝑖 is 𝑑 bits, while the length of ℎ(𝑚𝑖,𝑗) is ℎ bits. Each
𝑚𝑖,𝑗ℎ(𝑚𝑖,𝑗)𝑓𝑖(𝑗)𝑓(𝑖) and ∑𝑖=𝑛,𝑗=𝑘𝑖=1,𝑗=1 𝑚𝑖,𝑗ℎ(𝑚𝑖,𝑗)𝑓𝑖(𝑗)𝑓(𝑖) are cal-
culated. The total computational overhead of the verification
information generation phase is 𝑇exp(|𝑁|,𝑁) + (𝑛 × 𝑘 +𝑛)𝑇𝑝𝑟𝑛𝑔(𝑑) + 𝑛× 𝑘×𝑇𝑚𝑢𝑙(2𝑑 + 𝑙 + ℎ) + 𝑛× 𝑘×𝑇𝑎𝑑𝑑(2𝑑 + 𝑙 + ℎ),
where the computational overhead of𝑇𝑚𝑢𝑙(𝑙𝑒𝑛) represents the
multiplication of several 𝑙𝑒𝑛 bits, and 𝑇𝑎𝑑𝑑(𝑙𝑒𝑛) represents
the computational overhead of the addition of several 𝑙𝑒𝑛
bits.(4) The computational complexity of the verification
integrity phase is 𝑂(𝑛). The cloud storage server requires𝑛 + 1 times of modulo operation and 𝑛 − 1 times of modular
multiplication operation. The calculated overhead for the
entire phase is (𝑛 + 1)𝑇exp(𝑑,𝑁) + (𝑛 − 1)𝑇𝑚𝑢𝑙(|𝑁|,𝑁), where𝑠𝑢𝑚×𝑇𝑚𝑢𝑙(𝑙e𝑛, 𝑛𝑢𝑚) denotes the time cost ofmodularization𝑛𝑢𝑚 for 𝑛𝑢𝑚 integers of 𝑙𝑒𝑛 bits.

Table 1: The experimental environment.

parameters values
CPU 2.4GHz Intel(R) Core i7-4712MQ
Internal Memory Storage 8 GB
Operating System (OS) Windows 7
Exploitation Environment VMwareWorkStation 10

Table 2: File integrity check results.

document names checking results
A fail
B fail
C success

4. Experimental Results and Analysis

The experiment was run on a PC computer with the configu-
ration shown in Table 1.

This paper uses MIRACL library to implement the
prototype of the proposed RDPC scheme in C language,
and the implementation is based on Pairing-Based Cryp-
tography (PBC) library and GNU multiarithmetic precision
(GMP) library. The homomorphic encryption algorithm is
implemented under the framework of VMware WorkStation
10. The scheme in [24] was implemented in simulation for
efficiency comparison. Four experiments are performed in
the followings according different requirement setup of the
proposed scheme.

In order to check the performance of data integrity
verification, four metrics are considered, which are security,
storage overhead, communication overhead, and computa-
tional cost. Security means that each scheme has different
security level with different technology.The storage overhead
refers to the data block size occupied by metadata in the
scheme, and the communication overhead refers to the
overhead caused by the communication between the user and
the cloud storage server.Thismainly exists in the challenging-
response link between CSS and TPA. These three conditions
determine the computational overhead in data preprocessing
stage, integrity proof generation stage, and verification stage.

Experiment 1, three 10MB files (files A, B, and C) are
processed, signed, and stored. Then, 10% of the file A is
deleted, 10% of the file B is modified, and the file C remains
unmodified. Finally, the integrity of the three files is verified.
The results are shown in Table 2.

The experimental results show that when the file is deleted
or tampered, the integrity of the data cannot be passed by the
proposed scheme, but the unmodified file can be verified. It
proves the feasibility of this method.

Experiment 2, firstly, a 10MB file is processed and stored
in blocks. Then it is tampered with the proportion of 0.1%,
0.2%, 0.4%, 0.6%, 0.8%, 1%, and 1.5%, respectively. Finally,
the integrity of the file was verified, and the experiments
with each setting were carried out 10, 20, 40, 60, 80, and 100,
respectively. The result is shown in Table 3.

The experimental results show that the 10MB file with
tampering rate above 0.6% has the success rate of file
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Table 3: The relationship between the proportion of tampered files and the efficiency of the algorithm.

Number of experiments Tampering rate (%)
0.1 0.2 0.4 0.6 0.8 1.0 1.5

10 8 9 0 10 10 10 10
20 15 17 19 20 20 20 20
40 32 36 37 38 40 40 40
60 55 57 58 60 60 60 60
80 72 73 75 77 79 80 80
100 91 93 94 97 99 100 100

Table 4: Relationship between data block and efficiency of algorithm.

Number of experiments Data blocks
50 100 150 200 250 300 400

10 7 8 9 10 10 10 10
20 16 17 19 20 20 20 20
40 33 36 37 38 40 40 40
60 52 54 57 59 60 60 60
80 72 73 76 77 79 80 80
100 93 95 96 97 99 100 100

integrity checking which is 100, and the algorithm checking
becomes highly efficient with the increase in the number of
experiments runs. This suggests that the integrity of the file
can be accurately detected.

Experiment 3, firstly, a 100MBfile is processed and stored
in chunks. Then data blocks of 50, 100, 150, 200, 250, 300,
and 400 for multiple integrity verification are conducted.The
experimental results are shown in Table 4.

The experimental results show that the data integrity
verification which has the highest data integrity verification
has the higher number of successful rate with the increase of
in number of data blocks and number of experiment runs.
This becomes obvious when the number of data blocks is 200
and above.

Experiment 4, firstly, the time cost of establishing the
algorithm is evaluated. This is determined mainly by the
parameters p and q. The size of the block is set to 16 kb, the
size of the sector is set to 256 bits, |𝑞| = 257, and |𝑝| = 512.
Thenwemainly consider the installation time cost of different
sizes of p. In order to improve accuracy, we run simulations
of different cycles from 1 to 100. The results are shown in
Figure 3.

Experimental results show that when |𝑝| = 512 and|𝑝| = 1024, the installation time costs are relatively stable
at 0.16s and 1.28s, respectively. The cost is acceptably low.
An experimental evaluation of the computational cost of tag
generation is performed. In the experiment, |𝑝| = 1024,|𝑞| = 257. In both scenarios, each block has the same number
of sectors. The result is shown in Figure 4.

Experimental results show that the relationship between
the computational cost and number of sectors for two
schemes is approximately linear. For example, comparison
scheme results in the time cost of about 1.4s to generate a
block label with 512 sectors, and the proposed scheme only
needs 0.42s. In addition, the computational cost of the label
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Figure 3:The setup time cost.

generation in the comparison program is significantly higher
than the proposed program with the increase of number of
sectors.Therefore, it can be seen that our proposed scheme is
more computational cost effective and feasible.

Finally, the number of sectors per block is set to 512. Since
the computational cost of proof generation and verification
is mainly determined by the number of challenged blocks,
comparison experiments are conducted for different number
of challenged blocks. Figures 5 and 6 show the computational
cost of proof generation and verification when the parameters
are set to |𝑝| = 1024, |𝑞| = 257.

The experimental results show that the cost of verification
and proof generation rises with the increase of the number
of challenged blocks. Our proposed scheme has a greater
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Figure 4: Tag generation computational cost.
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Figure 5: Computation cost of proof generation.

advantage to the comparison scheme in terms of compu-
tation cost, especially with the increase in the number of
blocks. When the number of blocks challenged is less than
approximately 220, the cost of our scheme is slightly greater
than the comparison scheme in Figure 6. However, with the
increase of the number of challenge blocks, the overhead
of the comparison scheme has grown rapidly, exceeding the
proposed scheme. It greatly exceeds the proposed scheme.
According to studies, 1% of the errors per 460 blocks occurs
for a 1GB video file. This gives rise to a confidence level of
99%. In the comparison scheme, in order to challenge 460
blocks, the proof generation takes 3.1s and the verification
takes 1.2s, respectively. In our scheme, they only take 0.52s
and 0.8s, respectively. Therefore, our proposed scheme is
more feasible.
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Figure 6: Computation cost of verification.

5. Conclusion

Cloud services have exploded in the era of cloud computing,
and various intrusion activities have put information security
at risk. This paper studies the integrity of video data in
cloud systems, and we propose a method for verification of
video data integrity based on full homomorphic encryption.
Firstly, the homomorphic encryption technology is used to
initialize the video data, which reduces the time complexity.
Secondly, the feasibility of the method was verified through
security analysis and performance analysis. The final simu-
lation results show that the proposed scheme is superior to
comparison schemes in all aspects, and it suggests that the
proposed scheme is serving better for the video data integrity
verification purpose in the cloud environment.
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The existing object detection algorithmbased on the deep convolution neural network needs to carry outmultilevel convolution and
pooling operations to the entire image in order to extract a deep semantic features of the image.The detectionmodels can get better
results for big object. However, those models fail to detect small objects that have low resolution and are greatly influenced by noise
because the features after repeated convolution operations of existing models do not fully represent the essential characteristics of
the small objects. In this paper, we can achieve good detection accuracy by extracting the features at different convolution levels of
the object andusing themultiscale features to detect small objects. For our detectionmodel,we extract the features of the image from
their third, fourth, and 5th convolutions, respectively, and then these three scales features are concatenated into a one-dimensional
vector.The vector is used to classify objects by classifiers and locate position information of objects by regression of bounding box.
Through testing, the detection accuracy of our model for small objects is 11% higher than the state-of-the-art models. In addition,
we also used the model to detect aircraft in remote sensing images and achieved good results.

1. Introduction

Object detection, which not only requires accurate classifi-
cation of objects in images but also needs accurate location
of objects is an automatic image detection process based
on statistical and geometric features. The accuracy of object
classification and object location is important indicators
to measure the effectiveness of model detection. Object
detection is widely used in intelligent monitoring, military
object detection, UAV navigation, unmanned vehicle, and
intelligent transportation. However, because of the diversity
of the detected objects, the current model fails to detect
objects. The changeable light and the complex background
increase the difficulty of the object detection especially for the
objects that are in the complex environment.

The traditional method of image classification and loca-
tion by multiscale pyramid method needs to extract the
statistical features of the image in multiscale and then classify
the image by a classifier [1–3]. Because different types of
images are characterized by different features, it is difficult
to use one or more features to represent objects, which do

not achieve a robust classification model.Thosemodels failed
to detect the objects especially that there are more detected
objects in an image.

Since deep learning has been a great success in the field
of object detection, it has become themainstream method for
object detection.Thesemethods (e.g., RCNN [4], Fast-RCNN
[5], Faster-RCNN [6], SPP-Net [7], and R-FCN [8]) have
achieved good results in multiobject detection in images.
But most of these object detection algorithms are based on
PASCAL VOC dataset [9] for training and testing. PASCAL
VOC dataset, which provides a standard evaluation system
for detection algorithms and learning performance, is the
most widely used standard dataset in the field of object clas-
sification and detection. The dataset consists of 20 catalogues
closely related to human life, including human and animal
(bird, cat, cattle, dog, horse, and sheep), vehicle (aircraft,
bicycle, ship, bus, car, motorcycle, and train), and indoor item
(bottle, chair, table, potted plants, sofa, and television). From
the above object category, we can find that the actual size
of most objects in the dataset is large object. Even if there
are some small objects, such as bottles, these small objects
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Figure 1: Small object dataset.

display very large objects in the image because of the focal
length. Therefore, the detection model based on the dataset
composed of large objects will not be effectively detected for
the small objects in reality [10].

Based on this problem, we mainly study automatic detec-
tion of small object. For small object, we define it as two
types: one is a small object in the real world, such as mouse
and telephone. And the other is small objects; those are large
objects in the real world, but they are shown in the image as
small objects because of the camera angle and focal length,
such as objects detection in aerial images or in remote sensing
images. The small object dataset is shown in Figure 1.

Usually, since small objects have low resolution and are
near large objects, small objects are often disturbed by the
large objects and it leads to failure in being detected in the
automatic detection process. As the mouse in Figure 1 is often
placed next to the monitor, the common saliency detection
model [11, 12] usually focuses on more significant monitor
and ignores the mouse. In addition, we not only find the

detected objects in the image but also need to accurately
mark object location for object detection. Because the big
detected objects have many pixels in the image, they can
accurately locate their location. But, it is just the opposite
for the small objects that have low resolution and few pixels.
Even more, because the small objects have fewer pixels and
the finite pixels contain few object features, it is difficult to
detect the small objects by the conventional detection model.
In addition, there are few studies, references, and also no
standard dataset on automatic detection of small objects.

In order to solve these problems, we propose a multiscale
deep convolution detection network to detect small objects.
The network is based on the Faster-RCNN detection model.
We firstly combine the features of the 3th, 4th, and 5th
convolution layers for the small objects to amultiscale feature
vector.Then, we use the vector to detect the small objects and
locate the bounding box of objects. In order to train small
objects, the paper also uses the method [13] to build a dataset
focusing on small objects. Finally, by comparing the proposed
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detectionmodelwith the state-of-the-art detectionmodel, we
find that the accuracy of our method is much better than that
of Faster-RCNN.

The paper is organized as follows. In Section 2, we
introduce related works. Thereafter in the Section 3, we
demonstrate the detection model. Experiments are presented
in Section 4. We conclude with a discussion in Section 5.

2. Related Works

Object detection is always a hot topic in the field of machine
vision. The conventional detection method based on sliding
window needs to decompose images in multiscale images.
Usually, one image is decomposed into lots of subwindows
of several million different locations and different scales.
The model then uses a classifier to determine whether the
detected object is contained in each window. The method is
very inefficient because it needs exhaustive search. In addi-
tion, different classifiers also affect the detection accuracy of
objects. In order to obtain robust classifier, the classifiers are
designed according to the different kinds of detected objects.
For example, the Harr feature combined with Adaboosting
classifier [14] is availability for face detection. For pedestrian
detection, we use the HOG feature (Histogram of Gradients)
combined with support vector machine [15] and the HOG
feature combined with DPM (Deformable Part Model) [16,
17] is often used in the field of the general object detection.
However, if there are many different kinds of detected
objects in an image, those classifiers will fail to detect the
objects.

Since 2014, Hinton used deep learning to achieve the best
classification accuracy in the year’s ImageNet competition,
and then the deep learning has become a hot direction to
detect the objects. Themodel of object detection based on the
deep learning is divided into two categories: the first that is
widely used is based on the region proposals [18–20], such
as RCNN [4], SPP-Net [7], Fast-RCNN [5], Faster-RCNN
[6], and R-FCN [8]. The other method does not use region
proposals but directly detects the objects, such as YOLO [21]
and SSD [22].

For the first method, the model firstly performs RoIs
selection during the detection; i.e., multiple RoIs are gener-
ated by selective search [23], edge box [24], or RPN [25].
Then the model extracts features for each RoIs by CNN,
classifies objects by classifiers, and finally obtains the location
of detected objects. RCNN [4] uses selective search [23] to
produce about 2000 RoIs for each picture and then extracts
and classifies the convolution features of the 2000 RoIs,
respectively. Because these RoIs have a large number of
overlapped parts, the large number of repeated calculations
results in the inefficient detection. SSP-net [7] and Fast-
RCNN [5] propose a sharedRoIs feature for this problem.The
methods extract only a CNN feature from the whole original
image, and then the feature of each RoI is extracted from
the CNN feature by RoI pooling operation independently. So
the amount of computing of extracting feature of each RoI is
shared. This method reduces the CNN operation that needs
2000 times in RCNN to one CNN operation, which greatly
improves the computation speed.

However, whether it is SSP-net or Fast-RCNN, although
they reduce the number of CNN operations, its time con-
sumption is far greater than the time of the CNN feature
extraction onGPU because the selection of the bounding box
of each object requires about 2 seconds/image onCPU.There-
fore, the bottleneck of the object detection lies in region pro-
posal operation. Faster-RCNN inputs the features extracted
by CNN to the RPN (Region Proposal Network) network
and obtains region proposal by the RPN network, so it can
share the image features extracted by CNN and thereby it
reduces the time of selective search operation. After RPN,
Faster-RCNN classifies the obtained region proposal through
two fully connected layers and the regression operation of
the bounding box. Experiments prove that not only is this
speed faster, but also the quality of proposal is better. R-
FCN thinks that the full connection classification for each
RoI by Faster-RCNN is also a very time-consuming process,
so R-FCN also integrates the classification process into the
forward computing process of the network. Since this process
is shared for different RoI, it is much faster than a separate
classifier.

The other type is without using region proposal for the
object detection. YOLO divides the entire original image into
the S∗S cell. If the center of an object falls within a cell, the
corresponding cell is responsible for detecting the object and
setting the confidence score for each cell. The score reflects
the probability of the existence of the object in the bounding
box and the accuracy of IoU. YOLO does not use region
proposal, but directly convolution operations on the whole
image, so it is faster than Faster-RCNN in speed, but the
accuracy is less than Faster-RCNN. SSD also uses a single
convolution neural network to convolution the image and
predicts a series of boundary box with different sizes and
ratio of length and width at each object. In the test phase,
the network predicts the possibility of each class of objects in
each bounding box and adjusts the boundary box to adapt to
the shape of the object. G-CNN [25] regards object detection
as a problem of changing the detection box from a fixed
grid to a real box. The model firstly divides the entire image
with different scale to obtain the initial bounding box and
extracts the features from the whole image by the convolution
operation. Then the feature image encircled by an initial
bounding box is adjusted to a fixed size feature image by
the method Fast-RCNN mentioned. Finally we can obtain
a more accurate bounding box by regression operation. The
bounding box will be the final output after several iterations.

In short, for the currentmainstream there are two types of
object detection methods, the first will have better accuracy,
but the speed is slower. The accuracy of the second one is
slightly worse, but faster. No matter which way to carry out
the object detection, the feature extraction uses multilayer
convolution method, which can obtain the rich abstract
object feature for the target object. But this method leads to
a decrease in detection accuracy for small target objects
because the features extracted by the method are few and can
not fully represent the characteristics of the object.

In addition, the PASCAL VOC dataset is the main dataset
for object detection and it is composed of 20 categories of
object, e.g., cattle, buses, and pedestrians. But all of these
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objects in the image are large objects. Even in the PASCAL
VOC, there are also some small objects, e.g., cup, but these
small objects display very large objects in the image because
of the focal length. So, the PASCAL VOC is not suitable for
the detection of small objects.

Microsoft COCO dataset [26] is a standard dataset built
by Microsoft team for object detection, image segmentation,
and other fields. The dataset includes various types of small
objectswith the complexity of the background, so it is suitable
for small objects detection. The SUN dataset [27] consists of
908 scene categories and 4479 object categories and a total
of 131067 images that also contain a large number of small
objects.

In order to get the rich small object dataset, the paper [13]
adopted two standards to build the dataset. The first is that
the actual size of the objects is not more than 30 centimeters.
Another criterion is that the area occupied of the objects is
not more than 0.58% in the image. The author also gives the
mAP of RCNN based on the dataset and it has only 23.5%
detection rate.

3. Model Introduction

3.1. Faster-RCNN. The RCNN model proposed by Girshick
in 2014 is divided into four processes during the object detec-
tion. First, 2000 proposal regions in the image are obtained
by region proposal algorithm. Second, it extracts the CNN
features of the two thousand proposal regions separately and
outputs the fixed dimension features. Third, the objects are
classified according to the features. Finally, in order to get
the precise object bounding box, RCNN accurately locate
and merge the foreground objects by regression operation.
The algorithm has achieved the best accuracy of the year.
But it requires an additional expense on storage space
and time because RCNN needs to extract the features of
2000 proposal regions in each image. Later, Fast-RCNN is
proposed by Girshick based on RCNN, the model, which
maps all proposal regions into one image and has only one
feature extraction. So Fast-RCNN greatly improves the speed
of detection and training. However, Fast-RCNN still needs
to extract the proposal regions which is the same as RCNN.
The proposal regions extracted lead to inefficiency. Faster-
RCNN integrates the generation of proposal region, extract-
ing feature of proposal region, detection of bounding box, and
classification of object into a CNN framework by the RPN
network (regionproposal network). So it greatly improves the
detection efficiency. The RPN network structure diagram is
shown in Figure 2. The core idea of Faster-RCNN is to use
the RPN network to generate the proposal regions directly
and to use the anchor mechanism and the regression method
to output an objectness score and regressed bounds for each
proposal region; i.e., the classification score and the boundary
of the 3 different scales and 3 length-width ratio for each
proposal region are outputted. Experiments show that the
VGG-16 model takes only 0.2 seconds to detect each image.
In addition, it has been proved that the detection precision
will be reduced if the negative sample is very high in the
dataset. The RPN network generates 300 proposal regions for
each image by multiscale anchors, which are less than 2000
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Figure 2: RPN network structure.
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Figure 3: Faster-RCNN network structure.

proposal regions of Fast-RCNN or RCNN. So the accuracy is
also higher than them.

Faster-RCNN only provides a RPN layer improvement
compared to the Fast-RCNN network and does not improve
the feature mapping layer compared to the Fast-RCNN net-
work. Faster-RCNN network structure is shown in Figure 3.
Faster-RCNN performs multiple downsampling operations
in the process of feature extraction. Each sampling causes the
image to be reduced by half.Theoutput image in the fifth layer
is the 1/16 of the original object for Faster-RCNN; i.e., only 1
byte feature is outputted on the last layer if the detected object
is smaller than 16 pixels in the original image. The objects
failed to be detected because little feature information can not
sufficiently represent the characteristics of the object.

AlthoughFaster-RCNNhas achieved very good detection
results on the PASCAL VOC, the PASCAL VOC is mainly
composed of large objects. The detection precision will fall if
the dataset is mainly composed of small objects.

3.2. Multiscale Faster-RCNN. In reality, the detected objects
are low in resolution and small in size. The current model
(e.g., Faster-RCNN) which has good detection accuracy for
large objects can not effectively detect small objects in the
image [28]. The main reason is that those models based on
deep neural network make the image calculated with con-
volution and downsampled in order to obtain more abstract
and high-level features. Each downsampling causes the image
to be reduced by half. If the objects are similar to the
size of the objects in the PASCAL VOC, the object’s detail
features can be obtained through these convolutions and
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Figure 4: Our model structure.

downsampling. However, if the detected objects are the very
small scale, the final features may only be left 1-2 pixels after
multiple downsampling. So few features can not fully describe
the characteristics of the objects and the existing detection
method can not effectively detect the small target object.

The deeper the convolution operation, the more abstract
the object features which can represent the high-level features
of objects are. The shallow convolution layer can only extract
the low-level features of objects. But for small objects, the
low-level features can ensure rich object characteristics. In
order to get high-level and abstract object features and ensure
that there are enough pixels to describe small objects, we
combine the features of different scales to ensure the local
details of the object. At the same time, we also pay attention
to the global characteristics of the object based on the Faster-
RCNN.Thismodel will have more robust characteristics. The
model structure is shown in Figure 4.

The model is divided into four parts: the first part is the
feature extraction layer which consists of 5 convolution layers
(red part), 5 ReLU layers (yellow parts), 2 pooling layers
(green parts), and 3 RoI pooling layers (purple part). We
normalize the output of the 3th, 4th, and 5th convolution,
respectively. Then the normalized output is sent to the RPN
layer and the feature combination layer for the generation of
proposal region and the extracted multiscale feature, respec-
tively. The second part is the feature combination layer that
combines the different scales features of third, fourth, and
fifth layer into one-dimension feature vector by connection
operation. The third part is the RPN layer which mainly real-
izes the generation of proposal regions.The last layer, which is
used to realize classification and bounding box regression of
objects that are in proposal regions, is composed of softmax
and BBox.

3.3. L2 Normalization. In order to obtain the combinatorial
feature vectors, we need to normalization the feature vectors

of different scales. Usually the deeper convolution layer
outputs the smaller scale features. On the contrary, the lower
convolution layer outputs the larger scale features.The feature
scales of different layers are very different.Theweight of large-
scale features will be much larger than that of small scale
features during the network weight which is tuned if the
features of these different scales are combined, which leads
to the lower detection accuracy.

To prevent such large-scale features from covering small
scale features, the feature tensor that is outputted from differ-
ent RoI pooling should be normalized before those tensors
are concatenated. In this paper, we use L2 normalization.
The normalization operation, which is used to process every
feature vector that is pooled, is located after RoI pooling. After
normalization, the scale of the feature vectors of the 3th,4th,
and 5th layer will be normalized into a unified scale.

𝑋 = 𝑋‖𝑋‖2 , (1)

‖𝑋‖2 = ( 𝑑∑
𝑖=1

󵄨󵄨󵄨󵄨𝑥𝑖󵄨󵄨󵄨󵄨)
1/2

, (2)

where X is the original vector from the 3th, 4th, and 5th layer,
X̂ is normalized feature vector, and D is the channel number
of each RoI pooling.

The vector X will be uniformly scaled by scale facto; i.e.,

𝑌 = 𝛾𝑋̂, (3)

where 𝑌 = [𝑦1, 𝑦2, . . . , 𝑦𝑑]𝑇.
In the process of error back propagation, we need to fur-

ther adjust the scale factor 𝛾 and input vector X. The specific
definition is as follows:

𝜕𝑙
𝜕𝑋 = 𝛾

𝜕𝑙𝜕𝑦 , (4)
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Table 1: The process of model training.

Training process
Input: VGG CNN M 1024 and image
Output: detection model
Step 1 Initialize the ImageNet pre training model VGG CNN M 1024 and train the RPN network.

(1) Initialize network parameters using pre training model parameters
(2) Initialization of caffe
(3) Prepare for roidb and imdb
(4) Set output path to save the caffe module of intermediate generated.
(5) Training RPN and save the weight of the network

Step 2 Using the trained RPN network in step 1, we generate the ROIs information and the probability distribution of the foreground
objects in the proposal regions.
Step 3 First training Fast RCNN network

(1) The proposal regions got from step 2 are sent to the ROIs
(2)The probability distribution of foreground objects is sent to the network as the weight of the objects in the proposal regions
(3) By comparing the size of Caffe blob, we get the weight of objects outside the proposal regions
(4) The loss-cls and loss-box loss functions are calculated, classify and locate objects, obtain the detection models.

Step 4 Replace the detection model obtained in step 3 with the ImageNet network model in step 1, repeat steps 1 to 3, and the final
model is the training model.

𝜕𝑙𝜕𝑋 = 𝜕𝑙𝜕𝑋 (
𝐼‖𝑋‖2 −
𝑋𝑋𝑇
‖𝑋‖32) , (5)

𝜕𝑙𝜕𝛾 = ∑𝑦
𝜕𝑙𝜕𝑦𝑋. (6)

3.4. Concat Layer. After the features of the third, fourth,
and fifth layer are L2 normalized and RoI pooled, output
vectors need to be concatenated.The concatenation operation
consists of four tuples (i.e., number, channel, height, and
weight), where number and channel represent the concate-
nation dimension and height and weight represent the size
of concatenation vectors. All output of each layer will be
concatenated into a single dimension vector by concatenation
operations. In the initial stage of model training, we set a
uniform initial scale factor of 10 for eachRoI pooling layer [11]
in order to ensure that the output values of the downstream
layers are reasonable.

Then in order to ensure that the input vector of the full
connection has the same scale as the input vector of the
Faster-RCNN, an additional 1∗1 convolution layer is added to
the network to compress the channel size of the concatenated
tensor to the original one, i.e., the same number as the
channel size of the last convolution feature map (conv5).

3.5. Algorithmic Description. Faster RNN provides two train-
ing methods with end-to-end training and alternate training
and also provides three pretraining networks of different
sizes with VGG-16, VGG CNN M 1024, and ZF, respectively.
The large network VGG-16 has 13 convolutional layers and
3 fully connected layers. ZF net that has 5 convolutional
layers and 3 fully connected layers is small network and the
VGG CNN M 1024 is medium-sized network. Experiment
shows that the detection accuracy of VGG-16 is better than

the other two models, but it needs more than 11G GPU. In
order to improve the training speed of the model, we use the
VGG CNN M 1024model as a pretrainingmodel and use the
alternation training as a training method. The main process
of training is shown in Table 1.

4. Experimental Analysis

4.1. Dataset Acquisition. At present, the dataset commonly
used in target detection is PASCAL VOC, which is made up
of larger objects or the objects whose size is very small but
the area of the objects in the image is very large because of
the focal length. Therefore, PASCAL VOC is not suitable for
small object detection. There is no dataset for small target
objects. In order to test the detection effect of the model on
small objects, the paper will establish a small object dataset
for object detection based on Microsoft COCO datasets and
SUN datasets.

In the process of building small object dataset, we refer
to the two criteria mentioned in [18]. The first criterion is
that the actual size of the detected object is not more than 30
centimeters. The second criterion is that all the small objects
in the image occupy 0.08% to 0.58% of the area in the image;
i.e., the pixels of the object are between 16∗16 and 42∗42
pixels. The small objects in the PASCAL VOC occupy 1.38%
and 46.40% of the area in the image, so it is not suitable for
small object detection. The statistics table is shown in Table 2
[18].

Based on the above standards, we select 8 types of objects
to make up a dataset, including mouse, telephone, outlet,
faucet, clock, toilet paper, bottle, and plate. After filtering
COCO and SUN dataset, we finally select 2003 images that
include a total of 3339 objects. The 358 mouse are distributed
in 282 images, and the other objects, e.g., toilet paper, faucet,
socket panel, and clock, are shown in Table 3.
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Table 2: PASCAL VOC object area account table. Unit: %.

category cat sofa train dog table motorbike horse
area ratio 46. 40 33.87 32.33 30.96 23.73 23.69 23.15
category bus plane bicycle person bird cow chair
area ratio 23.04 22.83 14.38 8.14 8.03 6.68 6.09
category TV boat sheep plant car bottle
area ratio 5.96 3.82 3.34 2.92 2.79 1.38

Table 3: The small object dataset.

category Mouse Telephone Outlet Faucet Clock Toilet paper bottle plate
Number of images 282 265 305 423 387 245 209 353
Number of objects 358 332 477 515 422 289 371 575

Table 4: The comparison of accuracy between our model and Faster-RCNN. (40000,20000).

model mAP Mouse Telephone Outlet Faucet Clock Toilet paper bottle plate
Faster RCNN 0.479 0.360 0.409 0.519 0.392 0.643 0.350 0.485 0.676
Our model 0.589 0.402 0.482 0.600 0.506 0.687 0.641 0.585 0.806

Table 5: The comparison of accuracy between our model and Faster-RCNN (60000,30000).

model mAP Mouse Telephone Outlet Faucet Clock Toilet paper bottle plate
Faster RCNN 0.491 0.447 0.449 0.549 0.424 0.604 0.309 0.428 0.719
Our model 0.587 0.371 0.564 0.572 0.561 0.690 0.546 0.514 0.880

The small object dataset established in this paper is based
on COCO and SUN. Because the data in COCO and SUN are
mainly based on the scenes of everyday life, the complexity of
image background in our dataset is much larger than that in
PASCAL VOC. In addition, there are more objects in single
image compared with the PASCAL VOC, and most of these
objects are not in the image center. These make the object
detection based on the small object datasetmore difficult than
that based on the PASCAL VOC.

During the experiment, we randomly select 300 images
as a test set and 600 as a validation set from the small dataset,
and all the remaining images are trained as a training set.

4.2. Experimental Comparison. The paper compares our
model with the state-of-the-art detection model Faster-
RCNN for small object detection. In the process of model
training, our model and Faster-RCNN model use the alter-
nate training method. Firstly, we train the RPN network and
use the RPN network as a pretraining network to train the
detection network. Then we repeat the above steps to get
the final detection model. In the training process, we have
40000 iterations for the RPN network and 20000 iterations
for the detection network.The final accuracy of the detection
is shown in Table 4.

With the increase in the number of iterations of the train-
ing network, different models will show different detection
results. In the experiment, we also try to increase the number
of iterations; that is, the RPN network iterates 60000 times

and the detection network iterates 30000 times. The results
obtained are shown in Table 5.

We can find that the detection accuracy is stable when
the number of iterations of RPN network is 40000 and the
number of iterations of detection network is 20000 from
the above experiments. The accuracy of our model is better
than that of Faster-RCNN for all types of objects. The part
renderings of the objects detection are shown in Figure 5.

In order to further detect the robustness of the model, we
also detect the remote sensing images in real environment.
The remote sensing image dataset comes from the Google
map and the insulators of the field transmission line are pho-
tographed by the UAV (unmanned aerial vehicle). Because
the images in real environment have the characteristics
of changeable light, complex background, and incomplete
objects, we try to take all the special cases into consideration
during the building the dataset. Experiments show that
our proposed detection model has better detection results
in small objects detection in real environment. The part
renderings of the objects detection are shown in Figure 6.

5. Conclusions

Small objects are very difficult to detect because of their
lower resolution and larger influence of the surrounding
environment. The existing detection models based on deep
neural network are not able to detect the small objects
because the features of objects that are extracted by many
convolution and pooling operations are lost. Our model not
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Figure 5: The detection renderings.

Figure 6: Effect of remote sensing image detection.
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only ensures the integrity of the feature of the large object
but also preserves the full detail feature of the small objects
by extracting the multiscale feature of the image. So it can
improve the accuracy of the detection of the small objects.

The GANs (Generative Adversarial Nets) have been
widely applied to the game area and achieved good results
[29]. For future work we believe that investigating more
sophisticated techniques for improving the accuracy of small
object detection, including the Generative Adversarial Nets,
will be beneficial. Existing object detection usually detects
small objects through learning representations of all the
objects at multiple scales. However, the performance is
usually limited to pay off the computational cost and the
representation of the image. In the future, we address the
small object detection problem that internally lifts represen-
tations of small objects to “super-resolved” ones, achieving
similar characteristics as large objects and thus being more
discriminative for detection. And finally, we use the adver-
sarial network to train the detection model.
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