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Research Article
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With the development of Internet of Things (IoT), 5G, and industrial technology, Industrial Internet has become an emerging
research field. Due to the industrial specialty, higher requirements are put forward for time delay, safety, and stability of the
identification analysis service. The traditional domain name system (DNS) cannot meet the requirements of industrial Internet
because of the single form of identification subject and weak awareness of security protection. As a solution, this work applies
blockchain and federated learning (FL) to the industrial Internet identification. Blockchain is a decentralized infrastructure
widely used in digital encrypted currencies such as Bitcoin, which can make secure data storage and access possible. Federated
learning protects terminal personal data privacy and can carry out efficient machine learning among multiple participants. The
numerical results justify that our proposed federated learning and blockchain combination lays a strong foundation for the
development of future industrial Internet.

1. Introduction

In recent years, countries worldwide have paid more and
more attention to the development of Industrial Internet.
Industrial Internet is an important cornerstone of the fourth
industrial revolution and a key measure to transform old
kinetic energy into a new one [1]. With the development of
Industrial Internet in the past few years, a single form of
equipment and different types of enterprises have been con-
nected by the Industrial Internet, which allows the resources
of different links to be organically combined. The Industrial
Internet system architecture consists of four aspects: network
connection, platform, security system, and identification
analysis system [2]. Among them, the network is used to real-
ize the connection of people, machines, and things, and it is
the foundation of Industrial Internet. The security system is
responsible for providing security protection and guarantee,
and the purpose of the platform is to open up operational
data and Internet data to integrate resources. The identifica-
tion analysis system is an important hub for the realization of
Industrial Internet.

The traditional domain name system (DNS) resolution
service faces serious challenges in terms of subject identifica-
tion, resolution methods, security, and service quality, and it
cannot meet the needs of industrial networks. The main
reasons can be summarized as follows: change of subject iden-
tification, mass data and ultralow latency requirements,
security and privacy protection, fairness, and reciprocity. It
is mainly because the blockchain system has the characteris-
tics of calculation, storage, and scalability, while federated
learning (FL) has the characteristics of ensuring information
security during big data sharing and exchange and protecting
the privacy of terminal personal data. This paper uses block-
chain to store important information about devices; themodel
uses the convolutional neural network (CNN) of FL as the
baseline. The technologies of blockchain and federated learn-
ing are applied to Industrial Internet identification analysis,
which enables identification analysis to play amore important
and irreplaceable role in the Industrial Internet field.

The chain storage structure of the blockchain can com-
prehensively record the data generated by Industrial Internet
companies in the production and operation process, which
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makes the data nontamperable, thereby ensuring the
authenticity and credibility of the data. This is also advanta-
geous for Industrial Internet companies to reduce costs and
improve efficiency. The privacy protection of blockchain
technology are applied due to the advantages of trusted col-
laboration; it can be deeply integrated with the Industrial
Internet in terms of data confirmation, accountability, and
transactions, thereby promoting the transformation of indus-
trial production to digital and intelligent [3]. Feng et al. [4]
introduced four core technologies of blockchain: decentrali-
zation, consensus mechanism, encryption algorithm, and
smart contracts. In the blockchain, users jointly create a pub-
lic ledger for block verification and transaction records [5].
[6]. Blockchain technology has laid a solid foundation for
earning trust and created a reliable cooperation mechanism,
and it has a wide range of application prospects [7, 8].

Federated learning is a solution for machine learning
and artificial intelligence (AI) to face more stringent data
management regulations. In the framework of federated
learning, the central server saves global data that can be ini-
tially shared, and each client saves local data and trains local
machine learning and artificial intelligence models based on
the local data. Then, according to a certain communication
mechanism, client transmits the model parameters and
other data to the central server. The central server collects
the data uploaded by each client and conducts training to
build a global model; each client has the same role and status
in the entire federated learning mechanism [9]. Federated
learning effectively solves the problem of the client sharing
data between two or more data without contributing data,
so it solves the problem of data islands to a large extent.

The sensors and IoT devices deployed in the Industrial
Internet of Things generate massive amounts of sensor data,
and the analysis of sensor data can promote industrial
production and manufacturing. When federated learning
analyzes and processes massive amounts of sensor data,
there is no need for data interaction between devices, so
the privacy of local data can be guaranteed. For example,
in the process of anomaly detection in the Industrial Internet
of Things [10], the privacy of local data can be guaranteed by
using federated learning, and there is no need to interact
with local data between devices, which can improve the abil-
ity to detect abnormal IoT nodes in the process of anomaly
detection. At the same time, data-driven cognitive comput-
ing (D2C) faces some important bottlenecks in the Industry
4.0 scenario [11]. In order to solve the problem of privacy
leakage in cognitive computing, federated learning can be
used in cognitive computing in the Industrial Internet of
Things to protect data security and prevention of privacy
leaks. However, if the central server fails or has a trust issue,
then all computing and information security cannot be guar-
anteed, and a single point of failure will occur [12]. The
decentralized distributed data storage structure of the block-
chain can remove the trusted central authority, so it can
solve the trust problem of the central server in the federated
learning, thereby preventing the single point of failure.
Therefore, the use of blockchain technology based on feder-
ated learning can prevent single-point failure problems, and
the verification mechanism of the blockchain can ensure the

authenticity of data while selecting high-quality and credible
edge device [11].

The main contributions of this article are summarized as
follows:

(1) It is necessary to include privacy protection in the
equipment identification of Industrial Internet. We
utilize federated learning to guarantee information
security during large data sharing and exchange, as
well as safeguard the privacy of terminal personal
information

(2) We propose a novel framework that applies block-
chain and federated learning technology to the
research of Industrial Internet identification. The
performance of the proposed framework is verified
by solid numerical results

The rest of this paper is organized as follows. Section 2
presents the related work. Section 3 introduces blockchain
technology as well as its application in industrial Internet.
Section 4 proposes our solution of blockchain-based federal
learning with numerical results, followed by Section 5 to
conclude the paper.

2. Related Work

With the rapid development of Internet of Things (IOT), 5G
networks, and industrial technology, some new applications
such as smart cities, virtual reality, and industrial intelligent
production continue to emerge. The number of wearable
devices, industrial machines, and different types of sensors
has exploded, which indicates that the future network is
transforming from a consumer to a production model. The
particularity of industrial production requires that industrial
networks can perceive environmental information through
intelligent means, support a large number of heterogeneous
device access, support massive multisource, multimodal data
high-speed transmission, and have stronger security, thus
providing better service for enterprise production. This has
brought huge challenges to the traditional Internet in terms
of architecture, security, and performance [13].

Different from the consumer Internet and the traditional
IOT, industrial Internet has diverse communication subjects
and higher performance requirements, and traditional DNS
resolution services cannot meet their needs. In order to meet
the characteristics and requirements of industrial Internet,
its identification resolution system must follow these princi-
ples: support for multisource heterogeneous communication
subjects, security guarantee for identification resolution
services in complex environments, fair and equal guarantee
for participation of multiple organizations, effectiveness
guarantee in scenarios with multiple protocols, high concur-
rency and differentiated requirements, and providing
scalability at the protocol level and system level. In response
to the principles, considering the calculation, storage, and
scalability characteristics of the blockchain system, federated
learning has the characteristics of ensuring information
security during big data sharing and exchange and
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protecting the privacy of terminal personal data. The tech-
nology of blockchain and federated learning are applied to
industrial Internet identification analysis, which promote
the development of identification analysis in the field of
industrial Internet.

Blockchain is a new type of technology that has gradually
emerged with encrypted digital currency. It adopts a distrib-
uted computing model, uses blockchain to store data, and
uses cryptographic principles to ensure the security of trans-
mission and access. Data storage is jointly maintained and
supervised by Internet users. It has distinctive features such
as decentralization, transparency and openness, and unmo-
difiable data [14]. It uses distributed storage and calculation
to ensure that the entire network node has the same rights
and obligations, and the data in the system are essentially
maintained by the nodes of the entire network. By this
means, the blockchain no longer depends on the central pro-
cessing node to realize the distributed storage, record, and
update of data. Therefore, its application is not limited to cur-
rency as an asset type, and its application research in various
industries is relatively extensive. Chi et al. [15] summarized
the existing blockchain technologies in several typical fields,
and then gave the main problems and countermeasures in
the development process of blockchain in detail, and finally
discussed the prospects and forecasts of blockchain. Block-
chain is a distributed ledger technology that relies on logical
control functions such as smart contracts to evolve into a
complete storage system. Changes in its classification
methods, service models, and application requirements have
spawned to the diversified core technologies. In order to fully
understand the blockchain ecosystem, Bao et al. [16] designed
a hierarchical blockchain technology architecture and further
analyzed the basic principles, technical associations, and
research progress of each layer structure of the blockchain.
The frontier application directions of blockchain such as the
industrial Internet and smart cities are given at the end.

Federated learning based on client-server architecture
and distributed machine learning [17] are both used to pro-
cess distributed data, but there are differences between them
in terms of application fields, data attributes, and system
composition [18]. Federated learning algorithms can be
divided into machine learning-based algorithms and deep
learning-based algorithms. Federated learning has the
following characteristics.

(i) Supporting nonindependent and identically distrib-
uted data: the federated learning algorithm performs
well in nonindependent and identically distributed
data. In the actual use of federated learning, the data
quality and distribution of the data holder is uncon-
trollable. The data of the holder cannot be required
to meet independent and identical distribution, so
the federated learning algorithm needs to support
nonindependent and identically distributed data

(ii) Efficient communication: federated learning needs to
consider the system heterogeneity of the data holder
to improve communication efficiency and reduce
communication loss without losing accuracy or loss

(iii) Fast convergence: in the process of joint modeling,
it is necessary to ensure the convergence of the
model and at the same time increase the conver-
gence speed

(iv) Security and privacy: since data privacy security is
an important feature of federated learning, security
and privacy are two necessary requirements for fed-
erated gradient updates. Security and privacy can be
carried out in the aggregation process through
encryption and other methods and can also be
reflected in the process of stand-alone optimization

(v) Support complex users: complex users refer to the
large number of users and the imbalance or devia-
tion of user data. The federated optimization algo-
rithm needs to have good compatibility ability to
deal with this situation

Based on the advantages of the above federated learning
algorithm, information security can be guaranteed during
big data sharing and exchange, and the privacy of terminal
personal data is protected. Furthermore, it can carry out
high-efficiency machine learning among multiple partici-
pants or multiple computing nodes. Zhang et al. [19] made
a comprehensive review of recent research and achievements
in federal learning and presented future development trends.
First, data islands and privacy protection are described to
introduce the background of federated learning, and the con-
notation and mechanism of federated learning are outlined.
Then, typical application cases of data sharing and exchange
based on federated learning technology are introduced.

3. Blockchain for Industrial Internet

Currently, mainstream object recognition systems include
object identifier (OID) recognition system, Ecode recogni-
tion system, and handle recognition system. The OID iden-
tification system has simple coding rules, good flexibility,
and scalability. Therefore, the OID identification system is
adopted to apply the traceability system of industrial equip-
ment. We first propose the overall framework design of the
system in this section. At the same time, in order to ensure
the security of the system, the key and authentication
mechanism and the authority management mechanism are
proposed, and then, the traceability scheme inside the block-
chain and the traceability scheme outside the blockchain are
designed in detail.

3.1. System Security Design

(1) Key and authentication mechanism: the key and
authentication mechanism mainly include the
identification of the traceable company’s identity
information and the distribution of key pairs. It uses
cryptographic techniques such as asymmetric
encryption, digital signatures, and public key infra-
structure (PKI) authentication systems. A traceable
enterprise that successfully performs identity verifi-
cation can obtain a key pair issued by the key
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management center. The key pair includes a public
key and a private key. When the user calls the smart
contract, the verifier will verify the data on the chain.
After confirming that the data is legal, the public key
will be used to encrypt the data, and then, the
traceability information will be recorded in the
blockchain. When reading the information in the
blockchain, the smart contract can be called to
obtain encrypted data, and the corresponding trace-
ability information can be obtained after decryption
with the private key

All traceable companies need to perform identity
authentication and key distribution operations before join-
ing the system. The detailed steps of key and authentication
are as follows:

(i) The traceability company submits the key pair and
digital certificate application to the certification cen-
ter. During the application process, it is necessary to
provide traceable company certification materials,
including information such as the company’s social
credit code and company name

(ii) The certification center reviews the applicant’s
certification materials. After passing the identity
authentication, the certification center submits the
applicant’s information to the key management
center and requests the distribution of key pairs.
After receiving the request, the key management
center generates a key pair, adds the flag field infor-
mation, and saves it in the secure database. The
marked field is the social credit code of the traceable
enterprise, which is used to identify the identities of
different applicants

(iii) The key management center sends the key pair to
the applicant and at the same time returns the
public key to the certification authority center to
generate a digital certificate

(iv) The certification center generates a digital certificate
based on the applicant’s identity information and
the public key and returns the digital certificate to
the applicant. The certificate adopts the X.509 stan-
dard proposed by ITU-T. The key management
center will return the key pair, and the certificate
authority will return the digital certificate. The appli-
cant can compare them to determine whether the key
pair is correct. If there is an error, it needs to reapply

(2) Key and authentication mechanism: in the industrial
equipment traceability system, certain transaction
information has a certain degree of confidentiality
and can only be accessed by specific users. However,
blockchain technology has the characteristics of
information transparency and information sharing.
Any user of the unrestricted blockchain network
can obtain the information in the block, which leads

to the leakage of users’ private information. In this
regard, two propose the user rights management.
Different types of users have different access
rights, thereby ensuring the security of user infor-
mation and preventing the leakage of user privacy
information. We assign permissions based on the
tasks and needs of users in traceability companies,
regulatory agencies, and industrial equipment
traceability systems

(i) Supervision department: it is necessary to supervise
all traceability information of industrial equipment.
Therefore, the supervision department has the high-
est access authority in the traceability system and
can add, delete, modify, and query traceability
information. Adding operations is to call smart con-
tracts to record traceability information on the
blockchain. The delete operation will not directly
delete the traceability information from the block-
chain, but will add the traceability information
corresponding to the state of the industrial equip-
ment in the “deleted” state to the block. There are
seven industrial equipment statuses in the traceable
system, which are transportation, delivery, distribu-
tion, sale, return to the factory, and deletion.
Similarly, the modification operation also adds
traceability information of the state of the industrial
equipment to the block. The query operation can
query the complete traceability information table
of industrial equipment

(ii) Traceability companies: it provides traceability
services general access rights and can add, modify,
and query traceability information. Among these
operations, the addition and modification opera-
tions are the same as the highest access authority.
For query operations, general access rights can only
query the production, circulation, distribution, and
supervision of industrial equipment

(iii) User: it needs to query the traceability information
of the purchased product and has the lowest access
authority. Besides, it can only perform query opera-
tions that is the same as the traceability company

3.2. Block and Traceability Information Table. Equations
should be provided in a text format, rather than as an image.
Microsoft Word’s equation tool is acceptable. Equations
should be numbered consecutively, in round brackets, on
the right-hand side of the page. They should be referred to
as Equation (1), and so on in the main text.

The block and traceability information is the most basic
data structure in the traceability scheme in the blockchain,
which mainly includes three parts: block, transaction table,
and traceability information table. Blockchain is a chained
data structure composed of multiple blocks. A block is a
carrier used to store transaction orders. Each transaction
order is a piece of traceability information for industrial
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equipment. The user calls the smart contract to obtain the
traceability information table of the industrial equipment
through the unique OID number of the industrial equip-
ment. Due to different access rights, the traceability informa-
tion tables obtained by the user are also different.

The block and traceability information table is shown in
Figure 1, which mainly includes three parts: block, transac-
tion ticket, and traceability information form. In the block
part, the first is the block header, which is composed of the
timestamp of the block generated by the hash value of the
previous block and the hash value of the root of the Merkel
tree. Common hash algorithms include SHA1, SHA2, and
MD5. In this paper, we use the SHA-256 hash algorithm,
whose reliability and security meet the requirements of the
traceability system. The second is the block body, which
includes a single transaction number and transaction order.
In the transaction ticket part, the transaction table is mainly
composed of the product identification code, digital abstract,
transaction content, timestamp, public key, and digital sig-
nature. The part of the traceability information table mainly
includes five links. The product identification code is the
identification mark of industrial equipment.

3.3. Blockchain Traceability Scheme. In the device traceabil-
ity system based on the blockchain, the traceability enter-
prise first needs to perform identity authentication and key
distribution. After the operation is completed, each partici-
pant in the system is assigned a different authority. When
the equipment circulates in the supply chain, traceability
companies, and regulators will call smart contracts to record
equipment traceability information.

In the traceability solution outside the blockchain, we
apply the OID identification system to the equipment trace-
ability system. We store equipment traceability information
in the traceability enterprise identification management
server through the OID identification information registra-
tion mechanism and obtain detailed equipment traceability
based on the OID identification analysis mechanism
information to achieve equipment traceability. The external
information of capacity equipment traceability blockchain
management solves the problemof blockchain data explosion.

The caption can also be used to explain any acronyms
used in the figure, as well as providing information on scale
bar sizes or other information that cannot be included in the
figure itself. Plots that show error bars should include in the
caption a description of how the error was calculated and the
sample size (see Figure 2).

3.4. Experiment Results Analysis. This section mainly tests
the actual operating efficiency of the improved blockchain
and analyzes the test results to verify the practicability of
the proposed traceability system. First, an improved block-
chain on a virtual machine is deployed. After that, sending
suggestions and querying requests are used to test the system
latency and throughput to activate the blockchain network.
In the paper, throughput refers to the number of requests
processed per unit time, and its unit is Tx/s. The system
delay and throughput are obtained after many tests.

Figure 2 shows the system throughput under the pro-
posal requests and the query requests. The system through-
put increases at the beginning and then decreases with the
increase of the proposal request. When the proposal request
reached 4000, the throughput reaches the highest value. This
is because the number of requests exceeds the processing
capacity of the node, which will cause thread blocking and
reduce system performance. At the same time, we can see
from Figure 2, regardless of the query request, the system
throughput is basically stable at about 350. This is because
during the query request process, the blockchain only per-
forms read operations instead of the write operations, which
does not occupy system resources. As a result, the system
throughput is relatively stable.

4. Blockchain-Based Federated Learning

The application of FL in the industrial Internet of Things
(IIoT) is introduced in this section. We propose a FL frame-
work based on device recognition in IIoT, which takes into
account communication efficiency and data privacy.

4.1. The Communication Efficiency of the IIoT. There are two
communication modes for the IIoT, including wired com-
munication and wireless communication [20]. Recently,
wireless communication technology is widely used in vari-
ous fields, especially in the IIoT because of its flexibility
and scalability. In the IIoT communication system, devices
in the network are usually in different environments. In
addition, there are a large number of devices in the IIoT,
which require the communication system to be flexible and
expandable. Therefore, it is a natural trend to regard wireless
communication technology as the main method of the IIoT.
With FL technology, local devices need to iteratively upload
gradients to the central server, which introduces enormous
communication overhead. In this case, the top-k algorithm
is proposed to reduce communication costs.

4.2. The AI Model Based on Device Identification. Traditional
machine learning needs to collect data from multiple devices
to a central server for training, which only considers the
performance of the central server when an AI model is
designed. In this paper, we adopt FL to alleviate the data
privacy problems. FL is a distributed machine learning. To
consider the performance of all devices in the IIoT, espe-
cially in the IIoT, there are a large number of smart devices
distributed in the network. The storage and calculation
performance of these devices are different (the storage per-
formance of mobile phones is worse than that of notebooks).
Therefore, it is essential to consider devices with poor per-
formance to ensures that each device can work successfully.
In this paper, the device identification is stored through
blockchain technology.

The AI model is designed based on device identification.
In this paper, the AI model changes the depth of the convo-
lutional layer according to the performance of the device in
the network. We can increase the depth of convolutional
layers when devices have superior performance. It is undeni-
able that the performance of the AI model is better with the
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increment of convolutional layers. This proposed framework
designs the AI model based on the performance of the
device, which makes a trade-off between the complexity of
the network and the performance of the model.

4.3. Proposed Framework Based on FL. Traditional machine
learning aggregates data from different devices to a central
server, which may lead to data leakage and privacy infringe-
ment. Users are unwilling to share data, which leads to the
problem of data isolated island. FL has been studied by many
researchers in order to alleviate these problems. FL realizes
data sharing in the IIoT and protects data privacy to a
certain extent. However, the application of FL technology

to the IIoT faces many challenges. For example, devices in
wireless communication networks upload local gradients
or models, which will bring a lot of communication
overhead. It is essential to elaborate methods to reduce
communication overhead.

Besides, the attacker can ratiocinate the private data
from the gradient or model uploaded by local devices [21,
22]. To alleviate the problem of privacy protection in FL,
many methods have been proposed, which are mainly
divided into encryption technology [23] and differential
privacy methods [24, 25]. Methods based on cryptography
protect data privacy at the cost of decreasing communica-
tion efficiency. In this paper, we propose an algorithm based
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on differential privacy technology to alleviate the problem of
data privacy.

The proposed framework based on FL integrated with
blockchain is shown in Figure 3. It describes the system
model applied to the industrial Internet scenario, where
the underlying device with different performance is trained
based on the local dataset. The training model uses the
CNN model, and then, the local equipment uploads the
model parameters to the central server for aggregation. After
aggregation, the new model parameters are sent to each
device. Among them, the blockchain can remove the trusted
central authority. Therefore, it can solve the trust problem of
the central server in the federated learning, preventing the
single point of failure in the federated learning. In order to
improve the communication efficiency, the proposed
method employs a top-k algorithm when the gradient is
uploaded to the central server. Besides, in terms of data
privacy, we propose an improved differential privacy tech-
nology to realize data sharing. The detailed process of FL is
exhibited as follows.

Step 1: local model train. The local device trains the AI
model iteratively based on the local database to achieve a
linear optimization problem locally. ωl

i, γ represent the local
model and learning rate of the device in the ith iteration,
respectively, and f ð∙Þ is the loss function.

ωl
i = ωl−1

i − γ∇f ωl
i

� �
: ð1Þ

Step 2: local gradient preprocess. The local device trains
the AI model based on the local database. To reduce the
communication overhead, the proposed framework employs
the top-k algorithm. Device Di calculates the absolute value
of the parameters in epoch t. Then, these values are sorted
in positive order. We choose the first k values for global
aggregation. This paper uses Gaussian mechanism to add

noise to the local gradient, which protects the data privacy
of users. The gradients in epoch t can be expressed as

gt xð Þ⟵OL ωð Þ: ð2Þ

The process of gradient clipping is as

gt xð Þ′ = gt xð Þ
max 1, gt xð Þk k2/S

� � : ð3Þ

Step 3: local gradient calculation. The selected k gradi-
ents utilize differential privacy for noise disturbance, where
S denotes the L2-norm threshold of gradient clipping. Note
that S is the global sensitively set in advance. The procedure
ensures that the L2-norm of the gradients of the local device
is within the range of S. Then, Gaussian noise is added to the
gradients which introduces randomness. The gradients
adding Gaussian noise are as

gt xð Þ′′ = 1
b
〠 gt xð Þ′ +N 0, σ2

� �� �
, ð4Þ

where b presents batch size and Nð0, σ2Þ represents
Gaussiandistribution. The variance σ must meet

σ = S
ϵ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 ∗ ln 1:25/δð Þ

p
, ð5Þ

where δ presents slack factor, s presents privacy budget,
and s is set differently based on the data size of the
local dataset. Besides, s is modified based on the loss
of the model.

Step 4: local model update. Randomness is introduced
due to the noise. The local model is updated by

ωt+1 = ωt − η ∗ gt xð Þ ð6Þ
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Figure 3: The proposed framework based on FL integrated with blockchain.
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Step 5: local gradient upload. Devices in the industrial
Internet upload local gradients to the central server.

Step 6: model aggregate. The central server aggregates
the gradients from devices in the IIoT. Then, the server
sends the new model to all devices. The global model of
epoch t + 1 is shown as

ωt+1 = ωt +
1
m

〠
m

k=1
Δωk

t+1

 !
,Δωk

t+1 = ωk
t+1 − ωk

t : ð7Þ

4.4. Experiment Result Analysis. To evaluate the perfor-
mance of the proposed method, a well-known digital classi-
fication dataset MNIST is employed. The AI model is
designed based on the performance of the devices in the
IIoT. Users can get the performance by the device identifier
stored in the blockchain. There are 40 devices (15 mobile
phones and 25 computers) in the wireless work to verify
the proposed framework. We employ the CNN model as
the learning model. Mobile phones are given in the network.
The CNN model is designed with 2 convolutional layers and
2 fully connected layers. The kernel size is set as 3 × 3. The
gradient clipping threshold S is set to 0.01. The AI model
employs the maximum pooling and dropout to alleviate
overfitting. Classification accuracy is employed as the evalu-
ation criteria. To realize differential privacy protection, this
paper adds Gaussian noise to the gradients in the process
of gradient descent of backpropagation. As is shown in
Figure 4, we compare the performance of our method with
the ALMDP [24] algorithm. The result shows that our
method is better. The accuracy of the model can reach
97.6%, which increases with the enlargement of s.

The performance of FL without differential privacy is
compared with our proposed framework. As shown in
Figure 5, the accuracy of FL without differential privacy is
better than our method before epoch 12.

However, the accuracy of FL without differential privacy
decreases rapidly in epoch 12 due to malicious modification

of one device. Even if the performance of our method is
worse, our method makes a trade-off between performance
and data privacy.

5. Conclusions

The industrial Internet has received full attention from
domestic and international researchers. As an important
infrastructure of the industrial Internet, identification reso-
lution technology is a link that must be overcome. The
network interconnection of industrial control systems, the
intercommunication of industrial data, and system security
are issues that require great attention during the develop-
ment of the industrial Internet. Blockchain technology has
the characteristics of decentralization, immutability, and
low cost, which can solve the pain points in the development
process. Federated learning, as the basic theory of large-scale
collaboration in the next generation of artificial intelligence,
provides effective solutions to key issues such as small data
and privacy in the current development of artificial intelli-
gence, which can further promote the development of the
industrial Internet. The numerical results justify that the
federated learning and blockchain technology for industrial
Internet identification proposed in this paper are practical
and effective, which opens up a new research direction for
the development of industrial Internet identification.

Data Availability

This is private company data. For confidentiality reasons, all
data are not available to the public.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

90

70

Ac
cu

ra
nc

y 
(1

00
%

)

50

30

10

0 1 2 3 4 5 6 7 8 9 10 11 12 13

Epoch (times)

14

Without differential privacy
Our method

Figure 5: Performance comparisons on our method and FL
without differential privacy.

98

96

94

92

Ac
cu

ra
nc

y 
(1

00
%

)

90

88

86
0.2 0.35 0.5 1

Epsilon

2 4 8

ALMDP
Our method

Figure 4: Accuracy of the proposed framework under different
epsilons.

8 Wireless Communications and Mobile Computing



Acknowledgments

This work was supported by the Ministry of Industry and
Information Technology of China, 2019 Industrial Internet
Innovation and Development Project Device ID Resolution
Service Capability Test and Verification Platform Project
(20200151).

References

[1] J. Li, F. R. Yu, G. Deng, C. Luo, Z. Ming, and Q. Yan, “Indus-
trial internet: a survey on the enabling technologies, applica-
tions, and challenges,” IEEE Communications Surveys &
Tutorials, vol. 19, no. 3, pp. 1504–1526, 2017.

[2] E. P. Yadav, E. A. Mittal, and H. Yadav, “IoT: challenges and
issues in Indian perspective,” in 2018 3rd International Confer-
ence On Internet of Things: Smart Innovation and Usages (IoT-
SIU), pp. 1–5, Bhimtal, India, 2018.

[3] Y. Cheng and H. Shaoqin, “Research on blockchain technology
in cryptographic exploration,” in 2020 International Confer-
ence on Big Data & Artificial Intelligence & Software Engineer-
ing (ICBASE), pp. 120–123, Bangkok, Thailand, 2020.

[4] J. Feng, Y. Wang, J. Wang, and F. Ren, “Blockchain-based data
management and edge-assisted trusted cloaking area construc-
tion for location privacy protection in vehicular networks,”
IEEE Internet of Things Journal, vol. 8, no. 4, pp. 2087–2101,
2021.

[5] A. Kuzmin and E. Znak, “Blockchain-base structures for a
secure and operate network of semi-autonomous unmanned
aerial vehicles,” in 2018 IEEE International Conference on Ser-
vice Operations and Logistics, and Informatics (SOLI), pp. 32–
37, Singapore, 2018.

[6] H. Yang, H. Cha, and Y. Song, “Secure identifier management
based on blockchain technology in NDN environment,” IEEE
Access, vol. 7, pp. 6262–6268, 2019.

[7] A. Irshad, M. Usman, S. Ashraf Chaudhry, H. Naqvi, and
M. Shafiq, “A provably secure and efficient authenticated key
agreement scheme for energy internet-based vehicle-to-grid
technology framework,” IEEE Transactions on Industry Appli-
cations, vol. 56, no. 4, pp. 1–4435, 2020.

[8] A. Dua, N. Kumar, A. K. Das, and W. Susilo, “Secure message
communication protocol among vehicles in smart city,” IEEE
Transactions on Vehicular Technology, vol. 67, no. 5,
pp. 4359–4373, 2018.

[9] S. Niknam, H. S. Dhillon, and J. H. Reed, “Federated learning
for wireless communications: motivation, opportunities, and
challenges,” IEEE Communications Magazine, vol. 58, no. 6,
pp. 46–51, 2020.

[10] Y. Liu, N. Kumar, Z. Xiong, W. Y. B. Lim, J. Kang, and
D. Niyato, “Communication-efficient federated learning for
anomaly detection in industrial internet of things,” in GLOBE-
COM 2020 - 2020 IEEE Global Communications Conference,
pp. 1–6, Taipei, Taiwan, 2020.

[11] Y. Qu, S. R. Pokhrel, S. Garg, L. Gao, and Y. Xiang, “A block-
chained federated learning framework for cognitive comput-
ing in industry 4.0 networks,” IEEE Transactions on
Industrial Informatics, vol. 17, no. 4, pp. 2964–2973, 2021.

[12] J. Passerat-Palmbach, T. Farnan, M. McCoy et al., “Block-
chain-orchestrated machine learning for privacy preserving
federated learning in electronic health data,” in 2020 IEEE
International Conference on Blockchain (Blockchain),
pp. 550–555, Rhodes, Greece, 2020.

[13] F. Li, A. Yang, H. Chen et al., “Towards industrial internet of
things in steel manufacturing: a multiple-factor-based detec-
tion system of longitudinal surface cracks,” in 2020 IEEE Inter-
national Conference on Big Data (Big Data), pp. 4627–4635,
Atlanta, GA, USA, 2020.

[14] D. Gräf, M. Friedlein, C. Gänßmantel, J. Franke, and
N. Ischdonat, “New concept for the integration of additive
manufactured mechanical and mechatronic components in
aircraft interior systems,” in 2020 Advances in Science and
Engineering Technology International Conferences (ASET),
pp. 1–5, Dubai, United Arab Emirates, 2020.

[15] C. Chi, D. Han, Q. Zhang et al., “Research on distributed new
energy spot trading method based on blockchain Technology,”
in 2020 Chinese Automation Congress (CAC), pp. 275–278,
Shanghai, China, 2020.

[16] Z. Bao, Q.Wang,W. Shi, L. Wang, H. Lei, and B. Chen, “When
blockchain meets SGX: an overview, challenges, and open
issues,” IEEE Access, vol. 8, pp. 170404–170420, 2020.

[17] R. Wakayama, R. Murata, A. Kimura, T. Yamashita,
Y. Yamauchi, and H. Fujiyoshi, “Distributed forests for
MapReduce-based machine learning,” in 2015 3rd IAPR Asian
Conference on Pattern Recognition (ACPR), pp. 276–280,
Kuala Lumpur, Malaysia, 2015.

[18] M. Aledhari, R. Razzak, R. M. Parizi, and F. Saeed, “Federated
learning: a survey on enabling technologies, protocols, and
applications,” IEEE Access, vol. 8, pp. 140699–140725, 2020.

[19] W. Zhang, X. Wang, P. Zhou, W. Wu, and X. Zhang, “Client
selection for federated learning with non-IID data in mobile
edge computing,” IEEE Access, vol. 9, pp. 24462–24474, 2021.

[20] Y. Li, Y. Ma, Z. Yin, A. Gu, and F. Xu, “A communication
model to enhance industrial wireless networks based on
time-sensitive networks,” in 2020 IEEE 6th International Con-
ference on Computer and Communications (ICCC), pp. 363–
367, Chengdu, China, 2020.

[21] H. Yang and Y. Zhou, “AIC-GAN: an auxiliary information
classification GAN for learning deep models,” in 2020 Chinese
Automation Congress (CAC), pp. 6106–6111, Shanghai, China,
2020.

[22] L. Melis, C. Song, E. De Cristofaro, and V. Shmatikov,
“Exploiting unintended feature leakage in collaborative learn-
ing,” in 2019 IEEE Symposium on Security and Privacy (SP),
pp. 691–706, San Francisco, CA, USA, 2019.

[23] L. T. Phong, Y. Aono, T. Hayashi, L. Wang, and S. Moriai,
“Privacy-preserving deep learning via additively homomor-
phic encryption,” IEEE Transactions on Information Forensics
and Security, vol. 13, no. 5, pp. 1333–1345, 2018.

[24] N. Phan, X. Wu, H. Hu, and D. Dou, “Adaptive Laplace mech-
anism: differential privacy preservation in deep learning,” in
2017 IEEE International Conference on Data Mining (ICDM),
pp. 385–394, New Orleans, LA, USA, 2017.

[25] P. C. Mahawaga Arachchige, P. Bertok, I. Khalil, D. Liu,
S. Camtepe, and M. Atiquzzaman, “Local differential privacy
for deep learning,” IEEE Internet of Things Journal, vol. 7,
no. 7, pp. 5827–5842, 2020.

9Wireless Communications and Mobile Computing



Research Article
Informatization Construction of Digital Assets in Smart Cities

Wenze Ning and Mei Lu

College of Mangement, Xi’An University of Architecture and Technonlogy, Xian, 710055 Shanxi, China

Correspondence should be addressed to Wenze Ning; nwz@xauat.edu.cn

Received 21 June 2021; Revised 18 September 2021; Accepted 30 September 2021; Published 22 October 2021

Academic Editor: Peng Yu

Copyright © 2021 Wenze Ning and Mei Lu. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

With the rapid popularization of the Internet of Things (IoT), smart cities driven by IoT technology have become a matter of
concern. This study mainly investigates the construction of digital asset based on the data collected from government
departments, enterprises and institutions. Particularly digital asset personnel should not only get familiar with the process
of smart city information management, but also be able to identify the risks in digital assets. Strict accountability
mechanism can ensure the data privacy, dispel the worries of data providers, and help weaken data barriers. Supported by
comprehensive numerical results, we reach a conclusion that our proposed digital asset construction scheme has practical
significance in many aspects of smart city development and will help the regional Informatization considerably.

1. Introduction

Internet of Things (IoT) refers to a number of smart physical
devices that are connected to each other through the Inter-
net. Through the information transmission via the Internet,
smart devices complete the communication and interaction
behaviors between each other and with users. With the con-
tinuous progress of wireless communications and Internet,
IoT technology is also developing rapidly. Internet of Things
has already played its role in a variety of critical applications
such as remote healthcare, environment monitoring, smart
grid, etc. However, raw data from IoT device is often not
easily understood, and thus requires conversion to human-
readable information. With those pre-processed data, people
enter the era of information explosion and sink in the ocean
of information.

IoT empowered Smart cities have become the evolution
trend of a new type of town. This tendency serves as not only
a catalyst for the development of a new kind of community,
but also as a strong motivator and a clear vision. Due to the
new kind of town’s greenness and outstanding environmen-
tal and energy-saving features, the smart city built on IoT is
the top option. The smart city powered by IoT may help
accelerate the development of new cities. The networked

smart city solves many issues associated with urbanization’s
growth and is an efficient solution for new urbanization.

With the popularization of digital devices and social net-
work applications, the explosive growth of multimedia big
data has brought many challenges for users to securely
obtain them in various application scenarios. Zhu C first
reviewed the latest work of multimedia big data, where the
key issues are identified to ensure the success of secure mul-
timedia big data in trust-assisted sensor cloud (TASC). He
proposed two types of TASC: TASC-S (TASC with a single
trust value threshold) and TASC-M (TASC with multiple
trust value thresholds). Although the throughput of TASC-
M in his research may fluctuate with the same trust value
threshold, the research process lacks data [1]. Hashem I A
T proposes a future business model with the goal of manag-
ing big data in smart cities. And identified and discussed
business and technical research challenges. By focusing on
how big data fundamentally changes the urban population
at different levels, the vision of supporting big data analysis
for smart cities was discussed. This research can serve as a
benchmark for researchers and industries to advance and
develop smart cities in the context of big data [2]. Li Y stud-
ied the current situation of data over-collection and studied
some of the most common cases of data over-collection. By
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proposing a mobile cloud framework, by putting all user
data in the cloud, the security of user data can be greatly
improved [3]. Menouar H proposed that there is no smart
city without a reliable and efficient transportation system.
The realization of next-generation intelligent transportation
system (ITS) relies on the effective integration of connected
cars and autonomous vehicles. It is also worth noting that
ITS that supports drones can be used in the next-
generation smart cities. Potential and challenges [4].

Smart city operation center must comply with relevant
data management and control standards for high-quality
collection when gather data directly by itself. Alternatively
the smart city operation center may also need to indirectly
collect data from government departments, enterprises and
institutions. This requires the centre to negotiate with the
data supplier and establish a generally acceptable agreement
with the assistance of high-level management agency. Data
creation has a direct impact on the quality of subsequent
data and the market acceptability of data products. The
department of digital asset management may use appropri-
ate tools and technology to create market-ready data prod-
ucts while maintaining data quality and security. Manager
of digital asset plays a critical role in the strategic planning
of information management in smart cities. Thus, the nov-
elty of this work is that it integrates the digital asset of smart
cities with the process of information building to examine
the relationship between the two and better support the pro-
cess of contemporary information construction.

2. Smart City Digital Assets

2.1. Smart City. Recent IoT revolution is growing rapidly
with the development of communication technology. Smart
cities are the main scenarios for IoT applications, allowing
it to contribute to the improvement and progress of cities.
The implementation of IoT brings great complexity, and
its application requires great efforts to achieve. The deploy-
ment of IoT is critical to building smart cities due to com-
munication and data management. With the development
and implementation of IoT in cities, many problems will
arise. These issues can be categorized by network type, flex-
ibility and scalability, heterogeneity, and end user participa-
tion. The need for high-speed connectivity to support
connections between different IoT devices is huge. Another
major requirement is data storage for all connected devices.
To complement existing communication and data manage-
ment solutions, a large number of software applications
and hardware devices are needed to manage and operate
user-facing applications. Sustainability and efficiency of soft-
ware applications and hardware devices are difficult to
achieve. Smart cities can connect healthcare. A central con-
nection manager with pollution control, water management,
power management, traffic control, security and privacy
control devices/tools. It is difficult for a single central man-
agement facility to manage and deliver services using exist-
ing technical solutions.

The main road of industrial development is definitely the
construction of smart city based on IoT. However, in the
future, there is no technical support for the implementation

of information architecture and big data in other fields [5, 6].
The urban management pattern is large. From the begin-
ning, it has a high positioning and a long-term vision. It fully
considers the current situation and future development
needs of the digital construction of urban management. In
the system construction, sufficient access ports are reserved
for future urban management content refinement and urban
management content expansion. At the same time, it pays
attention to the construction and sharing of resources within
the city. In terms of components and events, the urban man-
agement content more comprehensively refines the urban
management content at all levels of the city. With the con-
tinuous improvement of the digital operation of urban man-
agement in the main urban area, it gradually advances to the
sub-city area and expands the management scope of urban
management digitalization. Reduce the urban management
gap between the main urban area and the sub-urban area
in the city, and comprehensively improve the digital level
of urban management [7]. The overall layout of the smart
city is shown in Figure 1.

Adjust urban buildings and public facilities, optimize
alternatives, implement 3D spatial analysis of urban build-
ings, and carry out digitalization and automation of building
approval management Wðx, zÞ [8, 9].
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Among them, x and z are corresponding digital asset
information management services [10]. As an important
direction of future GIS technology development, 3D GIS
uses 3D space coordinates to simulate and visualize the real
world [11, 12]. Index eigenvalue relative member matrix R,
standard eigenvalue relative member matrix S and relative
member matrixM of all levels.
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The expected information entropy required to classify
the tuple of the data set T according to the attribute A is
[13]:
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Define the length ∂, the string length is L [14, 15].
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Here, λ3i is the number of rules. The information gain
after dividing the data by attribute A is:
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r represents the number of defined gains. There are some
unquantifiable indicators in the smart city information secu-
rity risk assessment index system [16].

L = a1 ∗ ln 1 + Te Tuð Þ −max x K10 + K1ð Þð Þv1
1 + Te Tuð Þ −max x RI/K10 + K1ð Þ

� 	
ð6Þ

Among them, L is the expected value. When the evalua-
tion index attribute is benefit type, the standardization of L is
described as [17]:

Lmn = amn ∗ ln 1 + Te −min x K10 + K1ð Þð Þv1
1 + Te Tuð Þ −max x R1/K10 + K1ð Þ

� 	

ð7Þ

2.2. Asset Informationization. In the digital construction of
city management, make full use of the existing platform con-
struction and information resources, do a good job of hori-
zontal resource integration while doing vertical integration,
and connect the platforms of other city-level city manage-
ment related departments and the platforms of subordinate
district-level departments. Effectively avoid duplication of
construction to achieve resource sharing. In the newly con-
structed digital platform, high-level configuration and
reserved interfaces can be avoided, which can avoid the
inability to expand in later construction. It can be found that
by integrating the resources of the original urban manage-
ment related departments and deploying new data resources
at a high level, the urban management digital system
between the city-level departments and the urban two-level
departments can be interconnected, resource-sharing, keep
pace, and improve the processing capacity and resource allo-
cation of urban management digitization [18, 19].

p = 2
1 + e −2xð Þ − 1 ð8Þ

The output layer uses the Log-Sigmoid excitation func-
tion, so that the model output value range is in the interval
[0, 1] [20]:

y = 1
1 + e −pð Þ ð9Þ

The output value of the smart city model is denorma-
lized as follows [21, 22]:

yij = ymax −
0:8 − yij
0:6 ymax − yminð Þ ð10Þ

In the formula, the range of yij is in the interval of
[0.2, 0.8]. Standardized collection of original indicator data
p-dimensional random vector [23]:

x = x1, x2,⋯, xp
� � ð11Þ

The data is standardized and transformed, as shown
below [24].

Zij =
xij − �xj

sj
, i = 1, 2,⋯, n ; j = 1, 2,⋯, p
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ð12Þ

Find the correlation coefficient matrix for the stan-
dardized matrix Z, as shown below [25].
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Figure 1: The overall layout of a smart city(http://alturl.com/9go98).
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Solve the p characteristic roots of the correlation coef-
ficient matrix, arrange the characteristic roots from large
to small, and obtain the orthogonal eigenvectors corre-
sponding to the characteristic roots.

〠
m

j=1
λj/〠

p

j=1
λj ≥ 0:85 ð14Þ

3. Digital Asset Construction for Smart Cities

3.1. Establish a Digital Asset Information Management
Framework. The digital asset information management
framework consists of five sub-modules: digital asset infor-
mation management, data circulation, value-added services
and data privacy protection, data right confirmation and
traceability, and digital asset value evaluation.

3.1.1. Digital Asset Information Management

(1) Data Acquisition. Many organizations have established
their own databases and information systems in the process
of informatization, which leads to differences in the data
structures collected by smart city operation centers. These
data with different structures, poor quality, and even incom-
plete data need to be cleaned. In the process of data cleaning,
filtering out junk data and correcting data that does not meet
the corresponding rules can improve the quality of the data
and reduce the problems that may arise in the subsequent
digital asset information management work.

(2) Data Circulation. The process of data from the provider
to the user is data circulation. From the perspective of smart
city data circulation, the amount of data generated by the
smart city operation center itself is very small, and most of
its data comes from governments, enterprises, social groups,
and individuals. The operation center integrates and
develops the data collected from these channels, and pro-
vides it to government departments, enterprises, social
groups and individuals within the scope permitted by rele-
vant regulations. The significance of smart city data circula-
tion is to improve the ability of data users to obtain data
resources, and its purpose is to realize the value-added utili-
zation of data through the synchronization of data
circulation.

(3) Value-Added Services. To realize the value of digital
assets in smart cities, value-added services are the key. In
the value-added business of digital assets, data products or
data services can generate value through the use of data
users. Value-added services achieve the purpose of realizing
their potential value by providing additional services or
products to data users.

The smart city operation center collects various types of
data, and has built a big data analysis platform, so it can pro-
vide diversified value-added services. It can not only provide
simple data query and download services, but also provide
differentiated data products or services as needed, such as
customized data visualization analysis or data processing

services. The Smart City Operation Center of W City coop-
erated with the City Traffic Police Brigade to open a
reminder of vehicle violations. During this epidemic, the
Smart City Operation Center of W City reported the city’s
epidemic prevention and control situation in a timely man-
ner to the people of the city through text messages, which
produced good social benefits.

(4) Valuation of Digital Assets. When evaluating the value,
while taking into account the economic benefits of smart city
digital assets, the social benefits of their digital assets must
also be considered. The reason for evaluating the value of
digital assets is to be able to quantify the value of digital
assets. The smart city operation center can classify and man-
age it based on the quantified digital assets. For example, for
data with no value or high value, reduce the collection with-
out violating relevant regulations, and focus on high-value
data. In this case, the Smart City Operation Center of W City
needs to establish a multi-dimensional value evaluation sys-
tem based on government benefits, social benefits, and eco-
nomic benefits.

(5) Data Confirmation and Traceability. Data confirmation
mainly refers to clarifying the ownership of data. The prop-
erty rights here include ownership, possession, control, use,
profit and disposal. The concept of data traceability comes
from the data life cycle theory, which refers to the evolution
of the entire life cycle of traceable data from generation, to
use and transaction, to maintenance and destruction. On
the basis of data confirmation, the smart city operation cen-
ter can consider establishing a data traceability system,
through blood relationship tracking analysis and other tech-
nologies, to manage the whole life cycle of data. Smart city
digital asset information management agencies can control
the entire process of data from generation to use to destruc-
tion, preventing data from being misused or leaked. The
organizational structure of digital asset information manage-
ment is shown in Figure 2.

3.2. Organizational Structure of Digital Asset Information
Management. The Smart City Operation Center of W City
establishes a management model in which a single depart-
ment takes the lead and multiple departments coordinate
and cooperate. Under the management of the smart city
operation center, a separate digital asset information man-
agement department can be set up. The management
department can conduct professional management of smart
city digital assets, be responsible for the daily maintenance
and management of digital assets, make overall plans for
various expenses in the development or utilization of digital
assets, and promote the circulation and value realization of
smart city digital assets. Manage the management system
and rights protection work exclusively. At the same time,
other business departments of the Smart City Operation
Center in W City should be separated and assisted in man-
agement to promote the effective management of digital
assets informatization, and finally maximize the value of
the digital assets of the Smart City Operation Center in W
City. Builders of smart cities should place a premium on this.
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By using the city’s digital assets as a focal point and value
point, it can be foreseen that the future smart city will be
more dazzling in terms of culture and tourism. The exhibi-
tion of smart cities will emphasize the city’s extensive digital
assets, rather than burdensome technological solutions.

The management tasks of digital assets are arduous, and
there is less experience for special posts. Although the smart
city operation center can establish an independent digital
asset information management department, it is far from
enough to rely on other departments to assist in the manage-
ment of digital asset identification and value realization. The
Digital Asset Information Management Department should
be able to independently carry out management work, and
consider other departments for assistance when necessary.

3.3. Responsibility Mechanism for Informatization
Management of Digital Assets. Through the establishment of
a personnel accountability mechanism, all parties involved in
the information management of smart city digital assets can
clarify their rights and responsibilities, and the rights and
responsibilities of various roles in management activities can
be refined and ensure the efficient implementation of digital
asset informatization management of smart city.

3.3.1. Data Provision. The foundation of digital assets is data.
If there is a problem with the basic data provided, the subse-
quent digital asset information management will be difficult
to achieve. Therefore, the data provider is the foundation of
the entire digital asset information management. Data pro-
viders need to provide corresponding data in accordance
with the collection standards of smart city data. When the
smart city operation center actively collects data indepen-
dently, it must also comply with relevant data management
and control standards and collect high-standard and high-
quality data. On the other hand, smart city operation centers
need to indirectly collect data from government departments
and enterprises and institutions, and cannot restrict data
providers through the agency’s responsibility mechanism.
This requires the smart city operation center to communi-
cate and negotiate with the data provider, and with the help
of the higher-level management organization, reach a con-
sensus on a generally accepted preciousness mechanism.

3.3.2. Data Development. Data development directly deter-
mines the quality of the later data and the market acceptance
of the demand for data products, whether the value of digital
assets in smart cities can be realized, and whether the poten-
tial economic benefits of digital assets can be dug out, data
development has played a big role. At the same time, the
quality and security of the data are also directly responsible
for the data developers. The developers of the smart city dig-
ital asset information management department can use rele-
vant tools and technologies to develop data products that
meet the needs of the market on the basis of ensuring data
quality and safety.

3.3.3. Digital Asset Management. Digital asset managers play
an overall role in the overall planning of digital asset in
smart cities. They must not only know well the process of
smart city informatization management, but also be able to
identify the risks and timely discover and decisively take
appropriate measures for problem fixing. At the same time,
they need to have strong communication and collaboration
skills and can meet the work requirements of communicating
and coordinating with all parties. Through the responsibility
recognition mechanism, on the one hand, the responsibility
awareness of smart city data providers can be improved, and
data providers can be urged to provide qualified data in accor-
dance with the responsibility requirements. On the other
hand, a strict responsibility recognitionmechanism can ensure
the privacy of data providers’ data, alleviate the worries of
some data providers and help remove data barriers.

4. Numerical Results and Discussion

4.1. Existing Problems in Digital Asset Information
Management for Smart Cities. Data operation management
statistics are shown in Table 1. Judging from the survey
results, most of the respondents do not think that the data
operation management of smart cities is doing well. In data
life cycle management, nearly 80% of the respondents
believe that the performance of smart cities in data life cycle
management needs to be improved and general. The data
storage of smart cities generally adopts the method of gov-
ernment purchase, and there is no need to consider the cost
and profit. For the stored data, there is no need to maximize

Management

Data asset
management
department

Finance
Business

expansion
Product

development
Data collection

Data
supportData

processing

Figure 2: Organizational structure of digital asset information management.
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the value. After the data is collected, further application
analysis and archiving are not very active. In order to avoid
unnecessary troubles, some junk data is not destroyed, and it
is still stored in the database. Relatively speaking, respon-
dents have a high evaluation of data security management
in smart cities. This is due to the fact that the smart city
operation center is also responsible for the construction of
government e-government affairs. In order to reduce the risk
of government data leakage, the management of smart cities
has to increase the construction of data security manage-
ment. As for the main digital management, respondents gen-
erally believe that the digital asset information management
of smart cities is relatively poor in this regard. The existing
smart city technology framework and solutions also do not
reflect the main digital management content.

Data integration and sharing statistics are shown in
Table 2. From the survey results, the respondents generally
believe that the performance of smart city digital asset infor-
mation management in data integration and sharing is a
need for improvement and a general level. In theory, smart
city data should cover all aspects of city operation. However,
the reality is that data barriers exist everywhere. As for data
integration, most of the respondents believe that the work of
connecting, cleaning, converging and integrating smart city
data is not in place. When researching on the spot, some
research institutions found that the data of some smart city
operation centers is only passively stored. This phenomenon
is especially seen in some unstructured data. Most of the
respondents believe that the sharing of smart city data is
not performing well. In the investigation and research on
the smart city digital asset link, it is found that the manage-
ment of the smart city operation center has a negative atti-

tude towards data sharing. It is emphasized that smart
cities are not just about implementing next-generation infor-
mation technologies like the Internet of Things and cloud
computing; they are also about establishing a sustainable
urban innovation ecosystem characterized by user innova-
tion, open innovation, and popularization. The key data
sources of smart city operations are rich, and some of the
data belong to government big data. Involving some govern-
ment data, the management has no legal and regulatory
basis for whether these data can be shared. In order to avoid
more responsibilities, it is natural not to actively promote
the sharing of data. On the whole, in terms of data integra-
tion and sharing, smart city digital asset information man-
agement still has a long way to go.

Based on interviews with experts from the Smart City
Operation Center in W City and on-site field surveys, this
article summarizes six problems in the digital asset informa-
tion management of smart cities. Whether these issues fit
with the current status of digital asset management in smart
city operation centers, this article, based on interviews,
invited 5 experts in related research fields to evaluate the
problems identified in the digital asset information manage-
ment of smart cities. The scoring is from 1 to 10 points, with
1 being the most non-conforming and 10 being the most
conforming. Table 3 shows the problems existing in the
information management of digital assets in smart cities.

4.2. Countermeasures for Smart City Digital Asset
Information Management. This research takes the smart city
of W city as an example, and proposes solutions to the exist-
ing problems in the digital asset information management of
smart cities. The effect of these countermeasures needs to be

Table 2: Data integration and sharing statistics.

Data operation management Difference Needs improvement General Good Excellent

Data life cycle 9.28% 59.82% 26.80% 3.10% 1.00%

Data security management 17.53% 42.27% 37.15% 2.06% 1.00%

Master digital management 18.56% 45.36% 35.08% 1.00% —

Table 3: Problems in the information management of digital assets in smart cities.

Problems with digital asset management W Y L J Total score

Failure to fully identify and determine 7 9 7 9 32

Failure to establish an effective asset management framework 8 10 7 8 33

Missing asset management organizational structure 8 6 7 8 29

The asset value is not reasonably assessed 8 7 9 8 32

Assets lack operational value-added and circulation 7 8 7 8 30

Barrier phenomenon 8 9 9 8 34

Table 1: Data Operation Management.

Data operation management Difference Needs improvement General Good Excellent

Data life cycle 6.19% 44.62% 39.90% 9.30% —

Data security management 9.28% 36. 42% 34.20% 16.20% 4.10%

Master digital management 43.36% 46.39% 8.25% 2.06% —
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analyzed. Since these are specific countermeasures and sug-
gestions, there is no practical case to support them, so con-
sider using the expert scoring method to analyze their
effects. In the research, ten experts in related fields were
invited to rate the effects of the proposed solutions (scores
range from 1 to 5, with 1 being insignificant, 3 being effec-
tive, and 5 being significant).

Smart city refers to the combination of urban composi-
tion systems and services with various information technol-
ogies or innovative ideas to improve resource utilization
efficiency, optimize urban management and services, and
improve the life quality of citizens. Smart cities make full
use of the new generation of information technology in all
walks of life in the city, and build an advanced form of urban
informatization on the basis of the next generation of inno-
vation in the knowledge society (Innovation 2.0). It enables
the comprehensive integration of information technology,
industrialization, and urbanisation, thus alleviating “big city
illnesses” and promoting urban management performance.
The countermeasure of combing digital assets for digital
asset audits has a high score, indicating that most experts
believe that based on the current status of the development
of smart city digital asset information management, it is nec-
essary to conduct digital asset audits to further sort out the
smart city operation center. Digital assets. On the whole,
basically all the countermeasures can promote the manage-
ment of smart city digital assets. Among them is a counter-
measure, that is, whether the establishment of personnel
recognition system can help break the data barrier, and the
score is only 2.6. This shows that most experts believe that
this countermeasure may be effective, and have no confi-
dence in its effect. In subsequent exchanges, some experts
said that data barriers exist widely on the one hand, and
on the other hand, there are many influencing factors. From
the perspective of the recognition system alone, the data bar-
rier phenomenon of smart cities can only play a certain mit-
igation effect, and the impact capacity is limited. More
effective measures should be taken, such as administrative

intervention and multi-party consultation. The evaluation
result of the expert scoring method is shown in Figure 3.

Invite 10 experts in the direction of smart city and digital
asset information management, and the experts will assign
the above six indicators pair by pair according to the nine-
level scale method, and then find the arithmetic average
value to establish a judgment matrix. Bring the constructed
judgment matrix into MATLAB software to check the con-
sistency of the matrix, and calculate the weight of each index
for the matrix that passes the check. The constructed judg-
ment matrix is shown in Figure 4.

From this, the analysis of the weight of the development
of digital asset information management in smart cities is
shown in Figure 5. The running results of the software are
as follows, the consistency index CR=0.049, CI = 0. 0608,
and the maximum characteristic value B=6.3040. CR< 0.1,
it can be considered that the judgment matrix passes the
consistency test and is suitable for further analysis. The
weight vector Q of each indicator is: Q= (0.0564, 0.1177,
0.0842, 0.3085, 0.1655, 0.2678) From this, the final weight
result can be obtained. The weight value represents the
weight division of experts on the further development of
smart city digital asset information management. Through
the above analysis, it can be found that the focus of the
future development of digital asset information management
in smart cities should be the data circulation link, followed
by digital asset value evaluation and data appreciation. This
shows that the existing smart city digital asset information
management is relatively lacking in the data circulation link.
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Data circulation is the basis for the realization of the value of
digital assets in smart cities. At this stage, the management
of many smart city operation centers does not pay attention
to data circulation. Regarding how to do a good job in data
circulation, this article believes that the first is to improve
the convenience of data use. In the data circulation link, it
is necessary to provide data products that can meet their
needs from the perspective of potential data users. On the
one hand, it is necessary to ensure the quality of data prod-
ucts, and on the other hand, to make the use of data prod-
ucts as convenient and fast as possible. The second is to
strengthen the construction of its own big data platform
and actively participate in external big data platforms.

10 appraisal experts were given scores for the judgment
value of 9 relative importance in 2 levels constructed by
the smart city model for the first round of scoring. The
descriptive statistical analysis of the survey data eliminated
39 minor factors. Through the further investigation of the
remaining 25 factors, some changes in the status of the index
system were made. Simultaneously, the coefficient level has
been revised by the original 22-factors in 8-elements and
the coefficient level has been revised by the original 72-
coefficient in 28-elements As can be observed, there are eight

factors with higher than 2.0 eigenvalues, i.e., 20.828, 2.088,
2.080, 2.688, 2.898, 2.828, 2.288, and 2.282. Those eight
common factors exported can explain the 92.8% variation.
The comparison result of each index system is shown in
Figure 6.

5. Conclusion

This paper mainly studies the construction of digital asset in
smart city, where informatization process is supported by
relevant tools to meet the market demand. With respect to
data quality and safety, data management and control
standards must kick in to guarantee high standard and
high-quality data collection. Not only should the people
responsible for digital asset management be acquainted with
the process of smart city informatization, but they should
also be able to recognize hazards associated with smart city
digital assets. Strict accountability mechanisms may protect
data providers’ privacy, remove certain data providers’ con-
cerns, and contribute to the lowering of data barriers. This
work demonstrates the value of the proposed smart city dig-
ital asset construction scheme by comprehensive numerical
results.
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Unbalanced regional development is an inevitable trend in the development of all countries in the world. The rapid development
of the Internet of Things (IoT) technology has created tools for the study of regional development issues. IoT has many advantages
and thus owns a very wide range of applications. This paper makes use of geographic information system (GIS) technology, which
can be viewed as one of the IoT sensing information. Changes in spatial regional economic differences and space and the evolution
of the structure are particularly examined by processing spatial information such as maps, analyzing phenomena and events that
exist on the earth, and exploiting Kriging and inverse distance weighting (IDW). The numerical results in this paper justify that
the introduction of GIS technology to the study of economic diversity can upgrade regional economic research from a traditional
qualitative and statistical level to a quantitative and spatial visualization level.

1. Introduction

1.1. Background and Significance. With the strong promo-
tion of information technology, the Internet of Things
(IoT) has gradually been applied in many aspects all over
the world. The scale of the IoT industry has also continued
to expand, becoming a new strategic industry. The IoT is
not only a representative of a new generation of information
technology but also an important development direction of a
new generation of information technology. The IoT has
many advantages, has a very strong permeability, and has a
very wide range of applications. There is a close relationship
between the IoT and the regional economy, which can pro-
mote the development of the regional economy, promote
the transformation of the regional economy, and accelerate
the growth rate of the regional economy. Therefore, research
on regional economic differences based on the IoT is of great
significance. Regional economic difference refers to the
imbalance of the overall level of economic development
between regions in a certain period of time [1]. Due to the
imbalance of resources and development levels in each city
(province, state), economic development cannot reach the
same level in the same period, so there are regional economic

differences [2]. Regional economic disputes are a global law in
the process of regional development and a key issue in regional
economic research. The study of regional economic spatial dif-
ferences and their causes is helpful to understand the status
quo of regional economic development, promote the eco-
nomic development of underdeveloped areas, and consolidate
the economic achievements of developed areas [3].

The intervention of Electronic System Design
Automatic-Geographical Information System (ESDA-GIS)
analysis method covers the shortcomings of traditional eco-
nomic difference analysis, so it is possible to study the eco-
nomic spatial relationship between regional units [4]. In
addition, when selecting economic indicators for European
Food Safety Authority analysis, this article did not use per
capita GDP indicators, but selected 13 indicators represent-
ing different levels of economic disparity for the analysis of
key factors, and narrowed the scope of the 13 economic dis-
parity indicators. Through the weighted calculation obtained
by processing, the final total evaluation value of the principal
component analysis is used as the county-level unit
economic evaluation score of the year, as a measure of
ESDA-GIS analysis, and used to analyze the subsequent
county-level economic spatial correlation [5, 6].
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Due to the importance of national economic research,
more and more research teams have devoted themselves to
the research of the national economy and have achieved very
good results. For example, Farah bakhsh conducted a detailed
study on the evolution of the regional economic spatial struc-
ture through the GIS method and from this infers the future
economic development trend, but because it did not integrate
the global environment, the conclusion is inaccurate [7];
Chhetri economy can be used to analyze specific economic
conditions, but it only represents the direction of big data,
and it is still not applicable to some scenarios [8]. The accuracy
of economic research is very difficult [9, 10].

In a bid to improve the accuracy of the regional eco-
nomic spatial structure, this paper makes use of GIS-based
IoT service to study the geographical environment of the
region. In particular, we employ interpolation and local fit-
ting approaches to ensure the accuracy of local economic
data. As a result, a detailed division of the regional economic
spatial structure was finally drawn out through controlled
experiments.

The rest of the paper is organized as follows. Section 2
presents the data processing and analyzing approaches used
in this paper, including interpolation-based overall/local fit-
ting, correlation analysis, and spacial clustering. Section 3
demonstrates the general numerical results on the evolution
of the regional economic spatial structure, whereas Section 4
focuses on those specifically related to the GIS service.
Finally, Section 4 concludes the paper.

2. GIS-Based Regional Economic
Spatial Structure

2.1. Interpolation Method Based on Overall Fitting
Technology. The entire placement technique, the placement
model, is determined by all the characteristic observations
of all sampling points in the target area [11]. The character-
istic of this interpolation technique is that it cannot provide
the local characteristics of the interpolation area, so the
model is mainly used for large-scale changes [12, 13]. What
we usually call the surface stress analysis method is to
approximate the general trend of the sampled data by select-
ing a binary function [14]. The general form of the binary
function is

F X, Yð Þ = 〠
R+s=P

R+s=0
BRsX

RYs: ð1Þ

FðX, YÞ is the actual observed data value, BRs is the fitted
value of the trend surface, and P is the trend surface; when
p = 0, it is the horizontal plane:

F X, Yð Þ = B0: ð2Þ

When (X, Y) changes in space, when p = 1, it is an
inclined plane, and B0, B1X ,⋯, BXY are the coefficients of
the polynomial:

F X, Yð Þ = B0 + B1X + B2Y : ð3Þ

When p = 2, it is a quadric surface:

F X, Yð Þ = B0 + B1X + B2Y + B3X
2 + B4XY + B5Y

2: ð4Þ

Independent variable X, Y , dependent variable Z. The
binary function must satisfy the least square sum of the
difference between the observed value and the fitted value:

F X, Yð Þ = arg min 〠
I=N

I=1
Z XI − YIð Þ − F XI − YIð Þð Þ2: ð5Þ

Multiple regression techniques can be used to determine
the aforementioned types of coefficients [15]. The use of a
binary function to process surface interference voltage has
the following characteristic: when p > 3, custom surfaces
usually produce abnormally large or small values.

The placement residual is an independent error of the
normal distribution and has a certain correlation. Before
being used for local interpolation, the macro abnormal sam-
pling value must be processed in advance. Total spatial inter-
polation was performed according to the empirical formula
of one or more spatial parameters. This empirical equation
is called the transformation function [16, 17], and it is also
a common method of total interpolation technique. Since
this article does not use placement technology, it will not
be described in detail here.

2.2. Interpolation Method Based on Local Fitting Technology.
The real surface of continuous space is difficult to express
with mathematical polynomials. Therefore, the local place-
ment technique is usually used to match the value interpola-
tion through local sampling points [18]. The positioning
method only uses neighboring values to estimate the value
of unknown points. Generally, these are the following steps:
(1) specify the adjacent search area or range, (2) search for
points located in the adjacent area, (3) choose mathematical
functions that express the spatial variation of these finite
points, and (4) assign values to data points belonging to
ordinary grid cells. Reset the operation of this step until all
points on the grid are mapped [19].

Spline interpolation is a process of obtaining a set of
curve functions by mathematically solving three bending
moment equations through a series of smooth curves of
shape values [20]. And, when all p − 1 degree derivatives
and adjacent blocks at the limit of n degree polynomial are
continuous, it is called a spline function [13]. The principle
of the mobile placement method is to match the surround-
ing data points by defining appropriate local functions and
solving the assembly function to find the interpolation of
unspecified points. This method uses an unspecified point
as the interference center [21]. The Kriging (lattice) interpo-
lation method, cofounded by French geologist Georges
Matheron and South African mining engineer DG Krige in
1997, is a geostatistical method and the best linear unbiased
interpolation estimator (referred to as BLUE) [22, 23]. Kri-
ging put it this way: Suppose that Z is a regionalized variable
carried by a point and is 2nd order stationary (or intrinsic),
zðXIÞðI = 1, 2,⋯,NÞ, point bearer XIðI = 1, 2,⋯,NÞ. Now,
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we need to estimate the regionalization variables of the X0
point bearing location, and the estimated amount used is

z′ XIð Þ = 〠
N

I=1
λIz XIð Þ: ð6Þ

Choose λI to make the estimate of z′ðxÞ unbiased, and
make the variance smaller than the variance of any linear
combination of observations. That is, it satisfies the best:
the deviation of the difference between the interpolation
value and the true value is the smallest [24]; that is, the devi-
ation of the difference between the interpolation value and
the true value is the smallest, namely,

Var z′ X0ð Þ − z X0ð Þ
h i

=min: ð7Þ

Linear. The interpolation value is a linear combination
of observations, namely,

Z′ X0ð Þ = 〠
N

I=1
λIz XIð Þ: ð8Þ

Unbiased Estimation. The expected value of the differ-
ence between the interpolated value and the observed value
is zero, namely,

e z′ X0ð Þ − z X0ð Þ
h i

= 0: ð9Þ

In the MAPGIS software, we have provided us with three
variable function models, namely, the power exponential
model, the linear model, and the spherical (MATLON)
model [25].

(1) Linear model:

γ hð Þ = c0 + c ∗
H
A

� �
, 0 <H < A,

γ Hð Þ = c0 + c, H > a

8><
>:

ð10Þ

(2) c is the polynomial coefficient, power exponent model:

γ Hð Þ = c0 + c 1 − exp −
H
A

� �� �
, H > 0 ð11Þ

(3) Spherical model:

γ Hð Þ = c0 + c 1:5 ∗ H
A

� �
− 0:5 ∗ H

A

� �3
" #

 0 <H ≤ A,

γ Hð Þ = c0 + c, H > A

8>><
>>:

ð12Þ

The range of influence or fragmentation effect is repre-
sented by the variable a, and the critical change value is rep-

resented by the variable C. Meteorologists and geologists
proposed the inverse distance weighting method, which
was eventually called the Shepard method [26]. The concept
is to place n points, the plane coordinate ðXj, Y jÞ is the ver-
tical height, N = 1, 2,⋯, I, and the reciprocal distance
weighted interpolation function is

F X, Yð Þ =
∑N

J=1 ZJ /DP
J

� �

∑N
J=1 1/DP

J

� � d = X, Yð Þ ≠ XI , YIð Þ, I = 1, 2,⋯,N ,

ZI X, Yð Þ = XI , YIð Þ, I = 1, 2,⋯,N:

8>><
>>:

ð13Þ

Among them, DJ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðX − XJÞ2 + ðY − Y JÞ2

q
is the hori-

zontal distance from point ðX, YÞ to point ðXj, Y jÞ, J = 1, 2,
⋯,N . P is a constant greater than 0, called the weighted power
exponent.

The advantage of this method lies in the fact that the for-
mula is relatively simple, especially suitable for scattered
nodes, not a problem of grid points. Its disadvantage is that
it can only get the maximum and minimum values of the
function at the node, as interpolation takes the weighted
average of the values at each node.

2.3. Correlation Analysis Method. There are some connec-
tions between many phenomena in nature. The relationship
between the above two or more random variables is deter-
mined based on mathematical statistics and is called approx-
imate relationship or correlation. The analysis and
determination of this relationship are called correlation
analysis [27].

The main task of correlation analysis is to study the
closeness of the relationship between variables and to draw
conclusions about whether the population is relevant based
on the data sample. If we can get any information about
another variable from a known variable, then these two
related variables are called “independent variables.” The cor-
relation between two variables may be due to various com-
plicated reasons, or one variable affects another variable, or
there is an interaction between two variables, or there is no
direct relationship between two variables; all variables are
also affected by the third variable. In short, the relationship
between the two involves certainty and random fluctuations.
In the correlation model, both variables are random vari-
ables [28]. According to the closeness of the relationship
between variables, correlation types can be divided into three
types. That is, complete correlation, zero correlation, and
statistical correlation.

A complete correlation (functional relationship) is
between two variables x and y. If there is a correspondingly
defined value y for any given value x, then the relationship
between the two variables is complete correlation. Zero cor-
relation (no relationship) is when there is no relationship
between two variables or the change of one phenomenon
(variable) does not affect the change of another phenome-
non (variable). This relationship is called zero correlation
or no relationship. If the relationship between two variables
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is between complete correlation and zero correlation, it is
called correlation or statistical correlation. When only study-
ing the correlation between two variables, it is called simple
correlation; when studying the correlation between three or
more variables, it is called multiple correlation. In mathe-
matical statistics, the parameters that determine the degree
of a close correlation between variables mainly include
covariance and correlation coefficient.

2.4. Spatial Clustering Method. In actual work, we often
encounter the problem of sampling samples (or marking),
and classification research is the basic method of scientific
research. In statistics, cluster analysis is usually used to clas-
sify categories. The principle is to first treat a certain number
of samples or indicators as one category and then divide the
two categories by the highest affinity according to the degree
of relevance of the sample (or indicator) and then consider
the degree of the combined category and the other categories
before the combination intimacy between. Repeat this pro-
cess until all samples (or tags) are combined into one cate-
gory. The spatial grouping method is different from the
traditional statistical grouping analysis. First, spatial group-
ing is mainly based on the spatial location of geographic
phenomena and reference-related feature information for
grouping analysis; second, the purpose of spatial grouping
is to analyze the spatial aggregation of spatial objects and
their division into different subcomponents, groups (clas-

ses), and different subgroups (classes) occupying different
spatial areas. The formation of subgroups is a product of
the geographic environment. Based on this, certain geo-
graphic mechanisms can be revealed, and they can also be
used as the basis for other analyses. Third, spatial cluster
analysis is different from traditional cluster analysis. It is
based on the spatial correlation of geographic variables,
while spatial cluster analysis can be based on spatial autocor-
relation [29].

The spatial grouping analysis method used in this docu-
ment belongs to spatial statistics, and the starting point of
spatial statistics is to consider that the specific geographic
phenomenon or specific feature value in the peripheral unit
is related to the same phenomenon or feature value in the
area and adjacent area units. Spatial location produces two
types of spatial effects: spatial dependence and spatial het-
erogeneity. The former is usually also called spatial autocor-
relation or spatial correlation. Similar values in variables
tend to appear in nearby locations, leading to spatial group-
ing. For example, some high crime areas in cities are usually
surrounded by other high crime areas.

3. Numerical Results on the Evolution of
Regional Economic Spatial Structure

3.1. Research Experiments on Spatial Data. In order to
deepen the understanding of the internal relationship of
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Figure 1: Interaction strength values of central cities in the three major regions.

Table 1: Descriptive results of spatial data.

Description item Quantity Very bad Minimum Max Avg Standard deviation Variance

Longitude 181 9.845 98.098 107.943 103.962 1.926 3.709

Latitude 181 7.105 26.475 33.58 30.135 1.518 2.305

GDP per capita in 2015 181 6680.936 882.8 17563.736 3243.88 2551.923 512308.582

GDP per capita in 2016 181 2620.411 1543.539 24163.95 4986.854 4192.726 7578952.143

GDP per capita in 2018 181 3804 199 7003 10154.331 7160.394 1271243.012

GDP per capita in 2019 181 1738 617 5355 12376.232 8337.462 9513280.09
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the data, for better and in-depth analysis of the data, recent
research and analysis of spatial data are often conducted to
obtain the value of spatial attributes and the spatial distribu-
tion of data. For data association, it is very useful to under-
stand the particularity of the data, which lays the
foundation for the final GIS spatial analysis research. Here,
I use the corresponding SPSS statistical tools to explore
and analyze the data. SPSS is the English abbreviation for
Statistics Product and Service Solutions, which is a statistical
software package for social sciences. It is one of the most
famous statistical analysis software in the world. First, we
investigate and analyze the distribution and eigenvalues of
spatial data. Here, we use the analysis and description func-
tion in SPSS software. The description of the data is shown
in Table 1 and Figure 1.

In addition to the variance and standard deviation in the
table, other indicators are relatively easy to understand.

Among them, variance and standard deviation are descrip-
tions of deviation trends. Deviation trend refers to the char-
acteristics of the data set, which deviates from the central
value of the distribution, reflecting the degree to which the
value of each variable deviates from its central value.
Through the comparative analysis of variance and standard
deviation, if the variance and standard deviation of a given
data set are the smallest, it means that the difference of the
data set is the smallest, so the data set is more representative
than some study prospects.

3.2. Experiments on the Spatial Structure and Characteristics
of the Urban System. The urban system refers to a group of
interconnected and evenly spaced towns in a relatively
integrated region or country. Its characteristics are differ-
ent types and clear division of labor. Due to regional
differences and different natural environments, each city

Table 2: Construction of economic difference evaluation index system.

Selected indicator Comment

1 Regional GDP Sum of added value of all industries

2 GDP growth rate per capita
Important indicators of the national economy, reflecting the

level of economic benefits

3 GDP growth rate Reflect the level of economic growth

4 Industrial value added above designated size
Added value in the production process of large industrial

enterprises

5 Industrial added value as a proportion of GDP
The importance of large industrial enterprises in the

economy

6 The proportion of tertiary industry output value in GDP Service-led economic transformation degree

7
The proportion of the added value of the primary industry in the area of

commonly used cultivated land
Industrial productivity in the primary industry

8 Total retail sales of consumer goods per capita Realization of the purchasing power of social goods

9 General budget revenue of local finance Reflect the level of economic scale

10 Per capita net income of rural residents Income of rural residents

11 Per capita net income growth rate Income of urban residents
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will develop in a direction conducive to its development.
As time goes by, urban agglomerations will form a clear
division of labor and interconnections, for example, traffic
cities, tourist cities, historical and cultural cities, coal cities,
and complete cities. It is variable. The urban system is not
static after its formation. The scale, structure, and form of
the urban system will change over time and change in
government planning. You must have integrity. The bour-
geois system is not a closed social and economic system. It
refers to a unified whole composed of a series of cities of
different scales, different functions, and interconnected cit-
ies, with the designated central city as the core of the
defined area. The cycle and exchange of energy, matter,
and information continue with each other. The bourgeoi-
sie and the outside world continue to exchange and coop-
erate in the fields of politics, economy, culture, science and
technology, trade, etc., in order to strengthen the external
relations of the bourgeois system and its own rapid and
healthy growth.

The spatial structure of the urban system refers to the
spatial interaction of towns in a region, which merges the
spatially separated towns into an organic whole with a spe-

cific structure and function. Studies have shown that the
spatial distribution of urban systems has obvious scale-free
characteristics and has a random fractal structure within a
certain range. There are three basic fractal dimensions to
describe the spatial structure characteristics of the peripheral
urban system: one is the fractal set dimension, which starts
from the point density and describes the same characteristics
of the urban peripheral spatial distribution; the other is the
dimension fractal correlation from multiple starting with
point density; it describes the relative distribution of system
components; the third is the fractal network dimension,
which starts directly from the data distribution and describes
the spatial structure of the system.

With the rise of transportation and information technol-
ogy, the spatial structure of today’s global system is based on
the connections of channels, nodes, levels, flow, terrain, and
networks. Nodes and channels are the material basis of the
space structure. Domain and network are the functional ele-
ments that form the spatial characteristics. It can be consid-
ered that the spatial structure of the urban system is
composed of different levels of cities, spatial flows, passages,
regions, and networks.
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Figure 3: Descriptive results of spatial data.

Table 3: List of interaction strength values of three major regional central cities.

Serial number Shanghai Chongqing Wuhan

1 Suzhou 10609688.7 Chengdu 1101360 Ezhou 1175061.88

2 Wuxi 3749384.92 Luzhou 770543.54 Xiaogan 1044256.58

3 Hangzhou 3290657.92 Guangan 695230.8 Huanggang 517237.24

4 Nantong 3174218.88 Nanchong 565544.55 Huangshi 432841.85

5 Ningbo 2265610.52 Neijiang 487017.88 Xianning 315264.27

6 Changzhou 1919727.61 Zigong 446243.63 Changsha 258717.88

7 Nanjing 1649481.85 Suining 431156.91 Nanchang 220375.88

8 Jiaxing 1611413.01 Yibing 268598.96 Shanghai 217113.32

9 Shaoxing 1395929.23 Guiyang 228169.92 Nanjing 213876.45

10 Huzhou 785746.26 Ziyang 222364.65 Yueyang 203564.99
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4. Evolution of Regional Economic Spatial
Structure Based on GIS Location Services

4.1. Interaction Between Cities in the Study Area. The law of
universal gravitation is the law of gravitation that explains
the interaction between objects. It is the law of mutual
attraction between objects due to their mass. Since the
urban system is located in a relatively integrated region or
country with the central city as the core, it is composed of
a series of cities with different scales, different functions,
and close connections. At the same time, the urban system
is complete, hierarchical, and dynamic. The internal rela-
tionship of the urban system is like every planet has satellite

orbits, and central cities also have satellite cities, county
seats, and other systems, forming a complete urban system.
And there is a relationship between attraction and repulsion
according to the universal law of gravitation. When a city is
far away from the central city, the attractiveness and aver-
sion of the central city are relatively weak, and the space
for independent development is larger, even affected by
the surrounding cities; it is also close to another system
and attracted by culture and its policy. When the distance
is relatively close, the impact will be greater and the
resources will be relatively greater, so it will be developed
and promoted in collaboration with other parts of its own
system.

Table 5: Percentage of land use landscape types in A and B.

Land landscape type
2015 2017 2019

A B A B A B

(1) Waters 3.7 4.04 3.54 3.88 2.85 4.48

(2) Woodland 74.74 76.36 70.2 60.75 66.84 47.45

(3) Arable land 13.63 10.72 18.57 20.06 20.44 31.18

(4) Other 7.93 8.87 7.69 8.49 9.88 16.89
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Figure 4: Percentage of land use landscape types in A and B.

Table 4: Percentage of (A, B) land use landscape type.

Land landscape 2015 2017 2019
Type A B A B A B

Waters 0.8 1.7 0.4 1.5 0.9 1.5

Coniferous forest 26.4 22.4 26.1 27.1 21.2 11.1

Coniferous and broad-leaved mixed forest 49.7 36 41.3 38 35.5 21.5

Other woodland 6.8 14 9.7 10.7 13.5 24.8

Arable land 4.7 5.6 9.4 11.3 14.7 14.8

Broadleaf forest 4.7 6.7 6.8 2.6 2.9 4.1
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There is a relationship between gravity and repulsion
between towns. Under the influence of distance, economy,
and culture, when the gravitational and repulsive forces
between the two cities are balanced, the cities will develop
together; otherwise, they will restrict and hinder each other
and affect the city. The development of the city will lead to
the unity or diversification of the city. In the urban system,
due to distance, cities outside the system may be greatly
affected by other systems, and the development of cities
will also tend to other systems. This article introduces
the types of gravity in physics to analyze the strength of
the interaction between cities. Take the straight-line dis-
tance between cities as the radius, and calculate the attrac-
tiveness between the two as a feature to characterize the
intensity of interaction between cities. The spatial interac-
tion force M is used to measure the strength of the inter-
action between cities, the city’s population size, economic
development level, and other related indicators which are
used as characteristic values to measure the quality of the
city, and the interaction between cities is studied and
calculated.

Taking into account the availability of data, the popu-
lation data of 110 cities in the Yangtze River Economic
Zone in 2014 and the GDP of the same year were selected,
and the direct distance data between cities was used for
calculation. According to the method of calculating the
urban interaction force, the value of the interaction force
among 110 cities in the Yangtze River Economic Zone
was calculated. The results show that in the city system
of the Yangtze River Economic Belt, Shanghai has the
strongest interaction with other cities, the closest connec-
tion, and the highest sum of interaction possibilities,
which is 36967794, which is significantly higher than other
cities. He established Shanghai in the urban residential
area of the Yangtze River Economic Zone. For functional
and organizational key positions, except for Shanghai, the
top 15 cities in terms of the intensity of interaction with

other cities are Suzhou (31531495), Wuxi (25667714),
Nanjing (22230653), Hangzhou (18759240), Changzhou
(16964566), Yangzhou (14270), Shaoxing (10821511),
Zhenjiang (10567366), Nantong (8900823), Chongqing
(8233501), Wuhan (7601085), Ningbo (6845078),
Changsha (6574185), and Taizhou (6308996). Among the
15 cities, 12 cities belong to the Yangtze River City Group,
2 cities belong to the Middle Yangtze River City Group,
and 1 city belongs to the upper Yangtze River City Group.
In order to facilitate the study of the overall urban spatial
interaction of the Yangtze River Economic Belt, Chong-
qing in the upper reaches of the Yangtze River, Wuhan
in the middle reaches of the Yangtze River, and Shanghai
in the lower reaches of the Yangtze River were selected
and their power to interact with cities in each region.
Table 2 and Figure 2 show the top ten cities ranked from
high to low in terms of interaction intensity with the three
outer cities.

4.2. Land Use Changes on Both Sides of the Region. Based on
the interpretation results of land use in different periods of
the above two typical plots, the interpretation results are
then counted to obtain the percentages of different land
use landscape types in the two study plots.

It can be seen from Table 3 and Figure 3 that the per-
centage of land use types in different periods is different.
Generally, coniferous forests and deciduous forests account
for a larger percentage, while other types of land use account
for a relatively small percentage. At the same time, the
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Figure 5: Annual production table of A.

Table 6: Annual production table of A.

Area A 2015 2016 2017 2018 2019

Annual gross product 22990 27722 34606 37757 40154

Growth rate 8.9 11.9 8 8.2 7.6
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analysis of the main land use landscape types on both sides
of the A and B boundary shows that in all three periods,
the percentage of coniferous forest on the A side is higher
than that on the B side. A means decreases every year.
The B end accounted for a sizable percentage, and both
sides were on the rise year after year. On side B, the frac-
tion of cultivated land is comparatively high, and both sides
are rising year by year; on side A, the proportion of mixed
coniferous forest is relatively high, and both sides are
decreasing year by year.

Through the analysis of Table 4 and Figure 4, it can be
seen that forest land is the main land use landscape type
on both sides of the boundary between A and B, and forest
land accounts for the largest proportion, followed by culti-
vated land. This is mainly due to the rehabilitation of human
beings, which makes the cultivated area continue to increase.
The analysis of the land use landscape types on both sides of
the border between A and B in different periods shows that
in all four periods, except for side B, the largest percentage of
woodland in 1976, both sides accounted for a larger propor-
tion. Both A and B sides showed a downward trend year by
year; except for the larger proportion of B side in 1976, the
proportion of cultivated land in other periods was higher
than that of A side. The results show that the artificial arable
land of side A has been restored to a large extent, and the
two sides of the boundary have been increasing year by year,
and the proportion of other lands on side B is relatively high,
and the two sides of the boundary have a trend of increasing
year by year.

4.3. Current Economic Situation of A. Table 5 and Figure 5
show the annual GDP of Province A from 2015 to 2019.
The graph shows that the GDP of Province A has increased
year by year, from 2,299 billion in 2015 to 40,154 billion
yuan in 2019. In terms of the growth rate, the average
annual growth rate of GDP has decreased since 2010, indi-

cating an overall negative trend. The GDP growth rate is
increasing from a quantitative standpoint. In 2010, the eco-
nomic growth rate was the fastest, reaching 11.9%, followed
by the annual GDP growth rate of A. Prices rise slowly. It
can be seen that in the process of rapid economic growth,
Area A has encountered some bottlenecks. These bottle-
necks hinder the rapid growth and slow down A region’s
economy. Combined with the actual situation of A, part
of the reason may be due to the environmental problems
of the earth. Obstacles to economic growth, especially the
land problem of A, make sustainable economic growth pos-
sible. Therefore, in the process of economic development, it
is necessary to combine the actual environment of A to
coordinate growth.

Table 6 and Figure 6 show the total investment in fixed
assets of society A from 2015 to 2019. The picture shows that
the fixed asset investment of society A has increased from
990.6 billion yuan in 2015 to 2,355.5 billion yuan in 2015
and 2019, and the investment amount has almost doubled.
Such a huge change is also an important reason for A’s eco-
nomic growth. Although the number of fixed assets has
accumulated in a large amount, it is not difficult to see from
the quantity that the annual growth rate of fixed asset invest-
ment has been declining very slowly since 2017, and the
downward trend is very obvious. The growth rate has begun
to decline from 22.9% per year. A’s investment share will fall
into a “recession” every year, as shown in Table 7 and
Figure 7.
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Figure 6: Fixed assets of the whole society in A.

Table 7: Fixed assets and their growth rates in the whole society
of A.

Area A 2015 2016 2017 2018 2019

Fixed investment assets 9906 11452 17096 20194 23555

Rate of growth 15.9 15.6 21.4 18.1 16.6
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5. Conclusions

This paper mainly studies the evolution of regional eco-
nomic spatial structure based on GIS positioning-related
IoT services. In particular, we analyze the economic growth
and investigate the evolution process of the regional eco-
nomic space structure. The data set used in this study is
largely derived from a brief period of time on the Chinese
market. Additionally, we will collect additional data over a
longer period of time around the world in order to build a
more universal theoretical framework in the near future.
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Global air transport carries about 4.3 billion pieces of baggage each year, and up to 56 percent of travellers prefer obtaining
real-time baggage tracking information throughout their trip. However, the traditional baggage tracking scheme is generally
based on optical scanning and centralized storage systems, which suffers from low efficiency and information leakage. In
this paper, a blockchain and edge computing-based Internet of Things (IoT) system for tracking of airport baggage (BEI-
TAB) is proposed. Through the combination of radio frequency identification technology (RFID) and blockchain, real-time
baggage processing information is automatically stored in blockchain. In addition, we deploy Interplanetary File System
(IPFS) at edge nodes with ciphertext policy attribute-based encryption (CP-ABE) to store basic baggage information. Only
hash values returned by the IPFS network are kept in blockchain, enhancing the scalability of the system. Furthermore, a
multichannel scheme is designed to realize the physical isolation of data and to rapidly process multiple types of data and
business requirements in parallel. To the best of our knowledge, it is the first architecture that integrates RFID, IPFS, and
CP-ABE with blockchain technologies to facilitate secure, decentralized, and real-time characteristics for storing and
sharing data for baggage tracking. We have deployed a testbed with both software and hardware to evaluate the proposed
system, considering the performances of transaction processing time and speed. In addition, based on the characteristics of
consortium blockchain, we improved the practical Byzantine fault tolerance (PBFT) consensus protocol, which introduced
the node credit score mechanism and cooperated with the simplified consistency protocol. Experimental results show that
the credit score-based PBFT consensus (CSPBFT) can shorten transaction delay and improve the long-term running
efficiency of the system.

1. Introduction

According to the latest data from the International Air Trans-
port Association (IATA), global air transport carries about 4.3
billion pieces of baggage every year [1]. The annual increase of
baggage brings new challenges to airports. The current status
and problems in baggage tracking are as follows:

(1) Optical scanning code is widely used for baggage
tracking which leads to the inability to collect real-
time information of baggage handling causing pas-
sengers’ anxiety for waiting and management’s fail-
ure to grasp the handling situation of baggage [2]

(2) The lack of unitive platform that managed and
shared processing information for each baggage
leads to information islands [3]

(3) The current logistics records are recorded in central-
ized database, which more likely leads to passenger
information leakage and tampering

Compared with optical scanning code, RFID possesses
advantages of fast recognition speed, large data capacity,
long service life, and reusability. Baggage tracking technol-
ogy based on RFID is one of the most advanced technologies
in international baggage management, but the data sharing
pattern and security still need to be promoted [4].
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Blockchain technology could be a promising technology
that brings essential changes to air baggage tracking. Block-
chain maintains and records transactions of events that are
immutable and cannot be falsified. It provides transparent,
secure, and trustworthy data in both private and public
domains, which solves the problem of information leakage
and tampering caused by single centralized database in bag-
gage tracking systems. At the same time, in traditional ways,
it is difficult to guarantee data privacy and build trust between
participants in multidepartment cooperation. The decentra-
lized nature of blockchain can efficiently establish a data-
sharing model and ensure multidepartment encryption coop-
eration. In addition, the traceable chain structure of block-
chain ensures that the data cannot be tampered with, which
can significantly improve the trustworthiness of baggage
tracking and retrieval. Compared with public blockchain, con-
sortium blockchain only supports the access of the nodes par-
ticipating in maintenance, and participating nodes need
authorization before joining and maintaining blockchain. In
addition, its authorized access features can reduce the degree
of data leakage, thus enhancing the privacy security of data.
Consortium blockchain can guarantee the security of data,
but its scalability is challenged in the face of hundreds of mil-
lions of baggage [5], so we introduced IPFS in our system.

IPFS provides a point-to-point (P2P) distributed storage
structure, which can easily store a large amount of passenger
data. IPFS is a content-addressed block storage system with
features such as secure transaction hash mapping, high
throughput, and concurrent access to transactions by peers
in the network [6]. Besides, we take advantage of CP-ABE
to realize attribute-based access control.

Consensus algorithm affects the performance of block-
chain system. The PBFT algorithm is mainly used in consor-
tium blockchain to solve Byzantine general problem.
However, the consistency protocol of PBFT requires to com-
plete two times of node communication which complexity is
OðN2Þ, where N is the total number of nodes in the network,
resulting in high communication complexity and cost.

Aiming at the above problems, we propose a blockchain
and edge computing-based IoT system for tracking of airport
baggage (BEI-TAB). Our contributions are mainly as follows:

(1) The application of blockchain in baggage tracking
not only reduces the degree of data leakage but also
enhances the privacy and security of data through
utilizing the features of nontampering of blockchain
and authorized access of consortium blockchain

(2) Themultichannel design enables the airport to process
multiple types of data and business requirements in
parallel and rapidly, providing coarse-grained privacy
protection and promotes information sharing. It real-
izes the physical isolation of data and further ensures
the confidentiality of transmission

(3) By combining RFID with the blockchain, the real-time
baggage processing information is automatically stored
in the blockchain, which effectively saves the labor cost
as well as guarantees the safety of data transmission and
improves the degree of informatization

(4) The integration of IPFS and blockchain realizes the
storage of encrypted basic baggage information in the
IPFS network, while only the IPFS address hash is
stored in blockchain, which increases the scalability of
the blockchain system. At the same time, the applica-
tion of CP-ABE takes advantage of attribute-based
encryption and provides fine-grained privacy
protection

(5) Both software and hardware were deployed in a
testbed to evaluate the performance of transaction
processing time and speed for the proposed
system

(6) In order to simplify the communication process, in
the absence of Byzantine nodes, CSPBFT adopted a
simplified consistency protocol to reduce the com-
munication traffic between nodes. Besides, the node
credit score mechanism effectively identifies and
excludes Byzantine nodes in the system, so that the
algorithm can execute the simplified consistency
protocol most of time, thus improving the long-
term operation efficiency of the system

2. Related Works

In this section, we review the related work on baggage tracking.
At present, the improvement of baggage handling system
mainly combines new technologies such as machine vision
and IoT to solve baggage transportation errors, and there are
few methods using blockchain technology. Singh et al. [7] pro-
pose a design of baggage tracing and handling system using
smart RFID tags and IoT which is based on cloud server. How-
ever, the baggage’s real-time position is tracked and stored in a
cloud, which centralized storage potentially leads to informa-
tion leakage. Jerry et al. [8] propose a system based on RFID,
ZigBee, and GSM to update the status of baggage at various
points in the journey map. However, it does not focus on secure
information transmission and sharing. Johnson et al. [9] design
a machine vision-based airport baggage tracking system using
an integral image to obtain the bag location, but the massive
amount of information poses a challenge to the system. Gao
and Liang [10] adopt a convolutional neural network with video
input to detect the appearance transportability of baggage.
However, problems such as baggage recovery and reliable coop-
eration between different departments cannot be resolved.
Wang et al. [11] introduce a social network that combines the
IPFS, Ethereum, and attribute-based encryption to realize the
access control to the data by setting out the access policy, but
it has two problems. Firstly, the security level of public block-
chain is excellent, but it also has slow transaction process speed
and low throughput [12]. Conversely, the nodes in the consor-
tium blockchain do not need to keep accounts through the
competitive consensus mechanism so that the consensus trans-
action speed is higher than public blockchain. In addition, its
authorized access mechanism can reduce the degree of data
leakage and thus enhances the security of privacy data. As noted
above, our system chooses Hyperledger Fabric, which is one of
the most popular consortium blockchain platforms, as our
blockchain platform.
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3. BEI-TAB Architecture

In this section, we illustrate the overall architecture of BEI-
TAB and account for the following entities that take part
in our architecture by referring to Figure 1.

Nodes. On the one hand, the nodes in consortium block-
chain network refer to departments of airlines. There are six
basic departments involved in baggage transport at one time:
check-in, security check, sorting, trucking loading, air load-
ing, and arrival. On the other hand, these nodes are also
equipped with RFID readers. RFID readers obtain data from
RFID tags by radio waves, which is a kind of automatic iden-
tification and data collection (AIDC) technology [13]. RFID
system is composed of three components: RFID tags, RFID
readers, and antenna. The internal storage area of RFID tags
can be divided into four areas:

(1) Tag Identification (TID) Area. Storing TID number,
it is readable but not writable, and each TID number
is unique

(2) User Area. Storing user-defined data

(3) Electronic Product Code (EPC) Area. Storing EPC
numbers, which are unique electronic codes of objects

(4) Reserved Area. Storing kill password and access
password

Edge nodes. Edge nodes play the role of off-chain storage
devices in our architecture. We build the IPFS network on
edge nodes, which stores basic baggage information data
and imposes attribute-based access control policies. IPFS is
a decentralized data management system based on a P2P
network model. It can connect computer devices in the same
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network while ensuring that files will not be tampered with
[14]. IPFS stores files through content-addressed hash in a
distributed hash table (DHT) which adopts version-control
history to remove duplicate files. After uploading a file to
IPFS, it returns the unique content-addressed hash while
users only need this hash to access the resource [15].

Airport. Different airports play the role of baggage infor-
mation provider or visitor. Encryption policies are imple-
mented in CP-ABE to control business access of different
airport departments to ensure decentralized and secure
characteristics for basic baggage information.

Attribute-based encryption (ABE) is an access control
technology. Private keys and ciphertexts in ABE are associated
with the attributes of users or organizations. The resource pro-
viders only need to encrypt the message according to the attri-
butes, no longer need to pay attention to the number or
identity of the members in the group, which reduces the data
encryption cost and protects the privacy of users. ABE can
be divided into two categories: CP-ABE and key policy
attribute-based encryption (KP-ABE). In CP-ABE, the access
policy is generated by senders and bounded to the ciphertext,
and private key is combined with the user’s own attributes. In
KP-ABE, the access policy is generated by receivers. As
described above, CP-ABE ismore favorable for our framework
compared with KP-ABE. CP-ABE has four algorithms [16]:

Setup λð Þ⟶ PK, MSK: ð1Þ

The setup algorithm takes the security parameter λ as
input and outputs the public key PK and master key MSK.

Encrypt PK, p,mð Þ⟶ CT: ð2Þ

The encryption algorithm takes PK, message m, and an
access policy p as input. It will produce ciphertext CT.

keyGen MSK, Sð Þ⟶ SK: ð3Þ

The key generation algorithm accepts the input including
MSK and a set of attributes S. It creates a private key SKwhich
is linked with attributes.

Decrypt PK, CT, SKð Þ⟶m: ð4Þ

The decryption algorithm receives the input including CT
, p, and SK. Attributes that satisfy the policy p are able to
decrypt the message. This step will decrypt the ciphertext
and return messagem.

Complete baggage information. A complete piece of bag-
gage information is divided into three parts as Figure 2
showed.

Smart contract. The business logic of smart contract can
be summarized as following three parts:

(1) Combining with RFID to realize real-time automatic
storage of baggage tracking information in blockchain

(2) Providing data access and interaction interfaces for pas-
sengers and administrators, respectively. Passengers
can query baggage information through RFID ID to
obtain the whole process of baggage tracking, thus
reducing anxiety. The administrator can carry out accu-
rate or batch retrieval through RFID ID and flight num-
ber so that the handling status of baggage can be
grasped

(3) Generating statistics of baggage request data when
passengers and management departments make
real-time query requests

The smart contract interface is shown in Table 1.

Baggage tracking information

Basic baggage information

Baggage requested data

RFID ID, passengers’ name, departure
date, destination, flight information,
mobile phone number, special baggage
type, etc.
Source: Generated by passengers
during check-in part
Storage location: IPFS. Only the
returned address Hash is written to
the blockchain

Complete baggage
information

The processing time, the current
location, the next location and
operators of baggage.
Source: Baggage tracking
Storage location: Automatically
recorded into the blockchain by RFID

Source: Generated by smart
contract when passengers and
management departments
make inquiries in blockchain.
Storage location: Blockchain

Figure 2: A complete piece of baggage information.
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Our system developed a consortium blockchain network
on the Hyperledger Fabric with nodes which are check-in
department node, security check department node, sorting
department node, trucking loading department node, air
loading department node, and arrival department node. At
the same time, we deployed IPFS cluster on the edge nodes.
Furthermore, the multichannel architecture was designed to
achieve physical isolation for different businesses and
coarse-grained access control. The multichannel structure
refers to a channel corresponding to a business of airline
company or different businesses corresponding to different
channels. A channel is parallel to a consortium blockchain.
Channels are physically isolated from each other so that led-
ger information is only visible to the members of the channel
thus providing coarse-grained privacy protection. The mul-
tichannel design also enables the airport to process multiple
types of data and business requirements in parallel and rap-
idly. Each channel was equipped with smart contract to real-
ize data management and sharing control. Moreover, RFID
readers were also deployed on the nodes. Baggage processing
information of each department is automatically recorded
into the blockchain in real-time through RFID. Conversely,
basic baggage information was encrypted by CP-ABE and
then written to IPFS deployed at edge nodes. Only the
returned address hash was written to the blockchain to
enhance the scalability of the blockchain and protect the pri-
vacy of passengers. Additionally, smart contract provides
interfaces for passengers and airlines, respectively. Passen-
gers and airlines can query baggage tracking information
according to RFID ID. In addition, airlines can conduct
batch queries through flight number, but only those whose
attributes conform to the access control policy can request
basic baggage information. At the same time, smart contract
calculates baggage requested data for each piece of baggage.

4. CSPBFT Consensus Mechanism

PBFT consensus algorithm is designed to solve the consis-
tency problem of distributed systems with Byzantine nodes
[17]. It mainly consists of consistency protocol, view change
protocol, and checkpoint protocol, among which consis-
tency protocol is the core. The consistency protocol of PBFT
requires to complete two times node communication with

complexity OðN2Þ, which ensures that the algorithm can
achieve consensus even if Byzantine nodes exist in the net-
work. The process of PBFT is mainly shown in Figure 3. Cli-
ent c is the sender of the request. The primary node receives
the requests, sorts them, assigns numbers, and broadcasts
them to replicas in the network. The replica is mainly
responsible for receiving the messages sent by the primary
node and other replicas, carrying out corresponding verifica-
tion and operations and finally sending the consensus results
back to the client [18]. However, there will be a lot of com-
munication between nodes, which will affect the consensus
efficiency. In this paper, based on the application scenario
of consortium blockchain, we have modified the PBFT algo-
rithm in the following aspects:

4.1. Consistent Protocol Simplification. In the absence of Byz-
antine nodes, a simplified consistency protocol is adopted to
reduce communication traffic between nodes, as shown in
Figure 4. The implementation process of the simplified con-
sistency protocol is as follows:

(1) CS-request period

Similar to the request phase of the PBFT algorithm, the
client sends a request message to the primary node. The
message format is <CS‐request, x, t, c > , where x is the main
content requested by the client, t is the timestamp, and c is
the identity information of client C.

(2) CS-preprepare period

After receiving the request message x, the primary node
assigns a sequence number n to the received x and then gen-
erates a prepreparation message. The message format is <<
CS‐preprepare, v, n, d, e > , c, x > . v is the view number, d is
the hash calculation result of x, and n is the message num-
ber. c is the node integral data, which is used to change the
class of the node, and e is the hash calculation result of c.
Then, the primary node sends the preprepared messages to
all nodes. The consensus node needs to verify the message
content. If the verification passes, it will enter the next stage.
Otherwise, it will change the view and replace the primary
node.

Table 1: Smart contract interface.

Interface definition Interface description Function description

Query Information query Data sharing and
retrievalDelete Information delete

CreateZJxl Check-in department information added to the blockchain

Data access and storage

CreateAJxl Security check department information added to the blockchain

CreateFJxl Sorting department information added to the blockchain

CreateZhuangJxl Truck loading department information added to the blockchain

CreateZCxl Air loading department information added to the blockchain

CreateDDxl Arrival department information added to the blockchain

QueryID Query the whole process information and the current search times through RFID ID Data sharing and
retrievalGethbID Query the whole process information and the current search times through flight number
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(3) CS-prepare period

After verifying the prepared message, the consensus
node will judge the information in the verification certificate,
including the correctness of blockchain transactions, block
header information, and block height. Then, judging
whether the integral data in the prepared message is the
same as the local integral data, and if not, update the local
integral information C. Then, a feedback message is gener-
ated and sent to the primary node, which format is <CS‐
back, v, n, d, i > , where i is the number of the node that
sending the message.

(4) CS-commit period

If the primary node receives the feedback information
sent by 2f + 1 consensus nodes, and all the feedback infor-
mation is the same, the primary node will package the feed-
back information and broadcast it to all nodes in the
network. The message format is <CS‐commit, v, n, d, a > . a
indicates that the primary node has confirmed. If the pri-
mary node does not receive all the approval information, it
will enter the complete consistency protocol process.

(5) CS-response period

Replicas verify whether the approval information of
other nodes is correct. If all nodes have received block infor-
mation, the transaction information will be added to the

local memory. Class C nodes and class D nodes only receive
consistent results, but do not give feedback.

4.2. Node Credit Score Mechanism. Selecting the primary
nodes in the PBFT algorithm is random. It selects the pri-
mary nodes according to number sequence, which is more
likely to appear malicious nodes because they are checked.
If the malicious nodes are found, the view switching protocol
will replace the primary nodes, resulting in a large amount of
network communication overhead. In this paper, the PBFT
algorithm is improved by node credit score mechanism.

Consortium blockchain requires participants to be
authenticated before joining so its credibility and stability
are more guaranteed than public blockchain. We apply node
credit score mechanism in consortium blockchain. Nodes
are selected according to credit scores to ensure higher com-
puting power, wider bandwidth, and stability, which also
improved the long-term operating efficiency of the system.
With the running of the system, the credit scores and the
proportion of malicious nodes in CSPBFT decrease continu-
ously, thus effectively identifying and eliminating malicious
nodes as well as ensuring that the algorithm can execute
simplified consistency protocol most of the time. The algo-
rithm takes the comprehensive strength of nodes as the ini-
tial score basis.

According to the credit scores, nodes are classified into
class A, class B, and class C nodes. Class A node has the
highest credit rating and takes priority as the primary node.

Client

Primary

Replica 1

Replica 2

Replica 3

Request Preprepare Prepare Commit Reply

Figure 3: PBFT consistency protocol.

Client

Primary

Replica 1

Replica 2

Replica 3

Candidate nodes

Onlooker nodes

CR-request CR-preprepare CR-prepare CR-commit CR-reply

Figure 4: Simplified consistency protocol.
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Secondly, class B nodes participate in consensus as replicas.
It also can participate in the election of primary nodes when
there is insufficient class A nodes. The node that just joined
the system is class C node. The credit rating of class D nodes
is too low, so they are not allowed to participate in consen-
sus, but need to accept consensus results. Class C nodes
are candidate nodes. When malicious nodes appear in the
consensus nodes, the scores of malicious nodes decrease
until they are excluded. According to the credit score situa-
tion, one node is selected from the class C nodes to join
the class B node. If a node successfully participates in block
generation, its credit score will increase by 1 point. On the
contrary, if a node fails to generate blocks, 5 points of its
score will be deducted. When the credit score is lower than
60, a node becomes class D node, which is not allowed to
participate in consensus but can accept consensus results.
The level of nodes will change in class A, class B, class C,
and class D due to their behaviors. Class A and class B nodes
are consensus nodes. According to the consistency protocol
of the PBFT algorithm, when the client receives more than
f + 1 consistent messages, it can be considered that the
request is successfully executed, so the number of class A
nodes is set to f + 1 and class B nodes is set to f . Class C
nodes, as candidate nodes, do not participate in the system
consensus process, whose number is uncertain. Class D
nodes, as onlooker nodes, are not allowed to participate in
consensus because of their low integral. They only accept
consensus results so their number is uncertain. In the exper-
iment, both the number of class C and class D nodes is set to
f /2. Comparison of node permissions is shown in Table 2.

5. Design and Implementation

As shown in Figure 1, the hybrid architecture has six specific
phrases with 14 steps illustrated below. The notations are
given in Table 3. It mainly includes the following steps:

5.1. Initialization. At this stage, these entities are initialized:
RFID readers, RFID tags, blockchain nodes for different
departments, IPFS in edge nodes, and CP-ABE encryption
module. Blockchain nodes’ access control levels are detailed
in Table 4.

The data structure S is defined within a single block. It
consists of Hi, public data, and encrypted private data. Pub-
lic data includes baggage tracking information and baggage
request data. Encrypted private data refers to basic baggage
information encrypted by CP-ABE. Only the user whose pri-
vate key completely matches the access control policy can
decrypt and obtain passenger information.

5.2. Encrypt the Basic Baggage Information

Step 1. The CP-ABE encryption module is initialized, and
the corresponding private key is assigned according to the
attributes of each part of the airport. For example, we set
the property of check-in department in airport B to

propertyProperty 1 {
{visitor Sorting 'airline =861202' 'depart-

ment =05' 'identity =2001192'}
}
We set the property of sorting department in airport A

to
propertyProperty 2 {

{adminCheckin 'airline =861107' 'depart-
ment =01' 'identity =1154442'}

}

Step 2. Before sharing data, airport A needs to build an
encryption policy to achieve access control. We specify the
encryption policy pi which allows airport A to decrypt while
airport B cannot as Rule1. After encrypted basic baggage
information according to pi, we get CTi.

Table 2: Comparison of node permissions.

Credit rating
Taking priority as the

primary node
Can act as the
primary node

Taking priority
as the replicas

Can act as
the replicas

Getting
consensus results

A √ √ √ √ √
B × √ √ √ √
C × × × √ √
D × × × × √

Table 3: Notations.

Symbol Description

S Detail data of a block

pi Encryption policy

CTi Encrypted basic baggage information

Hi IPFS address hash

SKi Private key of departments in different airlines

Table 4: Access control levels of blockchain nodes.

Blockchain nodes Access Consensus

Check-in department Write and read Yes

Security check department Write and read Yes

Sorting department Write and read Yes

Trucking loading department Write and read Yes

Air loading department Write and read Yes

Arrive department Write and read Yes

Passenger Read No

Administrator Write and read Yes
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rule Rule1 {
{(admin and (airline<861200 or Checkin))}
{or (admin and 2 of (department >=01,

identity >=1154442, Sorting))}
}

5.3. CTi Is Uploaded to IPFS in Edge Nodes

Step 3. CTi is uploaded to the IPFS cluster to ensure not only
secure data storage but also colossal storage capacity.

Step 4. IPFS returns the address hash Hi to airport A. CTi
can be queried in IPFS by Hi.

5.4. Hi, RFID ID, and Data Keywords Are
Recorded in Blockchain

Step 5. After airport A got Hi from the IPFS cluster, the
RFID ID, data keywords, and Hi are uploaded to the block-
chain together. Airport A can query the records in the block-
chain according to the RFID ID.

Step 6. The consortium blockchain network returns the
inquiry result according to the requirements of airport A.

5.5. Baggage Tracking and Complete Baggage Information
Are Automatically Formed and Stored in Blockchain

Step 7. Airport A encodes the RFID ID, data keywords,
and address hash and stores them in the user area of the
RFID tag.

Step 8. Taking six departments as nodes, we build multi-
channel consortium chain to realize physical isolation for
different companies’ businesses as well as coarse-grained pri-
vacy protection. The program that automatically stores data
in blockchain based on node-serialport, and RFID is
deployed on each node. RFID readers were also deployed
on the nodes. Node-serialport is a package of Node.js, which
is used to read and write serial port data. It is the way to
communicate with the RFID reader.

Step 9.When the RFID tags pass through six nodes, there are
mainly three steps:

RFID readers receive the data from the user area of the
RFID tag, which decodes and intercepts basic baggage
information.

The program automatically obtains baggage tracking
information, blends it with basic baggage information, and
requests to invoke the smart contract.

Smart contract compares data summaries of requests
and records in the blockchain. If they are consistent, it
allows data to be stored in blockchain.

5.6. Data Sharing and Access Control

Step 10. Airport B can query baggage handling status accord-
ing to RFID ID or flight number, respectively. Meanwhile,
the smart contract will count the baggage tracking request

data, and the query times of each piece of baggage will be
permanently recorded in the blockchain.

Step 11. The consortium blockchain network returns the
result to airport B, and airport B can obtain the baggage han-
dling status.

Step 12. In case of lost or damaged baggage, if B demands
basic baggage information, it should query its Hi of IPFS
in the blockchain according to the RFID ID and then
inquires CTi in IPFS cluster through Hi.

Step 13. The IPFS cluster finds the CTi and returns query
results, and airport B decrypts CTi according to its private
key SKi. Only when SKi accord with access policy p can air-
port B obtain the basic baggage information.

Step 14. Passengers can query real-time baggage tracking
information according to the RFID ID. Meanwhile, the
query times of each piece of baggage will also be recorded
in the blockchain. Administrators can conduct not only
batch or accurate retrieval, but also data interaction.

6. Experiments and Evaluation

6.1. Experimental Setup. In this section, we implement
experiments to evaluate the performance of the proposed
hybrid baggage tracking system that was prototyped on the
Hyperledger Fabric. The specific configuration of the exper-
imental platform and the experimental environment is as
follows: the system is deployed on 2 hosts with intel
corei7-9700@3.00GHz processor and corei7-
5500@2.40GHz processor, 4GB RAM, and we have two
RFID readers. The system and module versions are shown
in Table 5.

6.2. Experimental Results. (1)Query Real-Time Baggage
Tracking Information According to the RFID ID. In the first
experiment, we log into the blockchain network as adminis-
trators. Not only can we conduct bulk queries according to
flight number but also accurate queries by RFID ID. We
can get the time of baggage arrival in each department, flight
number, and IPFS address hash corresponding to basic bag-
gage information, as shown in Figure 5. At the same time,
this retrieval behavior will be permanently recorded by
blockchain network, and the number of queries will plus
one.

Table 5: System and module versions.

System and module Versions

Ubuntu 18.04.3 LTS

Hyperledger Fabric 1.3

Docker 19.03.4

Docker-compose 19.03.4

Go 1.12.10

IPFS 0.4.13
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(2)Test of Access Control. In the second experiment, only
when the department’s property conforms to the access con-
trol policy can it decrypt basic baggage information down-
loaded from IPFS. For instance, the access policy we
developed in attribute-based access control allows all depart-
ments in airport A to decrypt basic baggage information
while airport B cannot, as shown in Figure 6.

(3)System Performance. We conducted four rounds of
tests to measure the average transaction processing time,
the average time for RFID data to store in blockchain, and
the average time to reject retrieval that does not comply with
the access control policy. To evaluate the scalability of our
system, we also carry out extensive system performance eval-
uations by increasing the number of baggage and depart-
ments. The average transaction processing time from 4
rounds of tests remains at around 0.40 s when the number
of departments increased from 4 to 20 as shown in
Figure 7. The average time to reject retrieval that does not
comply with the access control policy from 4 rounds of tests
remains at around 50ms as shown in Figure 8. The average
time for RFID data to store in the blockchain from 4 rounds
of tests remains at around 0.58 s when the number of bag-
gage increased from 6 to 1000 as shown in Figure 9. The
results of the experiments show that when the number of
baggage and departments increased, transaction time and
response time did not change significantly, which demon-
strates that the performance of the proposed system is scal-
able. The prototype system can realize baggage processing
information stored in the blockchain in real time and auto-
matically as well as produce response in a few hundred mil-
liseconds, which makes it suitable in practical baggage
tracking systems.

6.3. CSPBFT Performance. In this section, we compare PBFT
and CSPBFT consensus algorithms in terms of communica-
tion latency, communication overhead, and operational effi-
ciency through experiments. This experiment simulates a
multinode consortium blockchain system by JAVA.

(1) Communication Latency. Communication latency
refers to the time interval between the client sending
a transaction request to the primary node and the
client confirming the completion of consensus,
which is an essential parameter for evaluating the
performance of consensus algorithm. Reducing com-
munication latency can improve the efficiency and
practicability of the system. In this experiment, the
total number of nodes in the system is taken as an

Figure 5: Query real-time baggage tracking information by RFID ID.

Figure 6: The unauthorized airport department could not decrypt.
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experimental variable. The number of nodes
increases from 4 to 20. The step size is 2. Transac-
tions are carried out under different node numbers,
and the average value in different states is taken as
the final value of the communication latency. As
shown in Figure 10, in the absence of Byzantine
nodes, the CSPBFT algorithm implements a simpli-
fied consistency protocol, which is superior to the
PBFT algorithm in communication latency. With
the increase of the number of nodes, the CSPBFT
algorithm has lower communication latency growth
rate and better stability. However, in the presence
of Byzantine nodes, the communication latency of
the CSPBFT algorithm increases obviously due to
the switching of consensus protocols, as shown in
Figure 11. However, through the node credit score
mechanism, the fault nodes in the system can be
effectively identified and eliminated, so that the algo-
rithm can execute the simplified consistency proto-
col most time, thus improving the long-term
operational efficiency of the system.

(2) Communication Overhead. The PBFT algorithm has
three core stages, which are preprepare stage, pre-
pare stage, and commit stage. The maximum toler-
ance number of fault nodes in the blockchain is f ,
and the number of nodes i in the system should
not be less than 3f + 1. Considering the consensus

efficiency of the system, i is usually 3f + 1. Assuming
that all nodes in the network communicate normally,
the calculation of total message volume in the three-
stage consensus process of PBFT is shown in For-
mula (5).

Mpbft = 6f 3f + 1ð Þ: ð5Þ

As for CSPBFT, in the main four-stage consensus pro-
cess of preprepare stage, prepare stage, commit stage, and
response stage, when all nodes in the network communicate
normally, the calculation of message volume to generate a
new block is as follows.

Mcspbft = 9f : ð6Þ

When the primary node fails and needs view conversion,
the replicas need to communicate view conversion informa-
tion through pairwise interaction. For PBFT, the communi-
cation amount is 9f 2 at this time. After completing the view
change, the primary node needs to send a view confirmation
message to the replicas, and the communication amount is
3f . Combined with the view change probability p, the aver-
age total communication amount of the PBFT algorithm is
as follows:

Cpbft = 18f 2 + 6f + p 9f 2 + 3f
� �

: ð7Þ

For CSPBFT, the average total communication amount
is

Ccspbft = 9f + p 4f 2 + 2f
� �

: ð8Þ

Therefore, the ratio Q of communication amount
between CSPBFT and PBFT is as follows:

Q = 18f 2 + 6f + p 9f 2 + 3f
� �

9f + p 4f 2 + 2f
� �� �

: ð9Þ

The visual graph of Q is obtained by MATLAB. The
value of p ranges from 0 to 1, the step size is 0.1, the value
of f ranges from 3 to 33, and the step size is 3, as shown
in Figure 12.
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It can be seen from the figure that no matter how the
values of p and f change, the value of Q is always less than
1. This suggests that the communication volume of CSPBFT
is always less than PBFT. With the increase of nodes, the Q
decreases gradually, which indicates that the communication
overhead performance of the CSPBFT algorithm is still bet-
ter than PBFT in multinode environment. In addition, the
CSPBFT algorithm introduces node credit score mechanism
to evaluate node behavior, which reduces the probability of
Byzantine node. Therefore, the CSPBFT algorithm has better
performance in communication overhead in the practical
process.

(3) Operating Efficiency. One of the purposes of CSPBFT
design is to improve the long-term operational effi-
ciency of the system. With the running of the system,
the credit scores and the proportion of malicious
nodes in CSPBFT decrease continuously, thus effec-
tively identifying and eliminating malicious nodes
in the system. However, the faulty node rate in PBFT
does not change. Figure 13 shows the change of the
faulty node rate between PBFT and CSPBFT for a
long time. Therefore, through simplified consistency
protocol, CSPBFT can generate blocks more effi-
ciently than PBFT.

7. Conclusion

In this paper, we have proposed a system named BEI-TAB
that utilized RFID combined with consortium blockchain
to realize the real-time tracking information automatically
stored in the blockchain, which not only avoids data leakage

but also improves the industrialization level of the airport. In
addition, we took advantage of multichannel architecture
realized physical isolation of different businesses and
coarse-grained privacy protection. At the same time, we uti-
lized CP-ABE and IPFS to store basic baggage information
in edge nodes so as to improve the scalability of blockchain
and provide fine-grained privacy protection. To this end, we
have deployed a testbed with both software and hardware to
evaluate the performance of transaction processing time and
speed. The experiments showed that our system is scalable,
which makes it suitable to be incorporated in secured and
real-time baggage tracking. Besides, we improved the PBFT
algorithm to CSPBFT which adopted a simplified consis-
tency protocol to reduce the communication traffic between
nodes in the absence of Byzantine nodes. The Byzantine
nodes in the system are effectively identified and excluded
by the node credit score mechanism, so that the algorithm
can execute the simplified consistency protocol most time,
thus improving the long-term operational efficiency of the
system.

Data Availability

The data used to support the findings of this study are
included within the article.
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Internet of Things search has great potential applications with the rapid development of Internet of Things technology.
Combining Internet of Things technology and academic search to build academic search framework based on Internet of
Things is an effective solution to realize massive academic resource search. Recently, the academic big data has been
characterized by a large number of types and spanning many fields. The traditional web search technology is no longer suitable
for the search environment of academic big data. Thus, this paper designs academic search framework based on Internet of
Things Technology. In order to alleviate the pressure of the cloud server processing massive academic big data, the edge server
is introduced to clean and remove the redundancy of the data to form a clean data for further analysis and processing by the
cloud server. Edge computing network effectively makes up for the deficiency of cloud computing in the conditions of
distributed and high concurrent access, reduces long-distance data transmission, and improves the quality of network user
experience. For Academic Search, this paper proposes a novel weakly supervised academic search model based on knowledge-
enhanced feature representation. The proposed model can relieve high cost of acquisition of manually labeled data by
obtaining a lot of pseudolabeled data and consider word-level interactive matching and sentence-level semantic matching for
more accurate matching in the process of academic search. The experimental result on academic datasets demonstrate that the
performance of the proposed model is much better than that of the existing methods.

1. Introduction

Internet of Things technology has contributed to the realiza-
tion of many Internet of Things applications that benefit the
whole world and constantly changes people’s way of life.
Internet of Things search service is one of the most impor-
tant services provided by the Internet of Things. It can effi-
ciently and accurately obtain information to meet the
needs of users from massive, heterogeneous, and dynamic
Internet of Things data. Currently, academic big data pre-
sents the characteristics of huge quantity, various types,
and spanning multiple fields. Different from network data
in the general sense, academic big data includes paper pat-
ents, scientific research equipment, experts and scholars, sci-
entific research teams, national key laboratories, major
scientific research infrastructure and large scientific research

instruments, academic video scientific research reports, and
other scientific and technological entities. Academic big data
presents the characteristics of massive, multisource, hetero-
geneous, and related. Traditional web search technology is
no longer suitable for academic big data search environ-
ment. Internet of Things search can solve the search prob-
lem of academic big data. Internet of Things search is that
users send search query requests to the network system,
the network system exchanges information with the physical
world, and then returns the search object and its location,
status, and other information to users. Academic big data
search based on Internet of Things technology transfers the
massive academic big data to remote cloud server for analy-
sis and calculation, which promotes the interaction between
users and intelligent system, improves the search efficiency
and realizes automation of academic search. Academic
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search should not only ensure the search efficiency but also
ensure the search accuracy. Therefore, efficient and accurate
search is urgently needed.

However, on the one hand, there are several key issues to
be considered in the way that massive academic big data is
analyzed and calculated by remote cloud server. First of all,
multisource, heterogeneous massive big data has data redun-
dancy, noise, data missing, and other problems. If it is trans-
mitted to the remote cloud processing server, it will increase
the burden of the cloud server. Secondly, a large number of
data directly communicate with the cloud server, which
occupies the bandwidth resources and seriously affects the
transmission rate. At the same time, accurate academic
resource search is another problem to be solved. Many cur-
rent academic search studies pay little attention on specific
search algorithms [1, 2]. There are only few studies on spe-
cific academic search task. Explicit Semantic Ranking [3]
(ESR) defines academic retrieval as entity set retrieval, which
represents the query and each document using knowledge
graph embedding, and uses manually labeled training data
to train a supervised academic search model. SetRank [4]
models the relationships between entities through the type
of entities while representing entities and proposes an unsu-
pervised academic search framework. The retrieval perfor-
mance of ESR and SetRank based on entity set retrieval
has been improved to some extent, but there is still much
room for improvement. On the one hand, ESR does not con-
sider the relationship between entities. On the other hand,
ESR only considers entity level matching, but does not con-
sider deep semantic matching between query and text. What
is more, ESR is a supervised academic retrieval model. It can
show strong effectiveness [5] when large-scale manual-
labeled data of document relevance are available. But manu-
ally labeled academic data usually requires domain expert
knowledge, which is time-consuming, labor-intensive, and
difficult to obtain. It is a serious bottleneck [6] for supervised
academic retrieval. Moreover, although SetRank models
interentity relationships using entity types, it still cannot
model complex relationships between entities. In many
cases, a user who submits such a query as “a new ranking
method that leverages knowledge graph embedding” will
expect to know how “ranking method” associated with
“knowledge graph embedding.” The distinguishing charac-
teristic of such queries is that they reflect user’s needs to find
documents containing interentity relationships. As the
results of the survey in [4], such queries are common in aca-
demic search scenarios.

In response to the above-mentioned problems, this
paper designs academic search framework in technology
Internet of Things. In order to alleviate the pressure of the
cloud server processing massive academic big data, the edge
server is introduced to clean and remove the redundancy of
the data to form a clean data for further analysis and pro-
cessing by the cloud server. The edge computing network
effectively makes up for the deficiency of cloud computing
in the conditions of distributed and high concurrent access,
reduces the long-distance data transmission process, has fas-
ter processing and response speed and lower computing and
storage costs, and greatly improves the quality of network

user experience. For academic search, this paper proposes
a weakly supervised academic search model based on
knowledge-enhanced feature representation. In this paper,
we refer to both entities and words as features. Specifically,
we first employ a scientific information organization tool
SCIIE [7] to extract entities and relationships from scientific
literatures. In order to obtain the feature representation that
can express the entity and the relationship between entities,
language model is trained with structured knowledge added
as supervision signals. Based on the learned feature vector,
we propose a weakly supervised academic retrieval model.
In academic search, we should not only pay attention to
the semantic matching of words in the query and document
but also consider interactive matching between the features
in the query and the document. On the other hand, a new
weakly supervised method suitable for academic search is
employed to obtain a large amount of pseudolabeled training
data. Then, the academic search model is trained on labeled
training data and pseudolabeled training data based on the
knowledge-enhanced feature representation. We conduct
extensive experiments on academic data sets. The experi-
mental results demonstrate the effectiveness of our model
in improving retrieval performance. We summarize the
main novelties and contributions as follows:

(1) An academic search framework based on Internet of
Things technology is designed

(2) A novel weakly supervised academic search model
based on the knowledge-enhanced feature represen-
tation is proposed to improve academic search
performance

(3) In the process of academic search, not only the
word-level interactive matching but also the
sentence-level semantic matching between query
and document are considered to realize the accurate
matching between query and document

(4) Extensive experiments on the academic datasets
prove that our proposed model is significantly better
than the state-of-the-art search methods

The rest of this paper is organized as follows: Section 2
discusses related work, and Section 3 describes knowledge-
enhanced feature representation for weakly supervised
academic search. Section 4 reports experimental results
and analysis, and we summarize this article in Section 5.

2. Related Work

2.1. IOT Search. Internet of Things search service is that
users send search requests to the network system, the net-
work system exchanges information with the physical world,
and then returns information such as the location and status
of the search object to users, which is directly driven by
users. The existing Internet of Things search technology
mainly includes location-based search, content-based search,
and heterogeneous search. Location-based search mainly
searches the content associated with location. The location
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information may be expressed as geographic coordinates or
may be a logical location, such as a distance from another
device [8]. Content-based search is based on the data content
collected by a specific target sensor. First, the Internet of
Things search engine analyzes the content and maps the cor-
responding index. Then, when querying, the search engine
uses the corresponding index to pair the query with the con-
tent and returns the sensor information. Heterogeneous
search technology mainly includes semantic or ontology-
based search and resource retrieval. In particular, ontology
represents concepts, types, and relationships in different fields
[9]. The integration of semantic and ontology mechanism can
help the system to build domain, task, and method combina-
tion search system. On the other hand, all data and IOT
devices can abstract resources and provide different services.

2.2. Knowledge-Aware Representation. Representation learn-
ing [10] is a core issue in the information retrieval field. Dis-
tributed representation methods such as word2vec [11] and
glove [12] have been successfully applied in the field of
information retrieval [13]. In recent years, the emergence
of large-scale knowledge graphs has promoted the develop-
ment of knowledge-aware representation [14]. The knowl-
edge graph contains rich knowledge [15]. Knowledge-
aware representation brings in rich semantic information
from the knowledge graph, which significantly improves
the effectiveness of the search algorithms [16] and provides
new opportunities for better understanding queries and
documents [17, 18]. For instance, Xiong et al. introduce a
bag-of-entities model, which successfully improves the
retrieval accuracy by representing queries and documents
using their entity annotations [19]. Hadas et al. design an
entity-based language model which uniformly marks the
individual features in the text and the term sequence recog-
nized as entities by the entity linking tool as entities and
effectively used for document retrieval [20]. A word-entity
framework [21] is proposed that combines the bag-of-
words and the entities linked to the knowledge graph to
optimize information retrieval. Liu et al. employ Entity-
Duet Neural Ranking [22], which introduces the knowledge
graph into the neural search system. This model proposes a
knowledge representation method combining words and
entities to represent queries and documents and significantly
improves search performance.

2.3. Weakly Supervised Neural Information Retrieval. With
the great success of deep neural networks, several deep neu-
ral network-based retrieval models have been proposed,
such as CDSSM [23], MatchPramid [24], DRMM [25], K-
NRM [26], and CONV-KNRM [27]. These methods focus
on either matching the whole document or word level inter-
action. There is no balance between the two aspects. What is
more, when large-scale relevance training signals are avail-
able, the neural network retrieval models have shown strong
effectiveness. However, collecting manually labeled data is
time-consuming and labor-intensive [28]. Therefore, insuffi-
cient labeled training data has become the main obstacle that
affects the performance of neural network-based retrieval
models [29]. Weak supervision [30, 31] is an effective way

to overcome this limitation. Levy et al. use the generated pseu-
dolabeled data to train the neural network retrieval model,
thereby solving the problem of difficulty in obtaining labeled
data [32]. One can obtain clicked data of users as weakly
supervised training data [33–35]. However, the randomness
and subjectivity of user’s click behavior caused the inconsis-
tency between user’s click and the real relevance label, which
made the training set mixed with noise. Dehghani et al. pro-
pose a ranking-based method [36] to train a neural retrieval
model with the help of an existing retrieval model such as
BM25, which assumes that documents with higher scores are
more relevant to the query than documents with lower scores.
Recently, content-basedmethods [37, 38] are proposed to gen-
erate a set of weak pseudoqueries and related documents.
MacAvaney et al. employ filters to eliminate training samples
that cannot be converted well into relevance scores [37]. A
training sample filtering technique based on heuristics and a
new type of supervised filtering [38] is developed to remove
those samples which are far away from the domains.

3. Weakly Supervised Academic Search Based
on Knowledge-Enhanced Feature
Representation in Technology
Internet of Things

3.1. System Model. In this part, we introduce the architecture
of academic search system in academic Internet of Things.
As shown in Figure 1, the system is mainly divided into four
layers, data acquisition layer, edge server layer, cloud server
layer, and academic search layer.

3.1.1. Data Acquisition. The data acquisition layer mainly
obtains academic big data resources, including papers and
patents, scientific research teams, scientific and technologi-
cal talents, key laboratories, instruments, and equipment.

3.1.2. Edge Server. Edge server adopts edge computing
model, which is a distributed network model. Because of
its high autonomy, each edge server is located in a specific
area and connected to a specific device or data source in that
area. The edge server is used to clean the academic resources,
remove the redundancy, and submit them to the cloud
server for further analysis and processing.

3.1.3. Cloud Server. The cloud server layer is composed of a
large number of dedicated servers with strong computing
power, storage capacity, and stable connection, which can
process a large number of data and complex computing in
a very short time. Therefore, the most important advantage
of the cloud server layer is the aggregation, mining, analysis
[39, 40], and storage of massive data, which are beyond the
processing capacity of the edge server. The cloud server layer
is mainly used to deal with more complex and huge comput-
ing intensive data and tasks, such as the training of academic
search model based on deep learning.

3.1.4. Academic Search Layer. According to the query sub-
mitted by users, it aims to search a group of academic Inter-
net of Things resources, including academic resources and
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equipment. The Internet of Things search engine responds
to the query and returns academic resources (such as key
laboratories and equipment), academic data (such as papers
and patents).

The academic search process is shown in Figure 2 as
follows.

3.2. Weakly Supervised Academic Search Based on Knowledge-
Enhanced Representation.Weakly supervised academic search
model is shown in Figure 3, including two main processes:
knowledge-enhanced feature learning and weakly supervised
academic search.

For the knowledge-enhanced feature learning, it models
entities and their relationships by adding the knowledge
extracted from scientific literatures to trainword2vec to express
rich semantics. The training process makes the learned features
not only depend on the cooccurrence information of features in
context but also learn the complex relationship between
features.

Weakly supervised academic search model can be trained
on large-scale data with the help of weakly supervision strategy
to improve the search performance. In the process of academic
search, the representation-based matching model and the
interaction-based matching model are deployed to the match-
ingmodule. The model focuses on not only the accurate match-
ing between words but also the semantic matching between
query and document to improve the matching accuracy.

3.2.1. Knowledge-Enhanced Feature Representation Learning.
In this paper, we propose a knowledge-enhanced feature
representation learning method by using word2vec based
on skip-gram. The proposed representation learning method
is able to express richer semantic information with the
knowledge graph embedding model TransE [41]. This paper
uses the scientific information extraction tool SCIIE to
extract the entities and the relationships in the academic
literature. SCIIE defines 6 relationships including “Used-
for,” “Feature-of,” “Hyponym-of,” “Part-of,” “Compare,”
and “Conjunction.” It can extract entity and interentity rela-
tionships in scientific papers and organize them into struc-
tured knowledge Tðti, r, t jÞ. Here, ti and t j are features
extracted from the scientific literature, and r is relationship
between ti and t j. This knowledge is added when training
word2vec, so that the learning process of feature vectors is
based on not only the cooccurrence information of the con-
text but also the relationship between features, thereby
improving the quality of semantic expression. Here, we refer
to word and entity extracted from the training corpus as fea-
tures. The objective function of the knowledge-enhanced
feature representation learning model is as follows:

L =〠
i

logp tc ∣ tið Þ +〠
r

logp t j ∣ ti + r
� �

, ð1Þ

where ti is a feature of the entire corpus and termc is the
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Figure 1: Academic Internet of Things framework.
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context of ti. r is the relationship between ti and t j. The left
side of Equation (1) is the optimization loss of word2vec
based on skip-gram, and the right side is the optimization

loss of TransE. pðtc ∣ tiÞ is the probability that tc be predicted
as the context of termi. pðt j ∣ ti + rÞ is the probability that ti
+ r equals to t j. They can be approximately calculated by

1. Knowledge-enhanced representation.

2. Interactive matching and semantic matching 

2. Interactive matching and semantic matching 

Query

Academic
internet of

things
sources

Ranking

Results

Figure 2: Academic search process.
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Figure 3: Weakly supervised academic search model.
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negative sampling. Given ti and r, tc and t j are specifically
positive samples of word2vec model and TransE model.
We use negative sampling to extract negative samples of ti.

The optimization loss of word2vec based on skip-gram
can be calculated as follows:

〠
i

logp tc ∣ tið Þ = 〠
ti ,tcð Þ∈S+

logσ etc∙eti
� �

+ 〠
tc ′ ϵN tið Þ

logσ etc ′ ∙eti
� �

:

ð2Þ

Here, ðti, tcÞ ∈ S+ implies that ti is the context of tc, S
+ is

positive sample sets of ti. tc′ϵNðtiÞ implies that tc′ is not the
context of ti. NðtiÞ is the negative sample set of ti. eti , etc , etc ′
is the embedding of feature ti, tc, tc′ .

The optimization loss of TransE can be calculated as
follows:

〠
r

logp t j ∣ ti + r
� �

= 〠
ti ,r,t jð Þ∈T+

logσ eti+r∙et j
� �

+ 〠
ti ,r,t jð Þ∈T−

log 1 − σ eti+r∙et j
� �� �

:
ð3Þ

ðti, r, t jÞ ∈ T+implies that ti + r equals to t j. T
+ is the

positive sample set of ðti, rÞ. ðti, r, t jÞ ∈ T− implies that ti +
r do not equal to t j. T

− is the negative sample set of ðti, rÞ.
We use stochastic gradient ascent to update parameters.

Finally, feature vectors eti can be obtained which express
semantic relations among entities and entity relationship.

3.2.2. Weakly Supervised Academic Search. The weakly
supervised academic search model is implemented as a pair-
wise ranking model in Figure 1. Given a query-document
pair ðq, d1, d2Þ, it tries to learn a model that assigns a larger
score to document d1 than document d2 if d1 matches to q
better. By combining the ranking-based weak supervision
method with the content-based weak supervision method,
we propose a novel weak supervision method for generating
query document pairs.

On the one hand, for a given query and of manually
labeled documents, a query-document pair is formed as
labeled training data (query, d + , d − ). On the other hand,
given a query, top-ranked documents can be recalled from
candidate documents using BM25 algorithm. Then, human-
labeled documents related to the query are labeled as positive
samples, and the documents recalled by BM25 are labeled as
negative samples, which forms positive and negative sample
pairs. At the same time, considering the title of the paper
reflects the most critical content of the paper in the most
appropriate and concise terms. And the abstract of the paper
contains the most important and necessary information of
the paper and is a summary of the main content of the paper.
So, we choose the title and corresponding abstract of a paper
in the document collection as a positive query-document
sample. To sample a negative example of the query, we still
use the BM25 algorithm to search the corresponding negative
example of this query. Then, the pseudopositive and negative

sample pairs are formed, denoted by Pse-training data (Pse-
query, Pse-D+, Pse-D-). Finally, weakly supervised training
data (Query, D + , D − ) are formed including labeled training
data (query, d + , d − ) and pseudolabeled training data (pse-
query, pse-d+, pse-d-). The weakly supervised training data
are sent to knowledge-enhanced representation layer to map
query and document to feature embedding feqt gmt=1 and
feidt gnt=1. Then, feqt g

m
t=1 and feidt gnt=1 are sent to matching layer

to calculate matching score1 and score2. Score1 represents the
interaction matching score of the word in query and docu-
ment, and score2 represents the semantic matching score of
query and document.

Specifically, KNRM [26] is employed to compute inter-
active matching score score1. First, the transformation
matrix Mij calculates the similarity between the word of
query and document.

Mij = cos eqi , e
d
j

� �
: ð4Þ

Then, kernels are employed to convert M to query-
document matching features ∅ðMÞ.

KK Mið Þ =〠
j

exp −
Mij − μk
� �2

2σk
2

 !
,

K
!

Mið Þ = K1 Mið Þ,⋯, KK Mið Þf g,

∅ Mð Þ = 〠
n

i=1
logK

!
Mið Þ:

ð5Þ

KKðMiÞ represents the kth RBF kernel. K
!ðMiÞ employs K

kernels to transform translation matrix into a K-dimen-
sional feature vector. The matching features ∅ðMÞ are sent
to a fully connected layer to produce the final ranking score
f1ðq, dÞ.

f1 q, dð Þ = tanh WT
s1
∅ Mð Þ + bs1

� �
: ð6Þ

At the same time, feqt gmt=1 and feidt g
n
t=1 are sent to a

simple Bi-LSTM layer, and we can get the contextual repre-
sentation. The specific calculation is as follows:

cqt = BiLSTMq cqt−1, e
q
i

� �
,

cidt = BiLSTMq cidt−1, e
id
i

� �
:

ð7Þ

Then, self-attention is employed to distinguish the
importance of different words in the query and sentence of
document when calculating the representation of query
and document.
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aqt =
exp WT

q tanh Wq∙c
q
t

� �� ��
∑m

i=1exp WT
q tanh Wq∙c

q
t

� �� ��
1
A,

preq = 〠
m

j=1
aqt c

q
j ,

aidt =
exp WT

d tanh Wd∙cidt
� �� ��

∑n
j=1exp WT

d tanh Wd∙cidt
� �� ��

!
,

preid = 〠
n

t=1
aidt c

id
t ,

pred =
∑l

t=1pretd

l
:

ð8Þ

Finally, the similarity score f2ðq, dÞ of query and docu-
ment is calculated through a full connection layer.

f2 q, dð Þ = tanh WT
s2

preq⨀pred
� �

+ bs2

� �
: ð9Þ

Given a pair of weakly supervised training samples, we
use the hinge loss [42] of information retrieval as the loss
function, which is calculated as follows:

loss = 〠
q,d+,d−ð Þ∈ Query,D+,D−f g

max
�
0, 1 − f 1 q, d+

� �
+ f 2 q, d+

� �� �
+ f 1 q, d−ð Þ + f 2 q, d−ð Þð ÞÞ,

ð10Þ

where f 1ðq, dÞ represents the interactive matching score
between the query and the document. f 2ðq, dÞ represents
the semantic matching score between the query and the doc-
ument to balance human-judged relevance labels and BM25
model scores. The model is fine-tuned using human-labeled
relevance judgments after the parameters of the network is
pretrained using the weakly supervised data.

4. Experiments Settings

This section describes our experimental dataset, metrics,
baselines, and other implementation details.

4.1. Dataset. The experimental datasets come from Semantic
Scholar (http://corpus. http://semanticscholar.org/) pro-
vided by Xiong et al., including 170,983 candidate document
set (https://alleninstitute.org/) with 100 queries. Manual rel-
evance judgement (a 5-level scale, including 4, 3, 2, 1, 0, 4 is
the most relevant and 0 is not relevant) are available (http://
boston.lti.cs.cmu.edu/appendices/WWW2016/) on the data-
set, where both the relevant and irrelevant documents are
labeled for each query. In this work, we mainly use the title
and abstract of the paper as in [4]. The reasons are as fol-
lows: first, the title and abstract of the paper can refine the
main points of the paper and summarize the main content
of the original text. Second, the original text of the paper is
not easy to obtain. Third, the original paper has a large
amount of data and slow processing speed. The statistics of

experimental datasets is shown in Table 1. Ultimately, we
convert this data to a unified format and use this data as
an analog for real academic IoT search.

4.2. Baselines and Metrics. We compare information retrieval
methods that are popular in the field of information retrieval,
including K-NRM [26], Conv-KNRM [27], MatchPyramid
[24], DRMM [25], MV-LSTM [43], and ArcII [44].

KNRM: It first computes cosine similarity between query
word and document words using a translation layer, and
then, it uses a feed-forward network to perform kernel pool-
ing to compute the relevance score between query and
document.

Conv-KNRM: Conv-KNRM improves KNRM by using
CNN filters to model n-gram soft matches of queries and
documents to capture n-gram such as phrases, concepts, or
entities existed in the queries and documents.

MatchPyramid: It computes pair-wise dot product
between query and document word vectors to compute an
interaction matrix. It then passes this matrix through CNN
layers with dynamic pooling to compute the similarity score.

DRMM: It firstly maps the local interactionmatrix of query
and document into a fixed length matching histogram. Then, it
uses forward matching network to learn hierarchical matching
features. These features are calculated by term gate network to
get the global relevance score of query and document.

MV-LSTM: It uses the word embeddings obtained by
passing the sentences through a Bi-LSTM and then com-
putes an interaction vector using cosine similarity or a bilin-
ear operation. It finally passes the interaction vector through
a feed-forward network to compute the similarity score.

ArcII: ArcII first computes the interaction feature vector
between query and document using CNN layers. It then
computes the score for the query-document interaction vec-
tor using feed-forward network.

In academic search, the quality of top-ranked results is
critical to improve user satisfaction, so the top rankings of
Precision and NDCG are particularly important. In order
to evaluate the efficiency of academic retrieval model, we
report four standard evaluation indicators: MAP, MRR,
Precision of top 5, 10, 15, 20 documents retrieved (P@5,
P@10, P@15, P@20), NDCG of top 5, 10, 15, 20 documents
retrieved (N@5, N@10, N@15, N@20).

4.3. Experiments Setting and Training Details

4.3.1. Knowledge-Enhanced Representation. First, we employ
SCIIE to extract the entities and relationships between entities
contained in each scientific document. A total of 12,326,751
triples are formed. The detailed knowledge extraction results
are shown in Figure 4. From the figure, we can see the propor-
tion of the extracted relationships between entities. We use
word2vec based on skip-gram and TransE to train the
knowledge-enhanced feature representation, which is opti-
mized by negative sampling.We set the embedding dimension
to be 300, and the window size to be 5.

4.3.2. Weakly Supervised Training Data Preparation. First,
for each query in the given dataset, the manually labeled
documents are formed into positive and negative sample
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pairs according to the label level. Then, we use the BM25
algorithm to recall 500 documents with higher scores from
the candidate documents. In these recalled 500 documents,
the documents which have been manually labeled are
marked as positive samples, and other documents are
marked as negative samples to form positive and negative
sample pairs. Then, we use the title of a paper in the docu-
ment collection as a pseudoquery, and its corresponding
document as a positive example. Then, we use BM25 algo-
rithm to search for the corresponding negative examples of
this pseudoquery. Finally, a weakly supervised training set
is formed, including original labeled data (query, positive
samples, negative samples) and prelabeled data (prequery,
prepositive samples, and prenegative samples). The model
is pretrained on weakly supervised training data and fine-
tuned on human-labeled training data.

4.3.3. Effectiveness Verification Settings of the Proposed Model.
Our model is abbreviated as KER-IPM-WS. It includes three
modules named as knowledge-enhanced representation learn-
ing module (KER), matching module (ISM, including interac-
tive matching IM and semantic matching SM), and weakly
supervised training (WS). In order to verify the effectiveness
of each module, we designed six model variants as follows:

KER-IM: Academic search is implemented based on
knowledge-enhanced feature representation, the academic
text matching of which is based on interactive matching.

KER-SM: Academic search is implemented based on
knowledge-enhanced feature representation; the academic
text matching of which is based on interactive matching
and semantic matching.

KER-ISM: Academic search is implemented based on
knowledge-enhanced feature representation; the academic
text matching of which is based on semantic matching.

KER-IM-WS: Weakly supervised academic search is
implemented based on knowledge-enhanced feature repre-
sentation; the academic text matching of which is based on
interactive matching.

KER-SM-WS: Weakly supervised academic search is
implemented based on knowledge-enhanced feature repre-
sentation; the academic text matching of which is based on
semantic matching.

KER-ISM-WS: Weakly supervised academic search is
implemented based on knowledge-enhanced feature repre-
sentation; the academic text matching of which is based on
interactive matching and semantic matching.

We implement our model using TensorFlow. For the neu-
ral retrieval models CDSSM, KNRM, and Conv-KNRM, we
use an open-source implementation MatchZoo (https://
github.com/NTMC-Community/MatchZoo). For KNRM and
Conv-KNRM, we set the number of bins to 11. We apply gra-
dient descent algorithm and Adam as our optimizer for train-
ing the ranking model. And we use dropout technology to
prevent overfitting. We set the batch size to 64 and select the
learning rate from [1e − 1, 1e − 2, 1e − 3, 1e − 4]. The training
epoch number is set to 20. We use 5-fold crossvalidation to
validate ourmodel.We randomly split all training data into five
equal partitions. In each fold, three partitions are used for train-
ing, one for validation and one for testing.

5. Result Analysis and Use Case

5.1. Result Analysis. In this section, we first verify the effec-
tiveness of knowledge-enhanced representation by compar-
ing with the retrieval methods in baselines. Then, we
further compare the academic retrieval performance of dif-
ferent module of KER-ISM-WS and analyze the impact on
retrieval performance of different module of KER-ISM-WS.

5.2. Retrieval Performance of Different Retrieval Model.
Tables 2 and 3, respectively, show the retrieval performance
of weakly supervised academic search based on knowledge-
enhanced feature representation and the baselines on
NDCG@{5, 10, 15, 20} and Precision@{5, 10, 15, 20}.
Table 4 shows the retrieval performance of the proposed
weakly supervised academic search based on knowledge-
enhanced feature representation and the baselines on MAP
and MRR.

It can be seen from Tables 2, 3, and 5, the retrieval per-
formance of our model exceeds the baselines. Experimental
results show that our method is effective for academic
search. It is worth noting that ConV-KNRM employs CNN
filters to model n-gram of queries and documents to identify
phrases, concepts, or entities. In addition to our model,
ConV-KNRM achieves the best retrieval performance in
the baselines. These findings indicate that mining phrases,
concepts, or entities existed in academic texts is helpful for
improving academic retrieval performance.

Table 1: The statistics of academic datasets.

Details Number

Number of queries 100

Number of papers 170,983

Sum of title length 1,200,641

Sum of abstract length 43,241,159

41%

16%

19%

12%

7%
5%

Used-for

Feature-of
Hyponym-ofPart-of
Compare

Conjunction

Figure 4: Proportion of relationship between entities in the
structured knowledge.
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5.3. The Impact on Retrieval Performance of Different Module
of KER-ISM-WS. This section shows the impact of different
module of KER-ISM-WS on retrieval performance Precision,
NDCG, MAP, and MRR. The results are shown in Tables 4
and 6.

5.3.1. The Impact on Retrieval Performance of Knowledge-
Enhanced Feature Representation. KER_IM is academic
search based on knowledge-enhanced feature representa-
tion; the academic text matching of which is based on
KNRM. Therefore, we can compare it with KNRM to verify
the effectiveness of the knowledge-enhanced representation.
By comparing the retrieval performance of KNRM in
Tables 2, 3, and 5 and KER_IM in Tables 4, 6, and 7, we
can conclude that the proposed knowledge-enhanced feature
representation method can improve retrieval performance.

5.3.2. The Impact on Retrieval Performance of Matching
Based on Interactive Matching and Semantic Matching. We
can compare KER_IM, KER_SM, and KER_ISM to verify
the effectiveness of the matching based on interactive match-
ing and semantic matching. From Tables 4, 6, and 7, the
results indicate that the retrieval performance of the model
KER_ISM is better than KER_IM and KER_SM. The reason
is that KER_ISM considers both word interaction matching
and sentence semantic matching to guide more accurate
search.

5.3.3. The Impact on Retrieval Performance of Weakly
Supervised Training. We can compare KER_IM and KER_
IM_WS, KER_SM and KER_SM_WS, and KER_ISM and
KER-ISM-WS to verify the effectiveness of the weakly super-
vised training. From Tables 5–7, the results indicate that the
retrieval performance of the models KER-KER_IM-WS,
KER_SM_WS, and KER_ISM_WS is better than that of
KER-IM, KER-SM, and KER-ISM. The possible reason is
that a large amount of weakly supervised training data can
guide the model to learn better parameters.

Table 2: Performance comparison on NDCG of different retrieval
models.

Model N@5 N@10 N@15 N@20

KNRM 0.4160 0.4807 0.5406 0.6077

ConvKNRM 0.4437 0.5258 0.5891 0.6535

MatchPyramid 0.3655 0.4475 0.5056 0.5727

DRMM 0.3935 0.4536 0.5411 0.5996

MV-LSTM 0.3244 0.4013 0.4822 0.5525

ArcII 0.4256 0.4768 0.5587 0.6094

KER-IPM-WS 0.5842 0.6009 0.6396 0.6653

Table 3: Performance comparison on precision of different
retrieval models.

Model P@5 P@10 P@15 P@20

KNRM 0.5241 0.5103 0.4987 0.4653

ConvKNRM 0.5452 0.5327 0.5048 0.4852

MatchPyramid 0.4517 0.4310 0.4321 0.3978

DRMM 0.4647 0.4414 0.4187 0.3831

MV-LSTM 0.4207 0.4034 0..3895 0.3527

ArcII 0.4655 0.4264 0.4207 0.3862

KER-IPM-WS 0.6509 0.6232 0.5521 0.5248

Table 4: Performance comparison on NDCG of different module
of KER-ISM-WS.

Model N@5 N@10 N@15 N@20

KER-IM 0.4753 0.5075 0.5672 0.6157

KER-SM 0.4427 0.4869 0.5406 0.5993

KER-ISM 0.5293 0.5693 0.5919 0.6269

KER-IM-WS 0.5228 0.5452 0.5816 0.6436

KER-SM-WS 0.4865 0.5133 0.5791 0.6255

KER-ISM-WS 0.5842 0.6009 0.6396 0.6653

Table 5: Performance comparison on MAP and MRR of different
retrieval models.

Model MAP MRR

KNRM 0.4173 0.4929

ConvKNRM 0.4521 0.5402

MatchPyramid 0.3849 0.4730

DRMM 0.4158 0.4775

MV-LSTM 0.3437 0.4208

ArcII 0.4485 0.5086

KER-IPM-WS 0.5569 0.6427

Table 6: Performance comparison on precision of different module
of KER-ISM-WS.

Model P@5 P@10 P@15 P@20

KER-IM 0.5733 0.5409 0.4961 0.4628

KER-SM 0.5439 0.5028 0.4874 0.4379

KER-ISM 0.5931 0.5217 0.5037 0.4867

KER-IM-WS 0.6031 0.5478 0.4856 0.4701

KER-SM-WS 0.5834 0.5254 0.4713 0.4443

KER-ISM-WS 0.6509 0.6232 0.5521 0.5248

Table 7: Performance comparison on MAP and MRR of different
module of KER-ISM-WS.

Model MAP MRR

KER-IM 0.4764 0.5921

KER-SM 0.4491 0.5317

KER-ISM 0.5252 0.6437

KER-IM-WS 0.5121 0.5958

KER-SM-WS 0.4964 0.5838

KER-ISM-WS 0.5569 0.6427
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5.4. Use Case—Academic Search. In this section, we use the
proposed KER_ISM_WS model to report the academic
search results. A real use case for literature retrieval is as fol-
lows in Table 8. The input query is object detection, which
reflects the information needs of users.

Table 8 shows the retrieval results of our model and the
manually labeled level for these retrieval results. Entities in
the titles of the retrieved papers are highlighted in green.
Our method also gives the entities that exist in the title of
the paper and the relationships between them. Entities are
marked as green; relationships are marked as red.

From the search results and manually labeled tags, we
can see that our model has achieved accurate matching. At
the same time, we infer from the manually annotated data
that the query is trying to find documents that have a certain
relationship with the “object detection.” The search results
show that our model can retrieve articles which meet the
needs. Moreover, all the items in the search results can
express the entities related to the query and the relationship
information between the entities. This further illustrates the
effectiveness of the proposed representation learning model.
It not only models the entities but also models the semantic
relationships that exist between entities, which helps to
improve the performance of the retrieval model.

6. Conclusion

We design academic Internet of Things search framework
based on Internet of Things technology. In order to alleviate
the pressure of the cloud server processing massive academic
big data, the edge server is introduced to clean and remove
the redundancy of the data to form a clean data for further
analysis and processing by the cloud server. For academic
search, we propose a novel knowledge-enhanced feature rep-
resentation learning method which can express rich seman-
tics in texts of academic search field. Aiming at the “data
hungry” property of deep neural academic retrieval methods,
we propose a weakly supervised academic search model
based on the knowledge-enhanced representation, which

relieves high cost of acquisition of manually labeled data by
obtaining a lot of pseudolabeled data in the process of aca-
demic search. In the process of text matching for academic
retrieval, the proposed model considers both the word-level
interactive matching and the sentence-level semantic match-
ing to improve matching accuracy of relevance. Experiment
results on real academic search datasets show that the pro-
posed model is effective and greatly improves the academic
search performance.
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As a promising IoT application, the rural leisure tourism industry can promote the reconstruction of industrial structure in rural
areas and realize a sustainable, rapid, and healthy development of rural economy. This paper takes the rural leisure tourism
industry in China as an example and aims at building an intelligent and integrated modern IoT use case. Based on the
traditional rural leisure tourism, we improve the system by adding the data analysis over a mobile cloud IoT computing
platform. In particular, this work investigates the characteristics of the national tourism market under the security
requirements from governmental cloud data management policy. Our study shows that the geographical concentration index G
of tourists in the Chinese market continues to increase. With the booming of IoT applications in rural leisure tourism,
intelligent and integrated tourism guidance and optimized decision-making will provide tourists with better information and
thus make rapid improvement of geographical concentration index.

1. Introduction

Modern rural leisure tourism is a new type of industry that
uses agricultural production and rural ecological processes to
provide consumers with entertainment, sightseeing, and expe-
rience services. Historical data shows that it has also promoted
the transformation and upgrading of the agricultural industry.
The Internet of Things (IoT) is a key supporting technology
for rural leisure tourism. For developed countries, leisure agri-
culture and rural tourism are the consequences of urban
industrial pollution and fast-paced lifestyles. As early as the
1830s, rural agricultural tourism began in Europe. With the
continuous spread of global epidemics in the past two years,
the rural leisure tourism has shown new vitality and become
one of the important directions of the global tourism industry.

Information technology-based tourism has been widely
studied in the past. By using the anonymous mobile location
information of national mobile network operator of Estonia,
Chen conducted an empirical analysis on the field visit data
of foreign tourists based on the dimensions of geography,
time, and composition [1]. Dai, instead, utilized big data
technology over detailed telephone record (CDR) data and

real-time location information of mobile phones, in order
to monitor the flow of tourists in the scenic spot and analyze
the tourist behavior in the scenic spot [2]. Based on big data,
Zhou analyzed the influencing variables of the branding of
tourism destinations on Facebook [3]. Qi used social media
data from Flickr and Twitter to assess the potential tourism
security threats to bird and biodiversity areas that are globally
well-known and believes that the development of tourism can
promote the protection of biodiversity areas [4]. Zhou con-
ducted social network and semantic big data analysis on tourist
content retrieved from online communities in the TripAdvisor
forums in 7 major European capital cities and conducted a
tourism demand forecast analysis [5].

In the meantime, Porambage made use of Barcelona as an
example to analyze the influence of social networks on Chinese
tourists’ travel behavior [6]. Smith collected real-time big data
of Wi-Fi routers installed in 149 different locations on Jeju
Island, South Korea, and analyzed the behavior patterns of
tourists from 2016 to 2017. Through statistical analysis of the
behavior patterns of tourists, he proposed an optimal Tour
route recommendation system [7]. Charles-Edwards employed
big data together with geographic location information in
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Flickr social media to analyze the tourist attraction of six Italian
cities [8]. Based on the GPS trajectory data of the social photo-
sharing website (Flickr) and the network platform (Wikiloc),
Sullivan took the Teide National Park as the research area,
revealed the travel network and spatial distribution characteris-
tics of tourists, and analyzed the social network geotag data [9].

The research mentioned above has made a significant
contribution to the development of the tourism industry,
but there is no in-depth study on mobile cloud IoT comput-
ing so far, and there is also a problem of insufficient aware-
ness of the current cultural industry. China is a largely
agricultural country with a long history, with a vast agricul-
tural area, a profound agricultural culture, and strong rural
customs. The development of rural leisure tourism has
excellent conditions, strong demand, and broad prospects.
In recent years, a lot of research has been conducted on
the rural leisure tourism industry, but the research content
mainly focuses on the competitiveness of the tourism indus-
try, temporal and spatial distribution, market segmentation,
influencing factors, and demand forecasting. Moreover, the
existing research objects are relatively single, mainly limited
to specific tourist destinations or tourist sources, and lack
comprehensive systematic research.

The development of modern rural leisure tourism can pro-
voke the readjustment of rural industrial structures. This is a
powerful measure to achieve sustained, rapid, and healthy
development of the rural economy. This is also of great signif-
icance for the sustainable development of society. However,
rural leisure tourism data has not yet been effectively collected
and processed. The existing limited tourism data is held by
different agencies, such as tourism authorities, tourism data
agencies, and cloud service providers. There is a lack of effec-
tive travel data exchange and sharing between these institu-
tions. Therefore, various tourism data in different tourist
areas should be safely collected, transmitted, and intelligently
processed for overall decision-making and optimization anal-
ysis. All relevant government departments, agencies, and ser-
vice providers must actively collaborate to meet the needs of
cross-departmental data sharing in rural leisure tourism and
ensure the security of user data and information. At the same
time, rural leisure tourism should be constructed as a whole
with the development of the modern rural economy, not just
applied separately. If the modern rural economy is regarded
as an ecosystem, rural leisure tourism should become an
important link in this ecosystem.

This paper endeavors to build an intelligent and compre-
hensive application of the IoT for modern rural leisure tour-
ism. A large number of IoT devices (such as various sensors,
cameras, and cell phones) are used to monitor and collect
various travel data and, then, aggregate them to the mobile-
cloud IoT computing platform. We use cloud computing
and machine learning to intelligently analyze and optimize
tourism data and obtain the best decision-making results over-
all. We take the Chinese rural leisure tourism industry as the
analysis object, introduce the tourism market based on cloud
computing, and analyze foreign tourism data to enhance the
diversity of rural culture. This work also highlights the security
requirements of government cloud data management and
studies the measures to achieve cloud tourism data security.

The rest of the paper is organized as follows. Section II
presents the mobile cloud IoT computing platform for rural
leisure tourism. Section III develops the machine learning
algorithm to mine the tourism data collected. Section IV
uses China’s rural leisure tourism sector as an example to
examine the features of the national tourist market, followed
by Section V to conclude the paper.

2. Rural Leisure Tourism on Mobile Cloud IoT
Computing Platform

Mobile Cloud IoT Computing has great limitations in process-
ing rural leisure tourism industry data. Although academia has
done some exploration, the problems faced by the practice
department are still difficult to solve. The reason is that the
existing research strategies are relatively scattered, and the
tourism data cloud security is not systematically constructed
as an organic whole, and the interaction between the elements
of the security system is not explored relationship [10]. Most
of the existing strategies start from a single perspective of tour-
ism data institutions or cloud service providers and ignore the
coordination mechanism among different entities such as
tourism data institutions, cloud service providers, and govern-
ment cloud management units. Existing studies generally
discuss “cloud”, and usually point to the public cloud environ-
ment and fail to make a detailed analysis of the government
cloud environment nor distinguish the different scenarios of
tourism data institutions using government cloud services
[11]. The core concept of the rural leisure tourism industry
is conducive to understanding the symbiotic evolution rela-
tionship between different subjects in the cloud of tourism
data and the external environment such as institutional envi-
ronment, institutional environment, and market environ-
ment. It has reference value for proposing a more systematic
security strategy of the tourism data cloud. Therefore, this
paper introduces the perspective of the ecosystem to explore
the security of tourism data systems [12].

We take the national cloud computing guidance tourism
market as the research subject. For the availability of data, in
the specific analysis of the characteristics of the national tour-
ist market, this paper carries out a semistructured research on
the heads of 11 tourism data institutions in Beijing, Shandong,
Jiangsu, Henan, Inner Mongolia, and other regions, so as to
understand the construction status and security needs of the
tourism data management system in the government cloud.

On the basis of the traditional rural leisure tourism
industry, the cultural mode of the original tourism area is
retained, and the data analysis and integration guidance of
Mobile Cloud IoT Computing Internet of things are added
to guide tourists. The data integration model is dominated
by tourism data institutions, and the data is transmitted to
tourists by the server through cloud computing.

As shown in Figure 1, the first scenario is that the tour-
ism data organization (including the tourism data center and
the agency tourism data room) migrates the completed tour-
ism data management system from the local to the govern-
ment cloud or builds a new tourism data management
system based on the government cloud (the system is only
for the internal use of the tourism data organization). The
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second scenario is the construction of a unified tourism data
management system based on government cloud by a regional
comprehensive tourism data library under the organization
and coordination of the tourism data authorities at the same
level, including the tourism data management system for filing
units and the digital tourism data library system for tourism
data library, which provides the same level authorities’ tourism
data room and other comprehensive tourism data in the
region. In different scenarios, producers, consumers, and
decomposers refer to slightly different subjects. Based on the
ecological model of tourism data cloud security at the macro-
level, this paper puts forward the security strategy for the
tourism data security in the government cloud environment.

Based on the public cloud analysis model, this paper con-
structs the configuration model of the public cloud planning
layout, which promotes the optimal allocation of public cloud
resources under the objectives and constraints of service level
agreement. Three types of resource pools are deployed accord-
ing to different requirements of business scenarios: low-cost
centralized deployment mode is adopted for cold scenic spot
data and warm scenic spot data business to reduce cost and
improve efficiency; in hot scenic spot data scenario, regional
centralized deployment mode is adopted for high-density
business and business side deployment mode is adopted for
low-density business to ensure service quality according to
the different business density of each region. At first, the public
cloud is mainly used in telecom services, and the purpose is to
create a healthy network ecological environment, so that
tourists can enjoy better services and protect the rights and
interests of tourists. Facing the practical problems in the plan-
ning of public cloud, public cloud analysis provides the idea of
transmitting the business side service commitment to the
back-end resource allocation ability, so that the business and
resources can be configured simultaneously and effectively
support the development of public cloud business.

2.1. DemandDivision of Cloud Computing in Tourism Planning
Calculus. Passenger flow is primarily focused in summer and
autumn due to apparent seasonal variations in regional passen-
ger flow, and there is an inadequate supply of tourist goods in
spring and winter. By introducing four-season tourist goods,

the tourism management department should take the appro-
priate steps to minimize the difference in tourism seasons
and scientifically divert, steer, and control passenger flow. First
and foremost, we will organize a regional ice and snow festival
with the theme “Ice and Snow Outside the Great Wall, Silk
Road Wonderland,” and promote desert ice and snow tourism
as a new winter and tourist business card. The size and appeal
of ice and snow tourist goods are enhanced by spring tourism
[13]. Northern China has released a succession of preferential
policies, preferential policies, and subsidized policies for winter
and spring tourism goods in recent years, but they have not
boosted the market’s vitality and are not favorable to tourist
diversion flow. Diverse cultural tourist events will be organized
at various peak periods in the future to bridge the gap between
low and high seasons [14]. Increase participatory tourism expe-
rience activities incorporating historical and cultural elements,
expand the play space and stay time of tourists in the region,
and promote the West by creating RV campgrounds, customs
outside the customs, or desert theme hotels, scientifically
arrange certain tourist reception service facilities, increase
participatory tourism experience activities incorporating his-
torical and cultural elements, expand the play space and stay
time of tourists in the region, and promote theWest by creating
RV campgrounds, customs outside the customs, or desert
theme hotels. The route changes from tourist goods to partici-
pation experience tourism products, strengthening western
route tourism products and decreasing the regional tourism
flow’s “core-periphery” hierarchical structure [15]. Taking the
construction of the National Tourism Demonstration Zone as
an opportunity, we will realize the efficient reorganization of
tourism products and routes on the east-west line and further
strengthen the construction of the transportation network to
form the overall effect of tourism products. Take the western
line passenger flow as an example, use the new media big data
platform to promote the effective management of the tourist
destination space and enhance the travel accessibility and radi-
ation effect [16]. To promote effective management of tourist
administration departments, use big data, new media, and
smart tourism as platforms, it is feasible to disclose the visitor
flow trajectory and tourist behavior preferences with high accu-
racy using tourist data information, to scientifically design
tourist routes, to encourage efficient and precise destination
marketing, and to further increase the potential tourist market.
Promote the safe and healthy growth of the tourism sector in
order to minimize the strain on visitor flow, particularly
during the peak season of World Heritage tourism.

For cloud service providers, centralized deployment and
decentralized deployment are indispensable. Telecom Tianyi
cloud adopts the typical “centralized + decentralized” mode,
but it is difficult to determine the matching principle of the
two types of resource pools in the actual planning. Due to
the utility characteristics of cloud, cloud tourists and cloud
resource environment will constantly change. How to plan,
schedule, and adjust cloud resources in a dynamic environ-
ment to meet the complex needs of tourists has become an
urgent problem in a cloud computing environment. There-
fore, cloud resource layout planning and design must evalu-
ate business needs, predict business development trends and
adjust the layout, in order to balance operating costs and

Travel data is obtained
from the cloud

Server
communication

Sites included in cloud
computing

Figure 1: Cloud computing provides urban tourism data
computing services.
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customer perception, and occupy a favorable position in the
competition. The significance of service level agreement
(SLA) between cloud tourists and cloud service providers is
not only to protect the rights and interests of customers
but also to reveal the needs of tourists to service providers.
How to transmit the business side service commitment to
the back-end resource allocation strategy and promote the
optimal allocation of cloud resources under the objectives
and constraints of SLA is the key to solve the problem of
cloud resource allocation. It is an effective way to solve the
problem of the source distribution. Based on the different
needs of tourists, business scenarios are different resources
are configured to maximize the satisfaction of tourists and
resource utilization of cloud service providers. According
to the different needs of tourists, public cloud business sce-
narios are divided into three categories: cold, hot, and warm.
For typical industries and key products, cloud business sce-
narios are classified, and different resource requirements
(delay, performance, etc.) of SLA levels are formulated.

3. Machine Learning-Based Tourism
Data Analysis

3.1. Tourism Data Security Based on Machine Learning. To
meeting the requirement of tourism data protection, this
paper explores the security cooperation mechanism between
tourism data authorities and tourism data preservation insti-
tutions. Since 2018, most of the local tourism bureaus have
been actively reformed to set up their own data centers.
Some interviewees said that after the reform, the competent
departments of tourism data perform the administrative
functions and do not assume the responsibility of preserving
tourism data [17]. There is no strong demand for tourism
data management based on the government cloud. After
the institutional reform, the competent departments of tour-
ism data are generally short of manpower, but they have to
undertake the functions of four or five departments, includ-
ing professional title evaluation, education and training, law
enforcement, and inspection [18]. In addition, most of the
staff do not have a professional background in tourism data
science or working experience in tourism data, so they have
a negative attitude towards the security risks and avoidance
strategies of tourism data in the government cloud environ-
ment [19]. In this case, the competent department of tour-
ism data should strengthen the cooperation and contact
with the tourism data center and the agency tourism data
room, reach an agreement on the security issues of the appli-
cation of government cloud by tourism data institutions, and
strengthen the cooperation [20].

We will improve the legal system, standards, and norms
and promote pilot projects. Based on the opinions, on the
one hand, the competent departments of tourism data
should timely issue operational system specifications to
guide the risk identification and assessment of tourism data
institutions and provide reference framework and methodo-
logical support for the formulation of risk response strate-
gies; on the other hand, according to the superposition of
security needs in the political cloud environment, they
should fully implement the system specifications of tourism

data security considering the security risks brought by the
government cloud, and this paper proposes and refines the
tourism data security requirements applicable to the govern-
ment cloud environment [21]. The concept of superposition
of security requirements is not a unique product in the cloud
environment, but the traditional informatization [22].

Through application review, expert review, and third
review, the tourist data authority can advise the comprehen-
sive tourism data center and government tourism data room
on how to choose system developers and cloud service
agents. Improve the quality of service provided by tourist
data information technology and content management
software businesses, as well as the provision of tourism data
information-related systems, platforms, tools, and other
goods. Many respondents indicated that localized goods
are not cost-effective, especially in terms of localized replace-
ment, and that there is a conflict between safety and cost-
effectiveness. Based on attaining safety, dependability, and
self-control, relevant firms should enhance the functional
integrity and performance stability of their goods [23].

3.2. Interactive Mechanism Model of Tourism Data. Aiming
at the innovation and development of the tourism rural
leisure tourism industry, this paper constructs the interactive
mechanism model of tourism data subject combined with
cloud computing [24]. Tourism data institutions, cloud
service providers, and government cloud management units
are all important components of tourism data cloud security
ecology, and the construction of subject interaction mecha-
nism needs Mobile Cloud IoT Computing [25]. Among
them, the Internet is the key, focusing on clear security
responsibilities and responsibility boundaries; cloud com-
puting is the foundation, focusing on communication and
cooperation among the three; supervision and audit is an
important way to build a new relationship among them,
and let n be the number of boundary points of cloud com-
puting, then the relationship strength G can be expressed as

G =
∑

hj

Z=1∑
nh
r=1 yji − yhr

��� ���
njnh uj + uh

� � , ð1Þ

l = 1 −
2μxμy + C1

� �
2σxy + C2
� �

μ2x + μ2y + C1
� �

σ2x + σ2y + C2
� � : ð2Þ

Among them, n represents the annual increase in the
number of visitors in the society, u is the number of visitors
affected by the Internet, Z is the counting unit, and h is the
peak value of visitors. In the formula (2), the subscript of u
is the visitor integral interval, and C1and C2are the scattered
point identifications of tourists in the integral interval, y is
the end of the error, n is the number of nodes, and μ is the
error representation of the number of visitors. In formula
(2), σ is a negative error coefficient, and x and y are space
point elements, respectively, and l is the degree of spatial
relationship. This paper mainly uses the theoretical perspec-
tive of the ecosystem to carry out research and applies it at
the macro and micro levels. At the macrolevel, we use the
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natural ecosystem theory in the field of ecology for reference
to build a tourism data security model. The following
equations calculate the core index (℘) used to reflect the spa-
tial concentration of cloud computing guiding the tourism
market:

℘κ =
2k
k + 1 + 1

2 + 1
2k

� �
c2 − c1

3
h i2

+ 2 c2 − c1ð Þ
3 , ð3Þ
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0
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k

j=2
〠
j−1
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Gjh pjsh + phsj

� �
Djh 1 −Djh

� �
, ð5Þ

where G is the number of tourists from the k country of
origin, the meaning of C in the formula is the same as
formula (2), t is the total number of inbound tourists from
China in that year, and N is the number of countries of
origin. FðÞ is the tourist error function, and d is the repre-
sentation of the integral, where it represents the integral of
FðÞ. The above formula (5) expresses the relationship
between G and the integration result “Djh” of formula (4),
j, x, and y are the identifiers of the elements. The meaning
of G here is the same as formula (1). The greater the G value,
the more concentrated the spatial distribution of tourists,
and the greater China’s dependence on the market. It can
be used to analyze the competition level and development
potential of the major source countries in the cloud
computing-guided tourism market. We further make the
following definitions:

f xð Þ = 1
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where f ðxÞ and Nh represent the occupancy rate and the
growth rate,Xi − x is the first time that year hnumber of tour-
ists from each country of origin, Xi is the number of tourists in
the source country last year, and N is the total number of
Chinese Inbound Tourists in that year. The average values of
α and β in the period are calculated as kðxÞ, and the two-
dimensional coordinates are divided to obtain the competitive
state of each customer market in the country.

In this work, we utilize a specific time series model, a
method to predict the future by using past observations, which
can effectively predict the development trend of national cloud
computing to guide the tourismmarket. The general form is as
follows:
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In formula (7), x is the integral function and β is the time
coefficient. In formula (8), the meaning of x is the same as for-
mula (7), W is the difficulty coefficient of conventional guid-
ance, and θ is the service area of the tour guide. Grey
correlation analysis is a method to evaluate the degree of
correlation between various indicators, which can be used to
analyze the impact of various factors on the national tourists’
cloud computing guidance tourism demand. The steps are as
follows: first, determine the reference sequence ht and
comparison sequence wcxt . The relationship between them
is as follows:

ht = tan h wcxt + uc rtΘht−1ð Þ + bcð Þ, ð9Þ

ht = ztΘht−1 + 1 − ztð ÞΘht: ð10Þ
In formula (10), z is the coefficient of determination,

corresponding to h, t is the increment of time, and Θ is the
direction conversion of the vector to maintain the validity of
the result ht .

Second, the data are dimensionless, in formula (11), L
represents the complex coefficient of curve processing, and
p and q, respectively, represent the value of the trigonomet-
ric function mapping relationship in the prediction.

θ p, qð Þ = arctan L p, q + 1ð Þ − L p, q − 1ð Þ
L p + 1, qð Þ − L p − 1, qð Þ
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Finally, the correlation coefficient and correlation degree
are calculated in the following:

ln FIit
FIit − 1
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Among them, α is the coefficient of rural tourism in the
previous year, β is the coefficient predicted this year, and i
and j indicate the difficulty coefficient of unlimited temper-
ing. The degree of grey correlation FI represents the influ-
ence of cloud computing guided tour demand, which has a
positive correlation.

4. Numerical Results and Analysis

4.1. Tourism Data Analysis with Mobile Cloud IoT Computing.
Using the formula of entropy method to calculate the rural
tourism development potential and its subsystem index of
county unit in the region, the calculation results are shown
in Table 1.

The measurement results are shown in Figure 2. The
regional rural tourism development potential index is the
highest (0.572), which is about 5 times of the lowest. Further
statistics show that the overall development potential of
rural tourism in the region is relatively low and the differ-
ence is obvious, among which 59.09% of the counties and
districts have lower development potential than the average.
Comparing the distribution of the development index of the
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five subsystems, we can see that the conditional coefficient of
variation of rural tourism elements is the largest, followed by
the economic support of rural tourism and the tourism
industry foundation of rural tourism region, while the
endogenous development level of rural tourism is relatively
small, and the variation coefficient of rural tourism environ-
ment background and rural tourism development potential
is relatively close.

As shown in Figure 3, about 5.6% of the high-level rural
tourism development potential areas are in the district and
county units. Most of these areas are located in cities and
autonomous prefectures divided into districts, which have
a good tourist market environment and regional economic
development foundation. The development potential index
of rural tourism is more than 0.5. It is found that the high
development potential of rural tourism is mainly due to
the outstanding performance of A-level scenic spots, the
number of traditional villages, and the number of star-
rated farmhouse and star-rated rural tourism inns. The
improvement of rural tourism reception capacity and sup-
porting service facilities in this grade area provides a good
foundation for the development of rural tourism.

As shown in Figure 4, the industrial base of rural tour-
ism, the number of regional tourists and tourism economic

income, high star hotels, and other indicators also show
obvious advantages, providing strong competitiveness for
the development of rural tourism. Further exploring the ele-
ments of each subsystem, it is found that the background
index of rural tourism environment in high-level develop-
ment potential areas is generally low, which also restricts
the further improvement of rural tourism development
potential in this area to a certain extent.

The security of tourism data in e-government cloud
environment is a complex system engineering, involving
many subjects and elements. However, most of the existing
literature tends to put forward suggestions and requirements
for tourism data institutions and cloud service providers,
respectively, ignoring the relevance. Therefore, based on
the theoretical framework of the natural ecosystem and the
results of cloud computing coding, this paper constructs a
macrolevel ecological model of tourism data cloud security.
The model focuses on the interaction between the subject
and the environment and the interaction between the sub-
jects. The security environment includes a management sys-
tem, legal system, standards, project pilot, market guidance,
and other specific environments. The security subject refers
to the organization that undertakes the responsibility of
tourism data security and can understand the tourism data

Table 1: Rural Tourism Development Potential and Its Subsystem Index.

Item NSSP Strategy Government affairs Cloud environment Legal system

Inbound 1.15 1.83 0.52 0.62 0.76

Visitors 3.97 1.21 3.49 2.26 2.03

Geography 3.85 2.03 3.6 4.37 5.47

Concentration 2.83 2.66 4.83 4.44 5.9

Specification 1.49 3.08 2.97 3.61 2.92

Project pilot 2.82 6.56 4.17 4.09 5.45

Market 5.41 2.76 1.11 1.51 1.42
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Figure 2: Regional rural tourism development potential index.
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cloud security visually by producers, consumers, and decom-
posers. It also distinguishes the two kinds of tourism data in
the cloud data Table 2.

As shown in Figure 5, the seasonal difference of regional
passenger flow is obvious, and the regional passenger flow is
mainly concentrated in summer and autumn. Generally
speaking, the regional passenger flow presents the seasonal
variation law. To explore the different characteristics, this
study introduces the seasonal index and climate comprehen-
sive comfort (CCI). The results show that the seasonality
index of regional tourist flow tends to be 11.218 in recent
years, and the seasonality index is too large and shows a sta-
ble trend in three years, which indicates that the seasonality
difference of regional tourist flow presents a continuous
solidification trend.

As shown in Table 3, the development potential of rural
tourism in the region as a whole presents the characteristics

of “center periphery” spatial structure. The high level of
rural tourism is concentrated in the provincial and munici-
pal central city and its surrounding areas, while the low level
of rural tourism development potential is scattered and far
away from the provincial and municipal central city. How-
ever, the low-level radiation driving effect of high-level rural
tourism development potential on the surrounding areas is
not significant, and the overall regional linkage development
and regional cooperation are not significant. It needs to be
strengthened.

As shown in Figure 6, since the formal signing of the
National Free Trade Zone framework, the number of national
cloud computing guided tourism has been growing, reaching
new heights. In terms of quantity, the total number of national
tourists, inbound overnight tourists, and inbound foreign
tourists in China is on the increase; in terms of proportion,
the proportion of national tourists in the total number of
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Figure 4: Tencent Cloud’s tourism data cloud computing data statistics chart (Statistics services provided by Tencent Cloudhttps://console
.cloud.tencent.com/).
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inbound overnight tourists and inbound foreign tourists is on
a steady growth trend.

The geographical concentration index and share of the
national cloud computing guided tourism market draw an
interannual change chart, as shown in Figure 7. The geo-
graphical concentration index G of the main tourist source
markets in China shows a continuous increasing trend, indi-
cating that China’s foreign tourist source countries are more
and more concentrated in geographical distribution. The
value of G is between 0.9 and 2.33, and the degree of depen-
dence on the national tourist market is relatively small. After
2019, the G value will rise to 9.60 in 2021, and China’s
dependence on the national tourist market will also increase
significantly. It can be seen that the status of the whole coun-
try in China’s rural leisure tourism market is increasingly
important.

As shown in Figure 8, it is predicted that the cloud com-
puting guided tourism demand of both the whole country

and the major source countries will basically maintain a sus-
tained and stable growth trend, and the market development
prospect is broad. In general, China is expected to receive
25.5799 million tourists from all over the country in 2026,
far more than the total number of Asian inbound tourists
(19.1207 million) in 2020, and it will remain at more than
25 million every year since then; among the seven major
source countries, each source country has maintained a
steady growth year by year. Therefore, with the increasingly
close ties between China and the whole country, it can be
predicted that the potential of the national tourist market
is huge. In the future, it will not only continue to consolidate
its market position as a major tourist source in Asia but also
become a key area for the development of the rural leisure
tourism market in China.

As shown in Figure 9, after ranking the correlation
degree values, it is found that the influence degree of each
factor on the national cloud computing guided tourism is

Table 2: Two scenarios of travel data to the cloud.

Item Inbound overnight Geography Concentration index Standard specification Project pilot

NSSP 1.54 1.33 1.55 1.7 1.66

Strategy 2.22 3.22 2.04 2.84 2.31

Government 4.23 2.66 5.13 4.52 3.48

Management system 2.54 1.35 5.29 4.66 1.93

Legal system 2.25 2.01 2.89 1.31 4.64
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Figure 5: The seasonal difference of regional passenger flow is obvious.

Table 3: Regional rural tourism development potential.

Item Management Standard Specification Legal system Market guidance

Center 1.44 0.5 0.61 1.35 0.92

Peripheral 1.37 2.91 1.93 1.67 2.71

NSSP 3.87 2.78 2.61 4.55 3.78

Strategy 3.94 1.69 3.34 1.75 2.48

Government 2.15 4.87 4.68 3.93 4.76
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as follows: international route transportation mileage
(0.832), bilateral trade volume (0.812), China’s per capita
GDP (0.805), tourism reception facilities (0.778), and the
number of world heritage sites (0.765). Among them, the
international route transportation mileage (×4) has the larg-
est correlation, which indicates that for the national tourists,
the tourism transportation convenience, especially the ship-
ping conditions, has the most profound impact on their
enthusiasm and demand in China. The correlation degree
of bilateral trade volume (×5) takes the second place, which
shows that under the background of globalization, the driv-
ing role of international trade in tourism cannot be underes-
timated. The higher the level of economic exchanges in
China, the more effective it is to drive the demand of tourists
to China.

4.2. Findings and Discussions. The statistical method of
cloud computing is used to investigate the characteristics,
development trend, and influencing variables of the national
cloud computing tour guide industry. In terms of market
development, the national cloud tour guide market exhibits
an overall stable, continuous, and positive growth trend.
The overall number of Chinese tourists is increasing, and
rural leisure tourism in China has shifted to the national
region. Rural leisure tourism is a significant component of
the tourism industry. It has a general homogeneity and indi-
vidual concentration in its temporal distribution, and the
regional distribution of the interyear concentration index
shows an increasing concentration trend. From 2019, the
geographic concentration index begins to rise linearly, peak-
ing at 9.60 in 2020.

At the same time, despite changes in country share rank-
ings, market concentration is still high and dependence on a

few major source countries is too strong. We should take
advantage of the “One Belt, One Road” initiative and
China-FTA platform to strengthen mutual trust, cultural
exchanges, and economic cooperation, accelerate the imple-
mentation of mutual visa-free tourism policy, promote tour-
ism exchanges and cooperation, and improve the level of
Mandarin reception to attract more tourists from all over
the country. On the other hand, differentiated development
should be carried out for various types of visitor source mar-
kets. The correlation between China’s GDP per capita and
resident rural leisure tourism is in the middle of the range,
with no significant difference from the first two indicators,
indicating that national economic development is closely
related to resident rural leisure tourism, and national trav-
elers are more willing to go to countries with better eco-
nomic development. Domestic travelers are concerned
about China’s tourism resource endowment and tourism
reception capacity, as the correlation between the number
of tourism reception facilities and the number of world
cultural heritage sites is also greater than 0.75.

5. Conclusions

The growth potential of rural tourism has shown apparent
geographical autocorrelation and spatial agglomeration in
the mobile cloud IoT computing environment. The counties
with the most potential for rural tourist growth, as well as
those with the least, exhibit geographical clustering patterns.
The province’s high-level rural tourist development poten-
tial is concentrated in the center, whereas the province’s
low-level rural tourism development potential is dispersed
across the province, city, and district. The radiation impact
of high-level regions on nearby low-level growth potential
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areas, on the other hand, is minimal, and overall regional
linkage development and regional collaboration must be
increased. The growth potential of rural tourism in the
mobile cloud IoT computing environment is unequal, and
the difference is mostly due to the abundance of rural tour-
ism resources and the degree of economic development.

Data Availability

All the data used is given in the paper.
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Unmanned aerial vehicles (UAVs) have increased the convenience of urban life. Representing the recent rapid development of
drone technology, UAVs have been widely used in fifth-generation (5G) cellular networks and the Internet of Things (IoT),
such as drone aerial photography, express drone delivery, and drone traffic supervision. However, owing to low altitude and
low speed, drones can only limitedly monitor and detect small target objects, resulting in frequent intrusion and collision.
Traditional methods of monitoring the safety of drones are mostly expensive and difficult to implement. In smart city
construction, a large number of smart IoT cameras connected to 5G networks are installed in the city. Captured drone
images are transmitted to the cloud via a high-speed and low-latency 5G network, and machine learning algorithms are
used for target detection and tracking. In this study, we propose a method for real-time tracking of drone targets by using
the existing monitoring network to obtain drone images in real time and employing deep learning methods by which
drones in urban environments can be guided. To achieve real-time tracking of UAV targets, we employed the tracking-by-
detection mode in machine learning, with the network-modified YOLOv3 (you only look once v3) as the target detector
and Deep SORT as the target tracking correlation algorithm. We established a drone tracking dataset that contains four
types of drones and 2800 pictures in different environments. The tracking model we trained achieved 94.4% tracking
accuracy in real-time UAV target tracking and a tracking speed of 54 FPS. These results comprehensively demonstrate that
our tracking model achieves high-precision real-time UAV target tracking at a reduced cost.

1. Introduction

The application of 5G and the Internet of Things (IoT) rep-
resents the development of future drone technology. The
development of 5G technology has facilitated the emergence
of smart cities [1]. The recent construction of smart cities in
China has been elevated to a national strategy with the strong
support of the state, and considerable progress has been
made. As of February 2019, 100% of subprovincial cities and
93% of prefecture-level cities of China—consisting of more
than 700 cities in total (including county-level cities)—have
proposed or constructed smart cities. Regardless of the scale
of the smart city market or smart city information technology
investment, both exhibit a rapid growth trend and a large

future market space. IDC (Internet Data Center), an interna-
tional data company, predicts that investments related to
global smart city technology will reach 189.46 billion US
dollars in 2023. Meanwhile, the same investment in China will
reach 38.92 billion US dollars.

Smart cities comprehensively promote the development
of modern living through information technologies, such
as the IoT, cloud computing, and geospatial infrastructure,
in Figure 1. Cities that want high-quality development need
smarter infrastructure, in addition to roads, viaducts, hydro-
power, and so on. Smart city infrastructure, such as the IoT,
tends to become increasingly popular with the development
of 5G networks. Smart cities present new changes on multi-
ple levels, and the construction of smart cities provides
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unprecedented opportunities for development [2]. To sup-
port the information infrastructure of smart cities, the focus
is diverted to full coverage of the 5G network and object
recognition cameras, among others, which can be gradually
integrated with the IoT infrastructure to achieve a compre-
hensive IoT. From the perspective of technological develop-
ment, smart city construction requires the realization of full
perception, interconnection, universal computing, and inte-
grated applications through the IoT, cloud computing, and
other modern information technology applications repre-
sented by mobile technology.

The advantage of a smart city lies in its safety and secu-
rity. The steady progress of 5G technology has also facilitated
the continued optimization of city monitoring systems. Tra-
ditional security surveillance system cameras can be replaced
by smarter 5G cameras. 5G technology has three characteris-
tics: (i) high throughput, which solves the bandwidth trans-
mission problem of video upstream and downstream; (ii)
low-latency, which can achieve a theoretical value of 1ms
or 10ms in the 5G era; and (iii) ultra-large-scale. 5G inher-
ently supports ultra-large-scale device access and can support
more cameras and other IoT devices for the security industry
[3]. Only a city surveillance system with a wider bandwidth
and higher video stability can be combined with an intelli-
gent video surveillance cloud platform to achieve true
intelligent security. Moreover, compared with wired video
transmission, 5G wireless transmission is easier to deploy,
more convenient, and lower in cost. The high transmission,
high broadband, and high reliability of 5G can provide a
UAV identification system with more high-definition moni-
toring data at a faster speed. Using a surveillance system
composed of a network of urban surveillance cameras to
monitor, identify, and warn drones in designated areas in real
time can effectively solve the problems in drone surveillance.
The key to this method is to determine how to effectively
detect whether a drone to track and locate from the video
exists. In this study, we attempt to solve this problem by
machine learning.

With the continuous industrial and technological prog-
ress, low-altitude, slow-speed, and small-target UAVs have

been rapidly developed and are widely used. UAVs fly at
low altitudes; thus, radar waves may not reach these targets
as they are affected by the curvature of the earth and the shel-
ter of buildings. In addition, a large amount of ground clutter
will enter the radar receiver while it is working, which
impedes radar from distinguishing the echo signal of a
UAV target. The flying speed of UAVs is slow, and some
are even lower than the radar speed detection threshold, pre-
venting the pulse-Doppler radar from detecting the target.
Slow-flying UAVs are easily confused with slow-moving
clutter, such as weather clutter and bird swarm, rendering
target t recognition difficult. Their small size and radar reflec-
tion area, in addition to the weak echo signal, weaken w the
UAV detection ability of radar. However, owing to difficulties
in target detection and effective supervision, such UAVs have
incurred major security threats to countries in recent years.
In 2017, UAV interference occurred at Kunming Changshui
International Airport in China, resulting in 35 flights being
forced to divert to alternate routes and 28 flights being
delayed at the airport. Some flights were delayed for 4 h,
and the airport runway was forced to close for 45min. In
2018, “black flight” and “disturbing flight” UAV events in
Germany showed rapid growth trends. As of August 12,
2018, more than 100 UAV interference incidents occurred
in major airports in Germany, which exceeded the total num-
ber reported in 2017. Thus, methods for detecting such
targets have significant and immediate application require-
ments. Various recognition methods for UAV detection
currently exist, including radar technologies, audio signal
analysis, trajectory analysis, and image recognition.

Radar technology has been widely used in UAV detection
and classification because of its fast-remote sensing ability. In
radar technology, frequency-modulated continuous-wave
(FMCW) radar is the most common choice because it can
obtain sufficient information about targets with a short dwell
time. When the position of the UAV target changes relative
to the radar, the rotation of the wing can cause the radar echo
to modulate and produce a micro-Doppler effect. Analysis of
the micro-Doppler characteristics of radar echo can extract
detailed information such as the number of rotors of the
UAV target. The use of FMCW in surveillance systems is
limited because it cannot detect the distance from the target
to the radar, requiring manual intervention [4]. For UAV
recognition based on audio signals, the multirotor UAV can
produce FM (Frequency Modulation) noise when flying.
The current study proposes the RPM (rotation per minute)
speed wave correction method, which corrects the classical
noise prediction method of rotorcrafts, considers the fre-
quency modulation effect, and identifies UAVs. Large-scale
public activity venues, airports, government agencies, and
other places requiring UAV detection have large background
noise; thus, the noise emitted by UAVs for identification is
difficult to capture [5]. To address this concern, a UAV flight
path recognition network based on radar monitoring data is
constructed in accordance with the conditions identified by
research on UAV flight path identification and the character-
istics of radar data information of low-altitude surveillance
systems. A UAV identification method based on radar mon-
itoring data and recurrent neural network (RNN) flight path

Machine
learning

Figure 1: Drone in IoT smart cities.
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identification network is then proposed. Modeling with
RNN-Long Short-Term Memory networks after training
can identify the target trajectory in airspace, efficiently iden-
tify the trajectory data of the UAV, and achieve the expected
classification effect. However, collecting trajectory informa-
tion entails time, suggesting that a UAV is impossible to
identify and track in real time.

Traditional UAV detection techniques are often limited
in public places, government agencies, airports, and other
areas. Moreover, radar systems experience difficulty operat-
ing effectively in environments with many shelters, where
the RPM cannot operate because excessive background noise
and track recognition cannot meet the requirements of real-
time monitoring. For the past few years, the rapid improve-
ment of deep learning and computing abilities have greatly
enhanced the accuracy and speed of image target recognition
and classification, allowing the tracking of algorithms based
on target detectors. Relevant research has determined that
existing methods employing a target detection algorithm to
identify UAVs can only be used to identify targets but not
to target the identified drones. Meanwhile, the existing
UAV tracking algorithm has deficiencies in robustness and
real-time performance. To address these issues, this study
introduces the target tracking algorithm into the UAV recog-
nition algorithm.

2. Related Work

The basic idea of multitarget real-time tracking for UAV
positioning in IoTs is illustrated in Figure 2. The IoT camera
is arranged in the city, and the captured images are transmit-
ted to the cloud via 5G at a high speed. The real-time
machine learning algorithm is used to track multiple targets
of the drone. To achieve real-time target tracking, research
on related machine learning algorithms is also necessary.

Currently, the most widely used deep learning target
detection method is the target detection algorithm based on
CNNs (Convolutional Neural Networks). The development
of CNNs has a long history. In 1962, Hubel and Wiesel used
the brain of a cat to explore the visual system. In 1980,
Japanese scientist Kunihiko Fukushima proposed a neural
network structure with a convolutional layer and a pooling
layer. In 1998, Yann LeCun proposed LeNet-5 and applied
the backpropagation algorithm for training this type of
neural network structure, forming a prototype for the con-
temporary CNN. In the 2012 ImageNet Image Recognition
Competition Challenge, AlexNet proposed a deep structure
and dropout method discussed in the study by Hinton et al.
in which the error rate decreased from more than 25% to
15%, revolutionizing the field of image recognition. Follow-
ing the idea of AlexNet, LeCun et al. proposed DropConnect
in 2013, further reducing the error rate to 11%. Network in
Network was proposed by Yan Shuicheng et al. of NUS
(National University of Singapore), significantly altering the
structure of CNN. Based on these methods, Inception and
VGG architectures deepened the network in 2014 to about
20 layers and significantly improved the image recognition
error rate to 6.7%, indicating its similarity to the human error
rate of 5.1%. Ren Shaoqing and He Kaiming et al. of MSRA

(Microsoft Research Asia) optimized the original R-CNN
(region-based CNN) and Fast R-CNN with the development
of Faster R-CNN. The main contributions of Faster R-CNN
are the use and image recognition of the same CNN features
in which features can not only recognize the category of
objects in the image but also record their positions. He
Kaiming subsequently introduced Mask R-CNN and added
a mask head to Faster R-CNN. By using the mask head only
in training, the mask head message was passed back to the
original CNN feature, allowing the original feature to contain
more detailed information. Currently, the structure of CNN
is becoming increasingly complex, and the research direction
is to find algorithms that can automatically optimize its
structure. Supported by a deep coproduct neural network,
the target detection method can be divided into two catego-
ries: the two-stage method and the one-stage method [6–8].

2.1. Target Detection Algorithms

2.1.1. Two-Stage Approaches. The two-stage approach divides
the target detection task into two phases: RoI (region of
interest) extraction, followed by RoI classification and
regression. R-CNN, SPPNet, Fast R-CNN, Faster R-CNN,Mask
R-CNN, and Cascade R-CNN, among others, are all two-stage
approaches. Fast R-CNN before object detection is driven by
the region proposal approach and the region-based CNN. Fast
R-CNN uses a very deep network to achieve near real-time rates
when the time spent on regional proposals is ignored; mean-
while, the proposal is also the bottleneck of inference in the
detection system. Regional proposalmethods often rely on inex-
pensive functions and economic reasoning schemes. Selective
search is a widely used technique but is slower than effective
detection networks by about one order of magnitude [9].

2.1.2. One-Stage Approaches. The one-stage method elimi-
nates RoI extraction and then directly classifies and regresses
the candidate anchor boxes. As its name suggests, this
approach follows a completely different objective to apply a
single neural network to the entire image. The representative
algorithms are YOLO, R-SSD, RefineNet, and so on. Con-
trary to the classifier-based method, YOLO is trained on
the loss function directly corresponding to the detection per-
formance, while the whole model is trained under joint train-
ing [10]. As a representative one-stage method, YOLO has
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Figure 2: Drone tracking flowchart.
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significant advantages in computational speed over the two-
stage method. Subsequent versions of YOLO (YOLOv2 and
YOLOv3) exhibit improved detection accuracy while main-
taining a high detection speed.

The development of anchor-based approaches has
involved several issues. In the anchor mechanism, solid prior
knowledge is needed to set the appropriate super parameters
of scale and aspect ratio, and the number of targets in an image
is often limited. Setting a large number of anchor boxes based
on each anchor can produce a large number of easy samples
and lead to an out-of-balance state of positive and negative
samples. When target classification is based on the anchor
box, the threshold of intersection over union (IOU) is also dif-
ficult to set. By contrast, the anchor-free method can avoid the
anchor. While it cannot provide high detection stability, its
calculation time is significantly reduced, allowing real-time
high-precision detection and segmentation.

2.1.3. Anchor-Based. These methods typically require numer-
ous anchors to ensure a sufficiently high IOU rate on the
ground. Various hyperparameters and design choices are also
possible with anchor boxes, and these methods can become
more complex when these choices are used in conjunction [11].

2.1.4. Anchor-Free. Generally, the nonanchor detector
belongs to a first-class detector. Although the performance
of the one-stage approach CornerNet remains limited by its
relatively weak ability to reference global information, its
productivity can be increased by its ability to perceive visual
patterns within each proposed area. Thus, it can indepen-
dently identify the correctness of each bounding box.

2.2. Target Tracking Algorithms. Early tracking patterns used
temporal and spatial points of interest, which could not be
separated from some low-level features, such as corners and
intensity peaks [12, 13]. Although early classical algorithms
were able to achieve high-precision single-target tracking,
they could not meet the high-speed multitarget tracking
problem. Subsequently, because of the rising interest and
financial support of target detection in recent years [14],
detection by tracking has gradually led the research and
application of multitarget detection. The current target track-
ing algorithm completes detection and tracking simulta-
neously, transforming the existing detector into a tracker.

2.2.1. Classic Algorithms. The improved classic MHT
(Multiple Hypothesis Tracking) algorithm of the 1990s has
achieved performance close to that of the most advanced
methods in the standard benchmark dataset [15]. Using
accurate object detectors simplifies a small number of possi-
ble assumptions. The appearance model can be learned
efficiently using a regularized least-squares framework, and
each assumed branch requires only several additional actions
to take advantage of MHT when using higher-order informa-
tion. JPDA (Joint Probabilistic Data Association) has also
been improved to compute for high target and clutter density
applications. Many experiments have also shown that when
embedded in the simple tracking framework, the JPDA algo-
rithm performs competitively, with the most advanced global
tracking methods in both applications, while significantly

reducing the processing time [16]. While MHT and JPDA
retain their advantages, uncertainty and latency are high
when they are faced with difficult targets. The composite
complexity of these methods increases exponentially with
the number of trace lines, making it impractical to apply such
traditional methods in highly dynamic environments.

2.2.2. Multitarget Tracking. The latest research trend in mul-
titarget tracking is the use of the same framework to include
detection and tracking and the combination of the previous
two-stage methods into a one-stage multitasking process.
This technique uses the current and previous frames as input
and then predicts the target frame offset position of the next
frame. CenterTrack applies the detection model to a pair of
images and detects from previous frames. With minimal
input and the previous frame, CenterTrack can locate objects
and predict their association. Simple, online, and live, Cen-
terTrack can also be easily extended to single-eye 3D tracking
by tracking other 3D attributes [17]. The detector based on
the keypoint has shown satisfactory performance. However,
incorrect key matching still commonly occurs and can seri-
ously inhibit the performance of the detector. Compared
with traditional embedding methods, CentripetalNet com-
bines location information with match corner points more
accurately. The corner pool extracts the information from
the bounding box to the boundary. Feature matching of the
star-shaped deformable convolution network endows the
corner information with clarity. In addition, by equipping
CentripetalNet with a mask prediction module, it can explore
instance segmentation on an anchor-free detector [18].

2.2.3. Tracking by Detection.Mainstream target tracking algo-
rithms are currently designed according to the detection and
tracking mechanism. First, the target detection algorithm is
used to detect the target in each frame and obtain the corre-
sponding position coordinates, classification, confidence, and
other data. Data association is then employed to correlate pre-
vious detection results with the detection results of the previous
frame. However, when the target moves rapidly, traditional
tracking by detecting matching fails. The tracking method
based on trajectory prediction can successfully solve this prob-
lem. By adding a one-step Kalman filter to predict the tracking
state of the next frame, the predicted target state is compared
with the detected target to link the fast-moving objects.

Compared with detection and tracking combined into
multitasking, the traditional tracking-by-detection tracking
algorithm requires no high-cost video streaming data train-
ing and only needs to make several improvements on the
basis of the existing target detector and thereby obtain robust
and real-time compliance tracking.

The advantage of the algorithm used in this study is that it
does not rely on the video streaming dataset to train the
model. Only image datasets can be used to train effective target
tracking models to realize real-time tracking of UAV models.

3. Detection and Tracking Method of UAV

This study primarily is aimed at achieving a simple and
effective drone tracking method. In the target detector
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component, YOLOv3 [19] and CenterNet are selected to sat-
isfy the speed and performance requirements of the target
tracking model. As a representative of a single-stage network,
YOLOv3 has no complicated network structure and can be
well applied in industrial landing. As a representative of the
new-generation anchor-free detection model, CenterNet
can provide a good comparison with the algorithm under
the anchor mechanism. The strategy in this study is to add
data association between image frames on the existing target
detector to achieve target tracking. Moreover, the most cur-
rent detection and tracking methods require video streaming
data as training data. However, the dataset entails consider-
ably high costs. Consequently, we abandoned this tracking
algorithm and turned to the mainstream tracking-by-
detection tracking algorithm. This approach provides a
clever strategy to complete the training of high-precision
detection and tracking models with only image datasets.

3.1. Detector

3.1.1. Target Detector YOLOv3 and Its Improved Design.
YOLOv3 is the third-generation version of the YOLO series.
Compared with the two previous versions, the third-
generation version integrates newly proposed techniques in
target detection. The backbone partly draws on the structural
design of the residual network. In the Darknet-53 [20] net-
work, the neck part introduces the feature pyramid network
(FPN) [21] structure. The superior techniques of the previous
version are simultaneously retained, such as batch normali-
zation (BN) [22] and k-means clustering algorithm [23].
The network structure of YOLOv3 is presented in Figure 3.

In YOLOv3, the network uses an improved backbone,
upgrading Darknet-19, which was used by YOLOv2, to
Darknet-53. Darknet-53 uses a 3 × 3 convolution kernel to
replace the pooling layer, cuts the feature map, reduces the
dimensionality, and performs a 1 × 1 convolution operation
on the cut result to control the final output channel number.
This approach not only reduces the amount of data brought
by pooling and accelerates the calculation but also increases
the nonlinearity and robustness of the network.

Recognizing objects at different scales is a basic challenge
of Computer Vision, hence the proposal of the FPN struc-

ture. YOLOv3 introduces a structure similar to that of FPN
to perform information fusion on detection frames with
three different sizes. The FPN structure is aimed at using
the inherent multiscale pyramid layer of the deep CNN to
construct the feature pyramid, and its implementation
combines low-level features with enhanced resolution and
positioning information, together with high-level features
with strong semantic information. This approach helps the
network in detecting multiscale targets, particularly small
ones. The information fusion of FPN includes three routes.
The first route is a bottom-up pathway, which generates mul-
tiple feature maps of different layers through the forward
propagation of the backbone CNN. For the feature pyramid,
each stage is defined as a pyramid level. It is a top-down path-
way, which is the core of the FPN structure, as shown in
Figure 4. Its main function is the upsampling of the high-
order pyramid layer to the same size as that of the secondary
feature map. The lateral connection, which is mainly the high
semantic feature map and high positioning information fea-
ture map obtained from the previous two roads, is combined
by interpolation. Three sizes of prediction results—13 × 13,
26 × 26, and 52 × 52—are output to the network.

To accelerate the convergence speed during network
training and prevent gradient explosion or disappearance in
the backpropagation of the deep network, BN technology
was integrated with YOLOv2 and retained in YOLOv3. In
training the neural network, the input distribution of each
layer of the network is always changing at each stochastic
gradient descent for each minibatch. Owing to the sensitivity
interval of the activation function being fixed, when continu-
ous multilayer input distributions are present, the input dis-
tribution is in the activation function. In nonsensitive areas,
network convergence tends to stall. To solve this problem,
BN is added. The BN operation restricts the input distribu-
tion to a standard normal distribution with a value of 0 and
a variance of 1 via a normalized operation; thus, the gradient
change moves toward the optimal value of the loss function.
This approach accelerates network convergence.

YOLOv3 is a representative of the anchor mechanism in
the single-stage detection model. The method of setting set a
suitable anchor is a finishing touch to enhance the detection
performance of the model. In the anchor setting of YOLO, k
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-means clustering is still used for data processing to obtain
the distribution setting of the anchor. Unlike that in Faster
R-CNN, the anchor is manually generated through a preset
scale and coordinate relationship. In YOLOv3, cluster analy-
sis needs to be performed on the bounding boxes in the train-
ing set to generate appropriately sized anchors. In this study,
we use a modified k-means clustering algorithm.

Performing standard k-means clustering on the anchor
can induce the large box to generate a larger error during
clustering, and this error is expected to be almost unrelated
to the size of the box. The key to solving this problem is the
measurement of the distance between different anchors. We
use the maximum IOU (intersection over union) to replace
the Euclidean distance measure in the standard k-means
clustering algorithm. The IOU calculation is presented in
Figure 5. The formula is as follows:

d box, centroidð Þ = 1 − IOU box, centroidð Þ: ð1Þ

The brief process of k-means clustering for anchor boxes
is summarized:

(i) The coordinates of all labeled ground truth frames in
the training set are extracted

(ii) The coordinates of all ground truth (GT) boxes are
converted into the height information of the boxes

(iii) K GT boxes are randomly selected as anchor boxes;
with these k anchor boxes and the remaining GT
boxes, IOU is determined and d = 1-IOU is calculated

(iv) The GT boxes are classified. The distance fdði, 1Þ,
dði, 2Þ⋯ dði, kÞg of each GT box is compared with
each anchor box, and the smallest distance d is
selected. The GT box owned by the k anchor boxes
is ultimately recorded

(v) The anchor box is updated. For each anchor box, the
average value of the frame height of its GT box is cal-
culated, and the value is used as the new size of the
anchor box

(vi) Steps (i) to (iv) are repeated until the size of the
anchor box no longer changes

To perform the k-means clustering operation on the
anchor section, we set k = 9 because YOLOv3 has three fea-
ture maps. Each feature map requires three anchors of differ-
ent scales. To perform k clustering training on the anchor
data information in the training set and then ultimately
obtain nine anchor scales, (36, 17), (54, 28), and (81, 40)
are first used on the smallest 13 × 13 feature map. For the
26 × 26 feature map of the intermediate size, the three-scale
anchors (123, 71), (156, 128), and (259, 111) are used, and
(206, 172), (275, 217), and (380, 283) are prepared for the
largest 52 × 52 feature map.

The SPP-Net [24] network is used to improve the
YOLOv3 network. After the first layer feature map of
YOLOv3, a structure similar to the SPP network is added.
This addition is intended to effectively avoid the problems
of image area clipping and image distortion caused by zoom
operations and to solve the problem of CNN for image
repeated feature extraction, which greatly improves the speed
of generating candidate frames and reduces computational
costs. Adding the SPP module to YOLOv3 strengthens the
feature pyramid and semantic information and realizes the
extraction of local and global features on the smallest feature
map, which is favorable for addressing the problem of large
differences in target size. The structure of YOLOv3-SPP is
presented in Figure 6.
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Figure 4: YOLOv3 feature pyramid network structure.
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The loss function of the YOLOmodel must then be mod-
ified. The modified YOLO loss function mainly consists of
box loss, confidence loss, and category loss:

λ = λcoord 〠
S2

i=0
〠
B

j=0
Tobj
ij xi − xið Þ2 + yi − yið Þ2 + wi −wið Þ2�

+ hi − hið Þ2� + 〠
S2

i=0
〠
B

j=0
Tobj
ij Ci − Cið Þ2

+ λnoobj 〠
S2

i=0
〠
B

j=0
Tobj
ij Ci − Cið Þ2

+ 〠
S2

i=0
Tobj
i 〠

c∈classes
pi cð Þ − p∧i cð Þð Þ2:

ð2Þ

Tobj
i defines whether there is a target in the i -th grid; Tobj

ij

defines whether the j -th a priori box in the i -th grid is the a
priori box responsible for target prediction; and λcoord is the
frame loss. The coefficient λnoobj is the coefficient of no target
confidence loss; s is the side length of the feature map; and B
is the number of anchors for each grid. The original YOLO
loss function divides the width and height of the detection
frame with a root sign and then calculates the loss. The pur-
pose is to reduce the proportion of the width and height loss
occupied by the target frame size and prevent the coordinate
loss of the central point from being overwhelmed. However,
in the k mean value after clustering, the loss of the target
frame size is reduced. Consequently, the square root opera-
tion is no longer performed on the loss of the target frame

size. With this approach, the increased accuracy of anchor
initialization is ensured, and the initial error exerts less effect
and is easier to converge. The final loss category uses a cross-
entropy loss function design.

3.1.2. Target Detector CenterNet and Its Improved Design. In
recent years, the research on object detection has been redir-
ected improving the detection accuracy of target detectors to
focusing on the speed of the detector and then to the current
weighting of the accuracy and real-time performance of the
target detector. In this process, the two-stage detector meth-
od—for instance, the first stage of Faster R-CNN—proposes
possible regions of interest (RoIs) via the region proposal
network (RPN), combining the screening and calibration of
RoIs. The first one is similar to the effect of coarse
classification + fine classification. Owing to this design,
Faster R-CNN achieves high detection accuracy, but simulta-
neously, the two-stage network runs at a low speed (5 FPS)
and produces larger memory occupation, hindering its appli-
cation in many real-world scenarios. The two-stage method
is a slow process and thus has been reduced to a one-stage
technique. The detection speed of one-stage detectors repre-
sented by SSD [25] and YOLO can generally be increased to
more than 30 FPS, which basically meets the real-time
requirements of detection and also achieves good detection
accuracy. The most crucial problem at present is the poor
detection efficiency of small target objects in multiscale
detection tasks. Since the one-stage method does not have
the same proposal stage as the RPN network layer, only a
small part of the boxes can be selected as anchors when the
anchor is preset, and few boxes match small objects. Many
one-stage solutions have also been proposed in response to
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this situation. For instance, in the YOLO series, a k-means
clustering algorithm is used for the dataset to generate a pre-
set anchor. Moreover, an FPN-like structure is added to the
train to enhance the positioning information of each layer,
including semantic information. Since the development of
target detectors, the anchor-based detection mechanism has
gradually hindered the improvement of the detection perfor-
mance. Therefore, a new method of solving object detection
has emerged using the anchor-free technique.

The anchor-free method was originally proposed by
CornerNet. Different from their previous target detector,
the anchor is preset to predict the offset in order to complete
the regression correction of the target frame. CornerNet
directly converts the object detection problem into a key-
point detection problem. The network directly predicts the
coordinates of the upper left point and the lower right point
of the target frame and uses the embedding vector to match
them and thereby complete the target detection. This
approach abandons the anchor mechanism and no longer
requires anchor setting; in addition, no subsequent screening
and nonmaximum suppression (NMS) operations of a large
number of anchors are needed. However, CornerNet also
has deficiencies because some errors inevitably occur when
the upper left corner and the lower right corner of the target
box are matched, resulting in the reduced accuracy of the net-
work. Moreover, the corner pooling it uses only relies on the
edge information of the object and consequently uses no
internal information, weakening its capability for global
information acquisition. Therefore, we used CenterNet, a
more advanced anchor-free detector (Figure 7).

CenterNet is further simplified in the idea of CornerNet.
The network directly predicts whether each pixel is the target
center; if so, it predicts the bounding box for the central point.
This method is closely related to the anchor-based technique
because each pixel in the feature map A pixel can be regarded
as a shape-agnostic anchor. However, the “anchor” is only
related to the position, and further predicting the offset and
using NMS for postprocessing is unnecessary.

Among Figure 7, Pre is a 7 × 7 residual error unit with a
step size of two. After this structure, the size of the picture
is compressed to 1/4 of the original picture, and two
hourglass modules perform keypoint detection. The final
output has three branches: (i) Heatmap with the dimensions
(W/4, H/4, C), which outputs the center point positions of
the objects in C categories; (ii) Offset, with the dimensions
(W/4, H/4, 2), which supplements and corrects the output
result of Heatmap to improve the accuracy of positioning;
and (iii) Height & Width, with the dimensions of (W/4,

H/4, 2), which predicts the width and height of the detection
frame centered on the keypoint.

The loss function of CenterNet also consists of three parts
(target category loss, target center point offset loss, and target
frame size loss):

Ldet = Lk + λsizeLsize + λoffLoff , ð3Þ

Lk =
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Lk is the target category loss function. For a W ×H
picture I ∈ RW×H×3, the keypoint heatmap generated after

going through the network is Ŷxyc ∈ ½0, 1�ðW/RÞ×ðH/RÞ×C ; R is
the output stride; C is the number of keypoints; and N is
the number of keypoints in the heatmap. In the heatmap,
Ŷxyc = 1 indicates that the point is the center point of the tar-
get; Ŷxyc = 0 indicates that the point is the background; Yxyc is
the labeled GT information; α and β are the hyperparameters
of focal loss [26]; and the default settings are 2 and 4. The cat-
egory loss function in this part draws on the idea of focal loss.
The central point of the training weight in the easy example is
appropriately reduced, which is the loss value. When Yxyc = 1,
ð1 − Y∧

xycÞαacts as a correction function; if Ŷxyc is close to 1,
point detection is relatively easy, and ð1 − Y∧

xycÞαis corre-

spondingly lower. When Ŷxyc is close to 0, the proportion of
training should be increased because the center point has not
been learned. Therefore, ð1 − Y∧

xycÞαtends to be consider-
ably large. The purpose is to balance the training process,
that is, to solve the problem of imbalance between positive
and negative samples. Loff is the offset loss of the center
point, and Ôp~ ∈ RðW/RÞ×ðH/RÞ×C is the local offset of each pre-
diction center point, the target center point. The bias function
must account for the accuracy loss of the input picture after
the downsampling operation of the backbone network to ren-
der the prediction result closer to the target center point. In
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Figure 7: CenterNet network structure based on Hourglass backbone.
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this case, Lsize is the loss function of the width and height of the
target frame for the frame k with coordinates ðxk1, yk1, xk2, yk2Þ.
The size of the target frame sk = ðxk2 − xk1, yk2 − yk1Þ and the loss
function of the center point error are then designed by the loss
function of L1 loss.

The backbone network of CenterNet consists of ResNet
[27] and DCN [28]. However, upsampling convolutional
layers, such as DCNv2, greatly limit the deployment of the
model. To improve the performance of the CenterNet net-
work and enable it to achieve real-time detection, we perform
TensorRT acceleration processing on CenterNet. Limited by
the design of the DCNv2 network, TensorRT does not cur-
rently support the acceleration operation of the DCN net-
work. The network used appears in Figure 8.

The CenterNet network is separated to achieve TensorRT
acceleration. The network is divided into two parts of the
backbone network, ResNet and DCN, and ResNet is sepa-
rately accelerated using TensorRT. This design can theoreti-
cally increase the running time of the backbone network by
10–20 times.

3.2. Tracker. After determining the detectors YOLOv3-SPP
and CenterNet, we use Deep SORT [29] as the follow-up
tracking algorithm. The Deep SORT algorithm is improved
on the basis of the Simple Online and Realtime Tracking
(SORT) algorithm [30].

The core of the SORT algorithm presented in Figure 9
consists of the Kalman filter and the Hungarian algorithm.
The Kalman filter algorithm is divided into two processes: pre-
diction and update. The algorithm defines the motion state of
the target as eight normally distributed vectors. When the tar-
get starts to move, the position and speed of the target detec-
tion frame of the current frame are predicted from the target
detection frame and target speed of the previous frame. This
process describes the prediction approach of the Kalman filter.
The update process of the Kalman filter is based on the pre-
dicted value of the previous frame and the observed value of
the current frame (the predicted value and the observed value
are in accordance with the normal distribution), which are
linearly weighted to obtain the current prediction state of the
system. The Hungarian algorithm then solves the matching
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problem. After the similarity matrix, the Hungarian algorithm
can solve the problem of matching the target of the two frames
before and after the similarity matrix.

The most significant improvement of the Deep SORT
algorithm over the SORT algorithm is the introduction of
deep networks for appearance feature extraction and the
use of models in pedestrian rerecognition for feature extrac-
tion. This operation also substantially reduces the amount
of ID switching in the tracking algorithm. The Deep SORT
algorithm can be divided into three steps: (i) predicting the
trajectory tracks by Kalman filter; (ii) matching the predicted
trajectory tracks with the detection frame in the current
frame, including cascade matching and IOU matching, by
using the Hungarian algorithm; and (iii) the third step which
is to update the Kalman filter (Figure 10).

In matching the detection frame and the predicted trajec-
tory, the situations shown in Figure 11 are expected to occur.

(i) Matched Tracks in which the detection frame and
the track match: ordinary continuous tracking
targets are classified under this situation, and the
targets in the previous and subsequent frames exist
and can be matched.

(ii) Unmatched Detections in which the detection box
does not find a matching track: if the detector sud-
denly detects a new target in the image, the detection
frame cannot find a matching target in the previous
trajectory.

(iii) Unmatched Tracks in which the track does not
match the detection frame: the continuously tracked
target disappears from the video or flies out of the
shooting range of the camera, and the predicted tra-
jectory does not find the matching detection frame
information.

(iv) Another situation occurring when two targets over-
lap: that is, when one target is occluded by another
target, the trajectory of the occluded target cannot
find a matching detection frame, and the target tem-
porarily disappears from the image. When the
occluded target reappears, the ID assigned by the

occluded target should not change as much as possi-
ble and can be recognized by the algorithm as the
target corresponding to the previous ID. This prob-
lem cannot be solved using the SORT algorithm.
Thus, cascade matching in the Deep SORT algo-
rithm is needed to solve it.

4. Experiments

4.1. Dataset. We generated a drone target dataset because of
the lack of a publicly available one. To ensure the diversity
of data sources and process the drone pictures downloaded
from the Internet, we also prepared four drones for shooting:
two quad-rotor drones and two single-rotor drones. We
obtained drone flight shots in both indoor and outdoor sce-
narios. The video was shot at 30 frames per second to prevent
the pictures from appearing too similar between the data.
One of 10 video frames was selected as the dataset, and
2459 pictures were obtained. We also crawled 341 pictures
from the Internet as a supplement. The dataset composition
is listed in Table 1.

After the photos were acquired, the corresponding data-
sets were built for the YOLO and CenterNet networks. The
YOLO dataset had its format requirements, and the Center-
Net network used the COCO dataset format.

1 2

3 4

Figure 11: Four tracking situations.
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Figure 10: Deep SORT algorithm flow.
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In the YOLO dataset format, a picture corresponds to a
text annotation file, which contains the category and coordi-
nate information of all target frames in the corresponding
picture. The YOLO format requires that the coordinate
values of all target frames be normalized. The conversion for-
mula is as follows:

x′ = xmin + xmaxð Þ
2W

,

y′ = ymin + ymaxð Þ
2H

,

w′ = w
W

,

h′ = h
H
,

ð7Þ

where W and H are the width and height of the picture; x′
and y′ are the coordinates of the center point of the target
frame, respectively; and w′ and h′ are the width and height
of the target frame, respectively, and are normalized based
on the width and height of the picture operation.

The COCO dataset format requires the coordinates of
the upper left corner of the target frame and the width
and height of the target frame. They are converted using
the following formula:

x′ = xmin,

y′ = ymin,

w′ = xmax − xmin,

h′ = ymax − ymin,

ð8Þ

where x′ and y′ are the coordinates of the center point of
the target frame and w′ and h′ are the width and height
of the target frame, respectively.

After obtaining the labeled data files, we divided the data-
set into two parts with a train set : test set ratio of 9 : 1. The
training set contained 2520 images, and the test set contained
280 images.

4.2. Experimental Performance Index

4.2.1. Target Detection Index

(i) True positives (TP): the true value is a positive exam-
ple, and the predicted value is a positive example.

(ii) True negatives (TN): the true value is a negative exam-
ple, and the predicted value is a negative example.

(iii) False positives (FP): the true value is a negative
example, and the predicted value is a positive
example.

(iv) False negatives (FN): the true value is a positive exam-
ple, and the predicted value is a negative example.

As shown in Figure 12, the main indicators used are as
follows:

(i) Precision, the proportionofTP in the recognition result

Precision = tp
tp + fp

ð9Þ

(ii) Recall, where TP accounts for the proportion of all
positive samples in the dataset

Recall = tp
tp + fn

ð10Þ

(iii) AP, where the size of the area is enclosed by the
precision-recall curve

(iv) Mean (mAP), the average of multiple categories
of AP

TP

FN

FP

True
value

Predicted
value

TN

P P

NN

Figure 12: Four predicted results.

Figure 13: Image data splicing.

Table 1: UAV dataset.

Black four-
rotor

White four-
rotor

Yellow single
rotor

Red single
rotor

Total

823 678 500 799 2800
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4.2.2. Target Tracking Indicator. To measure the target track-
ing algorithm performance, the following are the main
indicators:

(i) ID switch (IDSW), target ID switch total

(ii) Fragmentation (FM), the total number of inter-
rupted target tracking

(iii) Multiple object tracking accuracy (MOTA):

MOTA = 1 −
∑t FN + FP + IDSWð Þ

∑tGT
ð11Þ

where GT is the ground true box of each frame.

4.2.3. Training Result

(1) Detection Results. YOLOv3, YOLOv3-SPP, and Center-
Net algorithms were used to train the previously constructed
drone dataset. The training machine environment was the i7-
9700K CPU and the single card 1080 Ti GPU. The deep
learning framework used by YOLOv3 was Pytorch1.4.0, and
that by CenterNet was PyTorch 1.2.0. YOLOv3 and
YOLOv3-SPP used the same training parameters. A batch
size of 8300 epochs was trained, and CenterNet was trained
for 150 epochs with a batch size of 16. By using this approach,
the training volume of the three models was identical. More-
over, in the training process of YOLOv3, a data enhancement
operation of randomly splicing data pictures was used
(Figure 13), which could achieve multiscale training of the
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Figure 14: YOLOv3 loss curves.
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target and also simulate the appearance of multiple targets in
the same picture.

Figures 14–16 present the loss function curves during
training of the three models:

All loss curves presented in Figure 16 meet the training
expectations. Comparison and observation of the data in
Table 2 reveal that the performances of YOLOv3 and
YOLOv3-SPP do not considerably vary, although that of
YOLOv3-SPP is slightly better. The speed of CenterNet can
only reach one-third than that of YOLO, and the accuracy
is lower than that of the YOLO model. Compared with
YOLOv3, CenterNet eliminates the anchor setting and
NMS operation calculation, and the final output feature
map of CenterNet has only one heatmap layer. Therefore,

CenterNet should theoretically exhibit superior real-time
performance than the YOLO series. However, CenterNet
only needs one layer of feature maps; for such a layer to
obtain sufficient feature information, a larger backbone net-
work and a more complex feature fusion neck layer need to
be used to extract features. Thus, the amount of calculation
is not comparable to the YOLOv3 series. In summary, the
single-stage detection model YOLOv3 under the anchor
mechanism is evidently superior to CenterNet under the
anchor-free mechanism on our UAV dataset.

(2) Tracking Algorithm Experiment Results. The core of Deep
SORT matching tracking is to extract effective image feature
information by using deep networks. The existing deep
network is a suitable network model for pedestrian rerecog-
nition. This model was originally a 751 classification
network. The previous training data used 751 images of dif-
ferent positions and different angles as the training set for
classification model training. The remaining problem was
pedestrian reidentification.

In order to apply the algorithm to our drone information
feature extraction, we used the detector to collect the drone
image data, crop the image part in the detection frame, and
classify and store it according to the categories of the four
drones. We then used the previous pedestrian rerecognition
model for classification training. The model obtained by
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Figure 16: CenterNet loss curves.

Table 2: A comparison of model training time and detection
performance.

Algorithm model YOLOv3 YOLOv3-SPP CenterNet-DLA34

Training time 12.5 h 9 h 8.5 h

mAP (IOU = 0:5) 0.988 0.993 0.958

Precision 0.971 0.982 0.961

Recall 0.962 0.973 0.942

Detection speed 69.5 FPS 69 FPS 23 FPS
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classification training was employed as the feature extraction
model of our tracking algorithm. The operation is illustrated
in Figure 17.

Finally, the two detectors were combined with the tracker
to obtain the following tracking results. The left picture in
Figure 18 is the tracking effect of YOLOv3-spp + Deep
SORT, and the right picture is the tracking effect of
CenterNet + Deep SORT.

For the same online drone video tracking, the results are
obtained as shown in Table 3.

5. Conclusion

In this study, we introduce a new method, referred to as
tracking-by-detection, in tracking UAV targets. The

approach can achieve real-time high-precision tracking. This
method used YOLOv3 as the detector and Deep SORT as the
tracking mode to achieve a detection speed of 54 FPS and
MOTA reaching 94.4%, which meets the requirements of
real-time tracking of multiple targets for drones. On this basis,
we alsomodify the YOLOv3 network by changing the loss func-
tion of the model in accordance with the characteristics of the
drone target and adding the SPP module to collect the drone
data to generate the initial anchor. These operations improve
the MOTA of the modified YOLOv3-SPP network by 2% with
high detection speed, which is only 5 FPS. For comparison, we
also attempt tracking UAV targets by using the anchor-free
mode. This mode is currently widely used in target tracking,
with CenterNet as the target detector and Deep SORT as the
tracker. The final detection speed of this model is 25 FPS, and
the MOTA is 66.4%, only slightly enhancing real-time tracking.
The experimental results indicate the effectiveness of the pro-
posed approach and confirm that YOLOv3-SPP + Deep SORT
is highly applicable for multitarget real-time tracking of UAVs.
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823 images Trackor
training

678 images

799 images

500 images

Crop the detected target Crop the detected target

Label 1

Label 3

Label 2

Label 4

Deep
SORT

Figure 17: Generating data for Deep SORT.

Oject 6

Oject 12

Figure 18: Target tracking results in IoT.

Table 3: Target tracking performance.

Tracking
model

YOLOv3-SPP + Deep
SORT

CenterNet + Deep SORT

FP 0 0

FN 85 503

ID switch 4 31

FM 13 28

GT 1591 1591

MOTA 0.94406 0.66436

Speed (FPS) 54 25
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Mobile/multi-access edge computing (MEC) takes advantage of its proximity to end-users, which greatly reduces the transmission
delay of task offloading compared to mobile cloud computing (MCC). Offloading computing tasks to edge servers with a certain
amount of computing ability can also reduce the computing delay. Meanwhile, device-to-device (D2D) cooperation can help to
process small-scale delay-sensitive tasks to further decrease the delay of tasks. But where to offload the computing tasks is a
critical issue. In this article, we integrate MEC and D2D cooperation techniques to optimize the offloading decisions and
resource allocation problem in D2D-enabled three-tier MEC networks for Internet of Things (IoT). Mobile devices (MDs), edge
clouds, and central cloud data center (DC) make up these three-tier MEC networks. They cooperate with each other to finish
the offloading tasks. Each task can be processed by MD itself or its neighboring MDs at device tier, by edge servers at edge tier,
or by remote cloud servers at cloud tier. Under the maximum energy cost constraints, we formulate the cooperative offloading
problem into a mixed-integer nonlinear problem aiming to minimize the total delay of tasks. We utilize the alternating direction
method of multipliers (ADMM) to speed up the computing process. The proposed scheme decomposes the complicated
problem into 3 smaller subproblems, which are solved in a parallel fashion. Finally, we compare our proposal with D2D and
MEC networks in simulations. Numerical results validate that the proposed D2D-enabled MEC networks for IoT can
significantly enhance the computing abilities and reduce the total delay of tasks.

1. Introduction

Mobile devices (MDs) have limited computing resources and
power capacity due to their portable sizes [1]. To cope with
computation-intensive, delay-sensitive, and high-energy-
cost tasks, mobile/multi-access edge computing (MEC) has
been proposed to deploy resource-rich servers at base sta-
tions (BSs) within the proximity of MDs [2–5]. In Internet
of Things (IoT), MEC has been advocated as a promising
technique for providing massive MDs with enhanced com-
puting and storage capabilities [6].

For one thing, due to the physical proximity, MEC can
significantly reduce the transmission latency [7, 8] involving
in communication compared with mobile cloud computing

(MCC) [9–12]. For another thing, MEC enables MDs to per-
form computation offloading, which can migrate their com-
puting tasks [13] to resource-rich nodes and send results
back to the MDs [14]. Offloading has always been a hot topic
which can guarantee low computing time, as well as saving
the battery energy of MDs [15], increasing the network
throughput. Therefore, MEC can improve users’ satisfaction
[16] or quality-of-experience (QoE) of the end-users [17],
relieve network congestion [18, 19], prolong the battery
lifetime [20] of MDs, and further reduce the total latency dis-
tinctly. Thus, MEC is an efficient solution for IoT.

Nevertheless, offloading can obtain computing resources
at the expense of extra transmission delay and associated
energy consumption, due to the communication between
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the MDs and edge servers over the wireless channels [21].
Offloading may be really beneficial to MDs with large
amounts of computation and relatively small amounts of
communication [22].

However, the edge servers associated with BSs have lim-
ited computing resources and can not always meet the
requirements of the served MDs [23]. D2D cooperation can
help to solve this problem, where the helpers (resource-rich
MDs) can execute computing tasks from resource-limited
MDs [24]. D2D-assisted cooperative offloading services play
a complementary role in MEC, which is helpful when pro-
cessing some small-scale tasks for energy-efficiency [25].
When a task has already been done well through D2D coop-
eration, accordingly, it can free up radio resources for other
purposes and reduce the uplink delay of the task [26].

Therefore, in this paper, we propose cooperative compu-
tation offloading in D2D-enabled MEC networks for IoT
aiming to minimize the total delay of tasks with the maxi-
mum energy consumption constraints. By leveraging the
advantages of both MEC and D2D cooperation techniques,
computing resources can be fully used. Our contributions
can be summarized as follows:

(1) We propose a computing architecture where cooper-
ative offloading can be carried out in the D2D-
enabled three-tier MEC networks. Each task can be
processed locally by MD itself or its neighboring
MDs at device tier, by edge servers at edge tier, or
by remote cloud servers at cloud tier

(2) The proposed three-tier MEC networks provide MDs
with multiple optional offloading destinations. We
formulate the offloading decisions and resource allo-
cation in this MEC networks as an optimization
problem aiming to minimize the total delay of tasks

(3) The formulated problem is a mixed-integer nonlinear
problem which is hard to solve. We decompose the
problem into 3 subproblems. Then, we solve it utiliz-
ing the alternating direction method of multipliers
(ADMM). Extensive simulation results validate that
the proposed scheme is effective

The organization of this article is as follows. Section 2
provides a review of related work. Sections 3 presents the sys-
tem model, including the network model, communication
model, and computing model. In Section 4, we formulate
the problem and give the equivalent form. In Section 5, we
propose a parallel optimization framework to solve the prob-
lem and develop an efficient computation offloading scheme.
Related simulations are provided in Section 6. Finally, we
conclude this article in Section 7.

2. Related Work

Extensive research has been conducted on MEC. Many exist-
ing works paid attention to the computation offloading prob-
lem [15, 16, 20, 21, 27–32]. Some works jointly considered
the computation offloading policy and the involved resource
allocation [15, 33–35]. Others jointly considered the offload-

ing decisions, content caching [28, 36], and the resource allo-
cation [20, 30]. All of these above works focused on two-tier
edge computing networks.

Works focusing on the task offloading problem in three-
tier edge computing networks can be found in [17, 37–40].
Tong et al. [39] first proposed a three-tier hierarchical edge
cloud architecture to maximize the amount of peak mobile
workloads from MDs being served. The performance of the
proposed hierarchical edge cloud architecture was evaluated
by a small-scale system experiment. The deployment of edge
servers and cloud servers formed a three-tier MEC architec-
ture, where local computing, edge computing, and cloud
computing could coexist and cooperate to assist the task exe-
cution [38]. This scheme provided multiple offloading deci-
sions for devices. The different offloading decisions may
largely impact the network performance [21]. For example,
offloading the tasks to the edge node or remote cloud DC will
inevitably incur additional long communication delay [39],
whereas executing the task locally may result in larger com-
puting delay. Consequently, it is critical for devices to make
proper offloading decisions in the three-tier computing
networks.

Some works study cooperative offloading in MEC net-
works. du et al. [40] considered vertical cooperation between
the fog and the cloud, in which the application can be proc-
essed in the MD locally, in the fog or in the cloud. The
authors assumed that the offloading requests were usually
very small; no buffer was needed for queueing the computing
requests. Xiao and Krunz [17] designed optimal workload
allocation solutions in a cooperative fog computing network.
Instead of always relying on the cloud data center to process
its unprocessed workload, each fog node can also forward
part or all of its unprocessed workload to its neighboring
fog nodes to further improve the QoE of its users. This paper
solved the optimal workload allocation problem with the dis-
tributed ADMM. Wang et al. [38] developed a cooperative
task offloading and computing resource allocation scheme
in three-tier computing networks, considering the coopera-
tion among the devices, the edge servers, and cloud servers
vertically as well as the cooperation between the edge nodes
horizontally. In these above works, they did not consider
the cooperation among MDs.

D2D cooperation focuses on the collaborative computa-
tion among MDs. Feng et al. [24] developed a computation
offloading scheme based on D2D communications, in which
resource-limited MDs could offload their computation-
intensive tasks to appropriate nearby resource-rich MDs.
Xing et al. [41] studied D2D-enabled multihelper MEC net-
works, where a local user could be helped by its nearby wire-
less devices serving as helpers for cooperative computation.
Literature [26] considered offloading computational tasks to
nearby devices or to an edge cloud and developed a decentra-
lized algorithm to allocate the computational tasks among
them. However, these works were not carried out in three-
tier networks.

In MEC networks, there are horizontal collaboration at
the device tier [41] and the edge tier [17] as well as the verti-
cal collaboration [40] among MDs, edge nodes, and cloud
nodes [2]. Different from the above literatures, our paper
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proposes cooperative computation offloading in D2D-
enabled three-tier MEC networks for IoT. Each task can be
processed locally by MD itself or its neighboring MDs, by
edge servers at edge tier, or by cloud servers at cloud tier.

3. System Model

In this section, the system model adopted in this paper is
described. We introduce the proposed network model and
present the communication and the computing model in
detail. Finally, we calculate the total delay of tasks and energy
consumption.

3.1. Network Model. As depicted in Figure 1, we propose a
D2D-enabled three-tier MEC network architecture as a part
of the IoT, which consists of N MDs labeled as N = f1, 2,
⋯,Ng, M base stations (BSs), and a remote central cloud
DC equipped with many remote cloud servers. Each MD
has the ability of D2D communication and is connected to
the closest BS via a wireless link. Each BS is equipped with
some edge servers in edge cloud at edge tier and can be
regarded as an edge node. The BSs are connected to the
remote cloud servers in central cloud DC at cloud tier via a
low-latency wired backhaul link (e.g., optical link) [4]. Opti-
cal backhauling is a promising solution [42, 43] to offer high
throughput, low latency, and reduced energy consumption.
Moreover, the flexibility and reliability can be effectively
improved by the adoption of artificial intelligence-driven
autonomous optical networks [44].

In this D2D-enabled cooperative architecture, we assume
that each MD has a computing task to be processed locally by
MD itself or its neighboring MDs at device tier, by edge
cloud, or by central cloud DC.MDs can help each other when
they are free or have surplus computing resources. The
helper may be rewarded in terms of accumulated reward
points. MDs with more accumulated reward points can be
helped with higher precedence when they need help. Multiple
neighboring local MDs can communicate with each other
through WiFi [45] or Bluetooth [46]. The network operator
(e.g., BS) can gather sufficient D2D connectivity information
through network-assisted device discovery and local
information reporting by the devices [25]. If the network
condition is bad, the task of each local MD is small and/or
delay-sensitive; MDs may be more willing to choose D2D
cooperation due to short transmission time. That is to say,
these tasks prefer to be processed among local MDs.

The computation offloading process is shown in Figure 2
[35]. Each MD can send an offloading request including the
information of the MD such as its local processing capability
and power consumption, the properties of the task such as
the size and emergency of the task, and the maximum toler-
able delay [40]. According to this collected information, MDs
finally decide where should the tasks be processed. The com-
puting task of MD n can be completed locally within its CPU,
or by its neighboring MD via D2D cooperation, or remotely
in the edge cloud via MEC offloading, or further up the cloud
DC via cloud offloading [35].

After being processed in one of these nodes, the result of
the computing task is transmitted back to the corresponding

MD. Similar to many previous works about MEC [18, 20, 21,
26], we neglect the return result time of the computed tasks
in this work. The assumption is justified for many applica-
tions including face recognition and anomaly detection,
where the size of the result is much smaller than the size of
the uplink data. We do not consider the queueing of offload-
ing tasks, as in [19, 40]. To obtain tractable analysis, we also
omit the delay due to decision-making [20].

3.2. Communication Model. For the communication model,
the computing task of MD n is described by Γn = ðLn, τmax

n ,
Cn), where Ln (in bits) stands for the input data size of task
Γn, τ

max
n (in s) stands for the task computation deadline for

MD n, and Cn (in CPU cycles) stands for the number of
required CPU cycles to accomplish the task Γn.

When a task of an MD can not be processed well by MD
itself or its neighboring MDs, the task can be sent to the BS.
The bandwidth resource of the BS is denoted as B Hz. How-
ever, the limited radio bandwidth needs to be allocated
among all the edge-processing and the cloud-executing
MDs for communication with the edge node. Within our
communication model, all the devices equally share the
bandwidth. The uplink bandwidth of MD n is Bn Hz; the
uplink achievable transmission rate Rn for radio access can
be approximated by Shannon’s formula:

Rn = Bn · log2 1 + pnBnGn

σ2

� �
, ð1Þ

where pn is the transmission power density of MD n, Gn
stands for the channel gain between the MD n and the BS,
and σ2 denotes the power of additive white Gaussian noise.

Furthermore, the uplink transmission delay for MD n
offloading the task Γn to the BS is calculated as

Ttr
n = Ln

Rn
: ð2Þ
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Figure 1: A D2D-enabled three-tier MEC network.
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And the transmission energy consumption for MD n off-
loading the task Γn to the BS can be given as

Etr
n = PnT

tr
n , ð3Þ

where Pn is the total power consumption of MD n for
transmission in the uplink, consisting of the static power
consumption and transmit power [38].

3.3. Computing Model. We denote the offloading decisions
for MD n by xn,j, yn, zn ∈ f0, 1g, where xn,j = 1, yn = 1, zn = 1
indicate that the task of MD n is executed by MD itself
(e.g., n = j) or its neighboring MD j, by edge server, or by
cloud server, respectively; otherwise, xn,j = 0, yn = 0, zn = 0.
Thus, the offloading decisions of device n is constrained by

〠
N

j=1
xn,j + yn + zn = 1, ∀n ∈N : ð4Þ

In the constraint, it should be noted that one and only
one of the offloading decisions xn,j, yn, and zn for the MD n
can be 1 at any time. It also implies that the task of each
MD is impartible in this paper.

Next, we will discuss the computation overhead in terms
of processing delay and energy consumption of MD n with
different offloading approaches.

3.3.1. Local Processing. For the local task processing
approach, let f Ln denote the local computing capability (in
CPU cycles/s) of MD n. Then, the computing delay of pro-
cessing the task Γn locally can be

TL
n = Tn

Γn
= Cn

f Ln
: ð5Þ

The CPU power consumption is a function of execution
frequency f Ln. We can compute the energy consumption of
MD n as [47, 48]

EL
n = 10−11Cn f Ln

� �2
: ð6Þ

From (5) and (6), we can notice that both TL
n and EL

n are
only related to Cn and f Ln, which are the known inherent fea-
tures of MD n and its computing task.

3.3.2. D2D Cooperation. For D2D cooperation, we define dn,j
as the D2D link between local MD n and j, PD

n as the power
consumption of MD n, and Ttr

n,j as the round trip time
(RTT) for task transferring between the D2D pairs. This
RTT is assumed to be stable during an offloading period,
while it may change across different periods. It can be esti-
mated at the beginning of the offloading period, by using
the history information or empirical formula [49]. Thus,
when the task Γn is executed finally at MD j, the total delay
TD
n consists of the communication delay Ttr

n,j between MD

n and MD j and the processing delay T j
Γn

at MD j. It can be
calculated as

TD
n = T j

Γn
+ Ttr

n,j, ∀j ∈N , ð7Þ

according to (5), T j
Γn
= Cn/f Lj . Note that Ttr

n,j = 0 when n
= j, because there is no task to transfer within the local
MD. Thus, the delays of tasks in the device tier all meet (7).

In this case, the energy cost of MD n is mainly the trans-
mission energy consumption. It can be given as

ED
n = PD

n T
tr
n,j: ð8Þ

3.3.3. Edge Computing. For the edge computing approach,
the total computing capacity of the BS is denoted as F (in
CPU cycles/s), which can be allocated to the computing tasks
processed by the BS. Denote f Bn as the computing resource
allocated to MD n by the BS. Thus, the computing delay of
MD n executed by BS is given as

TB
n =

Cn

f Bn
: ð9Þ

When the tasks are computed in the edge server, the MD
n sends the task Γn to the associated BS. Then, the BS will
process the offloaded task by employing its computing

D2D cooperation

MEC
offloading

D2D
offloading

Task
offloading 

Local
computing

Cloud offloading
MD n 

Cloud DC

Edge cloud

CPU

Γn

Remote
computation

Neighboring MD

Figure 2: Computation offloading process.
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resources. Combining with equation (2), the total delay of
task Γn processed by the BS is calculated by

TE
n = Ttr

n + TB
n : ð10Þ

3.3.4. Cloud Computing. For the computing task offloaded to
the cloud DC, MD n firstly transmits the task Γn to the near-
est BS through a wireless link. Then, the BS forwards the task
Γn to the cloud DC through a fiber optical link. Since the
cloud servers have plenty of computing resources and the
fiber optical link between the edge cloud and the cloud DC
is of sufficiently large capacity, the allocation of these
resources will not be discussed here. Ordinarily, the comput-
ing capability of the cloud DC is much higher than that of the
MEC servers.

Let the RTT for task transmission between the edge
server at BS and cloud server be TB,C . Denote f

C
n as the cloud

computing capability (in CPU cycles/s) assigned to MD n,
which is assumed to be a predetermined value according to
the cloud computing service [40]. Therefore, the cloud com-
puting delay of MD n is given by

T fC
n = Cn

f Cn
: ð11Þ

Then, combining with equation (2), the total delay of
cloud processing for MD n can be expressed as

TC
n = Ttr

n + TB,C + T fC
n : ð12Þ

The above notations that will be used in this paper are
summarized in Table 1.

As mentioned earlier, we ignore the return result time of
the computed tasks. According to (2)–(12), the total task
delay and energy consumption of MD n are calculated,
respectively, as

Tn = 〠
N

j=1
xn,jT

D
n + ynT

E
n + znT

C
n , ð13Þ

En = xn,nE
L
n + 〠

j∈N\ nf g
xn,jE

D
n + 1 − 〠

N

j=1
xn,j

 !
Etr
n : ð14Þ

4. Problem Formulation and Transformation

4.1. Problem Formulation. To minimize the total delay, we
formulate the task offloading and resource allocation prob-
lem with the maximum energy cost constraints. Let the
offloading strategy vector of MD n as Θn = fxn,1, xn,2,⋯,
xn,N , yn, zng and the offloading decision profile of all devices
as Θ = fΘn, n ∈N g. The computing resource allocation vec-
tor of all devices is denoted as Ω = f f Bn , n ∈N g. The maxi-
mum energy cost of MD n is denoted as Emax

n (e.g., the

battery capacity). As a result, the joint task offloading and
resource allocation problem are formulated as

P1 : min
Θ,Ω

 〠
N

n=1
Tn ð15Þ

s:t: 〠
N

j=1
xn,j + yn + zn = 1, ∀n ∈N , ð16Þ

xn,j, yn, zn ∈ 0, 1f g, ∀n ∈N , ð17Þ

〠
N

n=1
f Bn ≤ F, ð18Þ

xn,nE
L
n + 〠

j∈N \ nf g
xn,jE

D
n + 1 − 〠

N

j=1
xn,j

 !
Etr
n ≤ Emax

n :

ð19Þ
The constraints (16) and (17) denote that each task is

processed locally by MD itself or by its neighboring MDs,
by edge servers, or by cloud servers. The constraint (18) states
the computing resource consumption of all the MDs can not
exceed the computing capacity of the edge servers. The con-
straint (19) indicates the maximum energy cost of MD n.
Based on (7), (10), (12), and (13), the total delay of MD n
can be written as

Tn = 〠
N

j=1
xn,jT

D
n + ynT

E
n + znT

C
n

= 〠
N

j=1
xn,j T j

Γn
+ Ttr

n,j

� �
+ yn Ttr

n + TB
n

� �
+ zn Ttr

n + TB,C + T fC
n

� �
:

ð20Þ

The optimization problem P1 is a mixed-integer nonlin-
ear problem and is difficult to solve due to the following
observation. Since that xn,j, yn, and zn are binary variables,
the feasible set of problem (15) is not convex, so that the
objective function of problem (15) is not convex. As is
shown, problem (15) is a mixed discrete and nonconvex opti-
mization problem, and this kind of problem is usually con-
sidered as NP-hard [20]. Then, we rewrite the objective
function (15) as

Ψ Θð Þ = 〠
N

n=1
Tn = 〠

N

n=1
〠
N

j=1
xn,j T j

Γn
+ Ttr

n,j

� �
+ 〠

N

n=1
yn Ttr

n + TB
n

� �
+ 〠

N

n=1
zn Ttr

n + TB,C + T fC
n

� �
:

ð21Þ

In that, P1 is a convex problem with all binary variables
fixed. We can use the branch-and-bound method to find a
near-optimal solution [38]. But as far as our objective
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function (15) is concerned, we should note that the com-
plexity of the method remains exponential. The scale of
the problem becomes large as the number of MDs grows,
which makes it hard to obtain the solution in a reasonable
amount of time. Then, in the next section, we will decou-
ple the optimization problem (15) to present an effective
computation offloading scheme ADMM to solve the
problem P1.

4.2. Problem Transformation. To make it possible for each
offloading decisions participating in the computation, we will
decompose the problem P1 into several small subproblems,
so that it can be solved in a distributed manner. Thus, we
need to properly handle the coupling constraint among var-
iables. Specially speaking, the optimization variables xn,j, yn,
and zn are coupled in the constraints (16), which make the
problem inseparable. Thus, to make the problem separable,

we introduce the local copies of the global variables and
denote them as x̂n,j, ŷn, and ẑn, respectively. Then, we have

x̂n,j = xn,j, ∀n ∈N , j ∈N ,
ŷn = yn, ∀n ∈N ,
ẑn = zn, ∀n ∈N :

8>><>>: ð22Þ

Based on equation (22), the coupling constraint of (16)
can be written as

〠
N

j=1
x̂n,j + ŷn + ẑn = 1, ∀n ∈N : ð23Þ

Let bΘ = fx̂n,1, x̂n,2,⋯, x̂n,N , ŷn, ẑn, n ∈N g be the local
variables vector of all MDs. Then, we give the equivalent
global consensus version of P1 by substituting (16) with
(22) and (23) shown as

P2 : min
Θ,Ω,bΘ Ψ Θð Þ

s:t:  17ð Þ, 18ð Þ, 19ð Þ, 22ð Þ, 23ð Þ:
ð24Þ

Now, it is obvious that in problem P2, the objective func-
tionsΨðΘÞ with feasible sets are separable. But the consensus
constraints (23) remain coupled. As far as the problem P2 is
concerned, the numbers of variables and constraints reach
N2 + 2N and 2N2 + 4N , respectively. The size of this problem
becomes extremely large as the number of MDs grows.

ADMM is a promising approach to solve the large-scale
optimization problem [20], which is originally devised to
solve convex optimization problems. Recently, it has been
further explored to solve nonconvex problems due to the
flexibility of the ADMM framework [30]. In the next section,
we will apply ADMM to solve the problem in a distributed
fashion.

5. Efficient Computation Offloading Scheme

In this section, we develop a parallel optimization framework
based on ADMM and difference of convex function (D.C.)
programming. First, we derive the augmented Lagrangian
function. With corresponding global consensus constraints,
we formulate the ADMM iteration steps [28, 38, 50]. Then,
the update methods for ADMM iterations are presented,
and the overall algorithm is summarized.

5.1. Augmented Lagrangian and ADMM Variables. Accord-
ing to [50], the augmented Lagrangian function is expressed
as

Table 1: Notation and corresponding definition.

Notation Definition

Γn Computing task of MD n

Ln Data size of task Γn (in bits)

Cn CPU cycles required to accomplish the task Γn

B The bandwidth of the BS

Bn The uplink bandwidth of MD n

Rn The uplink transmission rate of MD n

pn The transmission power density of MD n

PD
n The power consumption of MD n in D2D cooperation

Pn The total power consumption of MD n

Gn The channel gain between the MD n and the BS

σ2 The power of the additive white Gaussian noise

f Ln The local computing capability of MD n (in CPU cycles/s)

f Bn The computing resource allocated to MD n by the BS

f Cn The computing resource allocated to MD n by the cloud

F The computing capacity of the BS

τmax
d The task computation deadline for MD n

Ttr
n The uplink transmission delay of task Γn offloaded to the BS

T j
Γn

The computing delay of task Γn processed at MD j

Ttr
n,j The average round trip time between MD n and j

TL
n The delay of task Γn processed locally

TD
n The total delay of task Γn via D2D cooperation

TB
n The computing delay of MD n by the BS

TB,C The round trip time between BS and the cloud servers

T fC
n The cloud computing delay of MD n

TC
n The total delay of task Γn processed by the cloud servers

Etr
n The transmission energy consumption of task Γn to the BS

EL
n The energy consumption of processing the task Γn locally

ED
n The energy consumption of processing Γn via D2D cooperation
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Lρ Θ, bΘ , λ, μ, γ
� �
= φ Θð Þ + 〠

N

n=1
〠
N

j=1
λn,j xn,j − x̂n,j
� �

+ 〠
N

n=1
μn yn − ŷnð Þ

+ 〠
N

n=1
γn zn − ẑnð Þ + ρ

2 〠
N

n=1
〠
N

j=1
xn,j − x̂n,j
� �2

+ ρ

2 〠
N

n=1
yn − ŷnð Þ2 + ρ

2 〠
N

n=1
zn − ẑnð Þ2,

ð25Þ

where λ = fλn,jgn,j∈N , μ = fμngn∈N , and γ = fγngn∈N are the

Lagrange multipliers with respect to the constraint (23),
respectively. ρ > 0 is the so-called penalty parameter, aug-
mented Lagrangian parameter, which is a constant parameter
intend to adjust the convergence speed of ADMM [50].

With the ADMM method to solve the problem P2, the
resulting optimization steps are described as follows.

5.2. Global Variable Update. The global variables fΘ, λ, μ, γg
are updated in the ½t + 1�-th iteration by settling the following
optimization problem [51]:

P3 : min
Θ,Ω

 Lρ Θ, bΘ t½ �, λ t½ �, μ t½ �, γ t½ �
� �

s:t:  17ð Þ, 18ð Þ, 19ð Þ,
ð26Þ

where the superscript ½t� stands for the iteration index.
We denote xn = fxn,j, j ∈N g as the local offloading deci-

sion vector of MD n, y = fyn, n ∈N g as the decision vector of
offloading tasks to BS j. For cloud computing, z = fzn, n ∈
N g is the decision vector of offloading tasks to the cloud
DC. Then, omitting the local copies of the variables x̂n,j, ŷn,
ẑn, the objective function in P3 can be rewritten as

Lρ Θ, bΘ t½ �, λ t½ �, μ t½ �, γ t½ �
� �

= 〠
M

j=1
f j xnð Þ + g yð Þ + h zð Þ, ð27Þ

where the functions f jðxnÞ, gðyÞ, and hðzÞ are given

f j xnð Þ = 〠
n∈N

ρ

2 xn,j − x̂ t½ �
n,j

� �2
+ TL

n + λ t½ �
n

� �
xn,j

� 	
, ð28Þ

g yð Þ = 〠
n∈N

ρ

2 yn − ŷ t½ �
n

� �2
+ TE

n + μ t½ �
n

� �
yn

� 	
, ð29Þ

h zð Þ = 〠
n∈N

ρ

2 zn − ẑ t½ �
n

� �2
+ TC

n + γ t½ �
n

� �
zn

� 	
: ð30Þ

Therefore, it is easy to recognize that the objective func-
tion and the feasible region in P3 are separable completely.
As a result, P3 can be decomposed equivalently into the fol-
lowing three subproblems (P1′, P2′, and P3′), which are
given by

P1′ : min
xn

 f j xnð Þ

s:t:  18ð Þ, 19ð Þ, xn,j ∈ 0, 1f g, ∀n ∈N ,
ð31Þ

P2′ : min
y

 g yð Þ

s:t: yn ∈ 0, 1f g, ∀n ∈N :
ð32Þ

Meanwhile, the subproblem P3′ related to the cloud
servers is written as

P3′ : min  
z

h zð Þ
s:t: zn ∈ 0, 1f g, ∀n ∈N :

ð33Þ

5.2.1. The Solution of the First Subproblem P1′. There are
some difficulties in solving this subproblem P1′ with the
existence of the binary variable constraint. To overcome the
difficulties, an equivalent transformation of the original
problem is necessary. We can transform the binary con-
straints in P1′ as

〠
n∈N

xn,j − x2n,j
� �

≤ 0, ð34Þ

0 ≤ xn,j ≤ 1, ∀n ∈N : ð35Þ
By replacing the binary constraint with (34) and (35),

problem P1′ is rewritten as

P4 : min
xn

 f j xnð Þ

s:t:  18ð Þ, 19ð Þ, 34ð Þ, 35ð Þ, ∀n ∈N :
ð36Þ

After the above equivalent transformations, the objective
function of P4 is linear and constraints except (34) are con-
vex. To deal with (34), we further transform P4 as given by

P5 : min
xj

 f j xj
� �

+ α〠
n∈N

xn,j − x2n,j
� �

s:t:  18ð Þ, 19ð Þ, 35ð Þ, ∀n ∈N ,
ð37Þ

where α acts as a penalty factor. It is proven for a suffi-
ciently large amount; the problem P5 is equivalent to P4 [52].

Here, we define φjðxnÞ and ϕjðxn,jÞ as

φj xnð Þ = f j xnð Þ + α〠
n∈N

xn,j, ð38Þ

ϕj xn,j
� �

= α〠
n∈N

x2n,j: ð39Þ

Then, it can be found that the objective function can be
written as the difference of the two convex functions φjðxnÞ
and ϕjðxn,jÞ. We can find that P5 is a D.C. programming
problem [53]. Therefore, to solve P5, we can exploit the
sequential convex approximation [24] of ϕjðxn,jÞ in the xn
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domain. ϕjðxn,jÞ can be approximated by its first-order Tay-
lor expansion, and the objective function can be derived as

φj xnð Þ − ϕj xn,j
� �

+ ∇xj
ϕ j xn,j
� �

× xn,j − x t½ �ð Þ
n,j

� �
, ð40Þ

where ∇xn
ϕ jðxn,jÞ is the gradient of ϕjðxn,jÞ at xn and can be

expressed as ∇xn
ϕ jðxn,jÞ = ð∂ϕjðxn,jÞÞ/∂xn,j, ∀j ∈N :

Then, we can obtain an approximation solution to get a

local optimal solution x½t�n during each iteration, which is

sketched in Algorithm 1, where x½t�n is the solution at the t
-th iteration. As a result, P5 is a convex problem and can be
solved efficiently by the standard convex optimization

methods [54]. We can obtain near-optimal solution x½t�n of P
5 by iteratively solving.

It is worth noting that the solution x½t�n is better than the

previous solution x½t−1�n . Since the constraint set is compact,

the sequence fx½t�n gt=1,2,3,⋯,n is proved to be convergent [52]
by Cauchy theorem. The iterative process can stop after finite
iterations. Given an initial point, due to the convexity of each
iteration, Algorithm 1 converges to the same solution. In the
issue, the convergence properties in Algorithm 1 could facil-
itate the convergence of ADMM.

5.2.2. The Solutions of the Subproblem P2′. For the subprob-
lem P2′, it is an unconstrained binary optimization problem.
Due to the fact that possible values of yn are 0 and 1, we have
y2n = yn. Then, the expression after the summation sign of
(29) is

ρ

2 yn − 2ynŷ t½ �2
n + ŷ t½ �2

n

� �
+ TE

n + μ t½ �
n

� �
yn: ð41Þ

By comparing the corresponding objective function
values of two possible solutions, the solution can be given by

yn =
0  ρ

2 − ρŷ t½ �
n + TE

n + μ t½ �
n > 0,

1  ρ

2 − ρŷ t½ �
n + TE

n + μ t½ �
n ≤ 0:

8><>: ð42Þ

5.2.3. The Solutions of the Subproblem P3′. For the subprob-
lem P3′, it is also an unconstrained binary optimization
problem as P2′. Thus, the solution can also be given as

zn =
0  ρ

2 − ρẑ t½ �
n + TC

n + γ t½ �
n > 0,

1  ρ

2 − ρẑ t½ �
n + TC

n + γ t½ �
n ≤ 0:

8><>: ð43Þ

5.3. Local Variable Update.Now, wemove on to the local var-
iables. After obtaining the global variables, at the ½t + 1�-th
iteration, the local variables bΘ are updated by solving the fol-
lowing optimization problem:

P6 : minbΘ  Lρ Θ t+1½ �, bΘ t½ �, λ t½ �, μ t½ �, γ t½ �
� �

s:t:  23ð Þ, x̂n,j, ŷn, ẑn ∈ 0, 1f g, ∀n ∈N , j ∈N :

ð44Þ

After eliminating some constant terms from the objective
function, it is equivalent to solve the following problem:

P7 : minbΘ  〠
N

n=1
F bΘn

� �
s:t:  23ð Þ, x̂n,j, ŷn, ẑn ∈ 0, 1f g, ∀n ∈N , j ∈N ,

ð45Þ

where the function Fð bΘnÞ is given by

F bΘn

� �
= 〠

M

j=1

ρ

2 x̂
2
n,j − ρx t+1½ �

n,j + λ
t½ �
n,j

� �
x̂n,j

h i
+ ρ

2 ŷ
2
n − ρy t+1½ �

n + μ t½ �
n

� �
ŷn

h i
+ ρ

2 ẑ
2
n − ρz t+1½ �

n + γ t½ �
n

� �
ẑn

h i
:

ð46Þ

As mentioned earlier, the constraint (23) implies that
only one of xn,j, yn, and zn for the MD n can be 1 at any time.
Thus, there are total N + 2 possible solutions for each MD n.
We only need to calculate the corresponding objective func-
tion values of the N + 2 different offloading decisions and
choose the minimum one, which corresponds to the optimal
solution. Formally, the optimal solution of P6 is written as

x̂n,j = 1, ŷn = 0, ẑn = 0, if cn,j = Cn,min,∀n ∈N ,
x̂n,j = 0, ŷn = 1, ẑn = 0, if cn,N+1 = Cn,min,∀n ∈N ,
x̂n,j = 0, ŷn = 0, ẑn = 1, if cn,N+2 = Cn,min,∀n ∈N ,

8>><>>:
ð47Þ

where cn,j = ðρ/2Þ − ρx½t+1�n,j − λ½t�n,j, cn,N+1 = ðρ/2Þ − ρy½t+1�n − μ½t�n
, and cn,N+2 = ðρ/2Þ − ρz½t+1�n − γ½t�n and Cn,min is the minimum

1. Initialization:

Choose an initial feasible solution fxð0Þn, j g of P1′,
t=0.
2. Iteration:

repeat
Solve the following convex problem P5:
min
xn

φjðxnÞ − ϕjðxn, jÞ + ∇xnϕjðxn,jÞ × ðxn,j − xð½t�Þn,j Þ
s.t. (18),(19),(35)

obtain the optimal solution x½t+1�n

update t=t+1
3. until convergence of xn.

Algorithm 1: D.C-based algorithm for subproblem P1′.
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value of all possible solutions for MD n, which is expressed as
Cn,min = min fcn,j∈N , cn,N+1, cn,N+2g.
5.4. Dual Variable Update. After obtaining the global and
local variables, we perform the process of dual variable
update. In the ½t + 1�-th iteration, the dual variables are
updated as follows:

λ
t+1½ �
n,j = λ

t½ �
n,j + ρ x t+1½ �

n,j − x̂ t+1½ �
n,j

� �
, ∀n ∈N , j ∈N , ð48Þ

μ t+1½ �
n = μ t½ �

n + ρ y t+1½ �
n − ŷ t+1½ �

n

� �
, ∀n ∈N , ð49Þ

γ t+1½ �
n = γ t½ �

n + ρ z t+1½ �
n − ẑ t+1½ �

n

� �
, ∀n ∈N : ð50Þ

In summary, the efficient offloading scheme is obtained
by sequential iteration for global variables, local variables,
and dual variables. By leveraging the ADMM algorithm to
the problem P3, we firstly minimize the augmented Lagrang-
ian function (25) over the global variables and decompose
the optimization problem into some smaller subproblems,
which is executed in parallel to improve the computing
speed. Then, we performed the local variable update based
on equation (47). Finally, the dual variables are updated
based on equations (48)–(50). The algorithm is summarized
in Algorithm 2.

6. Evaluation

In this section, we will present simulation results to verify the
performance of the proposed D2D-enabled three-tier MEC
networks. In our simulations, the number of BSs is 4. Each
BS has a radius of 400m. And there are 80 MDs uniformly
distributed in the coverage of each BS. We assume that each
MD can establish one wireless link with the BS and one D2D
link with a neighboring MD. The maximum range of each
D2D link is set as 50m. The channel gain model of all
wireless links is chosen as h = 127 + 30 log10d (d in km), as
suggested in [55]. Each MD has a task to be computed. The

input data size of task n is Ln ∈ [0.1, 4.0] Mbits. And the
required computation amount of each task is assumed to be
Cn ∈ ½2 × 109, 5 × 109� CPU cycles. The maximum delay tol-
erance of each task is 1 s. The computing capability of each
MD is uniformly distributed from 0:5 × 109 to 2 × 109 CPU
cycles/s. The maximum transmission power is set as 0.5W
[56] for each MD.

All random variables are independent for different MDs,
modeling heterogeneous mobile computing resources. The
main system parameters used in the simulation are summa-
rized in Table 2, if not specified.

6.1. Performance Comparison. We first compare the perfor-
mance of the proposed D2D-enabled three-tier MEC frame-
work with the other two networks [23, 35, 58]:

(1) In the D2D networks, tasks which can be coopera-
tively processed only among local MDs

(2) In the MEC networks, vertical cooperation among
local MD itself, edge node, and remote cloud node.

(3) In the D2D-enabled MEC networks, where each task
can be processed locally by MD itself or its neighbor-
ing MDs, by edge cloud, or by remote cloud.

1. Initialization:

t =1, ε = 0:01, ρ = 0:1, λ½t� = 0, and tmax = 2000
Choose an initial feasible solution bΘ ½t�

satisfying (23)
2. Iteration:

whilekΘ − bΘk2 ≥ ε and t ≤ tmaxdo
I) Global variable update: M computation units solve P1′:
and P2′ in parallel and a computation unit solves P3′ to
update the global variables fΘg½t+1�
II) Local variable update: Update the local variables bΘ ½t+1�

based on (47)

III) Dual variable update: Update the dual variables fλ, μ, γg½t+1� based on the equations (48)-(50)
end while

3. Output:
Output the optimal solution fxn,j, yn, zng∗.

Algorithm 2: Parallel optimization algorithm via ADMM.

Table 2: Simulation parameters.

Parameters Value

The bandwidth resource Bn 20MHz [20]

The number of BSs M 4

The transmission power of MDs Pn 20 dBm [4]

Power of background noise σ2 -174 dBm/Hz [57]

Path-loss model 127 + 30 ∗ log10 d, d (km)

Local computational capability f Ln 0.5GHz [56]

Local computation power PL
n 24 dBm [20]

The computing capability of BSs F 20GHz [38]

The computing capability of cloud F 100GHz [33]
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From Figure 3, we can observe that the number of sup-
porting MDs in these different networks to edge computing
resources. First of all, the numbers of supporting MDs in
the MEC networks and the D2D-enabled MEC networks
both increases with the edge computing resources. While
the number of supporting MDs in the D2D networks keeps
invariable. The reason is that the D2D networks does not
utilize the edge computing resources. Secondly, the D2D-
enabled three-tier MEC networks achieves the best perfor-
mance among these three systems. The reason is that the
D2D-enabled MEC networks can utilize the computing
resources of MDs, the edge servers, even the central cloud
servers when the edge computing resource is insufficient.
Moreover, the computing capacity of the D2D-enabled
MEC networks is larger than that of the MEC networks since
the computing resource of the MDs can be used for process-
ing the offloaded computing tasks. Finally, the upper bounds

of the computing capacity of the D2D-enabled MEC net-
works and the MEC networks are the same, that is the overall
number of MDs, i.e., 80. The result indicates that employing
D2D communications can notably save the required comput-
ing resources from edge data center or cloud data center.

Figure 4 depicts the access ratio. It is the proportion of
MDs that can be supported versus the total number of
MDs. It can be observed that the access rates of both the
MEC networks and D2D-enabled MEC networks decreasing
with the number of MDs due to the limited edge computing
resources, while the access rate of the D2D networks will cor-
respondingly increase. The reason is that, the allocated edge
computing resources for each MD in the MEC networks
and D2D-enabled MEC networks decreases with the total
number of MDs, which results in the smaller proportion of
MDs that can be supported. Furthermore, the MDs comput-
ing resources can be fully utilized as the total number of MDs
in the D2D networks increase, which eventually improves the
access rate. We can also observe that the access rate of the
D2D-enabled MEC networks decreases slower than that of
the MEC networks since it utilizes the MD computing
resources for capacity enhancement.

Figure 5 illustrates the average required computing
resources for each MD, versus the maximum range of D2D
links in the MEC networks and D2D-enabled three-tier
MEC networks, respectively. It shows that the average
required computing resources in the D2D-enabled MEC net-
works are smaller than those in the MEC networks, especially
when the maximum range of D2D links becomes large. This
is because each MD has more potential neighboring MDs to
offload tasks as the range of D2D link becomes larger. In this
way, the computing resources of all MDs can be further uti-
lized via D2D offloading. We can also observe a reduced
required computing resource with the decreased delay toler-
ance in both networks.
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Figure 6 presents the total delay with different computa-
tion processing densities. Comparing the proposed scheme
with two benchmarks (i.e., MEC networks and D2D net-
works), we can observe the following: when the processing
density is low, the task processed at the device tier performs
well compared to offloading to the edge cloud or central
cloud DC. This is because the transmission latency on
account of offloading from the MD to the edge node or cloud
node dominates over the local processing time at the local
device tier.

Nevertheless, as the processing density increases, the pro-
posed scheme outperforms the D2D processing at the device
tier. Furthermore, with higher processing density, only the
MEC networks may not be able to meet the low-latency
requirement. On the other hand, as our proposed D2D-
enabled MEC networks optimize the offloading decisions,
we obtain a significantly lower total latency compared to
the other solutions.

7. Conclusion

In this article, we consider cooperative offloading in D2D-
enabled three-tier MEC networks as a part of the IoT. By
leveraging the advantages of both MEC and D2D coopera-
tion techniques, the computing resources in edge nodes,
cloud nodes, and D2D MDs can be effectively utilized. We
jointly optimize the task offloading decisions and computing
resource allocation to minimize the total delay of tasks. The
formulated problem is a mixed-integer nonlinear optimiza-
tion problem. When networks grow larger, it is difficult to
be solved. To work out this problem, we adopt a parallel
optimization framework based on the ADMM algorithm.
Simulation results show that the proposed framework and
solution outperform the other solutions with various param-
eters. In our future work, we may consider the queue of tasks,
partible offloading, and privacy protection when investigat-
ing the offloading problem.
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Spectrum sensing (SS) has attracted much attention in the field of Internet of things (IoT) due to its capacity of discovering the
available spectrum holes and improving the spectrum efficiency. However, the limited sensing time leads to insufficient
sampling data due to the tradeoff between sensing time and communication time. In this paper, deep learning (DL) is applied to
SS to achieve a better balance between sensing performance and sensing complexity. More specifically, the two-dimensional
dataset of the received signal is established under the various signal-to-noise ratio (SNR) conditions firstly. Then, an improved
deep convolutional generative adversarial network (DCGAN) is proposed to expand the training set so as to address the issue of
data shortage. Moreover, the LeNet, AlexNet, VGG-16, and the proposed CNN-1 network are trained on the expanded dataset.
Finally, the false alarm probability and detection probability are obtained under the various SNR scenarios to validate the
effectiveness of the proposed schemes. Simulation results state that the sensing accuracy of the proposed scheme is greatly
improved.

1. Introduction

In recent years, the spectrum resource has beenmore andmore
scarce due to the great demand for wireless communication,
Internet of Things (IoT), Artificial Intelligence (AI) [1–3], etc.
One of the most important issues of wireless communication
technology is to improve its spectrum efficiency in the near
future. As a possible scheme to improve spectrum efficiency,
cognitive radio (CR) [4] has attracted much attention.

The core idea behind CR is to realize dynamic spectrum
allocation (DSA) and spectrum sharing by spectrum sensing
and the intelligent learning ability of the system [5]. The most
important technology behind CR is to periodically monitor
the absence or the presence of the registered users within the
observed bands, named spectrum sensing (SS) [6]. In SS, the
registered users are the primary users (PU) of the observed
bands and have the priority to the spectrum. The purpose of
CR is to opportunistically access the registered spectrumwhen
PU is absent. As a result, the cognitive users are the secondary

users (SU). Once the PU is back, the SU will release the spec-
trum at once and wait for the other opportunity.

Classical SS contains matched filtering, energy detector
(ED) [7], cyclic spectrum detection [8], covariance matrix
detection [9], etc. The sensing performance of the matched
filtering is optimal if the prior knowledge of the primary sig-
nal is known in advance. ED is the optimal blind detector
considering both sensing performance and sensing complex-
ity. However, it suffers from noise uncertainty under the low
signal-to-noise ratio (SNR) regimes. The sensing perfor-
mance of cyclic spectrum detection and covariance matrix
detection is improved in the low-SNR case compared with
ED at the expense of a higher complexity. However, these tra-
ditional SS schemes either have poor performance or have
high complexity.

Recently, with the wide application of the deep learning
(DL) in the field of computer vision [10], the wireless commu-
nication based on DL has been a hot topic [11–13]. The
essence of DL is to provide a method of automatically learning
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pattern features and combine the features, thus, reducing the
incompleteness caused by artificial design features. In [14], a
stacked autoencoder based spectrum sensing approach
(SAE-SS) was proposed to relieve the influence from carrier
frequency offset (CFO), timing delay, and noise uncertainty.
A deep learning based signal detector was considered to
exploit the underlying structural information of the modu-
lated signals in [15]. The transfer learning strategies were used
in [16] to improve the performance for real-world signals. In
[17], the convolutional neural network- (CNN-) long short
term memory network (LSTM) detector was proposed to
extract the spatial and temporal features of the input.

Motivated by the mentioned above, DL is applied to SS in
this paper, where the covariance matrix of the received signal
is converted into the true color picture. Then, an improved
deep convolutional generative adversarial network
(DCGAN) is proposed to expand the training set for the issue
of data shortage.

After that, the LeNet [18], AlexNet [19], VGG-16 [20],
and a novel network are trained based on the extended data.
Finally, the simulations are made to validate the effectiveness
of the proposed schemes. The main contributions of this
paper are concluded as follows.

(1) The two-dimensional dataset of the received signal is
established under the various SNR conditions. Each
SNR contains 4000 samples from -10 dB to 2 dB

(2) An improved DCGAN network is proposed to
expand the obtained two-dimensional dataset. In

the expanded dataset, each SNR contains 8000
samples

(3) The LeNet, AlexNet, and VGG-16 networks are
trained on the expanded dataset. The corresponding
false alarm probability and detection probability are
given under the various SNR scenarios

(4) Based on the sensing performance of the LeNet, Alex-
Net, and VGG-16 networks, an improved network is
provided in this paper to balance the sensing perfor-
mance and the sensing complexity

The reminder of the paper is organized as follows. Section
2 introduces the related work and gives the system model. In
Section 3, the improved DCGAN scheme is discussed to solve
the issue of data shortage. The SS with the LeNet, AlexNet,
VGG-16, and an improved network is conducted. Finally,
conclusions are drawn in Section 5.

2. Related Work

In this section, three classical convolutional neural networks
(CNN) and the deep convolutional generative adversarial
network (DCGAN) [21] are reviewed. In addition, the system
model of this paper is provided.

2.1. CNN. CNN is a feed-forward neural network. This net-
work model uses a gradient descent method to minimize
the loss function and reversely adjusts the weight parameters

Dense (10) Dense (1000)

Dense (4096)

Dense (4096)

Dense (84)

Dense (120)

2⨯2 AvgPool, stride 2 3⨯3 MaxPool, stride 2 3⨯3 MaxPool, stride 2

3⨯3 MaxPool, stride 22⨯2 AvgPool, stride 2

5⨯5 Conv (16)

5⨯5 Conv (6), pad 2

3⨯3 Conv (384), pad 1

11⨯11 Conv (384),
stride 4

Image (3⨯224⨯224)

5⨯5 Conv (256), pad 2

3⨯3 Conv (384), pad 1

3⨯3 Conv (384), pad 1

Image (28⨯28)
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Figure 1: The network architecture of LeNet and AlexNet.
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in the network layer by layer. Three classical CNN networks
are considered in this paper, LeNet, AlexNet, and VGG-16.

As it is shown in Figure 1, the LeNet network contains
three convolutional layers with the size 5 × 5, two pooling
layers with the size 2 × 2, and three fully connected layers
[18]. The AlexNet network contains five convolutional
layers, three pooling layers with the size 3 × 3, and three fully
connected layers [19].

As it is shown in Figure 2, the VGG-16 network contains
13 convolutional layers with the size 3 × 3 and three fully
connected layers [20]. The maximum polling is considered
in VGG-16 network with the size 2 × 2. The first two pooling
layers are followed by two convolutional layers while the rest
pooling layers are followed by three convolutional layers.

2.2. DCGAN. The generative adversarial networks (GAN)
[21] have attracted wide attention in the field of machine
learning because of its great potential to imitate high-
dimensional and complex real data. For scenarios where
there is a lack of data, it can be used to generate more sample
data. In order to solve the problem of high acquisition cost of
training set samples, this paper utilizes GAN to generate

more training set samples. Generative adversarial networks
include generating network (Generator) and discriminating
network (Discriminator). The generating network learns
the real data distribution to generate new data under the
guidance of the discriminating network. Deep convolutional
generative adversarial networks are one of the more effective
and stable networks based on GAN. The basic framework of
DCGAN [22] is shown in Figure 3.

Assume the input of the Generator is the random Gauss-
ian noise z and its output is the fake sample GðzÞ: The true
sample x and fake sample GðzÞ are input to the Discrimina-
tor, respectively, and the corresponding outputs are DðxÞ
and DðGðzÞÞ:DðxÞ denotes the probability that the input x
of the Discriminator is a real sample. The Discriminator is
to make DðxÞ tend to 1 and DðGðzÞÞ tend to 0. At the same
time, the Generator is to make DðGðzÞÞ close to 1. The loss
function of DCGAN is shown as

L D, Gð Þ = Ex~Pr log D xð Þ½ � + Ex~Pg
log 1 −D xð Þð Þ½ �, ð1Þ

where Pr represents the real sample distribution and Pg rep-
resents the fake sample distribution.
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Figure 2: The network architecture of VGG-16.
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The objective functions of the Discriminator and the
Generator are, respectively, written as

max
D

L D,Gð Þ, ð2Þ

max
G

max
D

L D,Gð Þ: ð3Þ

(3) can be further rewritten as

max
G

max Ex~Pg
D

log 1 −D xð Þð Þ½ �: ð4Þ

2.3. System Model. In this paper, the signal is received by a
multiantenna system, and then the covariance matrix of the
signal is calculated. After that, the covariance matrix is trans-
formed into a true color graph as a data set. The system
model of this paper is shown in Figure 4.

An M-element antenna system is considered to receive
the signals based on N observation vectors. Let siðnÞ, n = 0,
1,⋯,N − 1 denote the n − th discrete-time sample at the i
− th antenna. Generally, the spectrum sensing can be
regarded as a binary classification [21],

si nð Þ =
wi nð Þ, H0,
xi nð Þ +wi nð Þ, H1,

(
ð5Þ

wherewiðnÞ denotes the background noise and xiðnÞ denotes
primary signal vector with the Rayleigh fading [7]. H0 and
H1, respectively, signify the absence and the presence of PU.

Let si = ½sið0Þ, sið1Þ,⋯siðN − 1Þ� denote the sampling
sequence at the i − th antenna and its average can be
expressed as

si−a =
1
N

〠
N−1

n=0
si nð Þ: ð6Þ

The time series matrix of the received signal S can be for-
mulated as

S =

s1 0ð Þ − s1−a s1 1ð Þ − s1−a ⋯ s1 Nð Þ − s1−a

s2 0ð Þ − s2−a s2 1ð Þ − s1−a ⋯ s2 Nð Þ − s1−a

⋮ ⋮ ⋯ ⋮

sM 0ð Þ − sM−a sM 1ð Þ − sM−a ⋯ sM Nð Þ − sM−a

2
666664

3
777775:

ð7Þ

The corresponding covariance matrix is

R Nð Þ = 1
N
S × SH : ð8Þ

For the real part and the imaginary part of S, the covari-
ance matrix is considered as the two channels of the true
color image, together with a zero matrix as the third channel
of the true color image.

The samples are divided into training set and test set.
Then, the training set is expanded by DCGAN. After that,
CNN is trained by the expanded training set. Finally, the
sensing performance is validated by the test set.
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Rayleigh fading channel
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Covariance matrix

True color image
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DCGAN
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training set

Trained CNN

CNN
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igh fading channel
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variance matrix
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DCGAN
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Figure 4: System model.
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The false alarm probability and the detection probability
can be formulated as

Pd = P φ R Nð Þ½ � > λ H1jf g, ð9Þ

Pf = P φ R Nð Þ½ � > λ H0jf g, ð10Þ

where φ½RðNÞ� denotes the feature extraction operation of
the proposed network and λ denotes the sensing threshold.

3. Data Enhancement with DCGAN

In this section, the data enhancement scheme with DCGAN
is discussed and an improved DCGAN scheme is proposed,
where the python3.7 and pytorch1.5 machine learning librar-
ies are used to implement generative adversarial network and
convolutional neural network. The hardware CPU is Inter(R)
Core(TM) i5-6300HQ and the GPU is NVIDIA GeForce
GTX 960M.

3.1. Data Generation. In this subsection, the original training
set and test set are generated, where the OFDM signal [23] is
considered as the primary signal, and the Rayleigh fading
[24] is regarded as the propagation channel. The size of the
sampling covariance matrix is 10 × 10 × 2. The number of
antennas in the multiantenna system used in this paper is
M = 10. The channel number of a true color image is 3, where
the channel number of the sampling covariance matrix is 2
(the real part and the imaginary part), and the third channel
is set to a zero matrix. The matrix size depends on the
antenna number of the multiantenna system.

In the process of data generation, 8 datasets are gener-
ated, whose SNR varies from -10 dB to 2 dB with the step
2 dB. Each dataset is divided into two parts, H0 and H1. For
the H0 part, the real and imaginary parts are, respectively,
sampled to obtain 3000 sets of data, where each set of data
sampling points N = 1000 and contains two matrices. Then,
this set of data is a 10 × 1000 × 2 sampling time series matrix.
Calculate the sampling covariance matrix of each matrix
according to (7). Then, 3000 sets of dual-channel sampling
covariance matrices can be obtained. After that, these 3000
sets of data are randomly sorted and converted into true
color images, where the first channel of the true color image
is the first channel of the sampling covariance matrix, the sec-
ond channel is the zero matrix, and the third channel is the
second channel of the sampling covariance matrix. Finally,
take the first 1000 groups as the data of the H0 category in
the test set, and take the last 2000 groups as the data of the
H0 category in the original training set.

For theH1 part, the same operations are conducted as the
H0. As a result, the 1000 sets of test set data and 2000 sets of
original training set data for the H1 part.

Figure 5 exhibits the obtained true color image in the H0
and H1 case under 2 dB, where the left image corresponds
with the H0 case and the right image corresponds with the
H1 case. From Figure 5, the color of the H0 case is very dark
except for the diagonal, which indicates that the value of the
corresponding two-channel sampling covariance matrix is
very small. While in the H1 case, the color of the image is

uneven and somewhat chaotic, which indicates that the cor-
responding two-channel sampling covariance matrix values
are also chaotic.

3.2. Data Enhancement. The sampled data is enhanced in this
subsection based on the classical DCGAN scheme, where the
sampled data is doubled, from 4000 images to 8000 images
for each SNR.

In Figure 6, the loss of the training with the iterations is
exhibited, where G denotes the Generator, D denotes the Dis-
criminator, and the number of training cycles is 16. According
to Figure 6, when it runs to the 10th cycle, a large loss occurs
due to the gradient explosion. As a result, how to effectively
reduce the loss determines the quality of data enhancement.

In Figure 7, the initial weights of the convolution kernel
are adjusted, from the Gaussian distribution with the mean 0
and the variance 0.02 to the Gaussian distribution with the
mean 0.05 and the variance 0.02. As a result, the loss function
is enlarged, and the trend of the loss function can be better
observed. From Figure 7, to increase the mean of the initial
weight will not only increase the loss function value but also
slow down the training speed and reduce the training gradient.

Figures 8 and 9, respectively, exhibit the training result
with the mean of initial weight 0.05 and 0.02, where the left
image denotes the original image and the right image denotes
the generated image with DCGAN. From Figures 8 and 9, the
smaller the mean of initial weight is, the better the generated
image quality is. It can be seen that the initial weight average
still has a great influence on the convergence speed of the
model. The larger the initial weight of the convolution kernel,

Figure 5: True color image in the H0 and H1 cases under 2 dB.
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the slower the convergence speed may be, and the slower the
gradient will be. But at the same time, more useful informa-
tion can be obtained.

3.3. Improved DCGAN. According to the discussion men-
tioned above, to increase the mean of the initial weight
reduces the training gradient. However, it sacrifices the gen-
erated image quality. The improved DCGAN scheme is made
to solve the above issue in this subsection.

The change of DðGðzÞÞ before and after the gradient
explosion is shown in Figure 10 with the mean of initial
weight 0. From Figure 10, when the gradient explosion
occurs, the loss functions of the generating network and the
discriminating network become extremely large while DðxÞ

and DðGðzÞÞ are both 0. At this point, both networks will
be collapsed. Motivated by this, an adjustment scheme is pro-
posed as it is shown in Table 1.

Figures 11 and 12 show the improved DCGAN result
with the mean of initial weight 0 and the improved DCGAN
loss with the mean of initial weight 0 when the algorithm
runs to the 40th training loop. It can be seen that the gener-
ated map has been able to reach the point of being fake.
Moreover, from the point of view of the loss function, since
the 100th training, the generating network and the discrimi-
nating network have also shown an obvious upward and
downward jitter trend, that is, adversarial evolution. At the
same time, it can be concluded that the mean value of the ini-
tialization parameter weight changes from 0.2 to 0, which
speeds up the convergence of the model.

4. SS with CNN Network

For SS, two factors determine the sensing performance, detec-
tion probability (PD), and false alarm probability (PFA). As a
result, the PD and PFA are provided with LeNet, AlexNet,
VGG-16, and the proposed CNN-1 network in this section.

4.1. LeNet. Figures 13 and 14, respectively, show the PD [25]
and PFA [26] under various SNR conditions. From
Figures 13 and 14, the detection performance of the LeNet
network is obviously different under different SNRs. When
the SNR is small, PD is small and PFA is high due to the
obtained nonsignificant features. However, when SNR ≥ −4
dB, PD can be maintained at or above 0.9, and PFA is basi-
cally lower than 0.1. In addition, after data enhancement with
the proposed scheme, the mean value of PD becomes higher,
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Figure 7: The training loss when the mean of initial weight is 0.05.

Figure 8: 82 times training result with the mean of initial weight
0.05.

Figure 9: 82 times training result with the mean of initial weight
0.02.
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and the maximum and minimum values of PD become sig-
nificantly higher. Although the average value of PFA does
not significantly decrease, but its maximum and minimum
values are closer to the mean, which indicates its fluctuation
range becomes smaller with the improved DCGAN.

4.2. AlexNet. Figures 15 and 16, respectively, give the PD and
PFA comparisons with the AlexNet network under various
SNRs, where the improved DCGAN is considered.

From Figure 15, the average value of PD is 0.95 or more,
and the minimum value is 0.8 or more when −2dB ≤ SNR ≤

4dB: The average value of PD is close to the maximum, which
means that most PD values are close to 1, and only a few are
close to the minimum values. In addition, after the data
enhancement, the average value of PD is also improved slightly.

The PFA is provided with the AlexNet network in
Figure 16. From Figure 16, the mean value of PFA is less than
0.05 and its curve almost coincides with the minimum curve.
At the same time, after the data enhancement, the maximum
value of PFA decreases obviously, which indicates that the
vibration amplitude of PFA decreases obviously.

As a summary, when −2dB ≤ SNR ≤ 4dB, PD is close to 1
and PFA is close to 0, which indicates that the detection per-
formance of the AlexNet is better than that of the LeNet.
After the data enhancement, PD is improved slightly, and
PFA has become more stable.

4.3. VGG-16. In Figures 17 and 18, the PD and PFA are,
respectively, exhibited with the VGG-16 network. According

Table 1: The adjustment scheme of DCGAN.

D G zð Þð Þ Emergency action

Emergency action of judgement network

0:50 <D G zð Þð Þ ≤ 0:65 2 extra training times

0:65 <D G zð Þð Þ ≤ 0:75 3 extra training times

0:75 <D G zð Þð Þ ≤ 0:85 4 extra training times

0:85 <D G zð Þð Þ ≤ 0:95 5 extra training times

0:95 <D G zð Þð Þ 6 extra training times

Emergency action of judgement network

0:14 <D G zð Þð Þ ≤ 0:19 1 extra training time

0:10 <D G zð Þð Þ ≤ 0:14 2 extra training times

0:07 <D G zð Þð Þ ≤ 0:10 3 extra training times

D G zð Þð Þ ≤ 0:07 4 extra training times

Figure 11: Improved DCGAN result with the mean of initial weight
0.
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to Figure 17, when SNR = −10 dB or SNR = −4 dB, the aver-
age value of PD is improved by nearly 0.1. When SNR ≥ −4
dB, the average value of PD is above 0.9. After the data
enhancement, the minimum value of PD is also significantly
improved.

From Figure 18, the average value of PFA is less than 0.2
and decreases with the increase of SNR. After the data
enhancement, the mean and maximum values of PFA
decrease significantly.

To sum up, the detection performance of VGG-16 is bet-
ter than that of LeNet-5 and AlexNet. In addition, the
improvement of data enhancement on the performance of
the model is also obvious, where the vibration amplitude of
PD and PFA decreases obviously. However, the performance
of VGG-16 is at the expense of computational complexity
due to a large number of network parameters.

4.4. CNN-1. According to the sensing performance of the
LeNet, AlexNet, and VGG-16 network, the network depth
of VGG-16 is too large and the depth of Lenet-5 is too
small to achieve the optimal result. Therefore, this paper
designs a novel convolution neural network with the
appropriate depth, named CNN-1. The network parame-
ters of the proposed CNN-1 network are shown in
Table 2.

As described in the system model, Rx is a real matrix with
the dimension M ×M × 3: Let Rxði, j, τÞ denote the element
at position ði, jÞ of the τ-th dimension for Rx:
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Figure 14: False alarm probability with LeNet.
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Figure 17: Detection probability with VGG-16.
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Figure 18: False alarm probability with VGG-16.
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(1) Convolutional Layer C1. C1 contains 32 feature
maps, and each feature map is gained by convo-
lution operation with the kernel size of 3 × 3.
Thus

C1 i, j, τð Þ = φReLU 〠
2

k=0
〠
2

i0=0
〠
2

j0

Rx i + i0, j + j0, kð Þ
 !

kC1
τ

� 3 − i0, 3 − j0, 2 − kð Þ,
ð11Þ

where C1ði, j, τÞ denotes the element at position
ði, jÞ of the τ − th feature map in C1 layer, and
kC1
τ denotes the kernel of the τ − th feature map
in C1 layer. φReLU = max ð0, xÞ denotes ReLU
function, where max ð⋅Þ denotes the maximum
value, x is the independent variable of the
function.

(2) Pooling Layer S1. S1 contains 32 feature maps, and
maximum pooling is conducted for each feature
map

S1 i, j, τð Þ =max C1 2i − 1, 2j − 1, τð Þ, C1 2i − 1, 2j, τð Þ,f
C1 2i, 2j − 1, τð Þ, C1 2i, 2j, τð Þg:

ð12Þ

(3) Convolutional Layer C2. C2 contains 64 feature
maps, and each feature map is gained by convolu-
tion operation. Thus

C2 i, j, τð Þ = φReLU 〠
31

k=0
〠
2

i0=0
〠
2

j0

Rx i + i0, j + j0, kð Þ
 !

kC2
τ

� 3 − i0, 3 − j0, 31 − kð Þ:
ð13Þ

(4) Pooling Layer S2. S2 contains 64 feature maps, and
maximum pooling is conducted for each feature
map

S2 i, j, τð Þ =max C2 2i − 1, 2j − 1, τð Þ, C2 2i − 1, 2j, τð Þ,f
C2 2i, 2j − 1, τð Þ, C2 2i, 2j, τð Þg:

ð14Þ

(5) Convolutional Layer C3. C3 contains 128 feature
maps, and each feature map is gained by convolu-
tion operation

C3 i, j, τð Þ = φReLU 〠
127

k=0
〠
2

i0=0
〠
2

j0

Rx i + i0, j + j0, kð Þ
 !

kC3
τ 3 − i0, 3 − j0, 127 − kð Þ:

ð15Þ

(6) Pooling Layer S3. S3 contains 128 feature maps, and
maximum pooling is conducted for each feature
map

S3 i, j, τð Þ =max C3 2i − 1, 2j − 1, τð Þ, C3 2i − 1, 2j, τð Þ,f
C3 2i, 2j − 1, τð Þ, C3 2i, 2j, τð Þg:

ð16Þ

(7) Convolutional Layer C4. C4 contains 128 feature
maps, and each feature map is gained by convolu-
tion operation

C4 i, j, τð Þ = φReLU 〠
127

k=0
〠
2

i0=0
〠
2

j0

Rx i + i0, j + j0, kð Þ
 !

kC4
τ 3 − i0, 3 − j0, 127 − kð Þ,

ð17Þ

(8) Pooling Layer S4. S4 contains 128 feature maps, and
each feature map is gained by convolution operation

S4 i, j, τð Þ =max C4 2i − 1, 2j − 1, τð Þ, C4 2i − 1, 2j, τð Þ,f
C4 2i, 2j − 1, τð Þ, C4 2i, 2j, τð Þg:

ð18Þ

(9) Fully Connected Layer F1. F1 is fully connected with
S4, the number of neurons in F1 is 512

(10) Fully Connected Layer F2. F2 is fully connected
with F1 with the neuron number 512. F2 is a
probability value because SS is a binary classifica-
tion issue. This probability value can be expressed
as PL1

ðRxÞ. When PL1
ðRxÞ > 0:5, Rx ∈H1 ; other-

wise, Rx ∈H0:

Table 2: The parameters of CNN-1.

Input: true color image (dimension: 110 × 110 × 3)
Layers Kernel size

C1 + ReLU 32 × 3 × 3 × 3ð Þ
S1: maximum pooling 2 × 2
C2 + ReLU 64 × 32 × 3 × 3ð Þ
S2: maximum pooling 2 × 2
C3 + ReLU 128 × 64 × 3 × 3ð Þ
S3: maximum pooling 2 × 2
C4 + ReLU 128 × 128 × 3 × 3ð Þ
S4: maximum pooling 2 × 2
F1 + ReLU 512 × 3200
F2 + sigmoid 1 × 512
Output: score vector (dimension: 1 × 1)
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Figures 19 and 20, respectively, exhibit the PD and PFA
with the proposed CNN-1 scheme under various SNRs. From
Figures 19 and 20, the detection probability of the CNN-1
with the proposed data enhancement scheme is higher than
that without the data enhancement while the false alarm
probability of the CNN-1 with the proposed data enhance-
ment scheme is lower than that without the data enhance-
ment. In addition, when SNR ≥ −8dB, the mean value of
PD is more than 0.8 and the mean value of PFA is less than
0.2, which is much better than that of the LeNet and the same
as that of the VGG-16.

Figure 21 gives the performance comparisons of various
SS schemes including the LeNet based scheme, the AlexNet
based scheme, the VGG-16 based scheme, and the proposed
CNN-1 based scheme. As it is shown for the black line, it,
respectively, denotes -2 dB, 0 dB, 2 dB, and 4dB from bottom
to top, and the other lines are the same as the black one. From
Figure 21, the sensing performance of the CNN-1 based SS
scheme is highest compared to the other SS schemes under
the same SNR, which corresponds with the performance in
Figures 13–20.

In Figure 22, the computation time comparison of differ-
ent CNN networks is discussed, where we use the time it

takes for a model to process a true color image to represent
computational complexity and evaluate the computational
complexity of different CNN algorithms. From Figure 22,
the computation time of the LeNet, AlexNet, CNN-1, and
VGG-16 is about 6ms, 12.5ms, 16ms, and 33ms, which
indicates that the LeNet is the simplest and the VGG-16 is
the most complex.

As a summary, the detection performance of CNN-1 is
similar to that of VGG-16, but the computation time of
CNN-1 is nearly half that of VGG-16. This indicates that
CNN-1 is a better convolution neural network model for SS.

As a supplement, performance comparisons are made
between the proposed CNN-1 and the schemes in [16, 17].
As it is shown for the black line, it, respectively, denotes
-2 dB, 0 dB, 2 dB, and 4dB from bottom to top, and the other
lines are the same as the black one. From Figure 23, the sens-
ing performance of the proposed CNN-1 scheme is slightly
higher than that of the scheme in [16]. Meanwhile, the
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Figure 20: False alarm probability with CNN-1.
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Figure 21: Performance comparisons of various SS schemes.
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Figure 19: Detection probability with CNN-1.
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sensing performance of the proposed CNN-1 scheme is sig-
nificantly higher than that of the scheme in [17]. This states
that the proposed CNN-1 scheme with data enhancement
is more suitable for the detection of spectrum state.

5. Conclusions

In this paper, the deep learning based spectrum sensing is
discussed for sustainable cities and society, where the LeNet,
AlexNet, VGG-16, and the proposed CNN-1 network are
considered. First, the two-dimensional dataset of the received
signal is established and expanded by the proposed DCGAN
scheme. Then, the four networks are trained on the expanded
dataset. Finally, the test is made under the various SNR con-
ditions. The experiment results show that the sensing perfor-
mance is greatly improved by the proposed data
enhancement scheme and the novel CNN network.

Data Availability

The data supporting the results of my study can be found at
https://figshare.com/articles/dataset/__part1_rar/14245763.
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With the acceleration of economic development, enterprise management is facing more severe challenges. Big data analysis based
on the intelligent Internet of Things (IoT) has a positive effect on the development of enterprise management and can make up for
the shortcomings of enterprise management. In this paper, we develop a big data processing method based on intelligent IoT which
can mine the factors that affect the company’s market sales from the collected data. Then, we propose a KNN classification
algorithm based on overlapping k-means clustering. This algorithm adds a training process to the traditional KNN algorithm,
which can accurately classify data and greatly improve the efficiency of the classification algorithm. Numerical analysis results
prove the effectiveness of the proposed algorithm.

1. Introduction

In recent years, with the rapid development of social econ-
omy and science and technology, big data analysis in Intelli-
gent Internet of Things (IoT) has been widely applied to
various industries and fields. It can help enterprises find
problems existing in management and promote the improve-
ment of enterprise management level. Applying big data
analysis in intelligent IoT to enterprise management can
adapt to the changes of internet enterprises, help enterprises
better cope with various challenges, and lay a good founda-
tion for the sustainable development of enterprises.

The development of modern science and technology also
drives the development of intelligent IoT industry. Intelligent
IoT is a concept that emerged in 2018. It refers to the system
collects all kinds of information in real time through various
information sensors (generally in the context of monitoring,
interaction, and connection) and makes intelligent analysis
of data through machine learning in terminal devices, edge
domains, or cloud centers, including positioning, compari-
son, prediction, and scheduling. At the technical level, AI
enables the Internet of Things to acquire the perception

and recognition ability, and the Internet of Things provides
the data of the training algorithm for AI.

As big data applications continue to penetrate into all
walks of life around the world and take root, traditional
data management methods no longer meet the data man-
agement needs of enterprises [1]. In the future, the sur-
rounding environment of enterprises in business activities
is unpredictable. To increase the risks and opportunities
in its business activities, if it can predict the sales volume
in the business activities, use big data technology to analyze
the factors influencing the company’s market sales, and for-
mulate response strategies in advance, it can be better at
resisting risks and transformation opportunities will ulti-
mately increase the company’s profit in the market and sta-
bilize its leading position in business activities.

When applying big data technology in intelligent IoT to
enterprise management, a large number of real data of enter-
prises can be extracted and processed and analyzed with big
data technology, so as to provide reliable reference basis.
Compared with the traditional data management system,
the system architecture of the Internet of Things includes
the following parts:
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(1) The LAAS layer, which is the important data storage
layer of the Internet of Things system, can select
cloud for data storage to facilitate data query and
utilization

(2) PaaS layer, mainly to provide the development lan-
guages and tools required by customers, such as
Python, Hive, and Hadoop

(3) SaaS layer, mainly to provide the applications needed
by customers, to facilitate the use of devices for client
interface access, such as intelligent large screen, PC
terminal, and common client interface. The data
information of each business and each sales market
can be monitored. Due to the different requirements
for data information in data management of various
enterprises, the application of big data analysis in
intelligent IoT should be combined with its own situ-
ation, and the systematic analysis of the existing data
resources of the enterprise should be carried out to
help the enterprise find its own problems and find
the best solution

Many foreign scholars have conducted research on the
influencing factors of corporate market sales and forecast sta-
tistics and achieved good results. For example, Chemmanur
et al. designed an attribute cleaning method for different cate-
gories of “dirty data” and proposed a method based on the
tree-structured Bloom Filter algorithm cleans duplicate data.
Massive data has been cleaned by multiple iterations to ensure
the data quality of the following sales forecast analysis [2].
Singh and Mohanty proposed a new type of online data stor-
age and processing model-online analytical processing. In
terms of data analysis and processing functions, OLAP has
greatly improved compared with OLTP and can meet various
application needs of users [3]. Yadegaridehkordi et al. pro-
posed a combined forecasting model, that is, analyzing the
characteristics of a single forecasting model, and then combin-
ing different models according to a certain weight ratio, so as
to give full play to the advantages of different models and
improve the prediction accuracy of the model [4].

In the research of related scholars in our country, Wang
and Han designed an extended radial basis function as the
kernel function for the multidimensional and nonlinear
characteristics of the product sales sequence and used an
improved immune optimization algorithm to adjust the
parameters carry out optimization, establish a set of support
vector machine forecasting system, apply the system to car
sales forecasting examples, and verify the feasibility of the
system by comparing with BP neural network and general
radial basis function forecasting accuracy [5]. Gu et al. use a
background value optimization formula with adjustment fac-
tors to optimize the gray GM model and applies the estab-
lished optimization model to the number of tourists and
tourism income in Hangzhou’s tourism industry to predict
[6]. Xin et al. provide guidance and suggestions for the tour-
ism industry to formulate sales strategies [7]. Xing et al. use
principal component analysis to reduce the dimensions of 8
related clothing promotion factors, use particle swarm opti-
mization algorithm to optimize the neural network, establish

a clothing product sales forecast model, reduce the training
time of the network, and improve the accuracy of the net-
work prediction degree [8].

Facing a large amount of enterprise data acquisition, stor-
age, and analysis work, we use big data technology in intelli-
gent IoT to ease the workload of data analysts. This paper
uses the big data analysis method in intelligent IoT to analyze
the historical sales data of enterprises, and its time series pre-
sents the characteristics of dual trend changes. According to
its characteristics, a combination forecasting model based
on the trend method and seasonal index method is proposed,
and MAE, RMSE, and MAPE forecast evaluation standards
are used to forecast the combination the model is compared
with the forecast effect of a single-trend forecast model and
seasonal index model, and then, the optimal forecast model
is selected.

2. Influencing Factors and Forecasting
Statistical Model of Enterprise Market Sales
Based on Big Data Analysis in Intelligent IoT

2.1. Intelligent IoT Architecture. It mainly includes three
levels: intelligent devices and solutions, the OS layer, and
infrastructure in intelligent IoT architecture, which are
finally delivered through integration services, as shown in
Figure 1. Intelligent equipment can achieve the data collec-
tion of view, audio, and pressure and perform the action of
capturing, sorting, and handing. Usually IoT devices and
solutions are provided to customers. This layer involves
diversification of device forms. The OS layer is equivalent
to the “brain” of intelligent IoT, which can mainly connect
and control the device layer, provide intelligent analysis and
data-handling capacity, and solidify the core applications
for scenarios into function modules. This layer has high
requirements on business logic, unified modeling, full-link
technical capacity, and high-concurrency supporting capac-
ity. The infrastructure layer provides the IT infrastructure
of servers, storage, AI training, and deployment capabilities,
etc. In the era of intelligent IoT, mass data generated in the
production and life of people will be collected by sensors in
intelligent IoT. In the era of big data, the individual behavior
of consumers not only can be collected, quantified, and pre-
dicted but also consumers’ personal opinions may change
the operation of the business society.

2.2. Use MapReduce to Simplify Massive Data. MapReduce
adopts the master-slave mode, which is to set up a master
node and multiple slave nodes to jointly complete the entire
process of distributed computing [9, 10]. In the calculation
process, data processing needs to be carried out through the
cooperation of two stages of map (mapping function) and
reduce (reduction function). Generally, the output of one
stage is the input of the next stage, and the two require mul-
tiple coordination and cooperation.

2.2.1. JobTracker. JobTracker is mainly used to receive the
application processing program, resource monitoring, and
job scheduling submitted by the client. This part of the pro-
gram mainly depends on the programmer to make some
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complex algorithms. It monitors the running status of Task-
Tracker and jobs in the system by accepting the heartbeat
information sent by TaskTracker. The good fault tolerance
mechanism of JobTracker enables TaskTracker or jobs to
run abnormally, and tasks running on TaskTracker can be
aborted due to abnormalities the task is backed up and exe-
cuted on other TaskTracker to ensure the stability and reli-
ability of the system [11, 12].

2.2.2. Client. The client is mainly a layer where the user inter-
acts with the MapReduce process. This layer mainly plays the
role of input, passing the program that the user needs to per-
form operations to the JobTracker. During the operation, the
operation process can be monitored through the console.

2.2.3. TaskTracker. The task scheduler is mainly used to
coordinate specific calculations and responds to the Job-
Tracker with information such as the time spent in the cal-
culation process, the number of processing tasks, the
occupied CPU, and memory, and at the same time, it pro-
cesses the assigned tasks [13, 14]. Map and reduce are coor-
dinated to complete. MapReduce uses split as the smallest
processing unit of data and is used to store the correspond-
ing data block to be processed. Each split will be processed
by the corresponding Map Task.

2.3. Introduction to Machine Learning Classification
Algorithms.Machine learning is essentially an approximation
to the real model of the problem. Among them, the super-
vised classification algorithm has been widely used in many
business scenarios. There are many ways to solve classifica-

tion problems. The basic classification methods mainly
include decision trees [15], naive Bayes [16], support vector
machines [17], K-nearest neighbors [18], and artificial neural
networks [19].

The decision tree algorithm is a method of approximat-
ing the value of a discrete function. It is a typical classification
method. It first processes the data, uses induction algorithms
to generate readable rules and decision trees, and then uses
decisions to analyze new data. Naive Bayes classification is
a classification method based on Bayes’ theorem and the
assumption of the independence of characteristic conditions.
It originated from classical mathematical theory and has a
stable mathematical foundation and classification efficiency.
A support vector machine is a supervised learning method,
which can be widely used in statistical classification and
regression analysis. K-nearest neighbor algorithm, referred
to as KNN (k-nearest neighbor), is also a relatively simple
classification and prediction algorithm. For selecting the K
training data that are most similar to the data to be classified
and predicted, the results of the K data or the classification
labels are averaged and the mode is taken to obtain the results
or classification labels of the data to be classified and pre-
dicted. The artificial neural network, abbreviated as neural
network or quasineural network, is a mathematical model
or calculation model that imitates the structure and function
of biological neural network and is used to estimate or
approximate functions. The neural network is calculated by
connecting a large number of artificial neurons. In most
cases, the artificial neural network can change the internal
structure on the basis of external information and is an
adaptive system.
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Figure 1: Intelligent IoT architecture.
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2.4. KNN Classification Algorithm Improved KNN Data
Mining Algorithm and Time Series Prediction
Algorithm Research

2.4.1. KNN Algorithm Classification. Select the K samples
with the smallest distance from the sample to be classified
as the K-nearest neighbors of X and finally judge the category
of X based on the K-nearest neighbors of X.

(1) Algorithm Flow. Calculate the distance between the sample
to be classified and each training sample: the distance function
in the KNN algorithm generally has Euclidean distance:

deuc x, yð Þ = 〠
d

j=1
xj − yj

� �2
" #1/2

= x − yð Þ x − yð �T� � 1
2 ,

dmah x, yð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − yð Þ〠 x − yð ÞT

q
:

ð1Þ

Manhattan distance:

dmah x − yð Þ = 〠
d

j=1
xj − yj
���

���: ð2Þ

Chebyshev distance:

dche x, yð Þ =maxj x j − yj
���

���
� �

: ð3Þ

As well as Min’s distance, average distance, and geodetic
distance, among these distances, the Euclidean distance is
often used because of its simplicity.

(2) Selection of Prediction Algorithm. Because the sales of cig-
arettes need to be predicted, and the sales data of cigarettes is
not a continuous time, but a time point, it is more appropri-
ate to choose a time series model when choosing a forecasting
algorithm, and the time series can establish a relationship
that includes dynamic dependencies. Based on the data
model, the trend of future data can be observed from histor-
ical behavior information [20, 21].

2.4.2. Improve Data Mining Algorithm. This paper introduces
the training process of clustering after partitioning into the
KNN algorithm. That is, the big data is divided into equidis-
tant blocks, and then, the data is clustered on each block of
data. In this way, for big data, dividing the data into many
blocks can effectively reduce the requirements for computer
memory, so that the KNN classification algorithm can be
used in a big data environment.

First, the big data is divided into blocks. According to dif-
ferent requirements, it can be divided into blocks according
to different blocking methods. Given n data samples fx1, x2,
⋯, xng, find K clusters Class center fa1, a2,⋯, ang, so that
the sum of squared distances between each data sample and
its nearest cluster center is the smallest. This sum of squared

distances is called the objective function WN , and its mathe-
matical expression is formula (4), the data is recorded as data
matrix formula (5), the difference between data and data uses
dissimilarity matrix formula (6), according to the characteris-
tics of the data in this article, the objective function WN is
transformed into formula (7):

Wn = 〠
n

i=1
min1≤j≤k xi − aj

�� ��2, ð4Þ

x11 ⋯ x1j ⋯ x1p

⋯ ⋯ ⋯ ⋯ ⋯

xi1

⋯

xn1

⋯

⋯

⋯

xij ⋯ xip

⋯ ⋯ ⋯

xnj ⋯ xnp

2
666666664

3
777777775
, ð5Þ

0
d 2, 1ð Þ 0

d 3, 1ð Þ d 3, 2ð Þ 0
⋯ ⋯ ⋯ 0

d n, 1ð Þ d n, 2ð Þ ⋯ ⋯ 0

2
66666664

3
77777775
, ð6Þ

WN 〠
n

i=1
min1≤j≤k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xik − ajk
� 	2q����

����
2
: ð7Þ

In formula (5), each column represents a data attribute,
and each row represents a piece of data. In formula (6), dðm,
nÞ represents the degree of difference between the mth data
and the nth data. When the difference between the two data
is smaller, the value of dðm, nÞ will also be smaller [22, 23].

2.4.3. Time Series Stationarity Test. According to the calcula-
tion formula of unit root in MyEclipse, if the sequence is
nonstationary, there is β = 1, and if the sequence is station-
ary, then β < 1. Now, assuming that the sequence is nonsta-
tionary, let β = 11 into formula (8), (9) and calculate the
value of DF:

s bβ
� �

=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1/T − 1ð Þ∑T

t−2û
2
t

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑T

t−2y
2
t−1

q , ð8Þ

Table 1: Demographic factors and the trend of cigarette sales.

Permanent
residents

Floating
population

Total
employees

Product
sales

Sales
amount

2016 573 66 383 200 86

2017 615 69 416 248 235

2018 689 104 447 307 462

2019 805 497 601 408 863
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DF Xð Þ =
bβ − 1
s bβ
� � : ð9Þ

The running result is the unit root test value of the orig-
inal data. According to the value, it can be judged whether the
original data is stable. When the value does not exist or is
particularly small, the original data can be judged to be a sta-
tionary sequence; otherwise, it is not stable [24, 25].

2.4.4. Time Series Smoothing Processing. Because the original
sequence is a nonstationary sequence, the difference calcula-
tion is performed on the original sequence for stationary pro-
cessing. The calculation formula is

Δxt = xt − xt−1,
Δ2xt = Δxt − Δxt−1,
Δdxt = Δd−1xt − Δd−1xt−1,

ð10Þ

Among them, t is the time point. If there are periodic
fluctuations in the time series, then the data should also be
subjected to a seasonal difference operation. The seasonal dif-
ference processing operation can clear the periodicity of the
time series. The calculation formula is

ΔsXt = Xt − Xt−s: ð11Þ

2.5. Second Moving Average Method. Establishing a forecast-
ing model for the second moving average method is the key
to forecasting using this method. The forecasting model of
the second moving average forecasting method is shown in
formula (12):

Yt+1 = at + bt × T , ð12Þ

at = 2M 1ð Þ
t −M 2ð Þ

t , ð13Þ

bt
2

n − 1 M 1ð Þ
t −M 2ð Þ

t

� �
: ð14Þ

The T in the above formula represents the expectation that

starts at time t and moves backward. Mð1Þ
t is the last moving

average in the first moving average sequence obtained by

calculation. Mð2Þ
t represents the last moving average in the

second moving average sequence [26, 27]. Correspondingly,
the formulas for calculating the primary and secondary mov-
ing average are as follows:

M 1ð Þ
t = Yt + Yt−1+⋯+Yt−n+1

n
, ð15Þ

M 2ð Þ
t = M 1ð Þ

t +M 1ð Þ
t−1+⋯+M 1ð Þ

t−n+1
n

: ð16Þ

Formulas (15) and (16) represent the time series observa-

tion values to be predicted, and Mð1Þ
t and Mð2Þ

t represent the
primary and secondary moving average values of period t,
respectively and n is the spanning dimension of this calcula-
tion. The basic prediction formula of the exponential smooth-
ing prediction model is

St = 2Yt + 1 − að ÞSt−1: ð17Þ

In formula (17), when St−1 represents time t, the actual
value Yt−1 at that time corresponds to the smooth value, and
St−1 represents the smooth value corresponding to the actual
value Yt−1 at time t − 1. The parameter a in the formula is a
weight value, which is also called a smoothing constant under
normal circumstances, and the value range is [0,1].

2.6. Design of Enterprise Marketing System Based on Hadoop

2.6.1. System Architecture. The design of the enterprise
marketing system is to build a Hadoop-based data pro-
cessing platform as a data management center and provide
massive data storage and processing support to implement
a Hadoop-based enterprise marketing system [28, 29].

(1) Data Source Layer. The main job of the data source layer
is to collect data. The data source of the enterprise marketing
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Figure 2: Demographic factors and the trend of cigarette sales.
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system in this article includes internal data and external data.
The data collection method is mainly through the National
Bureau No. 1 Project. Downstream data includes the produc-
tion and sales information of more than a dozen industrial
companies across the country, as well as the company’s pur-
chase, sales, and inventory data in various markets across the
country. Salespersons report market data and import exter-
nal systems through the Web Services interface.

(2) Data Transmission Layer. There are two main ways of
data transmission; one is through ETL middleware, and the
other is a data transmission interface through enterprise
applications. Generally, small-scale data provides a data
transmission interface, and the data can be transmitted
directly through the interface, while for large-scale data
extraction, data is directly extracted by connecting to the
database through ETL middleware.

(3) Data Processing Layer. Since the source data transmitted
from the data source layer is not only the finest granularity
but also the amount of data is very large, and there are many
“dirty data,” the transmitted data needs to be preprocessed
before storage including data cleaning and processing. Due
to the huge amount of data, data processing is performed
by the Hadoop platform to achieve dimensionality reduction
and aggregation of massive data and simplify the data on the
basis of satisfying model analysis and maintaining data integ-
rity and accuracy.

(4) Data Storage Center. The data storage center of the sys-
tem in this paper is coordinated by the Hadoop distributed
storage platform and the relational database. The Hadoop
platform is built to store massive data, process massive data,
and transmit data to the system [30]. After the data is
exported from the Hadoop platform to the relational data-
base, the relational database performs real-time analysis or
mining on it to ensure data consistency during processing.
Using Hadoop and relational databases to work together
to process computing tasks, separate the processing of mas-
sive data from the processing of real-time data, so that large-
scale data operations will not affect the operating efficiency
of the marketing system, and also make the entire system
easier for expansion, more stable.

Table 3: Comparison of sales forecast results and actual values
based on trend model.

Month Forecast sales Guess sales Actual sales

201801 528739 562284 572639

201802 217479 318374 302746

201803 337468 337595 347290

201804 352648 347284 342699

201805 313947 359837 368270

201806 301748 364829 352890
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Figure 3: Personal spending power and the trend of cigarette sales.

Table 2: Personal spending power and the trend of cigarette sales.

Per capita consumption
amount

GDP per
capita

Per capita disposable
expenditure

Per capita consumption
expenditure

Average
salary

2016 737 7215 3665 2654 7976

2017 1654 7567 4317 3475 8242

2018 1964 7988 4784 3864 8527

2019 2268 8365 5521 4269 8731
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(5) Data Analysis Layer. The data analysis logic is mainly
realized through the stored procedures of the relational data-
base and the MapReduce calculation model. Since the data
sets of small data scale are designed to be stored in the rela-
tional database, the analysis of this type of data can be real-
ized through the stored procedures of the relational
database. Large-scale data sets are stored in HDFS, and the
data model needs to be implemented by writing a MapRe-
duce calculation model.

2.6.2. System Technical Architecture. This paper uses the J2EE
enterprise-level application development framework and
adopts the stable and convenient B/S operation mode and
component development technology to design and develop
the system architecture [31]. Data transmission uses XML
format as the data transmission standard for each interface
and realizes the application integration and data integration
of each system through message middleware, and realizes
the integration of data collection, data storage, and data pre-
processing. Building a Hadoop-based data processing plat-
form as the system’s data management center [32], which is
low-coupled with other running hardware devices, processes,
and stores massive amounts of data at high speed, and can
allocate computing and storage resources to other running
systems, and use the Hadoop platform working with rela-
tional data, it separates the processing of massive data from
business logic and analysis operations, reduces the coupling
degree of analysis and calculation at the hardware level, and
greatly improves the analysis and calculation performance
and stability of the system.

3. Influencing Factors and Forecasting
Statistical Experiments of Enterprise Market
Sales Based on Big Data Analysis in
Intelligent IoT

3.1. Experimental Subjects and Data Collection. This article
selects the monthly sales volume of a certain brand of ciga-

rettes from China Tobacco in this province from 2016 to
2019 as the analysis data set. The time series of the brand’s
sales volume has a strong upward trend and also has peri-
odic phenomena, so the time series has the characteristics
of dual trend changes, namely, seasonal volatility and overall
trend variability, the desired effect will not be achieved. In
this paper, the single-term model of the trend method and
the seasonal index method will be fitted to forecast, respec-
tively, and then, the linear combination forecasting model
of the two will be established to forecast the sales, and finally
the forecast results will be compared.

3.2. Forecast Method

(1) Seasonal index method the calculation method and
steps are as follows:

(a) Calculate the average of the same quarter over the
years. Suppose the average of the same quarter over
the years is ri, i = 1, 2, 3, 4. A total of 12 quarterly time
series in three years are represented as y1, y2,⋯, y12,
then you can get:

Table 4: Comparison of sales forecast results and actual values
based on seasonal index method.

Month Forecast sales Guess sales Actual sales

201801 538478 562284 572639

201802 286491 318374 302746

201803 361937 337595 347290

201804 358505 347284 342699

201805 347190 359837 368270

201806 365281 364829 352890
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Figure 4: Comparison of sales forecast results and actual values based on trend model.
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r1 =
1
n

y1 + y5+⋯+y4n−3ð Þ,
⋯

r4 =
1
n

y4 + y8+⋯+y4nð Þ
ð18Þ

(b) Calculate the average of each season. Let �yt denote
the quarterly average of year t, t = 1, 2,⋯, n, there are

�y1 =
1
4 y1 + y2 + y3 + y4ð Þ,

⋯

�yn =
1
4 y4n−3 + y4n−2 + y4n−1 + y4nð Þ

ð19Þ

(c) Adjust the seasonal index of each season. Theoreti-
cally, the sum of seasonal indices should be 4, but
due to calculation errors in practice, the sum of sea-
sonal indices is greater than or less than 4, so it needs
to be readjusted. The adjustment formula is

ai =
n

∑n
j=1�aj

� � �aj ð20Þ

When using the seasonal index method to forecast time
series, it should be noted that the time series should not have
an obvious linear trend; otherwise, the forecast accuracy will
be greatly reduced.

(2) Long-term trend

This article uses the least square method to find the
parameters in the linear trend formula. The core idea of the
least square method is to use a straight line to approximate
the historical data in the past. The mathematical language

is the actual observation value of the time series of the object
model yi and the predicted value ŷi in the linear trend model
have the smallest sum of squared deviations, that is, the value
of ∑ðyiy∧iÞ2 is the smallest. The least square method is used
to determine the value of the parameter. The specific deriva-
tion process is omitted here. The calculation formulas for
parameters a and b are

b̂ = ∑n
i=1 xi − �xð Þ yi − �yð Þ
∑n

i=1 xi, �xð Þ2 ,

â = �y − b̂x:

ð21Þ

(3) Decomposition prediction model

After determining the seasonal index and long-term
trend with the decomposition method, the two key factors,
the new forecast value of the cigarette sales model can be cal-
culated according to formula (22).

Xt = Tt × St × Ct × It , ð22Þ

Table 5: Comparison of sales forecast results and actual values of
the combined forecasting model.

Month
Trending method to

predict sales
Combination model

predicts sales
Actual
sales

201801 452738 547282 572639

201802 246371 337625 302746

201803 382736 336481 347290

201804 248474 321746 342699

201805 407634 346289 368270

201806 336585 312648 352890
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Figure 5: Comparison of sales forecast results and actual values based on seasonal index method.
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As the factors in the model are determined, the random
fluctuation I and the cyclic index C have been reduced. After
simplification, the predicted value is obtained.

4. Based on Big Data Influencing Factors of
Enterprise Market Sales and Forecast
Statistical Experimental Analysis

4.1. Macroscopic Factors Affecting Cigarettes. As shown in
Table 1, among the demographic factors in this area are the
resident population, floating population, and other influenc-
ing factors, cigarette sales, cigarette sales, and other data
values and data trends.

As shown in Figure 2, there are many factors affecting
cigarette sales. All the factors affecting the product are ana-
lyzed by big data technology. After a large number of calcu-
lations and modeling, the product sales amount is mainly
reflected in the number of permanent residents and eco-
nomic the efficiency is getting higher and higher over time.

4.2. Personal Consumption Ability and Product Sales Trend.
As shown in Table 2, the data association trends between fac-
tors are per capita consumption expenditure, average wages
of employees, and cigarette sales in the region.

As shown in Figure 3, according to big data, the main rea-
son for affecting product sales is the city’s per capita living
expenses, followed by per capita GDP in 2016-2019. Due to
the limitations of data statistics, there is a lack of regularity.
In this case, traditional mathematical induction statistical
methods cannot be used.

4.3. Sales Forecast Analysis. We use this model to obtain the
sales forecast value of the key brand from January to June
2018 and compare it with the actual sales value and compare
it with the sales value of the same period in 2017. The unit is
box. The results are shown in Table 3.

As can be seen in Figure 4, the sales forecast model based
on the trend method has a good forecast of the seasonality

and periodicity of the monthly sales of cigarettes, but the rel-
ative error of the forecasted sales in a certain two months is
still more than 10%. The prediction effect of extreme values
in the time series is not ideal, and we can continue to improve
on the basis of this prediction.

4.4. Forecast by Seasonal Index Method. After repeated train-
ing, the number of hidden layer nodes is determined to be
5, and the trained seasonal index method model is used to
predict the test data set. The results obtained are shown in
Table 4:

It can be seen intuitively from Figure 5 that the relative
error of the sales forecast model based on the seasonal index
method is relatively stable and the error is small. Therefore,
this paper adopts a seasonal index method model based on
the forecast based on the trend method model to modify
the forecast value of the trend method model to improve
the accuracy of the forecast.

4.5. Establish a Combined Forecasting Model Based on Trend
Method and Seasonal Index Method. First, the linear struc-
ture part of the time series is fitted with a trend method
model to obtain the predicted value L̂t . The first order and
seasonal differences have been performed on the time series
before modeling. The purpose is to eliminate the trend of
the time series and reduce the time series. The seasonal index
method is used to identify the nonlinear part et of the time
series, and the prediction result N̂t is obtained. After repeated
trials and comparisons, this paper constantly adjusts the

Table 6: Comparison of prediction effects of three prediction
models.

Predictive model MAE RMSE MAPE (%)

Trend model 4628.3 5835.2 13.28

BP neural network model 18636 20351 7.37

Combined forecasting model 9635 113634 3.12
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Figure 6: Comparison of sales forecast results and actual values of the combined forecasting model.

9Wireless Communications and Mobile Computing



number of nodes, and finally determines the input node is 12,
the hidden layer node is 5, and the output node is 1 structure.
The predicted results are shown in Table 5.

It can be seen intuitively from Figure 6 that the relative
error of the forecast results of the combined forecasting
model is less than 5%, which is also lower than the relative
error of the forecasting results of the trend forecasting model
and the seasonal index forecasting model, that is, the fore-
casting effect is better than that of a single model. Through
the comprehensive application of the two models of trend
method and seasonal index method, they can give full play
to their respective strengths to achieve the purpose of
improving the forecasting effect.

This article uses historical monthly sales data of a certain
brand of cigarettes from 2016 to 2019 to establish a trend-
based sales forecast model, a seasonal index-based forecast
model, and a combined forecast model to predict the
monthly sales in 2018. Table 6 shows the comparison of the
prediction effects of the three prediction models by the
MAE, RMSE, and MAPE prediction evaluation standards.

Table 6 shows that from the three indicators of MAE,
RMSE, and MAPE, it can be seen that the evaluation indica-
tors of the combined model are the lowest among the three
models, so the prediction effect is the best. In the original
data, there are both linear factors and nonlinear factors, so

a single forecasting model, whether it is a trend forecasting
model or a seasonal index forecasting model, cannot achieve
the ideal forecasting effect. The combined model of the trend
method and the seasonal index method can synthesize the
advantages of a single model, better dig out the complex lin-
ear and nonlinear features behind the data, and also improve
the prediction accuracy of the model.

4.6. Comparative Analysis of Algorithm Performance. Based
on the above classification results, these sample data are
processed into feature vector values. The KNN classifier is
used in MATLAB to classify the three data samples, and the

Table 8: Comparative analysis of cigarette sales volume forecast and
actual results.

Time
Trend
forecast

Seasonal index
forecast

Decomposition
prediction

Actual
value

2018.6 15.8 15.37 15.31 16.24

2018.7 15.9 16.35 16.47 17.24

2018.8 17.1 15.83 16.74 16.68

2018.9 17.0 15.35 16.43 17.19

2018.10 16.8 15.43 17.53 16.83

2018.11 16.6 14.79 17.43 17.52

0.9315

0.9163
0.9063

0.8642

0.9017

0.8437

0.9362
0.9276

0.9117

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

1 2 3

A
lg

or
ith

m
 ac

cu
ra

cy

Sample
Algorithm
Random block KNN
Classic KNN

Figure 7: Algorithm performance comparison.

Table 7: Algorithm performance comparison.

Sample
Algorithm Random block KNN Classic KNN

Correct rate Time Correct rate Time Correct rate Time

1 0.9315 58.23 0.8642 128.39 0.9362 382.28

2 0.9163 413.56 0.9017 983.01 0.9276 3728.28

3 0.9063 502.42 0.8437 1273.52 0.9117 5583.63
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number of correct classification results of the data classified
by the three classification algorithms is counted. Calculate
the accuracy rate obtained in each classification algorithm
in each sample and use the highest accuracy rate as the
accuracy rate of the classification algorithm in the sample
classification result of the classification algorithm. Another
performance test standard is the classification time on each
sample. The results are shown in Table 7.

As shown in Table 7 and Figure 7, it can be concluded
that the classification accuracy of the algorithm proposed in
this paper is 0.41%~6.2% higher than the random block algo-
rithm, and 0.7%~1.8% lower than the traditional KNN algo-
rithm. It is 55.15%~63.17% faster than the random block
algorithm, and 83.28%~90.55% faster than the traditional
KNN algorithm. As the data increases, the speed will increase
more obviously.

4.7. Comparative Analysis of Forecast Results. According to
the data in the above chart, the value obtained by the
long-term trend method predicted by the formula, and the
value obtained by the decomposition method, the forecast
data for the next few periods are, respectively, predicted.
Finally, we compare these data with the actual sales results
of the cigarette market. For comparison, the data details
are shown in Table 8.

From Figure 8, we can see that the error analysis between
the forecasted value of the three forecasting models of trend
method, seasonal index method, and decomposition method
and actual sales volume, we can see that the time series
decomposition method established by the multiplication
model performs best. The average error rate is about 2%
and the fluctuation is small, followed by the seasonal index
method, and the trend method has the worst performance
of about 4% and the fluctuation is large. For the tobacco
industry, the decomposition prediction model can fully meet
its forecasting needs, so as to guide industrial companies to
produce cigarettes and commercial companies to sell ciga-
rettes based on the predicted values.

5. Conclusion

The KNN classification algorithm based on overlapped
k-means clustering proposed in this paper is still lower
than the traditional KNN algorithm in classification accuracy.
This situation comes from the algorithm’s clustering process,
which affects the accuracy of the classification algorithm. If
the effect of clustering can be improved in the future, then
the accuracy of classification will catch up with the tradi-
tional classic KNN algorithm, especially if other excellent
clustering algorithms can be introduced or the conditions
and methods of partitioning can be changed according to
the data. The effect and efficiency of the algorithm can be
further improved.

Using the big data method in intelligent IoT to analyze
the historical sales data of the company, its time series pre-
sents the characteristics of dual trend changes. According to
its characteristics, a combined forecasting model based on
the trend method and seasonal index method is proposed,
and MAE, RMSE, and MAPE forecasting evaluation stan-
dards are used to compare the combined forecasting model.
A comparative analysis with the forecasting effect of a
single-trend forecasting model and a seasonal index model
proves that the combined forecasting model is better than a
single model.

This paper studies the construction of a Hadoop massive
data processing platform, an in-depth study of its key tech-
nologies HDFS and MapReduce, analyzes its working mech-
anism, connects with the actual situation of the enterprise,
analyzes the feasibility of technology implementation and
environment construction, and uses the Hadoop platform
to sell mass sales first data information undergoes prepro-
cessing such as data cleaning, dimensionality reduction,
and structural standardization and then provides these
processed data to a relational database to perform data
analysis and processing of related businesses. This provides
support for sales forecasting models based on massive data
processing.
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Figure 8: Comparative analysis of cigarette sales forecast and actual results.
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Data Availability

This article selects the monthly sales volume of a certain
brand of cigarettes from China Tobacco in this province
from 2016 to 2019 as the analysis data set.
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In recent years, the public’s demand for location services has increased significantly. As outdoor positioning has matured, indoor
positioning has become a focus area for researchers. Various indoor positioning methods have emerged. Pedestrian dead reckoning
(PDR) has become a research hotspot since it does not require a positioning infrastructure. An integral equation is used in PDR
positioning; thus, errors accumulate during long-term operation. To eliminate the accumulated errors in PDR localisation, this
paper proposes a PDR localisation system applied to complex scenarios with multiple buildings and large areas. The system is
based on the pedestrian movement behavior recognition algorithm proposed in this paper, which recognises the behavior of
pedestrians for each gait and improves the stride length estimation for PDR localisation based on the recognition results to
reduce the accumulation of errors in the PDR localisation algorithm itself. At the same time, the system uses self-researched
hardware to modify the audio equipment used for broadcasting within the indoor environment, to locate the acoustic source
through a Hamming distance-based localisation algorithm, and to correct the estimated acoustic source estimated location based
on the known source location in order to eliminate the accumulated error in PDR localisation. Through analysis and
experimental verification, the recognition accuracy of pedestrian movement behavior recognition proposed in this paper reaches
95% and the acoustic source localisation accuracy of 0.32m during movement, thus, producing an excellent effect on
eliminating the cumulative error of PDR localisation.

1. Introduction

In recent years, the public’s demand for location-based ser-
vices (LBS) has become more robust, and LBS has affected
many aspects of people’s work and life. The Global Naviga-
tion Satellite System (GNSS) is a significant component of
LBS, and the accuracy has reached the submeter level [1, 2].
Although GNSS can provide good coverage and high accu-
racy outdoors, it does not meet the positioning requirements
indoors and in other sheltered environments due to the low
satellite signal strength and quality in these locations [3].
Therefore, there is an urgent need for indoor LBS with real-

time, stable, and accurate positioning performance, especially
in schools, hospitals, and large commercial shopping centers
due to the large and complex area and numerous users [4].

Commonly used indoor positioning technology can be
divided into three categories based on the positioning princi-
ple: trilateral positioning [5], fingerprint positioning [6], and
track estimation [7]. In complex scenarios, these three indoor
positioning technologies can provide relatively good posi-
tioning performance. However, trilateral positioning requires
a receiver and a reference source, and it is necessary to deploy
the equipment in the area in advance. Therefore, full cover-
age is required in the facility to prevent blind spots,
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increasing the positioning cost. Fingerprint positioning can
achieve good positioning accuracy in scenarios without or
sparsely deployed positioning facilities. In recent years, Wi-
Fi-based fingerprint positioning has attracted attention due
to its deployment practicability. However, the construction
and update of fingerprint maps is a complex and tedious task.
Besides, a fingerprint map has the problem of timeliness [6],
which reduces the positioning accuracy and substantially
increases the positioning cost. The typical trajectory calcula-
tion principle in indoor positioning is pedestrian dead reck-
oning (PDR) positioning. Levi and Judd proposed PDR
positioning in 1996 [7]; it has been widely used in complex
environments because of its advantages, such as no infra-
structure. It achieves good positioning accuracy.

We compared the latest indoor positioning solutions
reported in the literature [8–12] regarding positioning accu-
racy, coverage, cost, smartphone compatibility, and other
parameters, as shown in Table 1.

The comparison shows the advantages of PDR over other
indoor positioning solutions, but it is rarely used alone for
positioning in complex scenes. The main reason is that
PDR positioning has good short-distance positioning accu-
racy, but errors are accumulated due to long-term operation.
Most scholars have researched these two aspects to reduce
the cumulative error in PDR positioning and improve the
positioning accuracy. One solution is to combine PDR with
other positioning methods to improve the positioning accu-
racy, such as Bluetooth low energy (BLE)/PDR fusion [13],
PDR/WiFi fusion [14], PDR/WiFi/geomagnetic fusion, and
other methods [15]. However, positioning infrastructure is
required, which increases and is not conducive to large-
scale applications. Another solution is to reduce the cumula-
tive error using step detection, stride length estimation, and
heading determination to reduce the impact of noise [16].
This approach reduces the error accumulation but fails to
eliminate the root cause of the error. In addition, in previous
PDR positioning research, the default smartphone was rig-
idly linked to the user, i.e., the user holds the smartphone
for PDR positioning. Numerous studies were conducted on
the smartphone’s position and attitude and user movement
in PDR positioning [17, 18]. Although many optimization
methods exist for PDR positioning, we believe that the opti-
mal PDR positioning method should reduce the error accu-
mulation and the cost to achieve the most practical and
cost-effective solution.

In addition to optimizing the PDR positioning method, it
is also necessary to investigate the infrastructure necessary
for indoor positioning applications, such as schools, hospi-

tals, and large commercial shopping centers. Besides the
standard public WiFi and visible light equipment, audio
playback equipment used for broadcasting is often ignored.
Audio equipment is widely deployed in indoor locations,
supporting the positioning method proposed in this article.
This article proposes a PDR positioning method based on
an acoustic source for positioning correction using dual-
microphone smartphones. The main contributions of this
article are as follows:

(1) We propose a practical and cost-effective indoor
positioning method that is suitable for multiple
buildings and large areas. The method introduces
pedestrian movement behavior recognition to
improve PDR localisation accuracy, while using
acoustic source localisation to reverse the cumulative
error of PDR localisation

(2) We propose an acoustic localisation algorithm based
on Hamming distance. The algorithm uses pseudoul-
trasonic sound, which is inaudible to the human ear
and can be processed by ordinary speakers and
microphones, at frequencies between 18 kHz and 20
kHz as the localisation signal. And use the known
position of the sound source to correct the estimated
position, in order to achieve the purpose of eliminat-
ing the accumulated error of PDR positioning

(3) We propose a method to improve the accuracy of
PDR localisation using pedestrian movement behav-
ior recognition. The method uses the proposed
method based on gait periodicity features proposed
in this paper to extract features from the data col-
lected by smartphones, uses support vector machine
(SVM) as a classifier to recognize the movement
behavior of each gait, and uses Dempster–Shafer
(D-S) evidence theory to fuse the recognition results
for the problem of low recognition accuracy in cer-
tain complex scenes, improving the overall recogni-
tion accuracy to 96%. Based on the excellent
recognition accuracy, this paper improves the stride
length estimation for PDR localization and elimi-
nates the cumulative error of PDR localization using
map matching

This paper is organized as follows: Section 2 describes
the related work of PDR positioning, pseudoultrasonic posi-
tioning, and acoustic source positioning based on dual-
microphone smartphones. Section 3 presents the proposed

Table 1: Comparison of the latest indoor positioning methods.

Solution Principle Precision (m) Dimension Coverage area (m2) Cost ($/m2) Compatible with smartphone

Bluetooth Trilateral positioning <2 2D 30 0.4 Yes

WiFi Fingerprint positioning <2 2D 50 0.6 Yes

PDR Track estimation <4 2D / / Yes

UWB Trilateral positioning <0.04 3D 100 60 No

Acoustics Trilateral positioning <0.3 3D 60 0.9 Yes
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system framework. In Section 4, we introduce the methods,
and Section 5 describes the experiments. Section 6 provides
the conclusion and future work.

2. Related Works

PDR positioning requires the establishment of an integral
equation; thus, minimizing or eliminating the accumulated
errors has been a research focus. Studies have shown
[13–15] that fusion methods have several advantages and
can significantly reduce the accumulated error of PDR
positioning. The disadvantage is that the infrastructure
needs to be deployed in advance, which requires access
to the facilities and increases the costs. The optimization
of the PDR algorithm includes the optimization of the step
detection part [19, 20] or the continuous iteration of the
step estimation model [15, 21, 22]. The advantage of
PDR optimization is the minimization of the error gener-
ated in each step, which reduces the cumulative error.
However, the disadvantage is that the cumulative error
cannot be entirely eliminated.

Scholars have used PDR positioning in increasingly com-
plex scenarios in addition to efforts to eliminate the accumu-
lated error. Most previous PDR studies assumed that the
smartphone remained in the same position (maintain a hor-
izontal hand-held position) at different pedestrian locations,
the person and the smartphone were rigidly connected, and
the positioning area was two-dimensional. In real-world con-
ditions, the behavior of pedestrians is complex and variable.
In other words, pedestrians may walk, run, or go up and
downstairs in an indoor environment, and the smartphone
may be placed horizontally in front of the chest, held by the
hand, or placed in a pocket. Researchers often ignore these
variable conditions, resulting in a single PDR positioning sce-
nario and significant use limitations. Dirican and Aksoy [23]
proposed a spectrum analysis method based on fast Fourier
transform (FFT) for step detection to convert the time-
domain information of the step frequency to the frequency
domain to deal with more complex application scenarios.
However, this approach requires a fixed time window, mak-
ing it impossible to identify walking at different speeds accu-
rately. Mohssen et al. [24] analyzed scenarios where the
pedestrian heading direction was inconsistent with the device
and proposed a heading estimation model based on principal
component analysis. This method improved the PDR posi-
tioning accuracy in different scenarios. However, only a
two-dimensional structure was considered.

Scholars have also used machine learning methods to
solve this problem due to recent developments in this field.
References [11, 17, 25, 26] used different classification
methods, such as K-nearest neighbor, dynamic time warping,
SVMs, neural networks, decision trees, and hidden Markov
model to analyze acceleration, angular velocity, and magnetic
field strength related to pedestrian behavior recognition.
Wang et al. [17] separated the recognition of pedestrian
movement/behavior into two steps: recognition of the smart-
phone pose (hold, calling, swinging, and pocket) and recog-
nition of the pedestrian movement (walk, run, upstairs, and
downstairs). SVM and decision tree were used to detect the

pedestrian movements and smartphone pose with a recogni-
tion rate of 92.4%. The authors used only PDR positioning
and reduced the positioning error in a 164m trajectory to
3.5m for different pedestrian movements and smartphone
poses.

The improvement in the PDR positioning accuracy for
pedestrian movement recognition requires optimization of
the PDR algorithm. Therefore, it is essential to develop low-
cost positioning methods and eliminate the accumulated
error of PDR. Acoustic positioning has a lower equipment
cost than other smartphone-based positioning methods.
Therefore, this approach has attracted the interest of many
research teams. Acoustic-based indoor positioning can be
divided into three categories: time of arrival (TOA), time dif-
ference of arrival (TDOA), and difference of arrival (DOA)
methods. In the past ten years, several acoustic positioning
methods have emerged, such as the ASSIST positioning sys-
tem proposed by Höflinger et al. in 2012 [27]. It uses acoustic
signals in the 18 kHz-21 kHz frequency band and the TDOA
positioning principle to increase the positioning accuracy to
0.26m. The GuoGuo positioning system proposed by Liu
et al. [28] in 2015 uses acoustic signals in the 17 kHz-22
kHz frequency band and the TOA positioning principle to
increase the positioning accuracy to 0.25m in a static scene.
In the past two years, the research group led by Wang et al.
at Zhejiang University used acoustic signals in the frequency
band of 20 kHz, resulting in high accuracy [12, 29]. Acoustic
signals in the frequency band of 20 kHz have unique ultra-
sonic characteristics, i.e., strong anti-interference ability, as
well as broader transmission than other ultrasonic wave-
lengths. Since ultrasonic wavelengths are not perceived by
humans, there is no danger of noise pollution. Therefore,
pseudoultrasound is suitable for use as positioning signals.

Few studies were conducted on acoustic source localiza-
tion using dual-microphone smartphones. Acoustic source
localization is different from acoustic-based indoor position-
ing in that acoustic source localization is used to locate the
location of the acoustic emitting source, while acoustic-
based indoor positioning uses acoustic as a positioning signal
for information transmission to achieve the purpose of local-
ization. These two are essentially different elements. The
acoustic source localization principle is to use the dual micro-
phones of smartphones to create a microphone array. The
localization method is the same as for acoustic source locali-
zation of a microphone array. For example, Jin et al. [30, 31]
used a dual-microphone smartphone, a Hamming window,
and weighted probability to achieve acoustic source localiza-
tion accuracy of 0.19m in a static scene. This study uses a
dual-microphone smartphone for acoustic source localiza-
tion in dynamic scenarios to eliminate the cumulative error
of PDR localization.

3. System Overview

The proposed system framework consists of three parts:
pedestrian movement behavior recognition, PDR position-
ing, and PDR positioning correction. The smartphone repre-
sents the system input, and the current pedestrian position is
the output. The system block diagram is shown in Figure 1.
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In PDR positioning, the estimated position of the k-th
step of the walking pedestrian can be expressed as an integral
equation:
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where
cxk
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represents the estimated position of the k-th

step,
x0

y0

" #
represents the initial position, bLi is the estimated

step length of the i-th step, and bθi is the estimated heading
angle of the i-th step. The cumulative error is expressed inde-
pendently by rewriting Equation (1) as:
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where Li represents the step length of the i-th step, and
Δxi

Δyi

" #
represents the position estimation error of the i-th

step. In this article, we consider the primary error source of
the position estimation the step size estimation term when
the heading angle estimation error is small; thus,
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The proposed pedestrian movement behavior recogni-
tion method adaptively estimates the step length for 16 com-
binations of pedestrian movements and smartphone poses,
reducing the step length term’s cumulative error.

Although the recognition of the pedestrian movement
behavior can reduce the cumulative error of PDR position-
ing, the error is not entirely eliminated. Therefore, we incor-
porate two global optimization items: map matching and
acoustic source localization. Therefore, Equation (1) can be
expressed as:
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where ∑n
i=1

xL

yL

" #
represents the position coordinate parame-

ter that needs to be corrected after n times of map matching,

∑p
i=1

xA

yA

" #
represents the position coordinate parameter that

needs to be adjusted after p times of acoustic source position-
ing correction.

4. Pedestrian Dead Reckoning (PDR)

The PDR system comprises three parts: step detection, stride
length estimation, and heading determination, and all three
parts contain errors. Most previous studies assumed that
the smartphone was rigidly connected to the human body.
However, this state does not apply in actual scenarios. This
section describes the method of using pedestrian movement
behavior recognition to improve the stride length estimation
accuracy of PDR positioning. In addition, a map matching
algorithm is used to distinguish moving upstairs and down-
stairs to eliminate the cumulative error of the PDR.

5. Movement Behavior Recognition

The proposed pedestrian movement behavior recognition
method is described in detail in one of our recent conference
papers. This section describes the details of this method. We
divide the pedestrian movement behavior recognition into
smartphone pose recognition and pedestrian movement rec-
ognition. We believe that a nonmoving pedestrian does not
have to be considered in indoor positioning because the sen-
sor of the smartphone does not record movement, and no
positioning errors are created. Thus, this state will be dis-
cussed separately. The categories of pedestrian movement
behavior recognition considered in this article are shown in
Figure 2.

Data collection 

Pedestrian movement behavior recognition

Orientation

Accelerometer

Magnetometer

Gyroscope

Pocket

Downstairs

Step
detection

Stride length
estimation

Heading
determination

Map
matching

Acoustic
source

localization

Location
estimation
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location

estimation

Measures

PDR location

Run UpstairsWalk

CallingHolding Swinging

Figure 1: The system block diagram. The data are collected by the smartphone, and the estimated position is the output.
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5.1. Smartphone Pose Recognition. Compared with PCs,
smartphones have limited computing capabilities. Therefore,
complex machine learning algorithms used in smartphone
pose recognition will significantly increase the system’s cal-
culations, which is not conducive to the fast and stable oper-
ation of the system. The internal resources of smartphones
are often not considered for implementing functions. For
example, Android smartphones have many built-in sensors,
referred to as hardware sensors. Therefore, the Android ker-
nel functions are accessible; those are referred to as software
sensors. A software sensor performs calculations using data
obtained from hardware sensors. An example is the angle
sensor.

On the Android platform, the angle sensor is called
“TYPE_ORIENTATION.” The official document shows that
it provides the device’s pitch and rotation (roll). Therefore,
we can use clustering to obtain the smartphone pose, as
expressed in Equation (5):

Phone Pose =

Holding, x11 < pitch < x21, y11 < pitch < y21 ;
Calling, x12 < pitch < x22, y12 < pitch < y22 ;
Swinging, x13 < pitch < x23, y13 < pitch < y23 ;
Pocket, x14 < pitch < x24, y14 < pitch < y24,

8>>>>><
>>>>>:

ð5Þ

where x1i and x2i ði = 1, 2, 3, 4Þ represent the upper and lower
limits of the pitch angle, and y1i and y

2
i ði = 1, 2, 3, 4Þ represent

the upper and lower limits of the roll angle, respectively.

5.2. Feature Extraction.We use the feature extraction method
described in our previous paper [32]. It is based on the peri-
odicity of pedestrian movement, and the acceleration and
angular velocity data are segmented and transformed into
feature vectors. This section discusses the use of this method
in this study. The proposed method’s advantages over com-
monly used sliding window methods for feature extraction
are as follows: (a) the sliding windowmethod commonly uses
a redundant design to avoid data leakage. The proposed
method does not use this approach, improving the system’s
operating efficiency. (b) The eigenvectors obtained after seg-
mentation include the acceleration and angular velocity
information of each gait, providing information on the
movement behavior at each gait. The vector length maps
the gait frequency, resulting in a high recognition rate of

the movement behavior with few dimensional features. (c)
The pedestrian movement behavior in each gait can be deter-
mined accurately.

5.3. State Recognition Algorithm of the Movement Transition
Zone Based on SVM and D-S Evidence Theory. In complex
positioning scenarios such as connected buildings, stairs are
located at the buildings’ junctions and between floors. There-
fore, pedestrians need to change their movement states con-
tinually. The previous discussion shows that we can
accurately recognize the pedestrian’s current movement
state. However, when the pedestrian transitions between dif-
ferent movements, a transition zone occurs, leading to recog-
nition errors. We use an SVM and D-S evidence theory to
reduce these errors.

Few scholars investigated the errors occurring in the
transition between different states, but this error exists and
reduces the positioning accuracy. Figure 3(a) shows typical
stairs in connected buildings, Figure 3(b) is a schematic dia-
gram of the longitudinal section of the stairs, and Figure 3(c)
shows the acceleration curve as a pedestrian is walking on the
stairs. When the pedestrians are walking on level ground and
the stairs, the acceleration curve shows periodicity, and when
a transition occurs between walking on level ground and the
stairs, the acceleration value curve shows fewer fluctuations.
Therefore, it is difficult to identify the current state of motion
accurately, and we confirmed this in experiments.

Although this process is concise, and there are only two
or three steps that cause errors, we believe that the stride
lengths are different when the pedestrian walks downstairs
or upstairs. If we mistakenly use the wrong stride length for
walking downstairs, the error of each step is close to 0.5m,
significantly increasing the positioning error.

The first condition for using the map matching algorithm
to eliminate the cumulative error (this is discussed in the next
section) is to obtain an accurate position of the current land-
mark. Therefore, it is crucial in this study to detect the tran-
sition between different movement states of the pedestrian.
The DS evidence theory is an uncertainty reasoning method.
It uses multiple inaccurate judgments and descriptions of
problems, focuses on consistent information, and eliminates
and integrates contradictory information to determine inac-
curate conclusions. Therefore, the combination of D-S evi-
dence theory and SVM is well suited to identify the
transition zone between different movement states. The algo-
rithm framework of this approach has been described in our

Walk
(1)

Run
(2)

Upstairs
(3)

Downstairs
(4)

Holding
(1)

Calling
(2)

Swinging
(3)

Pocket
(4)

Smartphone posePedestrian movement

Figure 2: Schematic diagram of the recognition category of the pedestrian movement behavior. Four pedestrian movements and four
smartphone poses are considered in pairs, resulting in 16 pedestrian movement behavior types.
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previous papers. Here, we only discuss the specific applica-
tion of the algorithm. The pseudocode of the algorithm is
shown in Algorithm 1.

In Algorithm 1, SVM1 in 1.2.2.2 represents a classifier
constructed using acceleration data, and SVM2 represents a
classifier constructed using angular velocity; Pjðxi ∣ x ∈ XÞ
represents the probability of the current event x input event
X (X = Walk\Upstairs\Downstairs), j represents the classi-
fiers difference, and n represents the events difference. Piðx
∣ x ∈ AÞ represents the probability that the i-th step of the
current output belongs to walk\upstairs\downstairs.

5.4. Stride Length Estimation Based on Pedestrian Movement
Behavior Recognition. In Section 3, we listed the primary
sources of position estimation errors. Equation (3) indicates
that the stride length estimation error has a more significant
impact on the overall error when the heading angle estima-
tion error is small.

If the pedestrian’s movement state from step j to l in k
steps is the upstairs movement state when the movement
state of the pedestrian is not recognized, we will mistakenly
classify it as the walking state. The stride length of normal
adults is 0.6m-0.8m during walking, whereas the stride
length on the stairs is only about 0.2m; the resulting error
is usually tens of meters. Therefore, the proposed pedestrian
movement/behavior recognition method has high accuracy.

The stride length estimation algorithm is continuously
updated with the development of PDR technology. The most
commonly used algorithm is the stride length optimal
parameter estimation algorithm proposed by Shin et al. in
2011. The stride length is defined as:

Stride Length = α · f + β · σ2 + γ, ð6Þ

where f is the step frequency, i.e., f = 1/△T; σ2 is the acceler-
ation mode variance; α and β are the parameter weights, and γ

(a) (b)

ERROR

(c)

Figure 3: Schematic diagram of the scene. (a) Typical stairs found in connected buildings. (b) Longitudinal section view of stairs. (c) Curve of
acceleration values as a pedestrian is walking on the stairs.

Input: The movement state of the pedestrian’s current gait;
Output: Update the movement state of the first 5 steps of the pedestrian’s current gait.
1: Determine the current movement state
if movement state = upstairs or downstairs
1.1: for i =1 to 5 do:
1.2: Fusion of all categories:

1.2.1: Set A=Walk, B=Upstairs, C=Downstairs;
1.2.2: for n =1 to 3 do:
1.2.2.1:if n =1, X = A;

else if n =2, X = B;
else if n =3, X = C;
end if

1.2.2.2: Obtain Pjðxi ∣ x ∈ XÞj = SVM1or SVM2;
1.2.2.3: Obtain Pjðxi ∣ x ∉ XÞ,j = SVM1or SVM2;
1.2.3.4: Obtain Pjðxi ∣ x ∉UnkownÞj = SVM1or SVM2;

1.2.3: end
1.3: Fusion between categories:

1.3.1: Obtain the probability Piðx ∣ x ∈ AÞ,Piðx ∣ x ∈ BÞ,Piðx ∣ x ∈ CÞ
1.4: Decision output.
1.5: end

end if
2: Update the first 5 steps of the movement state

Algorithm 1: Algorithm for detecting the movement transition zone based on D-S evidence theory and SVM.
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is a compensation constant. Although this algorithm is more
flexible than linear and nonlinear stride length estimation
algorithms, the α and β parameters are often fixed, which is
not suitable for pedestrians performing complex activities.

In the pedestrian movement behavior recognition, we
consider four movements (walk, run, upstairs, and down-
stairs) and four smartphone poses (holding, calling, swing-
ing, and pocket). The 16 pedestrian behaviors had different
parameters. The pseudocode of the stride length estimation
algorithm is shown in Algorithm 2.

5.5. Cumulative Error Elimination in PDR

5.5.1. Cumulative Errors Based on Map Matching. In indoor
positioning, a geometric algorithm is commonly used for

map matching. It uses the map’s geometric information to
extract points on the path corresponding to the position
information. The geometric relationship between the cur-
rent position information and the path network is analyzed
[33]. There are three methods to implement geometric
algorithms: point-to-point matching, point-to-arc match-
ing, and arc-to-arc matching. Since we use line segments,
point-to-arc matching is used for map matching. In this
method, we find the line segment closest to the estimated
point on the map, obtain the vertical line from the esti-
mated point to the line segment, and use the vertical foot
as a new estimated point. The matching process can be
expressed as:

Input: The movement state of the pedestrian’s current gait.
Output: The stride length of the pedestrian’s current gait.
1: Determine the α and β parameters in different movement behavior states
switch smartphone pose:
case holding:
switch movement state:
case walk:
α = αhw ; β = βhw ;
case run :

α = αhr ; β = βhr ;
case upstairs :

α = αhu ; β = βhu ;
case downstairs :

α = αhd ; β = βhd ;

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

(Process 1

case downstairs:
α = αhd ; β = βhd ;
case calling:
switch movement state:
Same process 1;
case swinging:
switch movement state:
Same process 1;
case pocket:
switch movement state:
Same process 1;
end
2: Substitute α and β into Equation (6)

Algorithm 2: Adaptive stride length estimation.

Distance = Xcurrent X2 − X1ð Þ + Ycurrent Y2 − Y1ð Þ½ � + Y2 − Y1ð Þ X1Y2 − X2Y1ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 − X1ð Þ2 + Y2 − Y1ð Þ2

q , ð7Þ

Xrevise =
Xcurrent X2 − X1ð Þ + Y current Y2 − Y1ð Þ½ � + Y2 − Y1ð Þ X1Y2 − X2Y1ð Þ

X2 − X1ð Þ2 + Y2 − Y1ð Þ2� �
X2 − X1ð Þ−1 , ð8Þ

Yrevise =
Xcurrent X2 − X1ð Þ + Ycurrent Y2 − Y1ð Þ½ � + Y2 − Y1ð Þ X1Y2 − X2Y1ð Þ

X2 − X1ð Þ2 + Y2 − Y1ð Þ2� �
Y2 − Y1ð Þ−1 , ð9Þ
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where ðXcurrent, Y currentÞ represents the estimate of the
current PDR position, and ðX1, Y1Þ and ðX2, Y2Þ represent
the starting coordinates of a given line segment in the map
database. The distance in Equation (7) is used to calculate
the distance between ðXcurrent, Y currentÞ and each line seg-
ment. The line segment with the shortest distance is obtained
by projecting ðXcurrent, YcurrentÞ into the line segment using
the foot position ðXrevise, Y reviseÞ in Equations (8) and (9).
Subsequently, the position coordinates are updated.

We assume the scene illustrated in Figure 4. Building I
and Building II make up the height difference between them
by means of stairs A and B. In this scenario, a pedestrian
takes N steps to walk a circle and encounters stairs A and B
(in m) at the k‐th and p‐th steps.

First, the cumulative error generated in N steps can be
obtained by Equation (3):

Error Nð Þ = 〠
N

i=1
ΔLi ·

sin θið Þ
cos θið Þ

" #
: ð10Þ

For the convenience of presentation, we normalize the
cumulative error generated in N steps to obtain:

Error =
∑N

i=1ΔLi ·
sin θið Þ
cos θið Þ

" #

N
:

ð11Þ

After using map matching, the cumulative error within
nð0 ≤ n ≤NÞ steps can be expressed as:

Error =
Error · k, 0 ≤ n ≤ kð Þ ;
Error · p − kð Þ + Errormap1, k ≤ n ≤ pð Þ ;
Error · N − pð Þ + Errormap2, p ≤ n ≤Nð Þ,

8>><
>>:

ð12Þ

where Errormap1 and Errormap2 represent the positioning
error generated when the map is matched in the k‐th and p
‐th steps. After map matching, the global cumulative error
becomes the error of the endpoint:

Error Nð Þ = Error · N − pð Þ + Errormap2: ð13Þ

Therefore, the objective of map matching is to eliminate
the cumulative error at the matching point; thus, the error

depends on the number and layout of the matching points.
However, the amount of landmark information in the posi-
tioning environment is limited, and the layout of landmark
information is fixed. Therefore, a more flexible cumulative
error elimination method is needed. In this study, we use
acoustic source localization eliminate.

5.5.2. PDR with Acoustic Source Localization Correction. This
correction method uses a dual-microphone smartphone as a
microphone array to receive acoustic signals. Multiple signals
are received by the pedestrians’ smartphones, and an acoustic
source localization algorithm based on the Hamming dis-
tance is used. If the sound source positioning’s accuracy
meets the requirements and the acoustic source’s position is
known, the PDR positioning can be corrected to eliminate
the accumulated error.

5.5.3. Acoustic Source Data Association. There are multiple
different acoustic sources in the localization environment,
and when a mobile phone collects audio data, it collects data
from multiple acoustic sources. Moreover, each acoustic
source used to correct the PDR data has a fixed position; thus,
the mobile phone has to distinguish different acoustic
sources and associate them with the position information.
Our solution has the following approach:

(1) We used pseudoultrasound as the acoustic signal to
increase the system’s anti-interference ability. Pseu-
doultrasound refers to an acoustic frequency range
of 18 kHz-20 kHz. Humans cannot hear this sound,
but ordinary speakers and microphones can acquire
the acoustic signal. The pseudoultrasonic signal has
the advantages of strong anti-interference, strong pri-
vacy, and no noise interference audible to humans.
Unlike ultrasonic signals, pseudoultrasonic signals
can be received using standard audio equipment, no
unique ultrasonic signal is needed, and the propaga-
tion distance is longer than for ultrasonic signals

(2) We used self-developed hardware to broadcast pseu-
doultrasonic signals with location information. The
self-developed hardware was connected in series to
the speaker and consisted of the central control unit,
a DDS module, and a bandpass filter. The main con-
trol module determines if the speaker is occupied. If it
is not occupied, the DDS module generates a pseu-
doultrasonic signal with position coordinates and
sends it out through the bandpass filter that is linked
with the speaker. In Figure 5(a), we show the

Building I Building II

Start/end point
Direction of walk

Stairs B

Stairs A

Figure 4: Schematic diagram of the scene. Start from the starting point and walk along the running track, passing through two stairs, to the
end.
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connection diagram of each module. Further, we
formed the preliminary product, as shown in
Figure 5(b). Figure 5(c) shows the PCB (printed cir-
cuit board, PCB) diagram of our product

5.5.4. Acoustic Source Localization Algorithm Based on
Hamming Distance. At present, most smartphones are
equipped with dual microphones for noise reduction and
other functions. For example, in the Android system, the dual
microphones are strictly clock-synchronized when collecting
audio signals. The pseudoultrasonic frequency range is 18
kHz-20 kHz with a wavelength of about 17mm. Therefore,
even if the distance between the two microphones of the
mobile phone is short, the TDOA can be calculated using
the time difference of the acoustic signal. The acoustic source

localization algorithm based on the Hamming distance con-
sists of five steps: spatial gridding, generating a regional
Hamming code, generating the acoustic source location
Hamming code, matching the Hamming code, and calculat-
ing the acoustic source location.

(1) Spatial Gridding. When a pedestrian’s mobile phone
receives a valid acoustic signal, it records the coordinates of
the source in a grid and obtains several discrete grid points.

Table 2: Actions performed by volunteers.

Holding
(step)

Calling
(step)

Swinging
(step)

Pocket
(step)

Walk 150 150 150 150

Run 150 150 150 150

Upstairs 150 150 150 150

Downstairs 150 150 150 150

Table 3: Pedestrian movement behavior recognition results.

Walk Run Upstairs Downstairs

Walk 96.3% 0.7% 0.8% 2.2%

Run 0.0% 99.7% 0.3% 0.0%

Upstairs 3.4% 0.8% 92.1% 3.7%

Downstairs 0.7% 0.6% 2% 96.7%

Power supply module

Bandpass filter

DDS
module

Central
control unit

Power
amplifiers

Speaker

(a) (b)

(c)

Figure 5: The physical connection. (a) The photo shows the connection. (b) Physical picture of the product. (c) PCB diagram.

(xj + m, yj + m)

(xj + 4, yj + 4)

(xj + 3, yj + 3)

(xj + 2, yj + 2)

(xj + 1, yj + 1)

(xj, yj)

(xA, yA)

Figure 6: Schematic diagram of the acoustic source localization
scene. The pedestrians are walking near the acoustic source with
their smartphones.

9Wireless Communications and Mobile Computing



(2) Generating the Area Hamming Code. When pedestrians
are walking, the positioning area can be divided into two in
a clockwise direction to determine the position and pose of
the mobile phone. The left side is marked as 0, and the right
side is marked as 1. Therefore, if a pedestrian walks M steps,
we divide the positioning area into several small areas, each
of which has a binary code of length M. The grid points of
each small area also have the binary code of the small area.

(3) Generating the Acoustic Source Location Hamming Code.
In this study, we binarize the TDOA value to increase the sys-
tem’s robustness, i.e., we use the vertical line of the mobile
phone as the boundary. When moving in a clockwise direc-
tion, the acoustic source is denoted as 0 if it is on the left part
of the vertical line (the TDOA has a negative value) and as 1 if
it is on the right side of the vertical line (the TDOA has a pos-
itive value). Thus, if a pedestrian walksM steps, a binary code
of length M is generated, indicating the area of the acoustic
source.

(4) Matching the Hamming Code. We match the acoustic
source location Hamming code with the regional Hamming
code to determine the small area with the closest Hamming
distance.

(5) Calculating the Acoustic Source Position. By matching the
Hamming code, the acoustic source position can be reduced
to a small area. However, since all grid points in the small
area have the same binary code, the Hamming distance is
the same for all the points in the small area. The average of
the grid point positions is used as the estimated position of
the acoustic source. However, the robustness of this method
is too strong; thus, we use the methods in Refs. [30, 31] and
use the proportional relationship between the Hamming dis-
tance and the actual distance for all grid points in the area.
The source location Hamming code has different weights
(the weight is inversely proportional to the Hamming dis-
tance). Therefore, the acoustic source position is determined
by all grid points rather than the point with the smallest
Hamming distance. We use a Gaussian function to obtain
the weights of all grid points:

ωi = e−HD T ,Dið Þ/Mσi , ð14Þ

where HDðT ,DiÞ is the Hamming distance between the
acoustic source location Hamming code and the spatial grid
point iði = 0, 1, 2⋯ pÞ, and σ is the weighting parameter.
We normalize Equation (14) to obtain:

ωi =
ωi

∑p
i=1ωi

: ð15Þ

The final acoustic source position SðxA, yAÞ based on all
grid point coordinates piðxi, yiÞ as:

S = 〠
p

i=1
ωi · pi: ð16Þ

5.5.5. Elimination of the Cumulative Error in PDR
Positioning. As shown in Figure 6, the mobile phone of the
pedestrian receives the audio information and records the
pedestrian’s position as ð bxj , byj Þ. The acoustic source position
ðcxA , cyA Þ is recorded forM steps, and ðcxA , cyA Þ is calculated at
each step’s position. PDR expresses the position ðcxk , byk Þ of
any step k in the M steps as an expression of ð bxj , byj Þ, as
shown in Equation (17).

cxk
byk

" #
=

bxj
byj

" #
+ 〠

M

i=j
bLj ·

sin θið Þ
cos θið Þ

" #
: ð17Þ

In the same way, the observed acoustic source position
ðcxA , cyA Þ is represented by ð bxj , byj Þ. If the accuracy of the
observed acoustic source position meets the expectations,
ðcxA , cyA Þ is approximately equal to ðxA, yAÞ. The position
ð bxj , byj Þ is updated with the known acoustic source position

information to obtain the coordinate ðxj ′, yj ′Þ after the
cumulative error has been eliminated. This method takes
advantage of the high short-term accuracy of PDR position-
ing. There is already a cumulative error in the ð bxj , byj Þ posi-
tion. However, due to the short running time of the PDR in
M steps, the cumulative error is not large enough to affect
the overall system; thus, it can be ignored.

Further, we analyze the PDR localization accuracy based
on the correction of the acoustic source localization. We use
Equations (10)–(12), and the latter is transformed as follows
after performing the acoustic source localization correction:

Error =

Error · k, 0 ≤ n ≤ kð Þ ;
Error · t − kð Þ + Errormap1, k ≤ n ≤ tð Þ ;
Error · p − tð Þ++Erroracoustic1, t ≤ n ≤ pð Þ ;
Error · r − pð Þ + Errormap2, p ≤ n ≤ rð Þ ;
Error · N − rð Þ + Erroracoustic2, r ≤ n ≤Nð Þ,

8>>>>>>>>><
>>>>>>>>>:

ð18Þ

where Erroracoustic1 and Erroracoustic2 represent the position-
ing errors caused by the acoustic source positioning correc-
tion in the first and second step. After using the acoustic

Table 4: Results of the recognition of the movement transition zone.

Step 1 (walk) Step 2 (upstairs) Step 3 (upstairs) Step 1 (walk) Step 2 (downstairs) Step 3 (downstairs)

SVM 96.4% 82.6% 89.4% 96.1% 90.7% 88.3%

SVM+D-S theory 97.1% 91.3% 92.5% 97.8% 95.2% 96.6%
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source localization method, the global localization error is
changed to a piecewise error. By segmenting the accumulated
error, the large error can be decomposed into several smaller

errors, minimizing the global cumulative error. The results
show that the proposed PDR positioning method based on
acoustic source positioning correction provides relatively

Measured acoustic source location

Calculated acoustic source location

B

A

Step

(a)

Measured acoustic source location

Calculated acoustic source location
Step

B

A

(b)

Measured acoustic source location

Calculated acoustic source location
Step

B

A

(c)

Measured acoustic source location

Calculated acoustic source location
Step

B

A

(d)

Figure 7: (d) Pedestrian trajectory in experiment. (a) In experiment 1; (b) in experiment 2; (c) in experiment 3; (d) in experiment 4.
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good positioning accuracy. The final positioning error is

Error Nð Þ = Error · N − rð Þ + Erroracoustic2: ð19Þ

6. Experiment

6.1. Pedestrian Movement Behavior Recognition Experiment.
Experiments were conducted to validate the proposed
method. A Xiaomi 10 mobile phone with a sensor sampling
frequency of 20Hz is used. We recruited six male and female
volunteers with different heights and weights to perform the
actions listed in Table 2.

We used 70% of the feature data as the training set and
30% as the test set. The recognition accuracy is listed in fol-
lowing Table 3.

Further, we conducted experiments on the recognition of
the movement transition zone, and we used two standard
short stairs. We asked six volunteers to walk ten steps, walk
up/down the stairs, and walk ten steps. We obtained 150
samples of walking upstairs and 150 samples of walking
downstairs. The objective was to detect the transition zone
of walking up/down the stairs (three steps). The result of
using the SVM and the SVM+DS evidence theory is listed
in Table 4.

Tables 3 and 4 show that the SVM provides reasonable
accuracy for detecting single movements. However, the
SVM method has lower accuracy than the SVM+D-S theory
method for the recognition of the movement transition zone.

6.2. Acoustic Source Localization Experiment Based on
Hamming Distance. We conducted an acoustic source

Table 5: Results of the acoustic source localization experiment.

Experiment 1 Experiment 2 Experiment 3 Experiment 4

Actual acoustic source location (m) (3.529, 4.353) (3.529, 4.353) (4.048, 6.904) (4.048, 6.904)

Measured acoustic source location (m) (3.75, 4.125) (3.15, 4.3) (3.9, 7.05) (4.15, 7.15)

Root mean square error (m) 0.3175 0.3827 0.2079 0.2663

Figure 8: Schematic diagram of the stride estimation method experiment.
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localization experiment in a conference room with a size of
9:5m ∗ 8m, as shown in Figure 7. A Huawei smart speaker
was placed on the table in the middle of the conference room
to simulate standard speaker equipment. We divided the four
volunteers into two groups. The first group of students
walked from point A to point B, and the second group of stu-
dents walked from point B to point A. Four sets of data were
collected. We used the electronic total station to obtain the
coordinates of the speaker (as the black star in Figure 7), used
PDR positioning to obtain the position of each step (as the
blue dot in Figure 7), and use the acoustic source positioning
method proposed in this paper to calculate the sound source
position (as the red star in Figure 7). The results are shown in
Figures 7(a)–7(d).

The actual and measured acoustic source locations and
the root mean square errors are listed in Table 5.

The average error of the proposed acoustic source locali-
zation method is 0.2936m, which met the expectations.

6.3. PDR Positioning Experiment. In this paper, an experi-
ment is designed to verify the accuracy of the step estimation
method based on pedestrian movement behavior recogni-
tion. The scene of this experiment is selected in the display
hall of Guilin Smart Industrial Park, China. The scene dia-
gram is shown in Figure 8. In the experiment, we stipulate
volunteers to march along a prescribed route, in which vol-
unteers first run forward to the west, and then walk north,
east, and south in turn until they return to the starting point,
with a total length of 108m.

The experimental results are shown in Figure 9. Method 1
used a fixed stride length for PDR positioning (each stride

length was 0.7m), method 2 used the method of Equation
(6) to calculate the stride length (using fixed α and β), and
method 3 was the method proposed in this paper. Let the
coordinates of the starting point be (0, 0), and the coordi-
nates of the three methods and errors are shown in Table 6
after the volunteer walks one turn. The proposed method in
this paper has the best positioning accuracy, and the trajec-
tory of the volunteer walking best matches the prescribed
trajectory.

A PDR positioning experiment was conducted in the sev-
enth teaching building of Guilin University of Electronic
Technology, Jinji Road. We asked the volunteers to travel
along the route shown in Figure 10 from the starting point
on the 3rd floor to the end of staircase B. The track was 70
m long, with two staircases (including a short staircase),
and two acoustic sources were used.

The trajectory in the positioning experiment is shown in
Figure 11.

The experiments verified that the proposed PDR and
pedestrian movement behavior recognition eliminated the
cumulative error of PDR positioning. As shown in
Figure 11, when only PDR positioning was used and the run-
ning time was extended, the accumulated error of PDR posi-
tioning mistakenly located the pedestrians outside the
building. Meanwhile, the root mean square error of position-
ing at the end point using only PDR is 2.15m. Moreover,
there were no prominent map landmarks such as stairs;
therefore, the map matching algorithm could not be used to
correct the PDR data. The acoustic source positioning elimi-
nated the cumulative error, e.g., I and II. The correction per-
formance is excellent for II, where the wrong route outside

North

EastWestern

South
Method 2

Method 1

Method 3

Start/Finish point
Prescribed routes

Figure 9: The trajectory in the stride estimation method experiment.

Table 6: Results of the stride estimation method experiment.

Method 1 Method 2 Method 3

Coordinates (1.06, -0.30) (1.97,-1.2) (-0.57, 0.30)

X-direction error (m) 1.06 1.97 0.57

Y-direction error (m) 0.30 1.2 0.30

Root mean square error (m) 1.10 2.30 0.67
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the building is corrected. In addition, without the pedestrian
movement behavior recognition method, the movement
behavior states, such as going up and down the stairs, cannot
be identified, resulting in a wrong trajectory. However, using
the map matching methods (III, IV) results in correct stride
length estimation and the elimination of the accumulated
error of PDR positioning.

7. Conclusions and Future Work

This paper proposed a new PDR positioning method that
optimizes the PDR positioning algorithm by identifying the
pedestrian movement behavior recognition. The experiments
showed that the recognition accuracy exceeded 96%, which
met the expectations. The acoustic source positioning

method eliminated the cumulative error of PDR positioning,
resulting in a positioning error of 0.3m, which met the
requirements. The proposed method shows excellent poten-
tial for positioning applications. In the future, we will inves-
tigate the use of this method in more complex scenarios.

Data Availability

The Pedestrian Movement Behavior Recognition data and
Positioning data used to support the findings of this study
have not been made available because this paper is funded
by the Guangxi Innovation-Driven Development Project
(Science and Technology Major Project of Guangxi No.
AA18118039). The grant is still in the research phase and

Site: Jinjilu, Guilin, China
Floor: 3

Utility
room

Acoustic source correct

Toilet

Toilet

Map correct

Stairs A

Stairs B

Stairs C
III

II

I

IV

Starting point
Destination point
Acoustic source

PDR + Map
Only use PDR

PDR + Map + Acoustic

Figure 11: The trajectory in the positioning experiment.

Site: Jinjilu,Guilin, China
Floor: 3

Utility
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Figure 10: Schematic diagram of the positioning experiment.
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Internet of Things (IoT) technology can benefit automated production, agriculture, intelligent autonomous driving, and many
other industries by using billions of smart devices. As a good example, intelligent IoT and 5G are the main source of
information acquisition and play an important role in the multiobjective optimization process of the supply chain. This paper
develops an optimal management and coordination method to improve the performance of cross-border e-commerce supply
chain by using IoT tracking technique and multiobjective decision-making. The numerical results justify that our proposed
scheme has high internal consistency, with the Cronbach’s alpha factor of each dimension of the optimized decision model all
greater than 80%.

1. Introduction

Over the past decade, a number of emerging technologies
have changed the evolving path of our life. 5G Internet of
Things (IoT) is a global network based on standard commu-
nication protocol, which intends to collect observations from
physical world and implement practical applications [1–3]. It
is predicted that by 2025, 75.44 billion devices worldwide will
be connected to the Internet of Things. The Internet of
Things technology is the next important technology to realize
the interconnection of everything in the world. In the ten
years from 2020 to 2030, IoT devices will grow from 75 bil-
lion to more than 100 billion [4]. They have the characteris-
tics of large scale, higher speed, more mode, and high data
quality and heterogeneity [5]. As the main driving force of
IoT, 5G is supposed to have extended coverage, higher
throughput, less waiting time, and large-scale bandwidth
connecting density [2], laying a way to connect hundreds of
billion sensors between networks. As a result, uniform and
heterogeneous sensor networks can be connected to large-
scale sensing devices, making great contributions to human
beings provide advanced and intelligent services.

In recent years, with the gradual increase in the popular-
ity of e-commerce and consumer consumption, domestic
products have become only a part of consumers’ buying
wishes. More and more people have been attracted by the
shopping list of cross-border e-commerce platforms. High-
quality overseas products have driven the development of
cross-border e-commerce (CBE) industry.

The cross-border e-commerce supply chain, with the
help 5G IoT networks, becomes a value-added chain. The
value of materials in the supply chain is increased due to pro-
cessing, packaging, transportation, and tracking. Related
companies in the logistics chain, information chain, and cap-
ital chain are getting benefit too. A complete e-commerce
supply chain should include suppliers, manufacturers, dis-
tributors, retailers, and consumers, under the umbrella of
an intelligent IoT platform.

The market changes rapidly, so the requirements passed
to the supply chain will also change with the trends in the
market, and the requirements of the supply chain are differ-
ent at different stages of development. For example, in the
initial stage, it is necessary to improve quality, reduce costs,
and make products more competitive in the terminal; the
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initial stage requires the supply chain to fully release produc-
tion capacity to ensure market supply; the market differenti-
ation stage requires the supply chain to become more flexible
and more and more flexible. It can adapt to the production of
multiple varieties and small batches. Different from the com-
pany’s business plan, the focus of supply chain performance
should also be updated at any time.

In the literature, Kawa believes that e-commerce is one of
the most dynamic and important sectors of economic activity
[6]. The latest trend in the e-commerce market is cross-
border trade, based on the sale of various products to cus-
tomers in other countries. Kawa has conducted research on
several problems in e-commerce, such as long time and high
cost. The purpose of the research is to put forward the con-
cept of a cross-border e-commerce integrator, which will
solve the supply chain performance problems of cross-
border e-commerce. For this reason, Kawa proposed the con-
cept of a cross-border e-commerce integrator whose main
task is to integrate the entire supply chain. Thanks to the
economies of scale obtained by integrating the packages of
many e-shops, integrators can achieve lower delivery costs
in international transportation, return and exchange prod-
ucts more effectively, and better serve customers from differ-
ent countries. This research method lacks theoretical and
factual support and is not suitable for promotion in reality.

Prompanyo andWang, instead, stated in [7] that the main
purpose of his research is to verify the stability of the multi-
scale measurement of perceived value in the electronic loyalty
model and explain the interrelationship between perceived
values. In the context of cross-border e-commerce, they objec-
tively evaluate the tradeoff of satisfaction and e-loyalty.

Prompanyo and Wang use confirmatory factor analysis
and Bootstrap structural equation model to evaluate research
hypotheses. The research results show that the multidimen-
sional scale of perceived value can describe and explain the
influence of perceived value on e-loyalty model. In this study,
the overall perceived value positively and indirectly affects e-
loyalty through the mediation of network satisfaction. The
process of this method is more complicated and error prone.

Turkulainen and Swink, alternatively, endeavored to
evaluate the contextualized operation effects of cross-border
e-commerce supply chain personnel (involving logistics and
supply management) [8]. On the basis of the classic contin-
gency theory, the research conducted a detailed contextual
analysis of the performance impact of internal supply chain
personnel participating in innovation activities. Specifically,
Turkulainen and Swink believe that the impact of corporate
product innovation activities on operational effectiveness is
regulated by the organization’s technical background, the
level of integration of operating suppliers, and the interaction
between these two factors. The research results show that,
with the assistance of supplier integration, internal supply
chain personnel in an organization can be a source or chan-
nel of valuable innovation-related knowledge, especially in a
high-tech environment. In addition, since the complemen-
tary effects are highly dependent on the supply chain perfor-
mance dimension, the results further support the argument
for decomposing performance. Turkulainen and Swink dis-
cussed the effectiveness of supply chain personnel participat-

ing in product innovation activities, by explaining the link
mechanism between enterprise product innovation activities
and performance, and established the basic relevance of sup-
ply chain personnel participating in product innovation
activities. The research application cost is relatively high,
and it is not suitable for popularization in practice.

Different from the existing work, this paper has the fol-
lowing contributions.

(1) It proposes the overall optimization inventory strat-
egy of the supply chain through inventory adjust-
ment, in a bid to improve the management of cross-
border e-commerce supply chain

(2) It suggested a novel coordination model to optimize
the performance of the cross-border e-commerce
supply chain

(3) It takes into account the optimization of the effi-
ciency of cross-border e-commerce supply chain

The remainder of the paper is organized as follows. Sec-
tion 2 first proposes and formulates the CBE supply chain
optimal management and coordination problem. Section 3
presents the detailed design of optimization and coordina-
tion schemes. Section 4 finally gives the numerical results of
decision-making and coordination mechanism, followed by
Section 5 to conclude the paper.

2. Formulation of Optimal Management and
Coordination Methods for CBE Supply Chain

2.1. Big Data Mining Framework Based on 5G Internet of
Things. Big data mining is widely used in sensing regions
and object processors. Compared to traditional data, there
are multiple versions of big data generated in the 5G Internet
of Everything, which requires more real-time analysis.
Figure 1 illustrates that the 5G IoT data mining involves 3
steps, i.e., data collection, transmission, and then preprocess-
ing. The data from fixed and mobile sensing areas may have
distinct quality levels, and thus, preprocessing of the raw data
needs to be done in the object processor.

2.2. Optimize Decision-Making through Inventory. Supply
chain management should include supply chain planning,
coordination and control, information flow and capital flow
between participating organizations, and parts in the supply
chain. Its purpose is to optimize the speed and certainty of
all related programs and maximize all related programs.
The net added value of the process improves the operational
efficiency and efficiency of the organization [9]. An impor-
tant part of the supply chain system is the research and anal-
ysis of the supply chain storage system. Generally speaking,
in the sales process of CBE, in order to meet the various needs
of its customers in time, avoid shortages and delayed deliv-
ery. When things happen, it is necessary to hold a certain cost
inventory [10]. Also, during the procurement and produc-
tion period, in order not to interrupt the production process
and maintain the continuity of production, cross-border e-
commerce must have a certain amount of raw material
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inventory [11]. Due to many reasons, the amount of cross-
border e-commerce inventory is often uncertain. If the
inventory reserve is too small, it will not be able to meet the
needs of customers. The excess reserve will not only occupy
a large amount of funds, but also waste a lot of production
area and inventory area, resulting in inventory backlog [12,
13]. Therefore, it is necessary to study how to determine a
supply chain-oriented overall optimization inventory strat-
egy through coordination. This problem must be compre-
hensively studied in order to achieve overall planning. It is
usually necessary for sales, supply, production, finance, and
other departments to work together to formulate a reason-
able inventory quota, often revised and adjusted as the situa-
tion changes.

Assume that both the supplier and the demander adopt a
periodic inspection strategy, that is, (t, S) replenishment
strategy [14]. This strategy refers to checking the inventory
at regular intervals and placing an order to replenish the
existing inventory to the maximum inventory level S. If the
inventory is I during the check, the order is Q = S − I. At
the same time, it is assumed that the supply and demand
parties adopt a one-to-many replenishment model, that is,
the replenishment cycle of the distributor is an integer multi-
ple of the retailer’s replenishment cycle. In this way, it is pos-
sible to popularize and apply the inventory decision theory
under the one-to-one replenishment model (that is, assum-
ing that the replenishment cycle of both parties is the same)
[15]. Suppose the entire planning period H is divided into n
equal parts, the length of each equal part is 1 =H/n, and

the replenishment time point Tm = ði − 1ÞH/n at the begin-
ning of the mth period. According to the assumption, the
retailer’s demand per unit time is f ðtÞ, so the demand from
Tm at the beginning of the mth period to time t is FmðtÞ =
∑t

x=T f ðxÞ. Because the demand f ðxÞ obeys a normal distribu-
tion, it can be seen that FmðtÞ also obeys a normal distribu-
tion [16]. In practice, the customers that retailers face are
general ones. In order to more accurately and effectively
reflect the changes of customer demand over time, the unit
time length of demand must be short. The time is regarded
as a continuous variable in the hypothesis, in a bid to respond
to customer demand in a timely manner [6]. As FmðtÞ ≈Ð t
Tm

f ðxÞdx, the mean and variance of the demand are then

calculated by μFmðtÞ =
Ð t
Tm
μðxÞdx, σ2FmðtÞ =

Ð t
Tm
σ2ðxÞdx,

respectively. When the retailer’s demand FmðtÞ from the
beginning of the mth period Tm to time t is lower than the
basic inventory level Sk,m at the beginning of the period, it
is considered that the retailer will have inventory held at
the time t of the mth period, and its holding inventory is
Sk,m − FmðtÞ. When the retailer’s demand FmðtÞ from the
beginning of the mth period Tm to time t is higher than the
basic inventory level Sk,m at the beginning of the period, it
is considered that the retailer is out of stock at the time t of
the mth period, and its out-of-stock quantity is FmðtÞ − Sk,m
[9]. Both the out-of-stock quantity and the holding inventory
are random processes. The average holding inventory of the
retailer at time t in the mth period is as follows:

Applicatons (users) Sensing region
Raw data

Applicatons (users) Sensing region
Raw data

Object processor

Data pre-processing Send command

Command
On/off Raw data
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station

Data

Intelligent
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Figure 1: Big data mining framework.
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E Sk,m − Fm tð Þð Þ+ =
ðskm
0

Sk,m − xð ÞφFm tð Þ xð Þdx: ð1Þ

Out of stock quantity is as follows:

E Fm tð Þ − sk,mð Þ+ =
ð+∞
Sk,m

x − sk,mð ÞφFm tð Þ xð Þdx: ð2Þ

The average inventory cost of the retailer in the mth

period is as follows:

MCk,m = ck +
ðTm+1

Tm

hkE Sk,m − Fm tð Þð Þ+dt

+
ðTm+1

Tm

pkE Fm tð Þ − Sk,mð Þ+dt:
ð3Þ

Substituting formula (1) and formula (2) into formula
(3), a new relational expression can be obtained:

MCk,m = ck + hk

ðSk,m
0

Sk,m − xð Þ
ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx

+ pk

ð+∞
Sk,m

x − Sk,mð Þ
ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx:

ð4Þ

From this, the retailer’s inventory cost throughout the
planning period has the following relationship:

MCk = nck + hk 〠
n

m=1

ðSk,m
0

Sk,m − xð Þ
ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx

+ pk 〠
n

m=1

ð+∞
Sk,m

x − sk,mð Þ
ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx:

ð5Þ

The first term of the formula refers to the retailer’s total
order cost during the planning period, the second term refers
to the retailer’s total holding cost during the planning period,
and the third term refers to the retailer’s total out-of-stock
penalty cost within [17, 18]. In order to optimize the retailer’s
basic inventory level (formula (5)), the retailer’s inventory
cost can be derived with respect to Sk,m, and the following for-
mula can be obtained:

∂MCk

∂Sk,m
= hk

ðSk,m
0

ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx

− pk

ð+∞
Sk,m

ðml

m−1ð Þ1
φFm tð Þ xð Þdtdx

= hr + prð Þ
ðml

m−1ð Þ1

ðSk,m
0

φFm tð Þ xð Þdtdx − pk1:

ð6Þ

Standardize the random variable FmðtÞ that obeys the
normal distribution, let FmðtÞ − μFmðtÞ/σFm

ðtÞ = Z, and we
know that the random variable X also obeys the standard
normal distribution [19]. Therefore, it can be seen that the

values of random variable FmðtÞ and random variable Z have
the following relationship:

x − μFm tð Þ
σFm tð Þ

= Z: ð7Þ

Substitute formula (7) into formula (6) to obtain a new
relationship:

∂MCk

∂Sk,m
= hr + prð Þ

ðml

m−1ð Þ1
ϕ

Sk,m − μFm tð Þ
σFm tð Þ

 !
dt − pk1: ð8Þ

Let formula (8) be equal to zero, and the optimal basic
inventory level formula for retailers can be obtained as fol-
lows:

ðml

m−1ð Þ1
ϕ

Sk,m − μFm tð Þ
σFm tð Þ

 !
dt = pk1

hk + pk
: ð9Þ

2.3. Adopt a Coordination Model of Cross-Border e-
Commerce Supply Chain Contracts. Since consumers’ shop-
ping experience is directly linked to the logistics service level
of third-party logistics companies, it will have a certain
impact on the business performance of cross-border e-
commerce. Therefore, in order to encourage third-party
logistics companies to make progress in the level of logistics
services, cross-border e-commerce companies are willing to
share a certain proportion of the cost for the third-party
logistics companies in exchange for their own profits [20].
At the beginning of the period, a cross-border e-commerce
company orders a certain product quantity Q from a supplier
based on market forecasts, pays the order fee C1 and the
inventory management cost C2 of the self-built bonded ware-
house, and determines the price of a certain product p
according to the market and cost: third-party logistics com-
pany. After understanding the market situation and a certain
product type of the cross-border e-commerce company,
when consumers place an order with the cross-border e-
commerce company, the logistics service fee PC of the order
is charged and the logistics service of the logistics service level
s is provided [21]. When the third-party logistics company
incurs the cost of improving the logistics service level, the
cross-border e-commerce company will voluntarily pay the
part of the cost that accounts for ð1 − θÞð0 < θ < 1Þ [22].
Based on this, the profit functions of cross-border e-
commerce companies and third-party logistics companies
are, respectively, as follows:

R1 = p − pCð ÞS Q, sð Þ − c1 + c2ð ÞQ − ceI Q, sð Þ
− cuL Q, sð Þ − 1 − θð Þg sð Þ, ð10Þ

R2 = pC − cCð Þ × S Q, sð Þ − θg sð Þ: ð11Þ
The warehouse in the bonded zone can be built into an

imported logistics distribution center. According to the law,
those warehouses can store foreign goods and enjoy the
bonded policy. Therefore, foreign companies can be

4 Wireless Communications and Mobile Computing



organized to directly store the imported raw materials
required by domestic enterprises in the bonded warehouse.
When the company needs to import raw materials, purchas-
ing at the warehouse in the bonded zone can form an over-
seas goods market within the country by build the bonded
warehouse into an import logistics distribution center. Under
the coordination of competition alliances, cross-border e-
commerce companies and third-party logistics companies
are still in the role of decentralized decision-making. The
starting point is still to maximize their own interests. Cross-
border e-commerce companies determine the optimal order
quantity of goods, and third-party logistics company deter-
mines the optimal logistics service level in this situation
[23]. The optimal order quantity of a product of a cross-
border e-commerce company satisfies the following formula:

Q1 = F−1 p − pC − c1 − c2 + cu
p − pC + ce + cu

� �
− bp + ds: ð12Þ

The logistics service level s2 of the third-party logistics
company satisfies the following formula:

s2 =
d 1 − φð Þ p − pC + ce + cuð Þ + pC − cC½ �

θk
× F Qð Þ: ð13Þ

Substitute formula (13) into formula (12) to get a new
relationship:

s2 =
d 1 − φð Þ p − pC + ce + cuð Þ + pC − cC½ �

θk

× p − pC − c1 − c2 + cu
p − pC − ce − cu

:
ð14Þ

If a cross-border e-commerce company logistics service
supply chain under a cost-sharing and revenue-sharing com-

bination contract wants to achieve a coordinated state, it
should meet Q1 =Q∗, s2 = s∗, and the relevant formulas
should be combined to obtain the conditions for achieving
supply chain performance coordination under the combined
contract for

pC = θ + φ − 1ð Þp + 1 − θð ÞcC + θce + θcu: ð15Þ

In the cross-border e-commerce company’s import
cross-border e-commerce logistics service supply chain sys-
tem based on the combination contract, the decision vari-
ables of the optimal order quantity Q and logistics service
level s of a certain commodity are made by the cross-border
e-commerce company and the third-party logistics company,
respectively, decision [24]. To achieve the coordination of
system decision-making, whether for Q or s, the profit func-
tion of each member under the combined contract can be
transformed into the affine function of R0ðQÞ and R0ðsÞ
under centralized decision-making, that is, R1ðQÞ = aR0ðQÞ
+ b (where a and b are independent of Q constants).

The method part of this article uses the above methods to
study the performance optimization management decision-
making and coordination mechanism of cross-border e-
commerce supply chain based on multiobjective optimiza-
tion. Research is based on multiobjective optimization,
cross-border e-commerce supply chain, performance man-
agement optimization, coordination mechanism, etc. The
specific process is shown in Figure 2.

3. Experiment Study on Management and
Coordination of CBE Supply Chain

3.1. Design a CBE Supply Chain Management Optimization
Plan. Products and services are the core of each company’s
market competition. Optimizing supply chain performance

Optimal management and
coordination methods for cross-
border e-commerce supply chain

performance

Optimize decision making through inventory Adopt a coordination model of cross-border e-
commerce supply chain contracts

Average
inventory

Out of
stock

Inventory
costs

Basic
inventory

level

Profit
function

Optimal
order

quantity

Logistics
service

level

Coordination
conditions

Figure 2: Part of the technical flow chart of this method.
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can effectively reduce the operating costs of products in terms
of manufacturing, transportation, and delivery, improve
operating efficiency and market response speed, and enhance
the company’s service level. Supply chain optimization
needs to start from the overall point of view to realize the
harmonious symbiosis of upstream and downstream enter-
prises, reduce mutual internal friction, and improve the effi-
ciency of the entire supply chain [25]. Optimize the general
supply chain to achieve a fairer and more reasonable distri-
bution of the benefits of each enterprise in the supply chain,
better serve the end customers, and realize the value of the
entire supply chain. Through optimization, an efficient
and streamlined supply chain must be established to
improve the competitiveness of cross-border e-commerce
companies in the market; and links that are not suitable
for improving the supply chain efficiency of cross-border
e-commerce companies and waste corporate resources
should be adjusted [26].

(1) Principles of supply chain performance optimization

(1) Fully Identify and Meet Consumer Needs. Supply
chain management realizes the process of prod-
ucts from satisfying consumer needs to product
design, production, processing, packaging, logis-
tics warehousing, and distribution [27]. Products
that meet consumer needs are the value transfer
process of a successful supply chain, and the
follow-up part is a necessary process to realize
this value transfer.

(2) Shorten the Product Supply Chain Cycle. The
product supply chain cycle is the entire process
of product design, production, and sales to con-
sumers. If the supply cycle is too long, it will be
at a disadvantage in a rapidly changing market
[28]. Shortening the product supply chain cycle
can shorten the time from product development,
procurement to customer feedback, and make
companies more competitive.

(3) Shorten the Testing Time of New Products. For
cross-border e-commerce platforms, from prod-
uct selection, promotion, to consumer feedback
data analysis, to feedback to suppliers, bulk pur-
chase, production and logistics transportation to
mass sales, a certain timeliness is required [29].
It is possible to use methods such as manual
intervention and social marketing inside and out-
side the platform to quickly implement new
product evaluation and promotion and obtain
customer feedback as soon as possible to respond
to market changes quickly.

(4) Reduce Supply Chain Operating Costs. Supply
chain operating cost is the necessary cost from
the production of a company’s products to the
sales process [30]. Operating costs will ultimately
be reflected in product sales prices and profits,
and reducing supply chain operating costs will
help companies better control profits, give prod-

uct sales prices more room for adjustment, and
improve product competitiveness in the market.

(5) We are not afraid of more scenes, but the scenes
should not be specifically customized. If it is too
customized and cannot be copied, the cost will
be high and the business will fail. We have to
respond to the needs of customers and use gen-
eral multiscenario solutions to digest customer
requirements and resolve their problems

(2) Design optimization steps

According to the general idea and principle of optimiza-
tion, in order to achieve better results, the following steps
need to be optimized.

First of all, there are more or less problems in each link in
the supply chain. Enterprises need to start from the appear-
ance of the problem, find the essence of the problem, and
analyze the connection between the problem and the prob-
lem in each link [31].

Secondly, starting from the essence of the problem, com-
bining the value and development of the entire chain, give the
most suitable but not the optimal solution, so that the prob-
lems in each link can be comprehensively solved, the cost can
be controlled, and the process can be executed. The result is
satisfactory [32].

Then, after the plan comes out, there must be a dedicated
person in charge to supervise the implementation of the plan
and implement feedback during the implementation of the
plan. If the expected effect cannot be achieved, the plan needs
to be optimized. During the implementation of the optimiza-
tion plan, the plan needs to be tracked in time. For the rele-
vant implementation situation, it is necessary to analyze
and solve the new factors that affect the resolution of the
problem in a timely manner [33].

Finally, after the implementation of the entire program is
completed, the corresponding evaluation system is used to
evaluate and score the effect of the program to ensure that
the company has both input and output for each program
implementation. Do a good job in the production and sort-
ing of text materials and data materials and record and sort
the problems and points that can be improved during the
implementation of the plan and expand the company’s expe-
rience database for further improvements in the future opti-
mization plan.

3.2. Realize Cross-Border e-Commerce Supply Chain
Performance Optimization. Sort out the business processes
of existing companies importing cross-border e-commerce,
sort out suitable business processes and system processes,
and rely on advanced information technology to establish
an operating mechanism and an efficient IT management
system that can quickly support new business expansion. At
the same time, through the reconstruction of the existing
business process, the customs clearance business is service-
oriented to provide support for upstream businesses, and at
the same time, the business that is not related to customs
clearance is separated from the system, such as “accepting
orders, docking with warehouse systems, and docking with
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e-commerce platforms.” Establish a reasonable business sys-
tem, maintain the purity of production, and reduce the com-
plexity of the production system. Establish an order
management system to conduct unified, standardized, and
precise control of cross-border e-commerce and general
trade orders. Establish a three-dimensional production, oper-
ation, and maintenance monitoring system for product ser-
vice level, timeliness assessment, and KPI assessment to
create an efficient service platform.

Receive sales orders from major platforms. When receiv-
ing orders, the system needs to perform data verification.
After the verification is passed, the corresponding platform
will be notified whether the order is successfully received.
When receiving the order, the relevant data that need to be
verified for legality are sorted out so that the system can
promptly remind. After the order is successfully received,
the system needs to determine whether the order meets the
production requirements. It needs to check the goods, mer-
chants, and inventory. When the order is successfully trans-
ferred, it needs to inform the platform that the order has
been successfully received and the production is in progress;
then, the customs and the customs clearance and declaration
work of the national inspection system include the issuance
of declaration work orders, the issuance of three declaration
instructions (orders, waybills, and payment orders), three
declaration receipt processing, list declaration instructions
issuance and list declaration receipt processing, and customs
clearance. After the completion, the package production can
be arranged; the order will be delivered to the warehouse for
production after customs clearance is completed, and the
packaging of the entire order will be completed. The package
production node mainly includes order distribution, wave
generation, product picking, order picking, and order pack-
aging. After the production of the order package is com-
pleted, before loading the corresponding order on the truck,
you need to complete the customs declaration activities of
the order from the warehouse. After the declaration is com-
pleted, you can load the corresponding order on the truck
and leave the bonded area; when the order is loaded, the final
declaration is required, that is, the customs inspection order
is about to leave the bonded area to complete the order deliv-
ery process. When the order loading declaration is com-
pleted, you can leave the bonded area and deliver it to the
domestic logistics distributor; when the order loading decla-
ration is completed and the truck leaves the bonded area, the
order needs to be handed over to the corresponding distrib-
utor to start domestic delivery. The entire link needs system
and physical handover with logistics distributors; when the
distributor receives the package, it completes domestic distri-
bution according to the scheduled route, and the logistics dis-

tributor needs to return real-time logistics distribution
information to the e-commerce platform and the logistics
tracking system of the enterprise. After the parcel is delivered
to the customer, the customer will sign for the receipt. At this
time, the customer’s receipt information will be sent back to
the e-commerce platform and the enterprise’s logistics track-
ing system to complete the overall business process of cross-
border e-commerce. Draw this cross-border e-commerce
business process into a table, as shown in Table 1.

Through the abovementioned business sorting and
process standardization, the main process of the entire
cross-border e-commerce import business is clarified, and
then, by combining this process, relevant cross-border e-
commerce companies can design the overall business sys-
tem to meet the smooth development of the abovemen-
tioned business.

3.3. Realize Cross-Border e-Commerce Logistics Management
Optimization

(1) Innovative logistics distribution model

At present, there are two innovative distribution models
for cross-border e-commerce logistics, namely, logistics out-
sourcing and the establishment of multinational e-commerce
logistics cooperation alliances. Traditional cross-border e-
commerce logistics and distribution include three types: the
overseas direct mail mode that sells goods to consumers by
means of postal parcels, commercial express, or logistics
lines, and this method is generally expensive, and by means
of bonded areas and free trade zones. Stocking mode: this
mode has certain requirements for inventory estimation;
self-built overseas warehousing mode: but the overseas ware-
housing construction cost is high and the cycle is long.

(1) For many small and medium-sized cross-border e-
commerce companies that cannot afford high logis-
tics costs, they can use logistics outsourcing: the first
typical logistics outsourcing method is third-party
logistics, assisted by self-operated distribution
models, and remote areas are selected postal services;
the second is the fourth-party logistics, which pro-
vides logistics planning, consulting, and supply chain
management activities for both parties and third
parties. It integrates resources from domestic and
foreign merchants and logistics companies and inte-
grates them on the website through Internet informa-
tion technology. For consumers to choose the best
solution, the fourth-party logistics e-commerce plat-
form can also carry out unified customs declaration

Table 1: Cross-border e-commerce business process.

Step 1 2 3

Process node Order node Transfer node Check joints Parcel production node

Step 5 6 1 9

Process node
Outbound declaration
and loading node

Loading declaration node Delivery distribution node Delivery node Sign node
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for cross-border e-commerce companies, pay taxes
on their behalf, and conduct centralized commodity
inspection reviews

(2) Establish a multinational e-commerce logistics coop-
eration alliance. The logistics cooperation alliance is a
logistics model in addition to self-operated logistics,
third-party and fourth-party logistics. It refers to
two or more companies that are formed on the basis
of benefit-sharing with other companies in order to
make up for their own logistics

(3) Competitiveness. Joint Action and Partnership.
China’s first cross-border e-commerce cooperation
alliance was established in Lanzhou in January
2016. After its establishment, the alliance integrated
international railway freight trains and the e-
commerce resources of various countries to form a
smooth and efficient logistics channel, which also
gave cross-border e-commerce the future develop-
ment direction of the logistics of commercial and
import enterprises has pointed the way.

(2) Improve the logistics guarantee mechanism

First, invest in the construction of a reverse logistics
information tracking system. An efficient and complete

reverse logistics information system should be able to inte-
grate the information of each node member of the supply
chain. Through this system, cross-border e-commerce
import companies can know the user ID of reverse logistics
the reason for return and the cost; logistics companies can
find the location, time, and quantity of the returned goods;
foreign suppliers can trace the origin to the production place
and supply channels of the product for continuous attention;
users can estimate the cost and processing time of the return.
The reverse logistics system requires enterprises to arrange
and combine all information to form a database and apply
it to the operation of the enterprise. Enterprises can use this
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Figure 3: Major global cross-border e-commerce platforms

Table 3: Development of cross-border e-commerce in the past five
years.

Age Transaction amount (unit: trillion) Growth rate

2015 5.47 30.24%

2016 6.72 22.85%

2017 8.06 19.94%

2018 9.12 13.15%

2019 10.31 19.44%
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Figure 4: Development of cross-border e-commerce in the past five
years.

Table 2: Major global cross-border e-commerce platforms.

Nation North America Europe South America

Electronic business
platform

Amazon, Bonanza, Cratejoy, eBay,
Etsy, Jet, Newegg, Reverb, Walmart,

Wayfair, Wish, Zibbet

Allegro, Asos. Cdiscount, Cel.
DaWanda.Emag. Flubit, Fnac.

Fruugo, Game. Mobile.de. Okazii,
OnBuy, PriceMinister. Real.de,

Tesco. Zalando, Otto

Americanas, Casas Bahia,
Dafiti, Extra, Linio,

Mercado Libre. Submarino

Number of platforms 12 18 7

Nation
Asia Africa Oceania

Electronic business
platform

Alibaba, AliExpress, Flipkart, GittiGidiyor,
HipVan, JD, Kaola, Lazada, Qoo10, Lotte.
Shopee, Snapdeal, Souq, TaoBao, tmall. vip

Jumia, Kilimall, Konga Iconic.MyDeal

Number of platforms 16 3 2
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system to deal with consumer returns and exchanges in time
based on database information.

Second, improve the online purchase process. E-
commerce companies or platforms should first provide prod-
uct information as much as possible in the online store. Even
if the customer has placed an order and paid, if you want to
cancel the order and refund, the customer service staff should
deal with it as soon as possible after asking the original situ-
ation to reduce unnecessary delivery. Costs reduce the return
rate. At the same time, companies should collect, analyze,
and summarize relevant information about returned goods,
find out possible problems with returned goods, and opti-
mize management methods to reduce the return rate in
response to these problems.

4. Decision-Making and Coordination
Mechanism Analysis

4.1. Macroenvironment Analysis of Cross-Border e-Commerce
Business

(1) Political environment

With the rapid development of globalization, coopera-
tion between countries is becoming more and more close.
China’s “one belt, one road” policy is launched on this basis,
which is also an important project for our country to go
abroad. Since the one belt, one road one belt, one road has
been signed. We have signed the development agreement
with more than 30 countries along the way. The main form
of cooperation is e-commerce cooperation. e-commerce has
also become an important part of the “one belt and one
way” development cooperation, playing a key role in the eco-
nomic and trade cooperation between our country and other
countries. Another relevant research shows that the main
form of global economic and trade cooperation is e-
commerce. Currently, there are 58 major e-commerce plat-

forms in the world. Cross-border e-commerce is an impor-
tant part of it. The details are shown in Table 2 and Figure 3.

As can be seen from the chart, Europe has the most e-
commerce platforms and the most mature development, with
a total of 18 e-commerce platforms, followed by China, with
a total of 16 e-commerce platforms, of which Taobao is the
most famous; North America is ranked third in the number
of e-commerce platforms. The most famous of which is the
Amazon e-commerce platform. Although China’s e-
commerce platform and cross-border e-commerce business
have started slowly, they have developed rapidly and often
set new transaction records at the end of each year.

(2) Economic environment

As the world’s second-largest economy, although China’s
economic growth has slowed in recent years, its economic
growth still ranks first in the world. The form of China’s
imports and exports has risen steadily. With the rapid devel-
opment of China’s cross-border e-commerce industry, more
and more SMEs and individuals have joined the cross-border
e-commerce industry, which has accelerated the develop-
ment of the industry. At the same time, the rise of domestic
production costs has also accelerated the transformation of
the industry, and the mode of foreign trade has gradually
shifted to the online. Under this situation, cross-border e-
commerce platforms are developing rapidly, and at the same
time, the competition among cross-border e-commerce com-
panies has increased unprecedentedly. According to China
Customs statistics, in 2019, China’s total import and export
trade amounted to 31.86 billion yuan, an average annual
growth rate of 21%. According to the latest statistics from
iResearch, the scale of China’s cross-border e-commerce
reached 94.1 billion yuan in 2019, a year-on-year increase
of 22.7% and a growth rate of 29.41%. Based on the calcula-
tion of these previous data, Ali believes that the transaction
volume of China’s cross-border e-commerce will rise to
13.15 trillion in 2020, and the growth rate will reach 1.35
trillion 28.52%, a growth rate of 39.1%. The future cross-
border development of e-commerce has a huge market. Draw
the specific situation into a chart, as shown in Table 3 and
Figure 4.

The report shows that in terms of cross-border e-
commerce model structure, cross-border e-commerce B2B
represents 83 companies. In 2018, China’s cross-border e-
commerce accounted for 2%, and cross-border e-commerce
transaction B2C accounted for 16.8%. The B2B model
accounts for more than 80% of cross-border e-commerce
models and has been the dominant business model for many
years. The business model of cross-border e-commerce B2B
lies in disintermediation, allowing owners and product
names to communicate directly and dealing with producers

Table 4: Distribution of cross-border e-commerce companies.

Area Beijing Shanghai Guangdong Zhejiang Jiangsu Other areas Nationwide

Number of cross-border e-commerce companies 238 326 4229 1746 703 6041 13,283

Percentage 1.79% 2.45% 31.84% 13.14% 5.29% 45.48% 1

238 326

4229

1746
703

6041

Number of cross-border
e-commerce companies

Beijing

Shanghai
Zhejiang Guangdong

Jiangsu

Other areas

Figure 5: Distribution of cross-border e-commerce companies.
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and trademarks. More and more B2C cross-border e-
commerce platforms have been established.

Factories and consumers are directly connected to many
Internet networks, reducing trade links and eliminating
information asymmetry in the form of B2B2C. The B2C
model is more flexible than traditional foreign trade and
other forms.

(3) Social environment

In today’s economic globalization, the rapid development
of the Internet has accelerated the exchange of the world. The
globalization of economy and commodity has made the
dependence between countries closer and has brought into
play the advantages of various countries and promoted their
consumption and development. With the smooth flow of
consumption channels in various countries, products with
personal characteristics and preferences are more favored
by people. Cross-border e-commerce provides them with
shopping channels, enabling them to purchase their favorite
products through cross-border e-commerce. Therefore,
cross-border e-commerce has entered the era of take-off.
With the development of network culture, consumers have

more ways to understand foreign brand culture and at the
same time purchase a large number of foreign goods through
cross-border shopping, and this process continues to pro-
mote the spread and reputation of foreign brands in China.
To promote the rapid growth of imported e-commerce,
cross-border e-commerce promotes a new round of con-
sumption upgrades in China and becomes a new driving
force for the sustained growth of China’s national economy.
For enterprises, it is necessary to seize this opportunity and
make good use of the Internet platform to achieve a win-
win situation for enterprises and consumers. The rapid
development of cross-border e-commerce has benefited from
the rapid development of Internet technology. The Internet is
a “catalyst” for the development of cross-border e-commerce.
The rapid development of the Internet, big data, and infor-
mation technology has shortened. With the development of
mobile information technology and the change of people’s
past communication modes, consumers can obtain market
information more efficiently and quickly. The development
of informatization in the warehousing and logistics industries
ensures that consumers can obtain dynamic information
about commodities. Real-time control and the improvement
of diversified payment methods and security technology
guarantee consumer safety. The development of science and
technology has provided a solid foundation and guarantee
for cross-border e-commerce. According to the search results
of Tianyan Check, there are a total of 13,283 formal enter-
prises specializing in cross-border e-commerce across the
country, which are located in major cities or small and
medium-sized cities in China. The specific conditions are
shown in Table 4 and Figure 5.

According to statistics, most of China’s formal enter-
prises specializing in cross-border e-commerce are located
in Zhejiang Province, where Alibaba was founded. The rest
are mostly located in developed areas such as Beijing and
Shanghai. There are few cross-border e-commerce-related
companies in the western region. It can be seen that in order
to optimize the performance of cross-border e-commerce
supply chain management, decision-making, and coordina-
tion, at least the company should be located in a convenient
transportation and economically developed area.

Table 5: Cost comparison before and after implementation of cross-border e-commerce supply chain optimization plan.

Project Before implementation After implementation

Commodity purchase cost 82.00 82.00

International freight+port fees 7.04 7.04

Tariff 7.05 /

Value-added tax 14.78 /

Comprehensive cross-border e-commerce tax / 13.31

Packaging supplies 0.80 0.80

Cross-border warehouse distribution service fee / 15.00

Guangzhou warehouse storage 3.80 /

Domestic express delivery 12.13 /

Sales loss 1.76 1.76

Profit 8.23 8.23

Selling price 137.56 125.74

0.00% 100.00% 200.00%

Selling price

Profit

Sales loss

Before implementation
(Unit: RMB)
827.04 7.0514.78
/0.8/3.812.13

Figure 6: Cost comparison before and after implementation of
cross-border e-commerce supply chain optimization plan.
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4.2. Evaluation and Analysis of Cost Optimization of Cross-
Border e-Commerce Supply Chain Optimization Plan. The
cost composition of cross-border imported goods include
procurement costs, international logistics, import customs
clearance and taxation, warehousing, packaging, domestic
logistics, and sales loss. Take a well-known cross-border e-
commerce company as an example. Before the optimization,
the company’s business model was to import through general
trade, pay tariffs+value-added tax normally, store goods in
Guangzhou’s own warehouses, and deliver goods from
Guangzhou warehouses to all parts of the country. After the
implementation of the supply chain optimization plan, the
company’s business model was adjusted to stock up through
the cross-border e-commerce comprehensive experimental
zone supervision library, and the import of goods paid
cross-border e-commerce comprehensive tax, and the
third-party logistics company was responsible for the imple-
mentation of “warehouse and distribution integration” ware-
housing and delivery of goods. The cost composition
comparison before and after the implementation of the com-
pany’s cross-border e-commerce supply chain optimization
plan is shown in Table 5 and Figure 6.

Under the same conditions, the sales price of the com-
pany’s cross-border supply chain optimization plan is
reduced by 8.59% compared to before implementation. The
total tax on cross-border e-commerce is equal to 69% of the
tax. The domestic adjusted tax rate is calculated based on
the general business model and the increased tax rate. After
the adjustment, the cost reduction rate is greatly reduced.
The supply of the latest e-commerce service is 14% higher
than the previous domestic price, but after replacing the stor-
age fee of the Guangzhou warehouse, the distribution cost of
the warehouse has been reduced by about 11%. At the same
time, storage and distribution links are entirely third parties,
which greatly reduce the company’s hidden management
costs for storage and distribution links.

4.3. Reliability Test Analysis of Cross-Border e-Commerce
Supply Chain Optimization Decision Model. The degree of
reliability plays a critical role in measuring the consistency
level of the results achieved by a specific approach. In partic-
ular, the credibility of internal cohesion mainly relies on
Cronbach’s alpha factor to test the consistency of responses
to all elements on the same scale. Table 6 and Figure 7 dem-
onstrate our analysis using the above criterion.

The reliability analysis part is to take the reliability factor
(Cronbach β) according to the problems of each level to
understand the consistency of the model rating. In this paper,
the Cronbach β value of each scale factor of the optimized

decision model is greater than 0.80. From a statistical point
of view, the reliability coefficient of any test or scale is above
0.80, indicating that the internal consistency of the test or
scale is good. This shows that the optimized decision-making
coordination mechanism has high internal consistency.

5. Conclusion

The advent of 5G and IoT has changed people’s lifestyles and
promoted the creation of new business models. As a product
of the Internet era, cross-border e-commerce is a concrete
manifestation of “Internet + foreign trade”. In recent years,
it has developed rapidly. There are more and more tradi-
tional foreign trade companies, especially small and medium
foreign trade companies, and they have begun to transform
into a cross-border e-commerce model. In this process, com-
panies urgently need to optimize and upgrade the original
traditional international supply chain system to cover the
needs of the global cross-border e-commerce industry.

In the early stage of the research, this paper puts forward
the optimization management and coordination method of
cross-border e-commerce supply chain performance. To deter-
mine the overall optimized inventory strategy oriented by the
supply chain through inventory coordination has become an
important means of cross-border e-commerce supply chain
performance management; adopting the coordination model
of cross-border e-commerce supply chain contracts, in order
to encourage third-party logistics companies to improve in
terms of logistics service levels, cross-border e-commerce

Table 6: Results of scale reliability analysis.

Dimension Cronbach’s alpha Number of items Dimension

Supply chain management capabilities 0.803 7 Supply chain management capabilities

Online marketing 0.821 5 Online marketing

Inventory management 0.842 5 Inventory management

Brand management 0.887 5 Brand management

Representation 0.846 9 Representation

7

5

5

5

9

25

0.803

0.821

0.7430.787

0.846

0.851

Supply chain
management capabilities
Online marketing
Inventory management
Brand management
Representation
Whole sample

Figure 7: Results of scale reliability analysis.
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companies are willing to share a certain proportion of the cost
for third-party logistics companies in exchange for their own
profits. This paper also proposes to design a cross-border
e-commerce supply chain performance management optimi-
zation plan, to achieve cross-border e-commerce supply
chain performance optimization, and to achieve cross-
border e-commerce logistics management optimization.

Justified by the numerical results, this article conducts
comprehensive analysis. We conclude that although China’s
e-commerce platform and cross-border e-commerce busi-
ness have started slowly, they have developed rapidly, and
the transaction volume record is often refreshed at the end
of each year; the performance of the cross-border e-
commerce supply chain must be improved. To optimize
management decision-making and coordination, at least try
to locate the company in an area with convenient transporta-
tion and developed economy. Finally, it is clear that our deci-
sion model pushes the Cronbach’s alpha factor of all
dimensions greater than 0.80, indicating a high internal con-
sistency with coordination mechanism.

Data Availability

The data used in this article is the company’s private data.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This study was supported by the National social science
major project in 2017 “Research on reform and innovation
of supervision system of state owned enterprises”
(17ZDA087).

References

[1] A. Whitmore, A. Agarwal, and L. Da Xu, “The Internet of
Things — a survey of topics and trends,” Info. Systems Fron-
tiers, vol. 17, no. 2, pp. 261–274, 2015.

[2] M. Agiwal, A. Roy, and N. Saxena, “Next generation 5G wire-
less networks: a comprehensive survey,” IEEE Communica-
tions Surveys & Tutorials, vol. 18, pp. 1617–1655, 2017.

[3] L. Atzori, A. Iera, and G. Morabito, “Understanding the Inter-
net of Things: definition, potentials, and societal role of a fast
evolving paradigm,” Ad Hoc Networks, vol. 56, pp. 122–140,
2017.

[4] S. H. Shah and I. Yaqoob, “A survey: Internet of Things (IOT)
technologies, applications and challenges,” in 2016 IEEE Smart
Energy Grid Engineering (SEGE), pp. 381–385, 2016.

[5] X. Du, M. Guizani, Y. Xiao, and H.-H. Chen, “Routing-driven
elliptic curve cryptography based key management scheme for
heterogeneous sensor networks,” IEEE Transactions on Wire-
less Communications, vol. 8, no. 3, pp. 1223–1229, 2009.

[6] A. Kawa and W. Zdrenka, “Conception of integrator in cross-
border E- commerce,” Logforum, vol. 12, no. 121, pp. 63–73,
2016.

[7] M. Prompanyo and L. Wang, “A validation of the multidimen-
sional perceived value in the model of E-loyalty towards Sino-

Thai cross- border E-commerce based on China s customers,”
Journal of Business Research-Turk, vol. 12, no. 2, pp. 1014–
1022, 2020.

[8] V. Turkulainen and M. L. Swink, “Supply chain personnel as
knowledge resources for innovation—a contingency view,”
Journal of Supply Chain Management, vol. 53, no. 3, pp. 41–
59, 2017.

[9] B. Lu and H. Wang, “Research on the competitive strategy of
cross-border E-commerce comprehensive pilot area based on
the spatial competition,” Scientific Programming, vol. 2016,
no. 1, 2016.

[10] M. A. A. Aqlan, “Research on the status quo and countermea-
sures of cross-border E-commerce development in Arab coun-
tries,” Open Journal of Business and Management, vol. 8, no. 4,
pp. 1536–1542, 2020.

[11] S. Ji, X. Wang, W. Zhao, and D. Guo, “An application of a
three-stage XGBoost-based model to sales forecasting of a
cross-border E-commerce enterprise,”Mathematical Problems
in Engineering, vol. 2019, no. 2, 2019.

[12] S. Ji, “Research on personalized recommendation algorithm of
cross- border e-commerce under large data background,” Ital-
ian Journal of Pure and Applied Mathematics, vol. 41, pp. 358–
368, 2019.

[13] J. Mou, Y. Cui, and K. Kurcz, “Trust, risk and alternative web-
site quality in B-buyer acceptance of cross-border E-com-
merce,” Journal of Global Information Management, vol. 28,
no. 1, pp. 167–188, 2020.

[14] L. Shi, S. Liu, and S. Petrovi, “Cryptanalysis of a pseudoran-
dom generator for cross-border E-commerce,” Ingénierie des
systèmes d information, vol. 24, no. 4, pp. 361–365, 2019.

[15] P. Wang, “On the development of cross-border E-commerce
and the transformation of foreign trade model,”Modern Econ-
omy, vol. 9, no. 10, pp. 1665–1671, 2018.

[16] K. Gao, Y. Huo, and Y. Liu, “An investment decision-making
research on cross-border e-commerce overseas warehouse
based on real option,” ICIC Express Letters, vol. 11, no. 5,
pp. 1005–1010, 2017.

[17] A. J. Lin, E. Y. Li, and S. Y. Lee, “Dysfunctional customer
behavior in cross-border E-commerce: a justice-affect-
behavior model,” Journal of Electronic Commerce Research,
vol. 19, no. 1, pp. 36–54, 2018.

[18] Y. Fang, “Current situation, obstacles and solutions to China's
cross-border E-commerce,” Open Journal of Social ences,
vol. 5, no. 10, pp. 343–351, 2017.

[19] Y. K. Wang, “Model for evaluating the logistics service quality
of cross-border E-commerce enterprises with intuitionistic
fuzzy information,” Journal of Computational and Theoretical
Nanoence, vol. 14, no. 2, pp. 1136–1139, 2017.

[20] L. Yang, J. Chen, H. Zhang, H. Jiang, S. A. Vorobyov, and D. T.
Ngo, “Cooperative wireless multicast: performance analysis
and time allocation,” IEEE Transactions on Vehicular Technol-
ogy, vol. 65, no. 7, pp. 5810–5819, 2016.

[21] E. Chancey, J. L. M. Flores, and M. B. Palma, “Redesign of the
supply chain of a restaurant franchise in the food industry,”
Global Journal of Business Research, vol. 10, no. 2, pp. 103–
111, 2016.

[22] D. D. Zulfikar and D. Ernawati, “Pengukuran kinerja supply
chain menggunakan metode green score DI PT,” XYZ.
JUMINTEN, vol. 1, no. 1, pp. 12–23, 2020.

[23] G. Efrem,W. C.Mariam, A. Jemal, and H. Assefa, “Assessment
of laboratory commodity supply chain system at public health

12 Wireless Communications and Mobile Computing



facilities of Jimma zone and Jimma town administration, south
west Ethiopia,” International Journal of Research-GRAN-
THAALAYAH, vol. 7, no. 10, pp. 471–490, 2019.

[24] K. Anindita, I. G. A. A. Ambarawati, and R. K. Dewi, “Kinerja
rantai pasok di pabrik gula madukismo dengan metode supply
chain operation reference-analytical hierarchy process
(SCOR-AHP),” Agrisocionomics Jurnal Sosial Ekonomi Perta-
nian, vol. 4, no. 1, pp. 125–134, 2020.

[25] A. K. Joshi, I. A. Dandekar, and A. P. Shrotri, “Efforts taken by
Indian administrative systems to manage the supply chain of
essential commodities during the lockdown period of
COVID-19-a case study,” Journal of Information and Compu-
tational ence, vol. 10, no. 4, pp. 804–811, 2020.

[26] M. Shafiq, A. Akhtar, and A. H. Tahir, “A systematic review of
efficiency and effectiveness in humanitarian organizations
logistics and supply chain management (1995-2019),” inHam-
dard Islamicus: quarterly journal of the Hamdard National
Foundation, vol. 43no. 1, pp. 655–706, Pakistan, 2020.

[27] T. A. Bui, H. T. T. Trinh, and B. T. Nguyen, “The potential for
Tra Vinh province to become trade gateway of the Mekong
Delta from logistics and supply chainmanagement perspec-
tives,” entific Journal of Tra Vinh University, vol. 1, no. 4,
pp. 23–40, 2020.

[28] M. Ju and I. M. Kim, “ML performance analysis of the decode-
and-forward protocol in cooperative diversity networks,” IEEE
Transactions on Wireless Communications, vol. 8, no. 7,
pp. 3855–3867, 2019.

[29] L. Dwyer, T. Armenski, and L. K. Cvelbar, “Modified impor-
tance–performance analysis for evaluating tourism businesses
strategies: comparison of Slovenia and Serbia,” International
Journal of Tourism Research, vol. 18, no. 4, pp. 41–75, 2016.

[30] W. Schulz, G. Diendorfer, and S. Pedeboy, “The European
lightning location system EUCLID – Part 1: performance anal-
ysis and validation,” Natural Hazards and Earth System Sci-
ences, vol. 16, no. 2, pp. 595–605, 2016.

[31] E. Frauman and S. Banks, “Gateway community resident per-
ceptions of tourism development: incorporating importance-
performance analysis into a limits of acceptable change frame-
work,” Tourism Management, vol. 32, no. 1, pp. 128–140,
2017.

[32] A. Aubry, V. Carotenuto, A. De Maio, A. Farina, and
L. Pallotta, “Optimization theory-based radar waveform
design for spectrally dense environments,” IEEE Aerospace
and Electronic Systems Magazine, vol. 31, no. 12, pp. 14–25,
2017.

[33] S. Balaji and C. V. Brown, “Lateral coordination mechanisms
and the moderating role of arrangement characteristics in
information systems development outsourcing,” Information
Systems Research, vol. 25, no. 4, pp. 747–760, 2017.

13Wireless Communications and Mobile Computing



Research Article
6G Green IoT Network: Joint Design of Intelligent Reflective
Surface and Ambient Backscatter Communication

Qiang Liu ,1 Songlin Sun ,1 Heng Wang ,2 and Shaowei Zhang 2

1School of Information and Communication Engineering, Beijing University of Posts and Telecommunications, Beijing, China
2China Telecom Research Institute, Beijing, China

Correspondence should be addressed to Heng Wang; wangh26@chinatelecom.cn

Received 25 March 2021; Revised 24 May 2021; Accepted 4 June 2021; Published 22 June 2021

Academic Editor: Shengjie Xu

Copyright © 2021 Qiang Liu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Ambient backscatter communication (AmBC) is one of the candidate solutions for the 6G green internet of things (IoT) network.
However, the uncontrollability of the radio frequency (RF) environment is one of the main obstacles hindering the popularization
of AmBC. The intelligent reflective surface (IRS) can improve the radio frequency environment by adjusting the phase and
amplitude of the incident signal, which provides the possibility for the widespread deployment of AmBC. Currently, there is no
discussion about the joint optimization of AmBC and IRS. In this paper, we introduce a novel IRS and AmBC joint design
method. The purpose of this method is to jointly design the beamforming vector, the IRS phase shift, and the reflection
coefficient of AmBC to minimize the AP’s transmit power while ensuring the quality of service of the AmBC system and the
primary communication system. Due to the nonconvexity of the problem, the time complexity of solving the problem through
exhaustive search will be very high. Therefore, we propose a joint design method based on an iterative beamforming vector, IRS
phase shift, and reflection coefficient to minimize the AP’s transmit power. This method can effectively reduce the transmission
power of the access point (AP), and the simulation results prove the effectiveness of the method.

1. Introduction

With the rapid development of mobile communication tech-
nology, the internet of things (IoT) has been greatly devel-
oped and popularized. In particular, B5G/6G further
promotes the application range of IoT, such as smart home,
smart manufacturing, and smart cities [1, 2]. However, due
to the increase in diversified requirements for the application
scenarios of the IoT, diversified requirements are also put
forward for the needs of the IoT devices. If the IoT device
[3, 4] actively generates signals for wireless communication,
it will consume a lot of energy, which will undoubtedly
reduce the standby time of the device. Increasing the battery
capacity will increase the standby time of the device, but this
will undoubtedly increase the size and cost of the device.
Especially for IoT devices such as wearable devices, they are
very sensitive to device size and standby time. The battery
capacity and size of IoT devices are the restrictive factors
for their widespread popularity. Therefore, low-energy IoT

device transmission solutions are an important research
direction to realize the potential of the IoT [3–7].

Radio frequency (RF) energy harvesting technology can
obtain energy from external radio frequency sources and is
one of the important research directions of low-energy con-
sumption IoT device transmission solutions. RF energy har-
vesting technology has been widely used in low-power IoT
devices. Wireless IoT devices can use RF energy harvesting
technology to collect energy to maintain their normal opera-
tions. In this way, the wireless device can run for a long time
without any manual intervention, thereby reducing the oper-
ation and maintenance costs of the device. Therefore, RF
energy harvesting is particularly suitable for power-
constrained wireless networks. There are three main types
of RF energy harvesting schemes, including the synchronous
wireless information and power transmission network
(SWIPT), wireless power communication network (WPCN),
and wireless power transmission (WPT) [8]. (1) The SWIPT
scheme allows the transmitter to send information and
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energy at the same time, and the user can choose to decode
the information or collect energy. (2) The WPCN scheme
allows user equipment to collect energy from RF energy sig-
nals and then actively send data. (3) TheWPT scheme allows
the power transmitter to transmit energy to the user equip-
ment. Although these solutions have their application value
in wireless networks, there are still some limitations. First,
these solutions require a dedicated RF source to send RF
energy or information to users. Secondly, active RF data
transmission requires a complicated circuit design and con-
sumes a lot of power.

As a green communication technology, ambient back-
scatter communication (AmBC) can effectively solve the
above-mentioned limitations of traditional radio frequency
energy harvesting technology [8, 9]. In the AmBC system,
backscatter devices can communicate by using broadcast sig-
nals from RF sources such as cellular base stations, FM
towers, and TV towers. In the AmBC system, the backscatter
transmitter can modulate the data to the surrounding ambi-
ent signal and reflect it to the backscatter receiver. Therefore,
AmBC does not need a dedicated frequency spectrum for
data transmission. Therefore, AmBC has advantages that
other communication methods do not have. First, AmBC
does not require a dedicated spectrum for data transmission,
which improves spectrum utilization. Secondly, since AmBC
does not require a dedicated RF source, maintenance costs
and deployment costs are reduced. These advantages can
make AmBC widely used in many practical applications.
AmBC has huge application potential in future low-energy
scenarios, but it still faces many challenges. The quality of
service (QoS) of AmBC is affected by factors such as the loca-
tion of the RF, the type of RF, and the RF environment.
Therefore, AmBC must be designed specifically for specific
RF sources. In addition, to use ambient signals from licensed
sources, the AmBC protocol must ensure that it does not
interfere with the QoS of licensed users.

Intelligent reflective surfaces (IRSs) [10–12] can realize
an intelligent and reconfigurable radio propagation environ-
ment for the B5G/6G wireless communication system [13–
20]. The IRS is a plane containing a large number of low-
cost passive reflective elements, each of which can indepen-
dently change the phase and/or amplitude of the incident sig-
nal. The IRS can improve the required channel conditions,
thereby achieving a substantial increase in wireless commu-
nication capacity and reliability. Intelligent reflective surfaces
(IRSs) also have various practical advantages in implementa-
tion. First, compared with traditional active antenna arrays,
IRS can only passively reflect impact signals without generat-
ing radio frequency resonance. Second, IRS does not have
any noise amplification and self-interference. Third, due to
the simple structure of the IRS, it can be easily deployed in
any desired location. Finally, IRS has good compatibility
and compatibility and can be integrated into existing com-
munication systems.

There are many studies on AmBC or IRS [3–11], but
there are no articles on the joint optimization design of
AmBC and IRS. For example, [9] evaluated the performance
of the environmental backscattering system but did not con-
sider the role of IRS. Reference [10] used the IRS to enhance

the active communication system to achieve the goal of min-
imum transmission power. Reference [11] combined IRS
beamforming and reflection design to enhance Bistatic Back-
scatter Networks. IRS is a means to optimize the performance
of AmBC, so it is necessary to study the joint optimization
design of IRS and AmBC. Therefore, in this article, we have
conducted a joint optimization design for IRS and AmBC
to ensure the quality of service of active communication
and AmBC while minimizing the transmission power. The
innovations of this paper are as follows:

(1) We considered an IRS-assisted spectrum sharing sys-
tem, where AmBC rides on the primary communica-
tion system. The receivers in the two systems are the
same receiver and can demodulate the signals of the
two systems. We call this receiver a cooperative
receiver (CR). Specifically, after the CR demodulates
the signal of the primary communication system,
the signal of the AmBC is then demodulated based
on the demodulated signal

(2) Under the condition that both the main communica-
tion system and AmBC are constrained by the quality
of service, we have studied the issue of the minimum
transmit power of the access point (AP) based on IRS
assistance. This problem is nonconvex, so convex
optimization methods cannot be used directly to
solve this problem. At the same time, to solve this
problem through exhaustive search methods, the
time complexity will be very high. Therefore, we pro-
pose an iterative optimization method to optimize
the minimum transmit power of the AP. Through
joint beamforming and IRS phase shift design, the
proposed iterative optimization method can effec-
tively reduce the minimum transmit power of the AP

The rest of this paper is organized as follows. Section 2
introduces system model and problem formulation. Section
3 presents the optimization algorithm based on an alternate
iteration. Section 4 presents numerical results and Section 5
concludes the paper.

Notations: scalars are represented by italic letters, vectors
are represented by bold lowercase letters, and matrices are
represented by bold uppercase letters. jxj represents the mod-
ulus of the complex number. kxk represents the Euclidean
norm of the complex-valued vector x. diag ðxÞ represents a
diagonal matrix, and each diagonal item is a corresponding
item in x. trðXÞ represents the trace of the square matrix X.
X ≽ 0 means X is a positive semidefinite matrix.

2. System Model and Problem Formulation

2.1. System Setup. The intelligent reflective surface- (IRS-)
enhanced spectrum sharing system includes a primary com-
munication system and a secondary communication system,
as shown in Figure 1. The primary communication system is
a MISO downlink communication system, which consists of
a receiver and an access point (AP) with M antennas. The
secondary communication system is an AmBC system,
which consists of a receiver and a backscatter device (BD).
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The backscatter device in the secondary system is a passive
device, and its information transmission depends on the AP
signal. We assume that the receiver in the primary communi-
cation system and the receiver in the secondary communica-
tion system are the same receiver. In other words, the receiver
receives and demodulates the signal from the backscatter
transmitter and the signal from the BS, simultaneously. For
ease of expression, we denote the receiver as the cooperative
receiver (CR). To improve QoS, an IRS with N passive reflec-
tive elements is used to help this spectrum sharing system
communicate. The IRS equipped with an intelligent control-
ler can be based on the signal propagation environment, and
each reflective element can dynamically adjust the amplitude
and phase shift of the incident signal.

2.2. IRS Model. IRS is a very promising green communication
technology, which can reconfigure the wireless propagation
environment through software. The IRS can modify the wire-
less channel between the transmitter and the receiver
through a highly controllable reflection unit. This paved the
way for the realization of a controllable wireless environ-
ment. Since IRS has no RF link, it has the advantages of low
cost and low-energy consumption. Because the beam of the
IRS is controllable, there is no need for complex interference
management between IRSs. Assuming that the IRS is a
frequency-selective surface, it allows certain RF signals to
pass, absorb, or reflect certain signals. That is to say, IRS
can reflect RF signals in a specific frequency band but cannot
reflect RF signals in other frequency bands.

The IRS consists of N reflect elements, and each element
n ∈ f1, 2,⋯,Ng can reflect the incident signal with a com-
plex reflection coefficient. The complex reflection coefficient
of the nth reflection element can be expressed as βne

jθn ,
where βnϵ½0, 1�, ∀n ∈ f1, 2,⋯,Ng is the amplitude gain and
θnϵ½0, 2πÞ, ∀n ∈ f1, 2,⋯,Ng is the phase shift. Although in
theory, the amplitude gain can be adjusted within the interval
[0,1]. But adjusting amplitude gain and phase shift at the
same time will greatly increase the complexity of the system.
Therefore, without loss of generality, we take the upper
bound of the interval [0,1] as the amplitude gain of all reflec-
tion elements, i.e., βn = 1, ∀n ∈ f1, 2,⋯,Ng. Then, the reflec-

tion coefficient matrix can be written as
Θ = diag ðejθ1 , ejθ2 ,⋯ejθN Þ.
2.3. Backscatter Model. Since both IRS and BD can reflect sig-
nals, the signal will be reflected multiple times between IRS
and BD, which greatly complicates the problem. We assume
that the PT transmits a continuous wave signal with carrier
frequency f c and bandwidth B to communicate with the
PR. In order to avoid the above-mentioned problems, BD
adopts the following modulation method. First, BD uses a
method similar to FSK modulation to shift the signal fre-
quency f c to frequency f c + Δf c (only performs frequency
shift; this process does not carry BD data) and then modu-
lates the data that BD needs to send at frequency f c + Δf c,
where Δf c represents the frequency shift of the carrier fre-
quency after BD modulation. Assume that the IRS can only
reflect the signals with a specific frequency and bandwidth.
Based on the difference in channel conditions, we assume
that the IRS allows the reflection of the RF signal with carrier
frequency f c and bandwidth B but cannot reflect the RF sig-
nal with carrier frequency f c + Δf c and bandwidth B. There-
fore, to ensure that the signal sent by the PT and the signal
reflected by the BD do not overlap in frequency, Δf needs
to meet the constraint condition Δf ≥ B. Although the above
process occupies additional spectrum resources, it can effec-
tively solve the problem of multiple reflections between IRS
and BD.

In the process of ambient backscatter communication, we
need to consider the power consumption constraints of the
BD circuit; that is, the ambient signal energy received by the
BD must meet the circuit power consumption constraints to
activate the BD circuit for backscatter communication.
Assuming that the minimum received signal power to main-
tain the normal operation of the BD circuit is Pmin. When
the BD is semipassive, the BD needs other power sources to
supply power. In this case, all received signals are used for
reflection communication. When BD is passive, the energy
of the input signal must be greater than Pmin. In this case, part
of the received signal is used to power the BD circuit, and the
other part is used for scatter communication. Since the passive
BD has no power supply battery, its volume and cost have
advantages compared with the semipassive BD. Therefore, in
the following analysis, we mainly consider passive BD.

2.4. Transmission Model. We assume that the channel is flat
fading and does not change during the coherence time. Then,
we denote the channels of AP-IRS, BS-CR, AP-BD, AP-CR,
IRS-CR, IRS-BD, and BD-CR as Hai ∈ℂN×M ,hHac ∈ℂ1×M , hHab
∈ℂ1×M , hHci ∈ℂ

1×N , hHbi ∈ℂ
1×N , and hbc ∈ℂ1×1. We assume

that CR is assigned a linear beamforming vector, which can
be denoted as w ∈ℂM×1. Then, the signal transmitted by
AP is given as follows:

xap =ws, ð1Þ

where s is the signal that the main communication system
needs to send and Eðjsj2Þ = 1. In this paper, we assume that
IRS allows reflecting the RF signal with carrier frequency f c

IRS

AP CR

BD

Figure 1: IRS-enhanced spectrum sharing system.
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but cannot reflect the RF signal with carrier frequency f c +
Δf c. Then, the signal received by the DB is mainly composed
of two parts: one part is from AP and the other part is
reflected by IRS. The signal received by BD can be expressed
as

yb = hHbiΘHai + hHab
� �

ws: ð2Þ

Since no signal processing is performed in the BD, there
is no noise term at (2), which is consistent with the backscat-
ter literature. Since BD is a passive device, it needs to collect
energy to power its circuit operation. Therefore, the signal
received by the BD will be divided into two parts, which are
used for circuit operation and signal reflection. Denote the
reflection efficiency as α, then the α needs to satisfy the fol-
lowing constraint:

0 < α≪ 1: ð3Þ

Let c denote the signal of BD, then the signal reflected by
BD is given by

xb =
ffiffiffi
α

p
ybce j2πΔft: ð4Þ

The remaining part is used to support the normal opera-
tion of the BD circuit. The power of the signal input for
energy harvesting can be expressed as

Pb = 1 − αð Þη ybk k2, ð5Þ

where η denotes the energy conversion efficiency of BD.
Assume that the minimum power required to support the
operation of the BD circuit is Pmin, then the following con-
straints should be satisfied:

1 − αð Þη ybk k2 ≫ Pmin: ð6Þ

Denote the received signal of CR as ycðnÞ, which is
mainly composed of the signal from AP, IRS, and BD. Then,
ycðnÞ is given by

yc = hHciΘHai + hHac
� �

ws tð Þ + hbcxb + n, ð7Þ

where n ∈ CNð0, σ2Þ denotes the Gaussian noise. Then, the
received signal plus noise ratio (SNR) of demodulated sðnÞ
at the CR is given by

γs =
hHciΘHai + hHac
� �

w
��� ���2

σ2 : ð8Þ

We assume that the primary communication system has
a minimum SINR requirement and denote it as γpth. Then, the
QoS constraints of the primary communication system are
given by

γs ≫ γpth: ð9Þ

After the CR successfully demodulates sðnÞ, the CR can
decode the received signal cðnÞ by performing successful
interference cancellation (SIC). Then, the instantaneous
received SNR of demodulated cðnÞ at the CR is given by

γc =
α hHbiΘHai + hHab
� �

hbcw
��� ���2

σ2
: ð10Þ

We assume that AmBC has the minimum SNR require-
ment γath. To ensure the QoS of AmBC, the following condi-
tions must be met:

γc ≫ γath: ð11Þ

2.5. Problem Formulation. We study the issue of minimum
transmit power under the condition that CR and BD meet
their SNR requirements. Therefore, we need to jointly opti-
mize the beamforming vector of AP, the phase shift of IRS,
and the backscatter coefficient of BD to minimize transmit
power of AP. Then, the corresponding optimization problem
can be written as

P1ð Þ: max
Θ,α:w

wk k2, ð12aÞ

s:t: 1 − αð Þη ybk k2 ≫ Pmin, ð12bÞ

hHciΘHai + hHac
� �

w
��� ���2

σ2
≫ γpth,

ð12cÞ

α hHbiΘHai + hHab
� �

hbcw
��� ���2

σ2
≫ γath,

ð12dÞ

0≪ α≪ 1, ð12eÞ

0 ≤ θn ≪ 2π, ∀n = 1, 2,⋯,N: ð12fÞ
Obviously, (P1) is a nonconvex problem. There is no

optimal solution to this problem. Next, we will analyze and
simplify this problem so that it can be solved effectively.

3. Optimization Algorithm Based on
Alternate Iteration

It can be seen that the problem (P1) is affected by multiple
variables, which makes the problem difficult to solve. We
use alternating optimization to solve problem (P1), which
iteratively optimizes one variable while holding the others
constant. In this section, we will introduce in detail how to
solve problem (P1).

3.1. Transmit Beamforming Vector Optimization. When the
phase of the IRS Θ and the reflection efficiency of the BD α
are fixed, the vectors hHciΘHai + hHac, hHbiΘHai + hHab, and ðhHbi
ΘHai + hHabÞhbc are fixed. Define gac = hHciΘHai + hHac, gab =
hHbiΘHai + hHab, and gbc = ðhHbiΘHai + hHabÞhbc, then problem
(P1) can be expressed as
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P2ð Þ: min
w

wk k2, ð13aÞ

s:t: 1 − αð Þη gabwj j2 ≫ Pmin, ð13bÞ
gac wj j2
σ2

≫ γpth, ð13cÞ

α gbcwj j2
σ2

≫ γath: ð13dÞ

By observing (P2), we noticed that kwk2 = trðwwHÞ,
jgac wj2 = trðwwHgHacgac Þ, and jgab wj2 = trðwwHgH

abgab Þ.
Define X =wwH , Gac = gH

acgac, Gab = gHabgab, and Gbc = gHbc
gbc. Then, problem (P2) can be equivalently written as

P3ð Þ: min
X

tr Xð Þ, ð14aÞ

s:t:tr XGabð Þ 1 − αð Þη≫ Pmin, ð14bÞ
tr XGacð Þ≫ γpthσ

2, ð14cÞ
tr XGbcð Þ≫ γathσ

2, ð14dÞ
X ≽ 0, ð14eÞ

rank Xð Þ = 1, ð14fÞ
where problem (14a) is linear in X, then constraints
(14b)–(14d) are linear inequalities in X. X ≽ 0 means that
the matrix X is a symmetric positive semidefinite matrix,
and the set of symmetric positive semidefinite matrices is
convex. Note that the rank constraint in (14d) is the only
nonconvex constraint. Therefore, we can use the SDR
method to relax this constraint. Then, problem (P3) can be
rewritten as

P4ð Þ: min
X

tr Xð Þ, ð15aÞ

s:t:tr XGabð Þ 1 − αð Þη≫ Pmin, ð15bÞ
tr XGacð Þ≫ γpthσ

2, ð15cÞ
tr XGbcð Þ≫ γathσ

2, ð15dÞ
X ≽ 0: ð15eÞ

Obviously, problem (P4) is a standard convex semidefi-
nite program (SDP), which can be optimized by a convex
optimization solver such as CVX. Generally, the rank of the
solution of problem (P4) is generally not equal to 1, which
means that the optimal value of (P4) is the lower bound to
satisfy (P3). Therefore, the solution of problem (P4) needs
to be further processed to satisfy the constraint of problem
(P3). First, we eigenvalue decomposition of X as X =UΣ
UH , where U is a unitary matrix and Σ is a diagonal matrix.
Then, a suboptimal solution of problem (P3) can be
expressed as w =UΣ1/2e, where e is uniformly distributed
on the unit sphere. w may not satisfy the constraints of
(15b)–(15d). However, all constraints can be satisfied by sim-
ply scaling w to find a feasible weight vector.

3.2. IRS Phase Shift Optimization. Since the objective func-
tion (14a) in the problem (P1) depends only on w, the opti-
mization of Θ can take the form of a feasibility problem.
When w and α are given, problem (P1) can be expressed as

P5ð Þ: findΘ, ð16aÞ

s:t: 1 − αð Þη gabwj j2 ≫ Pmin, ð16bÞ

gac wj j2
σ2

≫ γpth, ð16cÞ

α gbcwj j2
σ2

≫ γath, ð16dÞ

0 ≤ θn ≪ 2π, ∀n = 1, 2,⋯,N: ð16fÞ
Let v = ½v1, v2,⋯, vN �, where vn = ejθn , ∀n = 1, 2,⋯,N .

Then, the constraints in (16f) are equivalent to jvnj = 1, ∀n
= 1, 2,⋯,N . In problem (P5), the variables related to Θ are
gab, gac, and gbc, so we need to change the forms of gab, gac
, and gbc to get the ideal expressions. By observing gab = hHbi
ΘHai + hHab and gac = hHciΘHai + hHac, gab and gac can be

rewritten as gab = �hHbi �Θ�Hai and gac = �hHci �Θ�Hai, respectively,

where �hHbi = ½hHbi 1�, �hHci = ½hHci 1�, �Θ = diag ðejθ1 , ejθ2 ,⋯ejθN , 1Þ,
and �Hai = ½Hai h

H
ab�. Similarly, gbc = ðhHbiΘHai + hHabÞhbc can

be rewritten as gbc = �hHci �Θ�Haihbc. Substituting gab = �hHbi �Θ�Hai
into (16b), we can get

1 − αð Þη �hHbi �Θ�Haiw
��� ���2 ≫ Pmin: ð17Þ

Let Φab = diag ð�hHbiÞ�Haiw and �v = ½v 1�, then j�hHbi �Θ�Haiwj
2
in

(17) can expressed as j�hHbi �Θ�Haiwj
2
= j�vΦabj2. Based on the

following, the fact
thatj�vΦabj2 = trð�vΦabΦ

H
ab�vHÞ = trð�vH�vΦabΦ

H
abÞ, we have V

= �vH�v and Rab =ΦabΦ
H
ab.Then, (17) can be rewritten as

tr VRabð Þ 1 − αð Þη≫ Pmin: ð18Þ

Substituting gac = �hHci �Θ�Hai into (18), we can get

�hHci �Θ�Hai w
��� ���2 ≫ γpth σ

2: ð19Þ

LetΦac = diag ð�hHci Þ�Haiw andΦbc =Φabhbc, then j�hHci �Θ�Hai wj
2

in (19) can be expressed as j�hHci �Θ�Hai wj
2
= j�vΦacj2. Based on

the following the fact thatj�vΦabj2 = trð�vH�vΦacΦ
H
acÞ, we can

have Rac =ΦacΦ
H
ac. Then, (19) can be rewritten as

tr VRacð Þ≫ γpth σ
2: ð20Þ
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According to j�vΦbcj2 = trð�vH�vΦbcΦ
H
bcÞ and V = �vH�v,

(16d) can be rewritten as

tr VRabð Þ hbcj j2α≫ γathσ
2: ð21Þ

Then, problem (P5) can be expressed as

P6ð Þ: findV, ð22aÞ

s:t:tr VRabð Þ 1 − αð Þη≫ Pmin, ð22bÞ
tr Vð Racð Þ≫ γpth σ

2, ð22cÞ

tr VRabð Þ hbcj j2α≫ γathσ
2, ð22dÞ

V ≽ 0, ð22eÞ
vnj j = 1, ∀n = 1, 2,⋯,N , ð22fÞ

rank Vð Þ = 1: ð22gÞ
To obtain an explicit solution of feasible V, we can con-

vert problem (P6) into an optimization problem based on
constraints (22b)–(22f). Then, we introduce the slack vari-
able μ to represent the difference between the achievable cir-
cuit constraint value and its requirement, then the
optimization problem is as follows:

P7ð Þ: max
V

μ, ð23aÞ

s:t: tr VRabð Þ 1 − αð Þη≫ Pmin + μ, ð23bÞ
tr VRacð Þ≫ γpth σ

2, ð23cÞ

tr VRabð Þ hbcj j2α≫ γathσ
2, ð23dÞ

V ≽ 0, ð23eÞ
vnj j = 1, ∀n = 1, 2,⋯,N , ð23fÞ

rank Vð Þ = 1: ð23gÞ
By relaxing the rank constraint, i.e., rank ðVÞ = 1, the

problem can be transformed into a convex optimization
problem, which can be easily solved using CVX. Then, we
perform Gaussian randomization on the solution obtained
by solving the CVX to obtain a rank-one solution. The pro-
cess of Gaussian randomization is as follows. First, perform
eigenvalue decomposition on V to get V =UΣUH , where U
= ½e1, e2,⋯, eN+1� is a unitary matrix and Σ = diag ðλ1, λ1,
⋯, λN+1Þ is a diagonal matrix. Then, let �v = ejargðUΣ1/2rÞ, where
r ∈ CNð0, 1Þ. For the independently generated Gaussian ran-
dom vector r, the target value �v is approximately the maxi-
mum one of problem (P7) among all r. Then, we can get
the IRS phase shift v = ej½�v/�v½N+1��ð1:NÞ, where ½�v/�v½N + 1��ð1
: NÞ represents a vector containing the first N elements of �v
/�v½N + 1�.
3.3. Reflection Coefficient Optimization. Next, we will discuss
the optimization method of reflection coefficient. The feasi-
bility problem can be written as

P8ð Þ: find α, ð24aÞ

s:t: 1 − αð Þη gabwj j2 ≫ Pmin, ð24bÞ

gac wj j2
α gbcj j2 + σ2

≫ γpth, ð24cÞ

α gbcwj j2
σ2

≫ γath, ð24dÞ

0≪ α≪ 1: ð24eÞ
Based on (24b)–(24e), we can get the value range of α.

The value range of α can be expressed as follows:

σ2γath
gbcwj j2 ≪ α≪min 1 − Pmin

η gabwj j2 ,
gac wj j2
γpth gbcj j2

−
σ2

gbcj j2
 !

:

ð25Þ

Obviously, the value of α is determined by w and Θ.
Therefore, if the optimal values of w and Θ cannot be deter-
mined, we cannot obtain the optimal value of α in a limited
time.

However, by observing Algorithms 1 and 2, we can draw
the following conclusions: for given α and Θ, we can find the
optimal w of problem (P2) according to Algorithm 1; for
given α and w, we can find the optimal Θ of problem (P5)
according to Algorithm 2. Therefore, for a given α, we can
alternately use Algorithms 1 and 2 to solve the local optimal
solution of problem (P1). To facilitate practical implementa-
tion, we consider that the backscattering coefficient can only
adopt a limited number of discrete values. Let L indicate the
number of backscattering coefficient levels. For simplicity, we
assume that such discrete backscattering coefficients are
obtained by uniformly quantizing the interval ð0, 1�. Thus,
the set of discrete backscattering coefficients is given by

F = Δα, 2Δα,⋯, 1f g, ð26Þ

where Δα = 1/L. Let αl = lΔα, l = 1, 2, 3, ::, L. Then, we can
solve the local optimal values Θl and wl for each αl of prob-
lem (P1). LetW = ½kw1k2, kw2k2,⋯, kwLk2�. Then, the opti-
mal solution of problem (P1) can be given by

w∗,Θ∗, α∗ð Þ = arg min Wð Þ: ð27Þ

Then, take the Θl, wl, and αi that minimize kwlk2 as the
solution to problem (P1). Algorithm 3 gives a detailed
description of the alternate optimization algorithm, where ε
is a threshold for the increment of the objective value until
convergence.

4. Simulation Results

In this section, we will evaluate the performance of the algo-
rithm. To effectively evaluate the proposed algorithm, we
consider the settings shown in Figure 2. The default locations
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of the AP, IRS, CR, and BD are ð0, 0Þ, ð50, 10Þ, ð50, 0Þ, and
ðd, 0Þ, with all coordinates in meters hereafter.

The default number of IRS elements is N = 100, while the
AP has 8 antennas. We assume that all channels are indepen-
dent Rayleigh fading, and the path loss index is set to 2.2 and
the reference distance is 1m. For all channels, the path loss at
1 meter (m) is set to 30 dB. For ease of analysis, we assume
that each channel coefficient is uniformly randomly gener-
ated from ½0, 2πÞ. Since there is occlusion between AP and
CR (BD), we assume that the penetration loss is 10 dB. At
the same time, we assume that the antenna gain of AP, BD,
and CR are all 0 dBi and the antenna gain of each reflective

1:Initialize: random IRS phase shifts Θ; random backscatter coefficients α;
2:Optimize problem (P4) by CVX and get X.
3:Get U and Σ, where X =UΣUH

4Get w =UΣ1/2e, where e is uniformly distributed on the unit sphere.
5:Scaling w so as to satisfy constraints (14b)–(14d).

Algorithm 1: Transmit beamforming vector optimization.

1:Initialize: backscatter coefficients α generated in Algorithm 1, transmit beamforming vector w generated in Algorithm 1; number of
Gaussian randomization G
2:Relax the constraint (23d), then optimize problem (P7) by CVX and get V.
3:Perform eigenvalue decomposition V =UΣUH

4:fori = 1 to G do
5:Get a rank-one solution of (P7): �vi = ejargðUΣ1/2rÞend for
6:Obtain the target value of problem (P7), where �v =max μð�viÞ
7:Obtain the target value of problem (P5), where v = ej½�v/�v½N+1��ð1:NÞ

Algorithm 2: IRS phase shift optimization.

1:Initialize: number of backscattering coefficient levels L, number of Gaussian randomization G, and threshold ε.
2:forl = 1 to L do
3:random IRS phase shifts Θi
4:While the change of the objective function (12a) is higher than the threshold εdo
5:Optimize problem (P4) by CVX and get X.
6:Get U and Σ, where X =UΣUH

7:Get wl =UΣ1/2e, where e is uniformly distributed. On the unit sphere.
8:Scaling wl so as to satisfy constraints (14b)–(14d).
9:Relax the constraint (23d), then optimize problem (P7) by CVX and get V.
10:Perform eigenvalue decomposition V =UΣUH

11:fori = 1 to G do
12:Get a rank-one solution of (P7), �vi = ejargðUΣ1/2rÞ:
end for
13:Obtain the target value of problem (P7), where �vl = arg max μð�viÞ.
14:Obtain the target value of problem (P5), where vl = ej½�vl/vl ½N+1��ð1:NÞ.
15:Set Θl = diag ðvlÞ for the next iteration.
16: end while
17:ðw∗,Θ∗, α∗Þ = arg min ðkwlk2Þ.
18:end for
19:Return: optimized beamforming vector w∗, optimized phase shift vector Θ∗, optimized reflection coefficient α∗:

Algorithm 3: The alternate optimization algorithm.

AP CR BD

IRS

50 m

10 m

d m

Figure 2: Simulation setup of the IRS-aided IRS spectrum sharing
system.
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element of the IRS is 5 dBi. The noise power is set to -90 dBm.
The threshold ε is set to 0.01. We set the minimum SNR
required to demodulate the primary signal and the BD signal
to 20 dB and 13 dB, respectively.

First, we verified the convergence of the algorithm.When
verifying the convergence of the algorithm, we do not con-

sider the impact of the threshold on the algorithm but only
consider the impact of the number of iterations on the algo-
rithm. To qualitatively analyze the convergence of the algo-
rithm, we locate BD at ð52, 0Þ. At the same time, in order
to illustrate the influence of the number of IRS units on the
convergence of the algorithm, we considered two cases where
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Figure 3: Convergence of the proposed distributed algorithm.
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Figure 4: The influence of the number of reflection units.
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the number of IRS elements is N = 50 or N = 100. As shown
in Figure 3, as the number of iterations increases, the AP’s
transmit power gradually decreases and tends to stabilize.
This shows that the proposed algorithm has good conver-
gence. As shown in Figure 3, when considering the impact
of the threshold on the proposed algorithm, the transmit
power can converge at most in three iterations. That is to
say, when the maximum number of iterations is set to 3,
the proposed algorithm can obtain satisfactory transmit
power. Since the complexity of the algorithm is proportional
to the number of iterations, the more iterations, the lower the
complexity. Therefore, Figure 3 also proves that the complex-
ity of the proposed algorithm is low. At the same time, we can
see from Figure 3 that the greater the number of IRS units,
the smaller the transmit power required by the AP. And the
performance of α = 0:4 is better than the performance of α
= 0:8.

Although Figure 3 shows the effect of different reflection
efficiencies on system performance, it does not reflect the
optimal reflection efficiency required by the proposed algo-
rithm. In Figure 4, we show the effect of different reflection
efficiencies on AP transmit power. We can see that although
increasing the number of IRS units can reduce the transmis-
sion power, the optimal reflection coefficient setting has
nothing to do with the number of reflection units. At the
same time, we can see that the performance of the proposed
algorithm is better than that of the system without IRS
assistance.

However, it can be seen from Figure 5 that the choice of
the best reflection coefficient is related to horizontal distance
between AP and BD. We can see from Figure 5 that as the

horizontal distance between AP and BD increases, the opti-
mal emission coefficient increases. We can also see from
Figure 5 that as the horizontal distance between AP and BD
increases, the transmission power required to ensure the
QoS also increases.

5. Conclusions

Intelligent reflector surfaces (IRSs) can improve the radio fre-
quency environment by adjusting the phase and amplitude of
the incident signal, which provides the possibility for the
widespread deployment of AmBC. In this paper, we intro-
duce a novel IRS and AmBC joint design method. This
method is based on the joint design of an iterative beamform-
ing vector, IRS phase shift, and reflection coefficient to min-
imize the AP’s transmit power. This method can effectively
reduce the transmission power of the access point, and the
simulation results prove the effectiveness of this method.

Data Availability

The data in this paper is based on MATLAB simulation.
According to the method described in this paper, all the data
can be obtained through MATLAB.
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