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This article has been retracted by Hindawi following an investi-
gation undertaken by the publisher [1]. This investigation has
uncovered evidence of one ormore of the following indicators of
systematic manipulation of the publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research reported
(3) Discrepancies between the availability of data and the

research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Peer-review manipulation

The presence of these indicators undermines our confidence
in the integrity of the article’s content and we cannot, therefore,
vouch for its reliability. Please note that this notice is intended
solely to alert readers that the content of this article is unreliable.
We have not investigated whether authors were aware of or
involved in the systematic manipulation of the publication
process.

Wiley and Hindawi regrets that the usual quality checks did
not identify these issues before publication and have since put
additional measures in place to safeguard research integrity.

We wish to credit our own Research Integrity and Research
Publishing teams and anonymous and named external
researchers and research integrity experts for contributing to
this investigation.

The corresponding author, as the representative of all
authors, has been given the opportunity to register their agree-
ment or disagreement to this retraction.Wehave kept a recordof
any response received.
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Internet of Things (IoT) is emerging, and 5G enables much more data transport from mobile and wireless sources. The data to be
transmitted is too much compared to link capacity. Labelling data and transmit only useful part of the collected data or their
features is a promising solution for this challenge. Abnormal data are valuable due to the need to train models and to detect
anomalies when being compared to already overflowing normal data. Labelling can be done in data sources or edges to balance
the load and computing between sources, edges, and centres. However, unsupervised labelling method is still a challenge
preventing to implement the above solutions. Two main problems in unsupervised labelling are long-term dynamic
multiseasonality and heteroscedasticity. This paper proposes a data-driven method to handle modelling and heteroscedasticity
problems. The method contains the following main steps. First, raw data are preprocessed and grouped. Second, main models
are built for each group. Third, models are adapted back to the original measured data to get raw residuals. Fourth, raw
residuals go through deheteroscedasticity and become normalized residuals. Finally, normalized residuals are used to conduct
anomaly detection. The experimental results with real-world data show that our method successfully increases receiver-
operating characteristic (AUC) by about 30%.

1. Introduction

Together with rapid development of 5G, the connection
requirement of wireless devices is also developing due to
the eased connectivity and much shorter (in milliseconds)
delay. A result is that Internet of Things (IoT) technologies
are now used by more than a quarter of mainstream business
compared to 13% six years ago. A great number of industry
companies started to put attention on their IoT time series
data, including but not limited to health care [1] and trans-
portation [2]. While lots of mobile vehicles are connected
to the IoT network as data sources [3], much more data is
produced. On one aspect, it is an opportunity for machine
learning-based data processing methods. On the other
aspect, data transmission is now more challenging.

Moving and remote data source create a challenge that it
is hard to send data, especially using wireless ways, as it is still
expensive to use limited wireless resource to transfer data
even for 5G service providers. In some situations, if real-
time moving vehicle information is needed while radio signal
is limited, then wireless and wired connection may be both
needed to provide support together [4, 5]. This situation is
shown in Figure 1.

For this situation, one way to solve it is to label data near
to sources. It not only reduces the amount of data to transfer
but also balances the computing load between edges and cen-
tres [6]. One more benefit is that labelling different types of
data is good for later prediction [7]. However, most solutions
require labelled data to train labelling models or human
expert rich experience to configurate parameters.
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In this work, we try to solve this problem by enhancing
data preprocessing. Our previous initial feasibility experi-
ments show promising results [8] and we complete the
design here. The main contributions of this work include
detailed steps of the data-driven method to handle heterosce-
dasticity of Internet of Things (IoT) data and comparison of
possible unsupervised labelling methods as well as analysis of
the reasons.

The remaining content is organized as follows. First, the
section introduces the problem and related definitions,
together with previous research that tried to tackle this prob-
lem. Second, the proposed method is thoroughly docu-
mented in the section including steps of data preprocessing,
model building, model adaptation, residual matrix construc-
tion, and anomaly detection. Third, the section describes a
series of experiments using real-world data that are carried
out in order to evaluate and compare the performance of
the proposed method in terms of different metrics. Finally,
experimental results are shown and analysed in the section,
and conclusions are made in the section.

2. Background and Related Work

Here, we consider a system with a centre node. IoT data pro-
cessing happens across the entire system [9]. It starts as early
as the source application data part as shown in the updated
TCP/IP architecture in Figure 2. Example source application
data include camera images, video streaming, temperature,
and other environmental sensed values [10]. The sensed data
are then sent via possible networking routing which could be
fully used for distributed processing [11], especially together
with the application layer [12–14]. Physical layer choice mat-
ters as the emergency level and importance level differ among
transported data which should be optimized carefully [15,
16]. When the data finally arrive at the centre, data mining
algorithms could be applied [17] to analyse and conduct pre-
diction in most cases.

Regarding labelling and detection of anomalies in time
series, much work has been done. Previous work can be

categorized in different ways from different aspects [18]. A
typical categorization includes the following categories.
Probability-based methods calculate a density distribution
and use some kind of thresholds to the distribution centre to
label anomalies [19]. Distance-based methods set thresholds
regarding how far an instance deviates from its neighbours.
The measurement can be defined distances, such as in k
-nearest neighbours [20], or some kind of cost of separation
such as decision tree-based methods [21]. Reconstruction-
based methods catch patterns and calculate the expected
values of instances to get the difference, i.e., residuals, and then
use residuals to conduct labelling [22, 23]. Boundary-based
methods, such as support vector machine [24], provide a
boundary or hyperplane to separate abnormal instances from
normal ones. In addition, ensemble methods can be used to
improve the accuracy and robustness of above methods [25].
For the above-mentioned methods, reconstruction-based
methods give not only residuals but also comprehensive pat-
terns and models. Thus, this work focuses on providing a pre-
processing procedure to calculate and standardize residuals as
the first step of reconstruction-based methods.

For reconstructed residuals, as the original saved data is
huge and long-term, one common problem is the variance
of residuals are time-dependent, i.e., heteroscedasticity [26].
Using traffic flow as an example, the variance is high during
noon time when the flow itself is high as shown in Figure 3.
Vice versa, the flow and its variance are both low after mid-
night. This causes problems for labelling algorithms as many
of them cannot distinguish high variances with anomalies.

During literature review, we found two methods that try
to solve the above two problems at the same time. One
method is SARIMA-GARCH (Seasonal Auto-Regressive
Integrated Moving Average-Generalized Auto-Regressive
Conditional Heteroscedasticity) [27]. Another one is TBATS
(Trigonometric Box-cox transform, ARMA errors, Trend
and Seasonal component) [26]. Thus, those two methods
are also tested in this work. For the final detection part,
SHESD (Seasonal Hybrid Extreme Studentized Deviate test)
[28] shows promising results in experiments [29–31] and is

Wired networkMobile network

Management center

Figure 1: Data transmission across multiple 5G wireless and wired networks among sources, edges, and centres.
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used here. It is worth mentioning that there are plenty of alter-
native methods while this work focuses on preprocessing.

3. Methodology

The proposed method includes three main steps which are
preprocessing, building day-of-week (DOW) models, and
solving flow-level-heteroscedasticity problem. This part
describes the method in detail. The entire procedure is sum-
marized in Figure 4.

3.1. Preprocess Data. In this part, data are loaded and then
divided into seven groups according to day of week.

For consecutive zeros (continuous three or more zeros)
which means controlled access or device malfunction, set
flags and replace the instances with null:

vflagi =
1, if ri is in consecutive zeros,
0, otherwise:

(
ð1Þ

where ri is the ith measured flow rate value.
Instead of using original natural daily periods, we use a

new starting point. The purpose is to find a base where the
starting flow rates of seasons are low and similar so that the
robust fitting could work better in latter steps. It is worth
mentioning that (daily) seasons may start from other time

than midnight. Actually, the starting point is calculated to
be around 3 am in the experiments.

Nseasons = Norigin

Nperiods

� �
, ð2Þ

where Nseasons is the number of complete seasons, Norigin is
the original number of instances (about 288 × 406 days),
and Nperiods is the number of periods (i.e., instances) per
day (e.g., 288 per day for 5-minute interval data).

All complete seasons are put together to construct a
matrix:

R = s1 s2 ⋯ sis ⋯ sNseasons
� �

, ð3Þ

=

r1,1 r1,2 ⋯ r1,is ⋯ r1,Nseasons

r2,1 r2,2 ⋯ r2,is ⋯ r2,Nseasons

⋮ ⋮ ⋱ ⋮

rip ,1 rip ,2 rip ,is rip ,Nseasons

⋮ ⋮ ⋱ ⋮

rNperiods,1 rNperiods,2 ⋯ rNperiods,is ⋯ rNperiods,Nseasons

2
666666666664

3
777777777775
,

ð4Þ
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Figure 2: Data flow and process architecture.
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Figure 3: Overview of typical time series with heteroscedasticity.
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with each season constructing a column, e.g., s1 =
½r1, r2,⋯, rNperiods �T .

Then, separate the seasons/columns into groups; here, we
use the day of week of the season starting point as the criteria;
thus, there are 7 groups (G1,⋯G7) with similar number of
instances for each group.

Gi = s7n+i ∣ n = 0, 1, 2,⋯and 7n + i ≤Nseasonsf g: ð5Þ

3.2. Build the Main Models. Now, seven day-of-week (DOW)
models are built with the key concept of median. The build-
ing algorithm is designed in the way that it can set up several
workers in parallel to improve building performance.

To get a specific modelMi, a matrix R̆im
is constructed by

using all seasons (all columns) of Gi:

R̆im
=

r̆1,1 r̆1,2 ⋯ r̆1,ir ⋯ r̆1,NMi

r̆2,1 r̆2,2 ⋯ r̆2,ir ⋯ r̆2,NMi

⋮ ⋮ ⋱ ⋮ ⋮

r̆ip ,1 r̆ip ,2 r̆ip ,ir r̆ip ,NMi

⋮ ⋮ ⋮ ⋱ ⋮

r̆Nperiods,1 r̆Nperiods,2 ⋯ r̆Nperiods,ir ⋯ r̆Nperiods,NMi

2
666666666664

3
777777777775
:

ð6Þ

NMi is the number of complete seasons for a specific
model mi.

Seven DOW models Mdow
i (i = 1,⋯,Nmodels where

Nmodels is 7 in this paper) are built by applying median filters
to R̆im

.

We can present all models as columns of a matrix:

M = m1 m2 ⋯ mim
⋯ mNmodels

� �
, ð7Þ

=

~r1,1 ~r1,2 ⋯ ~r1,im ⋯ ~r1,Nmodels

~r2,1 ~r2,2 ⋯ ~r2,im ⋯ ~r2,Nmodels

⋮ ⋮ ⋱ ⋮ ⋮

~rip ,1 ~rip ,2 ~rip ,im ~rip ,Nmodels

⋮ ⋮ ⋮ ⋱ ⋮

~rNperiods,1 ~rNperiods,2 ⋯ ~rNperiods,im ⋯ ~rNperiods,Nmodels

2
666666666664

3
777777777775
,

ð8Þ
where the im = 1, 2,⋯,Nmodels indicates model index and the
ip = 1, 2,⋯,Nperiods indicates time point (period) index of
day. Thus,

~rip ,im =med rowip
R̆im

� �
, ð9Þ

where R̆ip ,im = fr̆i ∈ Rg, i.e., R̆ip ,im ⊂ R and contains all r’s with

the time point index of day ip which belongs to model Mim
.

3.3. Adapt like Regressors. This part calculates fitted models
using M-estimation considering the above model matrix
and each individual season.

An M-estimator is then computed iteratively with
reweighted least squares (IRLS):

β t+1ð Þ = arg min
β

〠
Nperiods

ip=1
wip

β tð Þ
� �

εip βð Þ
��� ���2, ð10Þ
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Figure 4: Summary of the proposed procedure.
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where the scaling and addition parameters β = ½k, b�, and
residuals from the previous fit (using season is belongs to
model im as an example):

ε βð Þ = sis − f a mim
, βis ,im

� �
= colisR − kis ,im colimM + bis ,im

	 

:

ð11Þ

Thus, the residual matrix:

E =

ε1,1 ε1,2 ⋯ ε1,is ⋯ ε1,Nseasons

ε2,1 ε2,2 ⋯ ε2,is ⋯ ε2,Nseasons

⋮ ⋮ ⋱ ⋮

εip ,1 εip ,2 εip ,is εip ,Nseasons

⋮ ⋮ ⋱ ⋮

εNperiods,1 εNperiods,2 ⋯ εNperiods,is ⋯ εNperiods,Nseasons

2
666666666664

3
777777777775
:

ð12Þ

During the estimation, the weights are calculated as:

w = w1,⋯,wip
,⋯,wNperiods

h i
=
ψγ ε/cð Þ

ε
, ð13Þ

where c is a scaling factor:

c = med abs εð Þð Þ
η

, ð14Þ

and ψ is in Huber family:

ψγ xð Þ =
x, if xj j ≤ γ,
γ sign xð Þ, if xj j > γ,

(
ð15Þ

while η is a constant 0.675 and γ is 1.345 which correspond to
regression estimator 95% efficiency. If M-estimation fails
(rarely), then constrained M-estimation (CM) [32] is used
(which is always working for our data). CM is proposed by
Mendes and Tyler for regression and is more robust while
keeping the same breakdown point (i.e., 1/2) though slower.

3.4. Construct the Residual Matrix.While having the adapted
models, the raw residuals can be calculated directly. How-
ever, the raw residuals contain different variations on differ-
ent flow levels. Thus, this part also removes flow-level-
related heteroscedasticity.

For adapted models, i.e., f aðm, βÞ, let us take values of
adapted models and round them to integers then we get flow
levels as integers l of each time point.

L = f a m, βð Þeb , ð16Þ

= ŝ1 ŝ2 ⋯ ŝis ⋯ ŝNseasons
� �

, ð17Þ

=

l1,1 l1,2 ⋯ l1,is ⋯ l1,Nseasons

l2,1 l2,2 ⋯ l2,is ⋯ l2,Nseasons

⋮ ⋮ ⋱ ⋮

lip ,1 lip ,2 lip ,is lip ,Nseasons

⋮ ⋮ ⋱ ⋮

lNperiods,1 lNperiods,2 ⋯ lNperiods,is ⋯ lNperiods,Nseasons

2
666666666664

3
777777777775
:

ð18Þ
Be aware that the flow levels are rounded from adapted

model values instead of measured. For example, suppose 9
am traffic is 85 in the DOW model, 90.3 in the adapted
model, but only 10 in the measured traffic (due to an incident
or so); then, the traffic flow level is 90, i.e., flow level is a
adapted and generalized description which represents what
the traffic should be during a similar day.

Suppose the minimum and maximum integers (levels) in
L are:

lmin = min lip ,is

� �
, lmax = max lip ,is

� �
, lip ,is ∈ L, ð19Þ

then we can generate a level vector

L̆ = lmin lmin + 1 ⋯ lil ⋯ lmax
� �

, ð20Þ

= l̆1 l̆2 ⋯ l̆il ⋯ l̆N levels

h i
, ð21Þ

which contains all integers from lmin to lmax and N levels =
lmax − lmin + 1 denotes the number of total flow levels.

For all level items/values in adapted models L, adapted
models do element-wise XNOR logic and we get a mask
matrix A with ones indicating the time points/instances with
flow levels of lil .

Ail
= �lil ⊕ L = aia ,ja ∣ ia = 1, 2,⋯,Nperiods ; ja = 1, 2,⋯,Nseasons

n o
,

ð22Þ

aia ,ja =
1, if lip ,is = lil ,

null, otherwise:

(
ð23Þ

Let us apply this mask Ail
to E and take all the matched

values then calculate the variance (standard deviation) for
an arbirtary level null items and related calculation are
ignored during this process.

Ĕil
= A · E = εip ,is ∣ aip ,is = 1

n o
, ð24Þ

vil = std Ĕil

	 

: ð25Þ

The variances for different levels vary, thus heteroscedasti-
city. When putting all variances for all levels to get a variance/-
heteroscedasticity vector, note that residuals from neighbour
levels are used when the amount of residuals is insufficient.
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V = v1 v2 ⋯ vil ⋯ vN levels
� �

: ð26Þ

Later, all residuals E are divided by the time point’s level’s
variance to get “normalized residuals.” First, for levels of each
time point, i.e., lip ,is , find its corresponding variance:

îl ip, is
	 


= arg where
il

lip ,is = l̆il , ð27Þ

v̂ip ,is = vîl ip ,isð Þ: ð28Þ

Generate a matrix of all residual’s corresponding variance:

V̂ =

v̂1,1 v̂1,2 ⋯ v̂1,is ⋯ v̂1,Nseasons

v̂2,1 v̂2,2 ⋯ v̂2,is ⋯ v̂2,Nseasons

⋮ ⋮ ⋱ ⋮

v̂ip ,1 v̂ip ,2 v̂ip ,is v̂ip ,Nseasons

⋮ ⋮ ⋱ ⋮

v̂Nperiods,1 v̂Nperiods,2 ⋯ v̂Nperiods,is ⋯ v̂Nperiods,Nseasons

2
666666666664

3
777777777775
:

ð29Þ

Normalized residuals are:

R′ = rip ,is′ ∣ ip = 1, 2,⋯,Nperiods ; is = 1, 2,⋯,Nseasons
n o

,

ð30Þ

where

r′ip ,is =
rip ,is
v̂ip ,is

: ð31Þ

3.5. Detect Using Normalized Residuals. Finally, normalized
residuals are sent to detection algorithms. The entire proce-
dure is also presented in pseudocode (Algorithm 1).

4. Experiments

This section describes data, practical procedure, and the way
we conduct experiments.

4.1. Data Specification. The one-year long real-world data are
collected from a highway. Ground truth anomaly (incidents)
labels are generated by using the extended system mentioned
in [33]. The data are imputed using the method from [34]
before any processing. One device sends a monitored flow

1: procedure DOW-FLH (Original Time Series)
2: set flags for consecutive zeros ▹Handel Dirty Data
3: for each day do
4: find the time point index (TPI) of the lowest flow
5: end for
6: find TPIs’ median number as starts of daily seasons, e.g., 3 am
7: for model mim

in all DOW models do▹Build DOW Models
8: take all seasons related to mim

to a group
9: remove flagged consecutive zeros
10: calculate median of grouped seasons as the model mim
11: end for
12: for model mim

in all DOW models do ▹Fit/Adapt to Get Scalings k and Additions b
13: for each realted season do
14: remove flagged consecutive zeros
15: estimate k, b by robustly fitting mim

to the season
16: rounding all values of the fitted model to integers as the season’s flow levels
17: get residuals as the difference between the fitted and the season
18: end for
19: end for
20: for each flow level Standardize Residuals (FLH) do▹Standardize Residuals (FLH)
21: take all residuals for this flow level (or with neighbours if not enough)
22: calculate standard deviations (STD)
23: end for
24: consider all STDs with all flow levels as the flow level heteroscedasticity (FLH)
25: divide each residual with timely corresponding STD to standardize
26: for each detection algorithm do ▹Detection
27: feed the entire standardized residual time series to the algorithm
28: get algorithm-specific anomalies or anomaly scores
29: end for
30: return the list of anomalies or anomaly scores
31: end procedure

Algorithm 1: DOW-FLH Modelling for Data Preprocessing
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record at five-minute intervals. Each record contains some
traffic statistics such as flow rate and average speed. This road
carries undersaturated flow except in holidays’ noons, where
is 15min average?

4.2. Experimental Setup. The experiments are done in a desk-
top computer with AMD Ryzen 5-3600 (6 Cores, 3600MHz)
and 16GB DDR4 memory. To be fair, we only implement
our method; other algorithms are taken from public domain
such as GitHub.

Our implementation is done in the R programming envi-
ronment version 3.4.3 with RStudio 1.3.1056, AnomalyDe-
tection 1.0, forecast 8.2, feather 0.3.3 as well as the Python
programming environment version 3.6.7/3.6.9 with library

arch 4.8.1, statsmodels 0.9.0, feather-format 0.4.0/0.4.1,
numpy 1.16.0/1.19.4, pandas 0.23.4/1.1.4, scikit-learn
0.19.2/0.23.2, scipy 1.2.2/1.5.4, ipykernel 5.3.4, and ipython
7.16.1.

SHESD was originally implemented to give only binary
results so we modified it by adding testresult − criticalvalue
to get anomaly/outlier scores. Also, as the max allowed
anomaly (outliers) ratio is 50%, we mark all nontested ones
the same score as the lowest score.

4.3. Evaluation Measurement and Metrics. Receiver-operat-
ing characteristic (ROC) is used as the main evaluation met-
ric as it provides an accurate and visualized way to present
detecting results. One important value from ROC is area
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under curve (AUC) which is also known as A′ (“a-prime”),
or concordance-statistic (c-statistic). It is a measure of good-
ness of fit that is often used for binary classification model-
ling results evaluation; therefore, we use it here.

5. Results and Analysis

As shown in Figure 5, our DOW and DOW-FLH methods
are superior with regard to AUC. DOW with and without
FLH performs similar considering AUC of 0.693 from both
algorithms which are 26.9% better coverage than other algo-
rithms on average (AUC 0.546). What is more, DOW-FLH is
preferred for less false positives on the optimal cut-off point
compared to DOW without FLH due to the data sensitivity
to false positive. May move below to analysis? For unbal-
anced datasets such as traffic flows, this behaviour gives pos-

itive influence. The reason is that some false-negative
instances introduce only minor issues for true-negative ones
as negative instances are majority while the same amount
false-positive instances impact true anomalies (incidents)
much more.

We analysed the detection ratio and AUCs for different
situations and found some interesting results. For device
malfunction incidents, most algorithms cannot notice it as
shown in Figure 6. The possible reason is that other algo-
rithms are tracking no-flow situation without considering
normal situation. Note that good seasonal modelling
(DOW) should work with suitable variance handling
methods, as inappropriate variation handling (i.e., GARCH)
may otherwise reduce the effectiveness.

Figure 7 shows level to residual characteristics diagnos-
tics. The mean of residuals (blue line) is mostly under 2 but
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Figure 7: Flow level with corresponding instance numbers andmean, STD, and span of residuals (instance number per level is scaled down to
be shown in this figure).
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increases rapidly to be about 5 when the flow level is greater
than 150. This is due to the fact that extreme levels (greater
than 150) occur only during few big holidays, so this scenario
is hard to be caught by models. The standard deviations
(green line) is mainly increasing which represents one key
problem, i.e., heteroscedasticity. The purple line represents
the number of instances per level, and it becomes very small
for extreme scenarios in both directions of x-axis. The num-
ber of span is used to include neighbour levels when one
level’s corresponding instances are too few to calculate rea-
sonable statistics. In summary, it can be seen that the relation
mapping from levels to residual characteristics are nonlinear.
This explains why the proposed data-driven algorithms per-
form better.

DOW successfully modelled patterns and FLH success-
fully suppressed heteroscedasticity for normal data compared
to others as the residuals are shown in Figure 8. Other algo-
rithms, when being compared to DOW-FLH, cannot distin-
guish data with vs. without abnormalities, such as shown in
Figure 9. This could be an advantage for GARCH-based
methods when tracing rapid change in (nonseasonal) time
series with heteroscedasticity, but it becomes an disadvantage
and hides possible abnormal data instances here. The problem
with TBATS and SARIMA is that they could not successfully
model the patterns and produces residuals with much noise
which leads to low signal-noise ratio as shown in Figure 10.

Previous work has shown that ARIMA and GARCH can-
not be adapted to seasonality with many periods such as here
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288 periods per season. Instead, they will adapt to local trend
or rapid change add plots; therefore, they are not suitable to
detect anomalies lasting beyond their detection abilities. This
characteristic could be an advantage when quick predicting
traffic for short-term time is needed.

6. Conclusion and Future Work

The experiment results show that the proposed DOW algo-
rithm is good at matching multiseasonality time series
patterns, and FLH can solve heteroscedasticity problem.
DOW-FLH-modelled residuals can be used for labelling
anomalies; then, the chosen data can be sent to either edges
or centres for further process.

As discussed above, the proposed DOW-FLH in this
work is good at modelling and labelling multiseasonal IoT
time series for the edge-centre structure. However, other
compared algorithms, including SARIMA- and TBATS-
based ones, are more mature and may be good at local trend
prediction. Also, edge computing can engage crowdsourcing
and related active learning [35] to make full use of advantages
provided by edge-centre structure.

This point can be further tested in later research.
Labelling can be treated as a classification question, and

many new algorithms can work on this task. Especially, recent
development regarding classification using belief theory is
showing promising results [36], and it is good for multisource
scenarios in edge-centre computing. Thus, this might be a
good enhancement for our current work, and we look forward
to investigate more about it in the future work.

In summary, the proposed DOW-FLH method performs
well during experiments using multiseasonal IoT time series
and should be considered to use when labelling is needed in
edge-centre computing structure.
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At present, the study of upper-limb posture recognition is still in the primary stage; due to the diversity of the objective environment
and the complexity of the human body posture, the upper-limb posture has no public dataset. In this paper, an upper extremity data
acquisition system is designed, with a three-channel data acquisition mode, collect acceleration signal, and gyroscope signal as
sample data. The datasets were preprocessed with deweighting, interpolation, and feature extraction. With the goal of
recognizing human posture, experiments with KNN, logistic regression, and random gradient descent algorithms were
conducted. In order to verify the superiority of each algorithm, the data window was adjusted to compare the recognition speed,
computation time, and accuracy of each classifier. For the problem of improving the accuracy of human posture recognition, a
neural network model based on full connectivity is developed. In addition, this paper proposes a finite state machine- (FSM-)
based FES control model for controlling the upper limb to perform a range of functional tasks. In the process of constructing
the network model, the effects of different hidden layers, activation functions, and optimizers on the recognition rate were
experimental for the comparative analysis; the softplus activation function with better recognition performance and the adagrad
optimizer are selected. Finally, by comparing the comprehensive recognition accuracy and time efficiency with other
classification models, the fully connected neural network is verified in the human posture superiority in identification.

1. Introduction

There are more than 10 million new strokes per year world-
wide [1], and stroke is still the leading cause of death and dis-
ability among adults [2]. With the accelerating aging of the
society and the prevalence of unhealthy lifestyles, stroke dis-
eases have shown explosive growth and are getting younger.
Strokes are characterized by high incidence and disability,
with World Health Organization data showing that strokes
have a disability rate of up to 80%. The economic burden is
10 times greater than that of myocardial infarction. There-
fore, prevention and treatment are urgent, and the rehabilita-
tion system for patients needs to be improved.

Stroke patients’ recovery of limb function is one of the
most important aspects of rehabilitation. At present, there
are several different types of rehabilitation therapy in clinic,
such as electromyographic feedback therapy, electrical stim-
ulation therapy, and motor imagery mental training therapy,
while the most highly regarded in clinical practice is func-
tional electrical functional electrical stimulation (FES), with
stimulation electrodes worn on the limbs of stroke patients
consisting of the controller send out stimulation signals to
electrically stimulate specific muscles to enable the limb to
perform various types of functional rehabilitation or to per-
form daily activity, which in turn leads to the recovery of
limb function. Stroke patients need to perform specific
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functional tasks in the process of rehabilitation, so an effi-
cient control strategy needs to be designed. At the same time,
due to the lack of existing public datasets, it is urgent to estab-
lish a database, design algorithms to analyze sensor device
data, and identify the upper-limb posture movement of
stroke patients. This can provide reference for the rehabilita-
tion and rehabilitation effect of stroke patients. It provides an
effective solution.

The paper is divided as follows: Section 2 presents the
related work on this field. Section 3 and Section 4 demon-
strate the methodologies. Section 5 shows the results and dis-
cusses the findings. Finally, Section 6 concludes the paper.

2. Related Work

The related work in this paper concerns FES control and
upper-limb posture recognition, and the following sections
will focus on these two components.

2.1. Related Work on FES Control. Functional electrical stim-
ulation (FES) is often used for rehabilitation treatment of
stroke or spinal cord injury. For individuals with motor ner-
vous system damage, FES can activate the skeletal muscle of
paralyzed patients by implementing low-level electrical
pulses on motor neurons [3] and activate corresponding
muscles according to different expected movements [4].
Since Liberson et al. first used FES to rehabilitate a prolapsed
foot in 1960 [5], FES has been proved to be one of the impor-
tant methods to treat stroke rehabilitation or spinal cord
injury. Sabut et al. proposed a combination of FES and gen-
eral rehabilitation program, which has a significant effect
on improving the muscle strength of patients [6]. It is not
easy to use FES to control the target skeletal muscle at a high
level. When FES stimulates the muscle, the muscle response
to the stimulation is nonlinear and time-varying, and indi-
viduals with nervous system damage are often accompanied
with time delay [7]. There are open-loop, closed-loop, and
state machine-based control strategies in FES system to deal
with the above problems.

Open-loop control strategy is a simple but reliable con-
trol strategy, which is widely used in various control systems.
However, due to the low precision of open-loop control and
the lack of automatic correction ability, closed-loop control
solves this problem [8]. The closed-loop FES control system
usually consists of feedback signals, error detection and cor-
rection processes, and a model used to determine the output
of the system. For example, Zhang et al. proposed an
electromyography-based closed-loop torque control strategy
of functional electrical stimulation [9], and FES-evoked elec-
tromyography (EMG) was used to reflect the state of the
stimulated muscle, so as to compensate the muscle strength
adaptively. Compared with open-loop control, the closed-
loop FES system using surface electronics (sEMG) biases
feedback from bilateral arms for enhancing upper-limb
stroke rehabilitation [10]. Dodson et al. used a closed-loop
controller to compensate for electromechanical delay
(EMD) to increase the energy expenditure of the hybrid neu-
ral prosthesis and prolong the onset of muscle fatigue [11].

Compared to open-loop control, closed-loop control strate-
gies have better automaticity and adaptivity.

Generally, a FSM controller is composed of a set of states,
state transition conditions, input signals, and output
functions [12]. Each “state” corresponds to a movement
stage, and the “state transition condition” realizes the exit
of FES from each movement. Condition, finite state control
usually contains multiple states, each action corresponding
to each state is predefined, and the transition between states
is determined by the current state and artificial signals. Finite
state machine has been proved to be an effective control
method to realize the functional tasks of upper limbs. For
example, the upper-limb auxiliary system designed by Wang
et al., which combines FES with robotic exoskeleton, realizes
the control of finite state machine based on embedded envi-
ronment. The finite state machine is designed as an advanced
controller, which sends commands to the embedded control-
ler in real time to assist the grasping task realized by the assis-
tant [13]. The experimental results proved the effectiveness of
this method.

2.2. Related Work on Posture Recognition. The human body
posture recognition mode is divided into vision-based
human body posture recognition and sensor-based human
body posture recognition [14, 15]. The first one mainly
uses support vector machine [16, 17], hidden Markov,
and other algorithms [18]. The recognition success rate or
the efficiency of the algorithm is ideal, but it is more envi-
ronment dependent, the conditions are limited, and the
sensor used to capture the human body posture has the
characteristics of small size, high sensitivity, and is easy
for users to carry [19, 20].

Abobakr et al. proposed a holistic posture-based analysis
model [21] that uses the Kinect. The sensor acquires the data,
estimates the joint angle of the human body by inputting the
depth image and uses a deep convolutional neural network
model for the joint perspectives for regression [22], uses
comprehensive training images to simulate different body
movement tasks, and obtains highly generalized learning
models to achieve higher attitude prediction rate [23]. In
2019, Xu et al. implemented depth information and skeletal
tracking based on Microsoft Kinect V2 sensors to perform
human posture recognition [24], and based on this, human
fall detection was implemented. First, a Kinect V2 sensor
was used to process the human joint data generated by the
skeletal tracker, and then, the optimized BP neural network
is used for posture recognition and based on this to detect
falls, by training the neural network using a dataset generated
by the Kinect tracker and using other body trackers for test-
ing. Finally, posture recognition and fall detection were
experimentally validated and tested in real time over the
entire operating range of the sensor. The overall accuracy of
the NITE tracker used for the drop test was experimentally
98.5%, and the worst accuracy was 97.3 percent. University
of Brahem et al. mounted an accelerometer on the foot to
track and identify foot movements [25]. University of
Schwarz et al. used a MEMS sensor to capture and recognize
hand movements, which in turn accomplished a medical
office doctors’ human-computer operation with a computer
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[26]. The feedback from the sensors effectively reduces the
possibility of injury during jumping [27]. Lim et al. at
Nanyang Technological University, Singapore, invented a
wearable wireless human armmotion capture sensing system
[28] that captures and recognizes human posture using accel-
eration sensors and bending sensors for human-computer
interaction in medical applications for stroke patients in
recovery training. Wang et al. analyzed the signal character-
istics of accelerometers and gyroscopes on representative
[29], the feature information is extracted, a DT model-
based classifier is proposed, and the angle deviation is
weighted by an improved PCA algorithm. On average, the
experimental results proved that the average accuracy of the
pose of other was close to 97.1%, improving the PCA-based
angular bias method judgment accuracy.

In 2018, Cai et al. presented a process analysis and Fisher
vector-based encoded human action recognition framework
[30]; first, by applying Procrustes analysis and local retention
projections, apply pose-based features extracted from silhou-
ette images. The distinguishing shape information and the
local manifold structure of the human pose are preserved
and remain invariant for translation, rotation, and scaling.
After the pose features are extracted, a recognition frame-
work based on Fisher vector coding and multiclass support
vector machines is used for the human motion classification,
and the experimental results demonstrated the effectiveness
of the method.

3. Control Strategies

The FES controller is generally composed of a series of preset
states and state transition conditions, input signals, and out-
put functions. In this case, each “preset state” corresponds to
a movement phase, and the “output function” of each state
performs a gradual change of muscle stimulation to its
respective targets (the target can be zero) and finally main-
tains it on these targets. “Condition of state transition”means
the precondition of exiting each movement stage. The poten-
tial “input signal” set of FSM controller can be the data mea-
sured by accelerometer units connected to different parts of
the body, angle data, button status, and clock time.

3.1. FSM Controller for Upper-Limb FES. The general exis-
tence form of FSM controller is composed of a series of
movement phases with time sequence (real rectangle) and
natural transition (solid arrow) between each movement
phase. Figure 1 shows the transition between states. There
is a neutral phase in FSM, that is, the first state, which does
not involve in stimulating any muscle parts. Users can cus-
tomize the total number of stages of FSM controller, but
not less than 2 states, which is determined by the selected
execution task. FSM returns to the first phase, the neutral
phase, whenever the transition conditions of the final phase
are met. Therefore, the execution of functional tasks is always
in the neutral state. Dashed arrows indicate transitions
between special phases (such as default timeout and emer-
gency stop), and any phase can transition to a neutral phase.
It is specified that normal transition has higher priority than
abnormal transition.

The timing of the transition between phases is deter-
mined by the condition of the state transition, and the timing
of the transition is expressed by the input signal and the cur-
rent state. GUI can be used to customize the parameters of
FSM, including the number of states, stimulus parameters
of each state (stimulation thresholds, ramps, and target),
and state transition conditions (timeout, combination logic,
angle triggers, etc.).

Ramp time is a user-defined parameter in FES, which
represents the ramp time from the current target to the new
target. Figure 2 illustrates the variation of pulse width. The
ramp rate is determined by the ramp time and two consecu-
tive nodes in the stimulus curve. In this way, when the stim-
ulus level is different, the shorter the ramp time, the higher
the ramp rate.

The realization of ramp is determined by the frequency of
FSM. In this paper, we decide to use 20Hz; then, the mini-
mum time step is 0.05 seconds. This prevents users from
noticing any delay.

Phase conversion is determined by the current input sig-
nal and conversion conditions. The FSM controller can
obtain up to four acceleration data to capture the motion of
each part of the upper limb (i.e., hand, upper arm, and lower
arm). In this case, the acceleration data of accelerometer will
be transmitted to FSM controller in real time during the exe-
cution of functional tasks. In order to improve the flexibility
of the system, this paper uses logical operators (N/A and OR)
to combine two Boolean conditions to create conversion
rules.

Let us discuss an example to show how FSM can custom-
ize settings for specific FES tasks. As shown in Figure 3, this
FES task consists of five phases: “neutral,” “reach for door,”
and “grass handle.” In stage 5, the forearm extensor is stimu-
lated to reach the state of releasing the door handle. The

State 1 State 2 State 3

State 5State n

State 4

Figure 1: The transition between each state.

Phase (i+1)

Pulse with (𝜇s)

Phase (i+2)

Target (i+2)
for muscle (k)

Target (i) dir
muscle (k)

Threshold (j)

Threshold (k)

Ramp time Ramp time Time (s)

Target (i+2)
for muscle (j)

Phase (i)

Figure 2: Rise to a threshold (before the rise) and fall from a
threshold (after the ramp down).
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transition between states is an instantaneous event after the
conditions are met. This example will be carried out in the
experimental part, and the realization of each part of FSM
is described in detail.

The execution of FES task is reflected in the FSM con-
troller, which can be regarded as the state transition of
each movement stage according to a certain time sequence
and transition conditions. Table 1 lists the Boolean condi-
tions of each phase transition in the door opening task.
Two accelerometers are used to record the movements of
the lower arm and the upper arm, respectively, which
can be used as the transition of phases 2 to 3 and 4 to 5,
and it can also be used as a condition for triggering phase
transition. In the transition from stage 4 to stage 5 in this
example, the logical operator is OR, which means that only
one of condition A and condition B is satisfied and the
phase transition be carried out, that is, the upper arm
angle is reduced by 45° and the phase 4 is kept for 5 sec-
onds, and the state transition can be triggered. It should
be noted that the transition between phases depends not
only on the state transition conditions, but also on the
current state.

3.2. Implementation of the Finite State Machine Controller.
This paper uses MATLAB and Simulink to implement a
real-time FSM controller under the Windows platform. The
real-time online data acquisition, processing, and stimulation
parameter control are realized by Simulink. The components
and input/output of the FES control system are described in
Figure 4. The FSM controller can input the button pressing
signal in real time, time-out clock and three-axis acceleration
data, and real-time output of stimulus pulse width (μ sec),
pulse amplitude (MA), and waveform. The waveform is pre-
set and fixed; the Simulink simulation system runs at 20Hz,
implementing real-time angle tracking, angle triggering,
FSM controller and security review.

The real-time input of FSM controller includes the abso-
lute angle value of x-axis and vertical direction measured by
Xsens unit, the “space bar” button in GUI is used as the
switch state button, the “enter” key is used as the emergency
state button, and the time-out clock time is also included.

The design of FSM controller includes the design of state
transition control, stimulation output control, and the
research of improving the robustness of angle trigger. The
output of FSMwill be transmitted to the safety module in real
time. The safety module is located between the controller and
the stimulator. The safety block can prevent the pain caused
by improper stimulation level. Because the safety block will
limit the pulse width of a single pulse, the pulse amplitude,
i.e., the total charge, and the maximum step size of the ramp,
the safety block will stop the stimulation of the stimulator
when any limit is exceeded to verify the security of the whole
system. Figure 5 is the flow chart of FES control system of
upper limb.

4. A Proposed Posture Recognition Algorithm

4.1. Data Acquisition Equipment. In this paper, the
MPU6050 sensor module that satisfies the above

Button press

Transition condition
For exiting phase:

Timeout – 4 sec

Transition condition
For exiting phase:

Angle change – lower
arm – decrease by 45°
OR
Timeout – 5 sec

Transition condition
For exiting phase:

Timeout – 4 sec

Transition condition
For exiting phase:

Angle change – upper
arm – increase by 53°

Transition condition
For exiting phase:

Grasp handle
(Phase 3)

(AD & Tr) + FF
Neutral phase

(Phase 1)

Reach for door
(Phase 2)

(AD & Tr) + FE

Open door
(Phase 4)
PD+FF

Release door
(Phase 5)

FE

Figure 3: Transition between phases.

Table 1: Transition rules of the “open a door” task.

Transition
between phases

LO (logical
operator)

Factor A Factor B

1 to 2 Not/and Press the space bar Invalid

2 to 3 Not/and
Increase upper
arm by 53°

Invalid

3 to 4 Not/and Hold for 4 sec Invalid

4 to 5 OR
Decrease upper
arm by 45°

Hold for
5 sec

5 to 1 Not/and Hold for 4 sec Invalid
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characteristics is used as a data acquisition device to provide
a reliable data source for subsequent research work.

The MPU6050 is a scalable digital motion sensor that
integrates a 3-axis MEMS accelerometer and a 3-axis MEMS
gyroscope processor, which accurately tracks fast and slow
movements. The data collection device is shown in
Figure 6. The measurement range of the sensor is user-defin-
able, and the accelerometer can sense ranges of ±2 g, ±4 g, ±
8 g, and ± 16 g. The angular velocity can be sensed in the

Button pressing:
(i) transition (space bar)

(ii) emergency stop (enter)

Hazomed stimulator

Angle tracking method,
angle triggering algorithm,
FSM controller and safety

check implementation
in Simulink

ClockXsens motion
trackers

Figure 4: The data flow in FES control system.

Data acquisition

Acceleration data input

Angle tracking

Button (transition
& emergency stop)Clock time

FSM controller

Safety check

Outputs to Hasomed
stimulator

Figure 5: The flow chart of upper-limb FES control system.

+Z

+Z +Y

+Y

+X+X

Figure 6: The data collection device.
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range of ±250, ±500, ±1000, and ± 2000°/sec (dps). In the
data acquisition process, the MPU6050 first puts the calcu-
lated values into registers, and then, the microcontroller
reads them via I2C.

4.2. Data Preprocessing. To further process the raw dataset,
the dataset was deweighted, using the gyroscope data as an
example, and the waveforms before and after deweighting
are shown in Figure 7.

Data sawtooth has been eliminated, but still not smooth
enough, in order to complete part of the missing value, the
need to interpolate the dataset to get a smoother interpola-
tion function and the use of three-sample interpolation on
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Figure 7: Sensor data waveforms before and after weight removal.
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Figure 8: Waveform diagram after preprocessing of the side lift data.
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Figure 9: Structural diagram of a fully connected neural network.
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the dataset to deal with the processing of A, B, C three sensors
of the attitude signal shown in Figure 8.

4.3. Fully Connected Neural NetworkModel. The experiments
are mainly conducted using time domain analysis for feature
extraction, with N denoting the number of rows of data in a
time window and i denoting the row of data, and the selected
variance, range, and interquartile range as features define as
follows:

σ2
X tð Þ = lim

n→∞

1
N
〠
N

i=1
Xi tð Þ − μX tð Þ½ �2 = E X2 tð Þ� �

− E X tð Þ½ �ð Þ2,

R = Xmax − Xmin,
IQR =Q¯3 −Q¯1:

ð1Þ

The simple structure of a fully connected neural network
is shown in Figure 9,

where ali denotes the output of the neuron, where l
denotes the number of layers and i denotes the neuron
number; zli denotes the output of the inactivated neuron,
where l denotes the number of layers and i denotes the neu-
ron number; wl

ij denotes the weighting factor of the neuron.
The fully connected neural network obtains the output as
the input of the next layer neuron through the multiplication
and accumulation of the input data and the weight and then
calculates the activation function to realize the forward prop-
agation calculation. According to the error between the final
output layer result and the expected result, the weight param-
eters are adjusted by the back propagation algorithm until the
error between the output and the expected result are
acceptable.

The experimental posture recognition scheme based on a
fully connected neural network is shown in Figure 10.

Hot codes are performed on the labels of the posture
dataset to convert the label variables into a form that the neu-

ral network can easily exploit to model operational efficiency
as well as the nonlinear capabilities of the model.

A fully connected neural network model is constructed.
The fully connected network model constructed in this paper
consists of four components. The first one is the input layer
module, which is responsible for inputting the format of the
posture data and the initialization task of neuron parameters
at each layer during the first execution, setting for each read-
ing of a set of 1590 × 6 pose matrix data. The hidden layer
module consists of a hidden layer containing 30 neurons,
the number of layers is determined by comparing the recog-
nition rate and is responsible for the upper layer neurons, the
output data are weighted and summed, and the activation
function is used to generate the input values from the lower
layer neurons. The output layer module is responsible for
obtaining the predicted probability values for the six postures
from the incoming data from the upper layer neurons. The
tuning module is responsible for calculating the activation
value for each neuron, the loss of each layer based on the acti-
vation value, and the parameter gradient from the output of
the layers start to make parameter adjustments going for-
ward. The posture dataset is trained by the above method
to derive the final recognition model.

5. Experiment

5.1. FES Control Test. This paper uses the “open door” task to
test the FSM controller. The output data of the main mon-
itoring controller includes the following: the accelerometer

Start

Error as expected
Class label hot-

codes

Input layer module

Hidden layer
module

Output layer
module

Reverse output
layer module

Inverted hidden
layer module

Parameter update

End
Y

N

Figure 10: Posture recognition schemes for fully connected neural networks.

Table 2: Stimulation parameters for each channel at different
phases.

Phase
1 2 3 4 5

Channel

1 0 108 108 0 0

2 0 54 0 0 72

3 0 0 72 72 0

4 0 0 0 90 0
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signal of the Xsens unit of the upper arm and forearm, the
change of the vertical angle after each state conversion,
and the phase number and pulse width of each part of
the muscle.

Before running FSM controller, it is necessary to install
the Xsens motion tracking software. The software can
directly collect the real-time acceleration data of Xsens iner-
tial sensor unit on MTX hub from MATLAB. Xsens system
samples the sensor data at the frequency of 100Hz. Refer to
Figure 3 for the muscle parts and transition conditions

involved in the transition of each stage. The specific stimula-
tion parameters can be seen in Tables 2 and 3. The “stimulus
threshold” and “maximum comfortable stimulation” are the
default values, which are 360μs and 0μs, respectively.

The data is collected by healthy subjects in real time when
executing the “open a door” task. The dotted lines in the fig-
ure below indicate the transition between states. Two Xsens
are, respectively, installed on the forearm and the upper
arm to trigger at the starting angle. The corresponding
acceleration data is shown in Figure 11.

Table 3: Stimulated muscles and their stimulation changes at various stages.

Phase Output

Neutral No stimulation

Reach for door Anterior deltoid, triceps, and forearm extensors ramp from threshold to target and then stay on the targets.

Grasp
Both triceps and anterior deltoid rise to the target. Forearm flexors go from threshold to target.

Both channels are at the target location. Forearm extensors shut down by climbing to a
threshold and then decreasing to zero.

Open door
Forearm flexors ramp towards the next target. Posterior deltoid goes from threshold to target.
Both channels stay at their target location. Anterior deltoid and triceps turn off by ramping

to threshold and then decreasing to zero.

Release
Forearm extensors ramp from threshold to target and stay at the target. Posterior deltoid

and forearm flexors turn off by ramping to threshold and then decreasing to zero.
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Figure 11: Acceleration data. (a) Upper arm and (b) forearm.
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Figures 12 and 13 show the stimulation of part of the
muscle tissue at all phases of movement in the example task
of “opening the door” (see Figure 3). The stimulated muscles
corresponding to each stage will ramp to the target level of
that phase.

5.2. Neural Network Test. In order to verify the effectiveness
of the fully connected neural network model for human pos-
ture recognition, this section takes the six human posture
data collected above as an example and performs experimen-
tal validation.

The experimental dataset contains the six classical pos-
tures of forward flattening, lateral flattening, upward elbow
bending, bent elbow backward, wrist upward bending, and
horizontal elbow flexion MEMS sensor signals; in order
for the pose dataset to be applied to the neural network
model, the dataset needs to be preprocessed first. Since
the completion time required for various postures varies,
the length of the sensor signals collected for the posture
samples is inconsistent, so as not to lose the original infor-
mation of the attitude, it requires adding the original signal
data to make the data window consistent. Before perform-
ing the experiments, this paper starts with a procedure to
find the longest pose sample for the prelift, with a comple-
tion time of 5.3 seconds, and to add all the sensor data
through three-sample interpolation for the dataset plus
windows, interpolation is complete, splicing three sensor
data, so that each attitude of the data sample then becomes
1590∗6 in the form of a two-dimensional matrix. When
solving multiclassification problems using neural networks,
the labels need to be digitized, and the digitized class labels
converted to binary matrix representation, such an opera-
tion is called creating dummy variables (one hot encoding)
from categorical variables. As an example, the anterior flat-

tened pose data used in this paper is transformed into the
following labels: [0, 1, 0, 0, 0, 0].

In order to study the effect of the number of hidden layers
on the recognition accuracy and recognition efficiency, this
paper investigates the recognition accuracy of hidden layers
1 to 6 and the time taken; the number of neurons was all
30, and the judgment index was the recognition accuracy.
The comparison results are shown in Table 4. In addition,
the effects of different activation functions and optimizers
on recognition accuracy are compared. The experimental
results are shown in Tables 5 and 6.

To summarize the above comparative experiments, the
fully connected neural network selected a 3-layer hidden
layer structure with an activation function of softplus as well

Phase 1 Phase 2 Phase 3

Stim target
in phase 2 Stim target

in phase 3

Stim target in phase 4 Stim target in phase 1
is always 0 (⇐

threshold)
& 5 ⇐ threshold

Phase 4 Phase 5 Phase 1

Figure 12: The stimulating curve of anterior deltoid and triceps at different phases.

Phase 2Phase 1 Phase 3

Stim target in
phase 2 Stim target in

phase 5

Stim target in phase
1 is always 0 (⇐

threshold)

Phase 4 Phase 5 Phase 1

Stim target in phase 3 ⇐
threshold

Figure 13: The stimulation curve of forearm extensors at each phase.

Table 4: Identification results for different numbers of hidden
layers.

Number of hidden
layers

Average recognition
rate

Time
(seconds)

1 91.27% 14.576

2 81.34% 18.743

3 94.08% 20.492

4 84.18% 26.533

5 89.87% 23.33

6 79.41% 31.106

Table 5: Identification results for different activation functions.

Activation
function

Relu Softplus Sigmoid Tanh Softsign

Average accuracy 91.31% 93.07% 37.84% 81.96% 90.33%
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as an adaptive gradient descent optimizer. And three ten-fold
cross-validation to take the mean value, the recognition rate,
and duration of each algorithm are calculated as shown in
Figure 14.

Known datasets without feature extraction retain good
pose information, and the KNN model has a very good han-
dle on such pose datasets, good recognition performance
(KNN-NFE) with up to 98% recognition accuracy. However,
due to the large sensor signal data, the resulting computation
time is costly and takes as much as 1 second. In contrast, the
calculation time of KNN classifier after feature extraction has
been shortened by an order of magnitude and improved
greatly, but due to the pose information was incomplete
and the average recognition rate dropped to 94%. The logistic
regression model outperformed the stochastic gradient
descent SGD using a linear support vector machine classifier
in terms of recognition rate and computation time classifier,
and the recognition rate is also improved compared to the
feature extracted KNN model. In addition, the fully con-
nected neural network model has a similar recognition rate
and takes less time to compute than the KNN-NFE, which
has the highest recognition rate. Therefore, combining the
recognition accuracy and time efficiency, fully connected
neural networks still have some superiority in pose
recognition.

FES control experiment designed the corresponding
finite state machine control strategy for the door opening
task. The experiment involved the muscle stimulation site,
stimulation parameters, the transition of each stage, and the
transition between each state. The experimental results

proved the effectiveness of the control strategy of finite state
machine, which provided a powerful solution for the clinical
design of rehabilitation plan and the implementation of reha-
bilitation training. The experiment of posture recognition is
based on the recognition of six basic upper-limb movements.
By comparing different classification methods, the practica-
bility of fully connected neural network in posture recogni-
tion is finally determined. This discovery can be combined
with the rehabilitation evaluation of patients in the later stage
and can be used as a reference basis for the evaluation of
patients’ rehabilitation degree, which is of great significance
to patients’ rehabilitation.

6. Conclusions

This paper proposes a FSM controller model that supports
clinical users to personalize settings according to different
FES upper-limb functional tasks, which can be used as a pow-
erful tool for clinicians to customize treatment plans for
patients with different degrees of nerve injury. The imple-
mented FSM controller was tested through the “door
opening” task, and the experimental results proved its effec-
tiveness and feasibility. The model is flexible and convenient,
which greatly improves the convenience of the rehabilitation
system for patients with upper-limb stroke.

In order to identify human posture, this paper starts with
building a posture data acquisition platform and collects 6 of
them in a three-channel data acquisition mode. The classical
posture is recorded in the MEMS sensor data. Then,
preprocessing such as deweighting and triple sample bar

Table 6: Identification results of different optimizers.

Optimizer adam rmsprop sgd adadelta adagrad adamax

Average accuracy 94.25% 96.01% 13.07% 93.17% 97.19% 94.35%

72
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Figure 14: Accuracy and computation time of each algorithm (blue represents the accuracy, and black represents the time).
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interpolation was applied to the acquired dataset, and time
domain analysis was applied from the sensor signal. Features
useful for posture recognition are extracted. Subsequently,
KNN, logistic regression, and random gradient descent were
performed using an experimentally validated classification
model with the goal of recognizing human posture experi-
ments of the algorithms. To verify the superiority of each
algorithm, the data window was adjusted to compare the rec-
ognition speed, computation duration, and accuracy of each
classifier. In order to improve the accuracy of human posture
recognition, a fully connected neural network-based model is
established. In the process of constructing the network
model, this paper investigates different activation functions
and optimizers, and after experimental comparative analysis,
it selects the better-performing softplus activation function as
well as adagrad optimizer. Finally, by comparing the com-
bined recognition accuracy and time efficiency with other
classification models, the adjusted fully connected neural
model in human is more effective and superior in posture
recognition.

In this paper, based on small sample data, we establish a
high-precision attitude recognition model, but there is still
room for improvement, especially for the problem that the
effect of small sample data in deep learning model is not as
good as large-scale data. In the future, we will try to study a
kind of attitude data that can generate typical attitude data
by learning the characteristics of attitude data, so as to
achieve the effect of expanding the sample data, and further
improve in solving the problem of insufficient training
samples.
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Dynamic binary translation (DBT) is gaining importance in mobile computing. Mobile Edge Computing (MEC) augments mobile
devices with powerful servers, whereas edge servers and smartphones are usually based on heterogeneous architecture. To leverage
high-performance resources on servers, code offloading is an ideal approach that relies on DBT. In addition, mobile devices
equipped with multicore processors and GPU are becoming ubiquitous. Migrating x86_64 application binaries to mobile devices
by using DBT can also make a contribution to providing various mobile applications, e.g., multimedia applications. However,
the translation efficiency and overall performance of DBT for application migration are not satisfactory, because of runtime
overhead and low quality of the translated code. Meanwhile, traditional DBT systems do not fully exploit the computational
resources provided by multicore processors, especially when translating sequential guest applications. In this work, we focus on
leveraging ubiquitous multicore processors to improve DBT performance by parallelizing sequential applications during
translation. For that, we propose LLPEMU, a DBT framework that combines binary translation with polyhedral optimization.
We investigate the obstacles of adapting existing polyhedral optimization in compilers to DBT and present a feasible method to
overcome these issues. In addition, LLPEMU adopts static-dynamic combination to ensure that sequential binaries are
parallelized while incurring low runtime overhead. Our evaluation results show that LLPEMU outperforms QEMU significantly
on the PolyBench benchmark.

1. Introduction

A DBT system can run guest applications transparently on a
host machine with a different Instruction Set Architecture
(ISA), and DBT is gaining importance in mobile computing
[1]. Firstly, smartphones are commonly used for various pur-
poses in daily life. With rapid advancements in mobile com-
puting, mobile devices equipped with multicore processors
and GPUs are becoming ubiquitous. Powerful computation
resources allow a wide range of x86_64 application binaries
to be migrated to mobile devices transparently using DBT,
e.g., multimedia and image applications. Mobile Edge Com-
puting (MEC) augments mobile devices with powerful
servers and provides mobile devices with opportunities to
run computation-intensive applications by leveraging edge-
based computational resources [2]. However, edge-based
servers and smartphones typically adopt heterogeneous
architecture, while code offloading which also relies on

DBT is an ideal approach for leveraging high-performance
resources on servers [3].

However, concerns about performance and translation
efficiency constrain the use of DBT in mobile computing.
There are two major factors that affect DBT performance:
(1) translation and emulation overhead and (2) translated
code quality. A DBT system translates one section of the
guest binary code at a time to the host binary code and then
executes it. The translation and emulation overhead of DBT
and execution of the translated code together determine the
overall performance of a DBT system. To achieve an effective
trade-off between the two factors, a DBT system usually per-
forms highly efficient optimizations: it cannot afford sophis-
ticated and complicated optimizations, e.g., polyhedral
optimization.

Ubiquitous multicore processors bring us opportunities
to improve the performance of DBT. However, traditional
DBT systems do not fully exploit the computational
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resources provided by multicore processors, especially when
translating sequential guest applications. Most studies have
focused on leveraging multiple cores to reduce translation
and emulation overhead. Approaches such as parallelizing
loops in guest binaries and generating concurrent code
assigned to multiple cores have been overlooked. One of
the key benefits of this method is that DBT can thus achieve
significant performance improvement when parallelizing
hotspots of guest applications successfully, even outperform-
ing native executing.

In this study, we develop LLPEMU, a DBT framework
that can translate and parallelize affine loops in guest applica-
tion binaries. LLPEMU consists of two components: a
dynamic binary translator for nonhotspot translation and
emulation and a static translator that extracts and parallelizes
affine loops in guest binaries. LLPEMU uses an enhanced
QEMU [4] as its dynamic binary translator and Polly [5] as
the backend polyhedral optimizer of its static translator.
However, instructions for the emulation mechanism in the
translated code impede parallelization. We investigate these
obstacles and present a feasible way to overcome them. With
such a combined static-dynamic approach, we successfully
perform polyhedral optimization while ensuring low runtime
overhead. Our evaluation results show that LLPEMU outper-
forms QEMU significantly on PolyBench.

The main contributions of this study are as follows:

(1) We have developed a DBT framework with a com-
bined static-dynamic design that performs polyhe-
dral optimization on affine loops while incurring
low runtime overhead

(2) We have proposed a loop-level DBT-specific optimi-
zation to provide opportunities to eliminate redun-
dant loads/stores in the target code region

(3) We have investigated obstacles to parallelization that
are created by the emulation mechanism of binary
translation and presented a feasible method to over-
come them

2. Background

As LLPEMU uses an enhanced QEMU as its dynamic binary
translator, this section provides background information
about QEMU. QEMU [4] is a popular open-source dynamic
binary emulator which supports several ISAs such as x86,
ARM, MIPS, and PowerPC. In this work, we use the
process-level emulation of QEMU in LLPEMU.

QEMU is mainly composed of the two following stages:
(1) Emulation: QEMU creates a virtual execution environ-
ment to emulate architecture states of virtual guest proces-
sors. Starting from parsing guest application executable file,
binary code and data are loaded into QEMU memory space.
While translating guest applications at the unit of basic block,
architecture states of virtual processors stored in memory
will be updated according to executing results. (2) Transla-
tion: QEMU facilitates quick emulation of multi-ISA by
using Tiny Code Generator (TCG) [6]. Figure 1 draws an
outline of TCG. The guest machine code on different ISAs

is translated into intermediate representation by TCG. In this
paper, we use TCG IR to refer to that. After highly efficient
IR-level optimization, TCG IR is translated into the host
machine code.

The main loop of QEMU is a translation-emulation loop.
After QEMU initializes the virtual execution environment,
translation starts from entry PC stored in architecture states
of virtual processor, which is set during initialization based
on information extracted from ELF. The guest code starting
from entry PC is translated into TCG IR at the unit of basic
block and then converted into the host machine code. The
execution of the translated code will alter architecture states,
and a new PC will be set. Then, the translation-execution
loop restarts from the new PC.

All these works are done at runtime, leading to the con-
flict of high code quality and low overhead. In fact, QEMU
just perform simple optimization liveness analysis and store
forwarding on TCG IR. For short-running application,
QEMU is an ideal choice. The design of TCG makes QEMU
find the good balance between high-quality code and low
overhead. Therefore, we choose to develop our binary trans-
lation framework based on QEMU.

But when running application with hotspots, especially
multimedia applications with loop nests, QEMU does not
perform well. Frequent control flow switching between exe-
cution of translated host code and QEMU dispatcher results
in many load/store instructions to save program context. The
cache hit rate has also been greatly reduced.

3. Architecture of LLPEMU

In this section, we first discuss the design issues that arise
when developing a DBT framework that parallelizes loop
nests in a sequential guest code by leveraging polyhedral
optimization. Then, we describe LLPEMU in detail.

3.1. Design Issues. Our goal is to enable a DBT system to par-
allelize loop nests in the sequential guest code without incur-
ring high runtime overhead. To this end, we focus on the
following issues.

First, the runtime overhead due to optimization and par-
allelization of the target code should be as low as possible.
However, analyzing and parallelizing binaries can be expen-
sive. To parallelize the binaries, we must perform complex
analysis to recover the CFG and extract the loops. A polyhe-
dral optimizer introduces considerable overhead. Moreover,
not all the loops can be parallelized. DBT can benefit from
parallel execution only when the code is parallelized.

It is crucial to design the system architecture such that it
can extract loops and perform polyhedral optimization with-
out introducing high runtime overhead. On the basis of these
considerations, we propose a combined static-dynamic DBT
system. A dynamic binary translator is responsible for initial-
izing the virtual execution environment and emulating guest
CPUs; loop nests are extracted and parallelized statically
ahead of time.

Although some studies have investigated trace formation
based on dynamic profiling with acceptable overhead [7],
these methods are not entirely suitable for extracting loop
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nests. Trace selection and merging must be performed to for-
mat the loop nests. For better selections of traces, trace merg-
ing is usually performed on the basis of profiling, which
involves high runtime overhead. Moreover, dynamic
approaches cannot reduce the overhead of polyhedral
optimization.

The second issue is how to parallelize loops extracted
from guest binaries. Many polyhedral optimizers have been
developed, such as PLUTO [8] and Polly [5]. However,
nearly all of them focus on source-level optimization. In this
study, we try to adapt these standard compiler tools to a DBT
system to parallelize the guest machine code.

Adapting existing compiler methods designed for the
source code to the DBT IR is a challenging task. Compiler
tools perform analysis and transformations based on the loop
structure and symbolic information. Heavy optimization and
ISA-specific transformations during compilation make the
loop structure and symbolic information unavailable. Thus,
lifting the DBT IR up to the source code needs complicated
decompilation.

On the basis of these considerations, we choose Polly as
our parallelizer. Polly, which has been developed on the basis
of LLVM infrastructure [9], analyzes and parallelizes loops at
the IR level. Lifting TCG IR to LLVMIR does not require
sophisticated decompilation. In addition, there are several
general passes for analysis and optimization. We can use
these passes to develop our transformation for TCG IR. Fur-
thermore, LLVM can generate a machine code on various
ISAs, which matches the retargetability of QEMU. Thus,
LLPEMU can also support various host ISAs.

3.2. Overview of Architecture. The architecture and main
components of LLPEMU are shown in Figure 2. Considering
the adaptation of polyhedral optimization to binary transla-
tion with low overhead, LLPEMU consists of two translators.

3.2.1. Static Translator. In the static stage, loops are extracted
from the guest application and then translated into the paral-
lelized host machine code. Related information files are also
generated to enable the dynamic binary translator to leverage
the static analysis results and load the parallelized code. As an
offline stage, any complicated analysis and optimization will
not increase the runtime overhead. For a specific guest appli-
cation, loops are extracted and optimized before the first run.

However, every run can benefit from a high-quality host
code.

3.2.2. Dynamic Translator. The dynamic binary translator is
responsible for creating and maintaining the virtual execu-
tion environment of the guest application involving memory
space mapping and state structure updating. The nonhotspot
code is translated and executed in the dynamic stage. If the
target PC is the entry of a target loop, the dynamic binary
translator will switch the workflow from translation to the
execution of a statically generated code.

Next, we describe the details of the two stages and discuss
how the static and dynamic stages are combined.

3.3. Static-Dynamic Combination. The static-dynamic com-
bination is central to the LLPEMU in order to achieve an
effective trade-off between high code quality and low runtime
overhead. It is crucial to determine how the static and
dynamic stages can collaborate with each other. We must
ensure that the parallelized code generated statically can be
executed by DBT when translating the target code. The code
switch must not impede the DBT emulation mechanism. In
this section, we focus on the following issues.

3.3.1. Maintaining DBT Emulation. As translation and exe-
cution proceed, DBT alters both the data in the guest mem-
ory and the virtual processor state structure. When
translating the target loops, DBT will redirect the control
flow from the original translation-execution loop to the exe-
cution of the parallelized code generated in the static stage.
Then, the translation-execution loop resumes with the end
state of the parallelized code.

Therefore, the static translator should not only parallelize
the sequential guest binaries but also ensure that the paralle-
lized code it outputs maintains the DBT emulation. DBT can
resume translating with the correct state only if the data in
the guest memory and the state structure are altered as in
the case of DBT.

Many studies have investigated lifting the machine code
to the source code partially or to LLVM IR and then paralle-
lizing the lifted code using compiler tools. Through these
methods, the sequential guest machine code can be directly
converted into the parallelized host code. However, such
code cannot maintain the DBT emulation mechanism.

ARM

TCI ……TCG

Guest
machine code

Host
machine code

TCG IR

IA64 MIPS

Alpha I386 I386

Sparc ……

ARM MIPS

Figure 1: Outline of Tiny Code Generator (TCG).
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Next, we present our method that makes the static trans-
lator output code that is compliant with the DBT emulation
mechanism.

First, a static TCG translator is developed to translate the
guest machine code into TCG IR before conversion into
LLVM IR. As described in Section 2, to emulate the virtual
states, TCG will insert memory manipulation instructions
to update the state structure in the memory. During execu-
tion of the translated code of a basic block, the state structure
is altered according to the results of the instructions. Hence,
we can exploit the TCG to generate a code with state struc-
ture manipulations.

Second, we perform memory space mapping. The base
address of the guest application varies with each run. QEMU
will choose an appropriate address instead of the address
indicated by the ELF file. The target address of memory
access to the guest application is computed on the basis of
the base address. The actual address of the target memory
access is calculated by adding the guest address in the virtual
register to the base address. To overcome this obstacle, the
base address is set as an argument of the package function;
every memory access in packaged loops will be performed
on the basis of this argument dynamically.

3.3.2. Interface Design. To leverage the parallelized code gen-
erated statically, the dynamic translator must know when
and how to switch to the parallelized code. In the static stage,
the code is compiled as a shared library using “-O3 -shared
-PIC.” Each target loop is packaged as a function with the

required runtime component pointers as parameters, such
as the pointer of the state structure and base address. The
function name is a combination of the application name
and entry PC of this loop; a specific target loop can be deter-
mined from the other loops by the two components.

The dynamic translator loads the shared library using
POSIX API during initialization. Dlopen() and dlsym() are
used to obtain a pointer to the function by a given name.
Related information about the target loops is read from files
to enable the dynamic translator to check whether the suc-
ceeding PC is the entry of a target loop. When the dynamic
translator reaches the entry of a target loop, it triggers the
redirection of the control flow to the execution of the opti-
mized code. The advantage of using POSIX API is that we
do not need to relink the optimized code.

3.4. Dynamic Binary Translator. The dynamic binary transla-
tor of LLPEMU is developed from QEMU, and additional
functionality is added so that it can switch to a parallelized
code generated statically when translating target loops. In
the case of target loop nests, the control flow of the dynamic
translator is switched to the execution of the parallelized code
while QEMU translates and emulates the basic blocks one by
one. As a result, the context switching overhead is reduced.

During the initialization of the dynamic translator, infor-
mation about the parallelized loops, including the entry PC
of the target loops and function name of the packaged loops,
is read by parsing related information files. Based on this

Guest binary code
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Hotspots

Static analyser

TCG translator

LLVM translator

ASM code CFG

Parallelizer & code generator
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code
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Figure 2: Overview of LLPEMU.
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information, the parallelized code is loaded and linked, and
the function pointer to the packaged loops is also obtained.

The dynamic translator checks whether the entry PC of a
basic block is also the entry of a parallelized loop to trigger
the switch of the control flow. A simple approach is to per-
form a hash-table lookup when translating a new basic block.
For a large-scale application with a few parallelized loops, the
overhead incurred by a hash-table lookup is unacceptable.

To address this issue, we propose a low-overhead
method. The key aspect of our method is avoiding a hash-
table lookup by leveraging the code cache of the dynamic
translator. As described in Section 2, the main loop of QEMU
is a translation-emulation loop. Before translating a basic
block, QEMU checks whether it has been added to the code
cache. If it can be found, the translated code in the code cache
will directly be executed. We already know the entry basic
block of the target loop by parsing related information files.
Then, the code cache of the entry basic block is generated
during initialization. Code fragments in the code cache are
not the translated code from the basic block but a prologue
to redirect the execution from the code cache to the paralle-
lized code. The parameters are also transferred to indicate
the base address and pointer of the state structure.

This method makes it possible to check for the entry of
the target loops without performing a hash-table lookup
when translating every basic block. The decision of triggering
the switch of the control flow is hidden when finding the code
cache, which QEMU originally needs to do. Nearly no run-
time overhead is incurred by this method, except for the ini-
tialization of the target code cache.

3.5. Static Translator. Static translation starts from extracting
loops from guest binaries. From the assembly code, the con-
trol flow graph (CFG) is reconstructed [10]. Code regions
where the CFG cannot be reconstructed statically will be dis-
carded. For there are always back edges in CFG of loops, it is
easy to extract loops from guest binaries. Then, we attempt to
extend these loops to the outermost to find loop nests, con-
sidering that we can benefit more from larger loop nests.
All found loop nests are marked as a candidate for further
optimization.

An initial estimate is made to check if we can benefit from
parallelization of one loop nest. Here, we simply use loop
counts as the threshold. We insert runtime check instruc-
tions to roll back to the bare sequential version if no benefits
can be gained.

In the following, we show details about how we translate
and parallelize these candidate loop nests.

3.5.1. Translating Machine Code to LLVM IR. The static
translator translates the binary code of the target loops to
the LLVM IR [9] for further optimization. To maintain the
DBT emulation, as described in Section 3.3, the binary code
is translated to TCG IR before conversion to LLVMIR. The
translation is implemented by the TCG translator and the
LLVM translator seamlessly.

The TCG translator is developed from the TCG of
QEMU.We split the TCG from QEMU and extend it to form
a static one. The TCG translator translates the machine code

into the TCG IR at the granularity of a basic block. A basic
block is defined as a single-entry single-exit region of a code
with a control flow instruction at the end.

However, the original TCG cannot check whether the
next instruction is the entry of another basic block and only
finishes formulating a basic block when it meets a control
flow instruction. As a result, basic blocks generated from loop
nests by the TCG usually overlap, leading to complex control
flows and redundant code.

To solve this problem, we insert a jump instruction to the
succeeding instruction as the end of the basic block when we
find that the next instruction is the entry of another basic
block based on CFG.

Next, the TCG IR of basic blocks is taken by the LLVM
translator as input. First, the TCG IR is seamlessly translated
into LLVM IR by one-to-one mapping. Then, the basic
blocks of one target loop are packaged as a function in LLVM
IR, and attributes are added to provide prior information
about DBT. Helper functions in TCG designed to emulate
flags and soft-float computation are inlined. Thus, additional
opportunities are provided to carry out loop-level optimiza-
tion and make it easier for Polly to analyze these loop
functions.

3.5.2. Optimization and Parallelization. The LLVM transla-
tor outputs an equivalent LLVM IR of loop nests with emu-
lation instructions. However, the parallelizer cannot
automatically parallelize target loops by directly taking lifted
IR generated by the LLVM translator. In fact, as the paralle-
lizer, Polly always fails by directly taking lifted IR as input.
We also find that even for nested loops that can be paralle-
lized by Polly in the form of a source code, IR translated from
its sequential machine code cannot be optimized by Polly.

Meanwhile, the code organized at the loop level instead of
the basic-block level provides us with opportunities to per-
form sophisticated optimization such as dataflow analysis.
As QEMU performs only simple optimization within a basic
block, there is still redundant code to be eliminated.
Although there are many aggressive optimization passes,
the LLVM optimizer cannot handle these issues completely
owing to a lack of prior knowledge of the DBT emulation
mechanism.

To overcome these issues, we present a feasible method
for optimizing the unoptimized IR at the loop level and pro-
vide opportunities for polyhedral parallelism. The optimizer
is developed on the basis of prior knowledge of DBT and
implemented as LLVM passes to bridge the gap between
the translator and Polly. Then, IR optimized by the optimizer
will be taken into the parallelizer. Finally, the code with poly-
hedral optimization is output by Polly and compiled into an
executable code as a shared library.

4. Towards Polyhedral Optimization

Since we try to adapt Polly which is designed for the source
code to binaries, we use the static translator to transform
binaries into LLVM IR. As described in Section 3.3, the
TCG translator and the LLVM translator enable this trans-
formation. However, directly taking the unoptimized IR
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output by the LLVM translator as input, Polly cannot per-
form automatic parallelization on the binaries successfully.
Therefore, to bridge the gap between the translated IR and
the IR that Polly can handle, the optimizer has been inserted
between the parallelizer and the LLVM translator in the static
translator. Here, we present our method implemented in the
optimizer for optimizing and transforming unoptimized IR
into a Polly-friendly version.

According to our previous evaluation, we find that there
are two major factors that impede Polly: (1) DBT emulation
instructions are inserted into IR during translation from the
machine code to TCG IR. As LLVM IR are converted from
TCG IR by one-to-one mapping, these emulation instruc-
tions are not optimized. Complicated memory manipulation
for DBT emulation makes IR complicated for Polly; (2) opti-
mization during compilation makes the loop structure and
symbolic information unavailable, and x86 registers are used
for calculation and address computation. From these com-
plex instructions, Polly cannot obtain the information it
needs to model the target loop. In the following, we will elab-
orate on the solution to these two problems.

4.1. Loop-Level DBT-Specific Optimizations. In this subsec-
tion, we focus on redundant code elimination on translated
IR. Only simple optimization like liveness analysis and store
forwarding is carried out within basic blocks by the TCG
translator. The LLVM translator transforms TCG IR to
LLVM IR in a way of one-to-one mapping and integrates
the basic block to the nested loop region with CFG
completely known. Organized as loop nests instead of basic
blocks, the code with high-level structure information makes
it possible to carry out sophisticated optimization like data
flow analysis and other aggressive optimizations.

LLVM passes such as common subexpression elimina-
tion and instruction combination can be used to optimize
some rather simple redundant codes. But due to the lack of
prior knowledge of the DBT mechanism, redundant memory
manipulations related to the DBT emulation mechanism are
overlooked. We all know that redundant memory access will
incur considerable overhead.

In the following, we present our method to eliminate
redundant memory manipulations caused by DBT emulation
at the loop level.

4.1.1. Optimizing Virtual Register Emulation. The dynamic
translator allocates the state structure in the global memory
for each virtual processor to model its architecture state. Data
in virtual registers are read and written by pointers into the
state structure. When translating the x86 machine code into
TCG IR at the granularity of a basic block, several load/store
instructions are generated to alter the architecture state.
However, nearly all such memory access to the state structure
is redundant when the basic blocks are organized as a loop.

A typical example is given in Figure 3. We can see that the
value in virtual register %rax is loaded immediately after the
store instruction without any intervening stores to this state.
Here, we can use the value %rcx.0 to replace all use of the
loaded value and thus forward the store to the load. After this

forward substitution, the store instructions are also exposed
to be optimized by store sinking.

Then, we carry out such optimization at the loop level.
With CFG completely known, such forward substitution
and store sinking are performed across the loop nests. All
redundant store and load instructions to update the virtual
state structure within the loop bodies are eliminated. And
only in the exit basic block, the store instructions are inserted
to update the state structure according to the execution
results of the last iteration.

4.1.2. Stack and Frame Manipulations. The stack and frame
structure in x86 architecture is used to store the intermediate
result of computation and program context. Memory
accesses into stack and frame are performed by using frame
pointer register %rbp and stack pointer register %rsp. As
shown in Figure 4, the memory access into the stack is con-
verted to a sequence of memory operations in LLVM IR.
Such stack manipulation instructions cannot be handled by
general loop passes.

If comparing stack memory cells in guest space to virtual
states in QEMU space, we will find that memory manipula-
tions on these memory cells behave the same. States in state
structure can be addressed by pointers and constant offsets,
while stack memory cells are addressed by %rsp/%rbp and
offsets. To simplify complicated memory manipulations for
emulating x86 stack and frame, we apply forward substitu-
tion and store sinking to these stack memory cells the same
as to virtual states.

4.2. Tailoring IR for Polyhedral Optimization. Polly is a poly-
hedral optimization tool based on LLVM infrastructure. It is
implemented as a set of LLVM passes, to perform analysis
and transformations on IR. As a compiler tool, Polly is
designed to optimize IR generated by Clang, and some passes
in Polly rely on results of general pass such as the loop pass
and SCEV pass.

Polly first formulates the polyhedral model of loops,
starting with the detection of static control parts (SCoPs)
[5] in loops. Only loop nest parts detected as SCoPs will be
optimized by Polly. When a region cannot be detected as
SCoPs, Polly will terminate the analysis on this region
immediately.

Successful analysis of induction variables and memory
access is essential to Polly. Polly obtains information about
induction variables from the SCEV pass and uses the ISL
library [11] to extract information about the stride and
loop-trip count. A GEP instruction is a special instruction
in LLVM IR that is used to calculate the target address of
structural memory access. By taking the structure definition

%rcx.0 = load i64, i64⁎ %rcx_ptr
store i64 %rcx.0, i64⁎ %rax_ptr

%rax.0 = load i64, i64⁎ %rax_ptr
%rax.1 = add i64 %rax.0 %rcx.0, 4
store i64 %rax.1, i64⁎ %rax_ ptr

……2 1

Figure 3: An example of substitution forwarding.
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of the array, pointer to array, index of target element, and
type information as input, a GEP instruction returns the tar-
get address of array access. Polly obtains the structure infor-
mation of array access from the GEP instructions.

From the above-mentioned description, we can deter-
mine that without heavy and architecture-specific optimiza-
tion, loop structure information and symbolic information
remain in IR generated by Clang. Passes on which Polly is
dependent can obtain the loop structure information. How-
ever, translated IR is far more complicated than such unopti-
mized IR; hence, Polly always fails by directly taking the
translated IR as input.

Next, we show these structure gaps and present our
approach to seamlessly transform translated IR into a form
suitable for Polly.

4.2.1. Memory Access Pattern. We already know that Polly
obtains memory access patterns by analyzing GEP instruc-
tions, which involves the structure information of array
access. However, address computation of array access in
translated IR, by taking the values in virtual registers as oper-
ands, is performed similarly to that in the case of x86 archi-
tecture. As a result, Polly cannot reconstruct memory
access patterns of translated IR.

Polyhedral optimization mainly targets affine loop nests,
which requires the array index of array access of an affine
function of induction variables. Symbolic descriptions are
used to represent the array index of the affine memory
address. For example, if i is the induction variable of array
A, then A½i� represents the ith element of array A and mem-
ory references A½i� and A½2i + 1� are affine, whereas A½i/4� is
not.

To convert IR into a form suitable for Polly, it is crucial to
know how the translated IR is organized to compute the
address of array access in affine loops. On x86-64 architec-
tures, the target address of memory access is usually com-
puted as

Target addr = Addr base + s ∗ Index + Offset, ð1Þ

where Addrbase and Index are values stored in registers,
while s and Offset are immediate values. Such address com-
putation can be performed within one instruction by the
underlying x86 architectures.

There are structure gaps between LLVM IR and x86
assembly code. LLVM IR is of the SSA form, and every value
is attached with explicit type information.

An example is shown in Figure 5. The x86 address com-
putation operation is converted to multiple instructions in
LLVM IR with the pattern of “calculation-inttoptr-bitcast.”
“Calculation” refers to operations that compute the target
address by taking integers in virtual registers as input. Then,
an inttoptr instruction is used to convert integer to pointer
type in LLVM, taken by the load/store instruction as input.
These structure gaps make it hard for Polly to model target
loops.

4.2.2. Reconstructing Loop Structure. In the following, we
present our method to reconstruct target loops from the
translated IR. The key strategy is to recover the loop induc-
tion variables and memory access symbolic description.
Based on recovered loop structure information, the trans-
lated IR is then transformed into an equivalent version with
GEP instructions, which is suitable for polyhedral optimiza-
tion on Polly.

To obtain symbolic description of memory access, we
start from the PHI node in LLVM IR. With an initial value,
the variable defined by the PHI node is modified in each iter-
ation. We attempt to reconstruct the induction variable from
these PHI nodes. The SCEV pass [12] is used to obtain the
symbolic description of induction variables.

In particular, a normalized loop counter is introduced for
each loop when there is no normalized one. Starting from
zero, a normalized loop counter is incremented by one in
every loop iteration. When the stride of a variable defined
by the PHI node is constant, we can obtain its symbolic
expression described by the normalized loop counter.

Then, we try to reconstruct the symbolic expression of
memory access. By analyzing the pattern of calculation-
inttoptr instructions, memory access is marked as a candi-
date for reconstruction. A symbolic expression of memory
access is rebuilt using definitions involved in the address
computation. This process is performed recursively by fol-
lowing def-use chains, until it reaches a known induction
variable, an argument, or a loop-invariant variable.

When all the variables participating in the address com-
putation in a loop, excluding loop-invariant variables, can

L :

x86 assembly Unoptimized IR

…
add rax , -0x8 (%rbp) 

…
jl L

…

L :
…

%rbp.0 = load i64, i64⁎ %rbp_ptr
%33 = add i64 %rbp.0, -8
%34 = inttoptr i64 %33 to i64⁎
%35 = load i64, i64⁎ %34
%36 = add i64 %rax.0, %35
store i64 36%, i64⁎ %34

…
br label L 

…

Figure 4: An example of stack manipulations.
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be described by the affine functions of loop indices, this loop
can be marked as a candidate.

For loop nests, the outer loop induction variable is usu-
ally the initial value of an inner loop induction variable. Such
expression substitution and resolution are performed recur-
sively from the innermost to the outermost one. Finally, we
can always obtain the symbolic description of affine access
in nested loops, expressed as

Target addr = Addr base + 〠
n

k=1
indexk ∗ stridek, ð2Þ

where indexk is the induction variable of the kth loop dimen-
sion and stridek is the loop stride. Addrbase is the starting
address of an array.

When we obtain all the symbolic description of induction
variables in nested loops, we have all the information of array
accesses. However, to transform these instructions into
GEPs, we need data type information of array elements. Note
that in x86, variables in registers are not attached with
explicit type information. Variables are stored in general-
purpose registers. Type information of nearly all of them
can be recovered only through the way it is used.

When translating an x86 instruction, TCG will specify a
general type for a variable based on its size. When the general
type is conflicting with operation input, TCG then convert it
to the correct type. After computation, results are converted
back to the original data type and wrote back to virtual regis-
ters or memory cells. Many trunc and bitcast instructions are
inserted into IR to facilitate these data type conversions.

To solve this problem, we recognize the data type partic-
ipating in calculation based on operations on data and unit
size of the array element. To do this, we start from inttoptr
and bitcast instructions to obtain correct data type informa-
tion in calculation. Then, the correct data type is propagated
by following def-use chains until we meet load instructions.
As values are loaded from virtual registers or memory cells,
we consider that we find the source of them. After data type
resolution, the related instructions are modified to generate
GEP instructions.

4.2.3. Separating Emulation Instructions. If a target loop is
successfully reconstructed by our optimizer, Polly can detect
SCoPs in it successfully and formulate the polyhedral repre-
sentation. Then, dependence analysis is carried out to deter-
mine whether a loop is parallel. Even for loops which can be
parallelized in the form of the source code, IR lifted from its

machine code always fails to be marked as parallel by Polly.
In this section, we attempt to address this issue.

We found that virtual register updating instructions
introduce loop-carried dependencies to loop nests. As
described in Subsection 4.1, expression forward substitution
and store sinking are performed to eliminate redundant
load/store instructions for emulating the virtual states. Only
in the exit blocks of loop nests, virtual register states are
updated according to intermediate results of instructions in
the last iteration. However, for single-thread guest applica-
tion, there is only one virtual CPU emulated by QEMU.
These instructions with memory accesses to the virtual states
introduce loop-carried dependencies to target loops because
virtual states are global variables existing in QEMU space.

Since only intermediate results of instructions in the last
iteration are used to alter virtual states, we separate the last
iteration from the others to overcome this problem. Here,
we assume that the loop-trip counts are constants, so it is
easy to determine which is the last iteration. The target loop
is split up into two regions: instructions in the last iteration
and the kernel region with the other iterations. As a result,
loop-carried dependencies caused by emulation instructions
are removed from the kernel region. Then, the kernel region
is fed to Polly to be parallelized.

5. Evaluation

5.1. Experimental Setup. In this section, we present the per-
formance evaluation of LLPEMU. We conducted the experi-
ments with the emulation of PolyBench4.2 benchmark [13],
which consists of kernels in multimedia applications. Here,
we choose 6 programs of them which are optimized well by
Polly. We evaluated the performance of LLPEMU with
x86_64-to-ARM emulation. With an ARM board as the host
machine, LLPEMU takes x86_64 guest binaries (compiled by
Clang -O2) as input and generates parallelized ARM binaries.
The dynamic translator of LLPEMU is developed from
QEMU version 5.1, and we use Polly version 6.0 as the poly-
hedral optimizer. The detailed hardware and software config-
urations are listed in Table 1.

5.2. Speedup of Loop-Level Optimizations. Firstly, we check
the results of LLPEMU running test programs and confirm
that the results generated by LLPEMU are the same as those
from QEMU. The loops in kernels of test programs are suc-
cessfully detected and replaced by the optimized code. Then,
the performance of LLPEMU is compared to that of QEMU.
We use the running time of QEMU translating kernel

Addsd (%rcx, %rdx,1), %xmm0

x86 assembly Unpotimized IR

%21 = add i64 %rcx, %rdx
%22 = inttoptr i64 %21 to i64⁎
%23 = bitcast i64⁎ %22 to double⁎
%24 = load double, double⁎ %23

Figure 5: Difference of address computation.

8 Wireless Communications and Mobile Computing



functions as the baseline. The dynamic running time of
LLPEMU translating kernel functions is measured, and the
speedup achieved by LLPEMU can be computed as

Speedup =
TimeQEMU
TimeLLPEMU

: ð3Þ

The performance of a simple version of LLPEMU only
with loop-level optimizations and the full version with poly-
hedral optimization is shown in Figure 6. The y-axis is
speedup ratios achieved by LLPEMU against QEMU. The
results show that LLPEMU (simple) speeds up all six pro-
gram executions and reaches an average of 5.0x. We also
observe that LLPEMU (simple) achieves speedup ratios from
3.3x up to 9.0x.

The reason why loop-level optimizations can lead to such
improvement mainly comes from two aspects. First, high-
level structure information allows us to perform sophisti-
cated optimizations, leading to high code quality. Second,
taking the loop region as the translating unit reduces context
switch overhead. When QEMU redirects its control to the
execution of the translated code, the program context must
be saved. And after execution, the context will be restored
for control to come back to QEMU. These switches lead to
lots of memory accesses which incur significant overhead.

Our second set of experiments is aimed at evaluating
whether the method we proposed is feasible enough to trans-
form unoptimized IR into the Polly-friendly version. Differ-
ent from the first set of experiments, IR generated by the
LLVM translator is optimized by the optimizer before taken
into the parallelizer. Speedup times are calculated, also with
the execution time of QEMU as the baseline.

From the results, we observe that the translated IR
(except syrk) are parallelized by Polly successfully, and
LLPEMU (full) gains considerable speedup times from the
simple version with only loop-level optimization. Five of
the benchmark programs achieve more than 6x speedup
compared with QEMU, and four of them are more than
10x. The results demonstrate that our method successfully
reconstructs loops in translated IR and transforms them into
a form suitable for Polly. SCoPs in kernels have been detected
and provide information to enable Polly to check whether
they are parallel. It is clear that the method proposed to over-
come obstacles preventing parallelization is feasible.

It is seen that LLPEMU (full) fails to perform paralleliza-
tion transformation on syrk and achieves similar perfor-
mance to its simple version. This comes from parametric
loop bounds used in an inner loop of the syrk kernel. Our

method cannot handle parametric loop bounds, and loops
with it will not be marked as a candidate. Parametric loop
bounds are usually stored in registers which require more
complex analysis and symbolic derivation to recover loop
bounds from binaries. Kotha et al. [14] have proposed a
method to extract parametric loop bounds from registers in
a pattern-matching way. Because Polly can analyze parame-
trized loops, we believe that this problem can be handled by
LLPEMU integrated with more sophisticated analysis and
transformations.

5.3. Quality of Parallelized Code. This evaluation is aimed at
examining the quality of the parallelized code generated by
LLPEMU and measuring how many opportunities our
method provides for Polly to perform polyhedral optimiza-
tions. Figure 7 presents the performance of the native ARM
code, kernel code generated by LLPEMU in 6 threads, and
native ARM code parallelized by Polly. Here, the native code
is compiled using “Clang -O2.” “Polly-6” represents for the
native code parallelized by Polly in 6 threads.

From the results, we observe that the kernel code gener-
ated by LLPEMU is even better than the native code with
an average 3.09x speedup. This observation supports the
importance of leveraging polyhedral optimization in DBT.
Because kernels in benchmark programs are all loop nests
with simple computation, parallelization results in a large
portion of performance improvement. Thus, the perfor-
mance of code generated by LLPEMU differs from that of
“Polly-6” slightly.

Next, we move to the comparison of LLPEMU and
“Polly-6.” From the results, we observe that LLPEMU on
gemver is only about 40% of “Polly-6.” The reason that causes
slowdown is that our method fails to eliminate all loop-
carried dependencies. We found that loop-level optimiza-
tions eliminate most of those dependencies, but it is still
required to perform more advanced optimizations to elimi-
nate them all. If we eliminate such dependencies, we could
still achieve performance improvement like the other four
programs.

It is also seen that LLPEMU is always slower than “Polly-
6” with an average of 90% excluding gemver. The reason for
this phenomenon is that there are many additional instruc-
tions in kernels generated by LLPEMU. As described previ-
ously, assumptions are made and runtime validation needs
to be done in kernels to make sure those assumptions are
right. If not, kernels will roll back to a sequential version
instead of a parallelized one. Besides, emulation instructions
and manipulations to package the kernel function to a Polly-
friendly version also reduce the speed.

6. Related Work

The novelty of this study is the proposal of a feasible way to
improve the performance of a dynamic binary translation
system by leveraging polyhedral optimization at the loop
level. Beyond automatic parallelization, this study provides
opportunities for further optimization, such as automatic
vectorization [15] and hotspot offloading [16], to platforms
with more powerful computation resources.

Table 1: Hardware and software configurations.

Processor ARMv8 (big.LITTLE)

Frequency Up to 2.0GHz

Cores 2 cortex-A72 cores+4 cortex-A53 cores

OS Ubuntu 18.04

Linux kernel 4.4.179

Memory 2GB
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By leveraging DBT for various purposes, such as cross-
ISA emulation, transparent optimization [17], and profiling
[18], many optimization approaches have been proposed.
This paper is aimed at achieving better performance when
migrating multimedia applications across ISAs using DBT.
To this end, we leverage polyhedral optimization to generate
the concurrent code that exploits abundant multicore
resources.

6.1. Binary Translation. To the best of our knowledge, the
approach that is the most closely related to LLPEMU is
HQEMU [7]. HQEMU is a trace-based dynamic binary
translator that is also built on QEMU and uses LLVM as
the backend optimizer. Small sections of the code are inserted
at the beginning of each translated code region to obtain pro-
filing information. Based on profiling information, trace
detection and merging are performed. Then, the traces are
optimized and translated into the host machine code by opti-
mizers on different processor cores. This approach involves
profiling and trace optimizing at runtime, and it does not

carry out polyhedral optimization to generate the concurrent
code. In its DBT system, optimizers are attached to different
processors to reduce the runtime overhead. By contrast,
LLPEMU detects and parallelizes loops statically. Thus, with
high-level information of the target loops, sophisticated opti-
mization can be performed while incurring low runtime
overhead. Furthermore, instead of using multiple cores to
reduce the optimization overhead, LLPEMU generates a con-
current code to directly improve the execution performance.

Some other multithread DBT systems have also been pro-
posed. COREMU [19] emulates multiple cores in the full-
system model. Its system is parallelized by creating multiple
QEMU emulators and assigning them to multiple threads.
In a different way, Ding and Chang [20] parallelize QEMU
internally and propose a method to arrange critical sections
carefully. Their goal is to improve the performance of emu-
lating multithread applications by parallelizing DBT systems,
and they did not perform sophisticated optimization on the
translated code. Their DBT systems cannot benefit as much
when translating sequential applications, whereas our system
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is mainly aimed at parallelizing loops in sequential
applications.

6.2. Binary Parallelization. There has been some prior work
in binary parallelization. Sato et al. [21] proposed a dynamic
code parallelization system (ExanaDBT) that also applies
Polly to LLVM IR recovered from the binary code. However,
their approach cannot work with DBT, and they assume that
target loops do not contain access to global variables. By con-
trast, virtual states in binary translation are stored as global
variables, and most of our work is related to these global var-
iables. Pradelle et al. [22] partly lift binaries to C code and fed
them to a polyhedral compiler. Kotha et al. [14] proposed a
static binary parallelizer, which uses a dependence vector to
determine whether a given loop should be parallelized. How-
ever, all these approaches are aimed at transparently paralle-
lizing binaries within the same ISA. Instead, our system
translates and parallelizes loops in guest binaries into a
cross-ISA concurrent code and supports various architec-
tures, as it uses retargetable tools QEMU and LLVM.

7. Conclusions and Future Work

In this paper, we presented LLPEMU, a dynamic binary
translation framework that automatically parallelizes the
guest binary code. LLPEMU translates and parallelizes loop
nests in the guest binary code statically and switches to the
parallelized code at runtime. The static-dynamic combined
design allows LLPEMU to perform analysis and polyhedral
optimization with low runtime overhead. Further, we investi-
gated factors that impede parallelization of translated IR by
the polyhedral optimizer of LLPEMU and proposed a feasible
method to overcome these obstacles.

We have evaluated the performance of LLPEMU on the
PolyBench benchmark. The results show that LLPEMU suc-
cessfully performed translation and parallelization on loop
nests in x86_64 binaries and achieved a considerable perfor-
mance improvement over QEMU and even over the native
sequential code in some cases.

In the future, this work must be extended and improved
from the following aspects: (1) performing more powerful
analysis and more aggressive optimizations to remove data
dependencies in reconstructed loop nests and (2) extending
the ability of our method to handle binaries compiled with
more aggressive optimizations.
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Recognition and analytics at the edge enable utility companies to predict and prevent problems in real time. Clearing the voltage sag
disturbance source by the positioning method is the most effective way to solve and improve the voltage sag. However, for different
grid structures and fault types, the existing methods usually achieve a sag source location based on the single feature of monitoring
data extraction. However, due to the effectiveness and applicability of the existing method features, this paper proposes a
multidimensional feature of the voltage sag source positioning method of the matrix. Based on the analysis of the characteristics
of the voltage sag event caused by the fault, this paper proposes a multidimensional feature matrix for voltage sag source
location, based on the convolutional neural network to establish the mapping relationship between the feature matrix and the
voltage sag position, thus achieving multiple points based on multiple points. The voltage sag source orientation is identified by
the monitoring data. Finally, the voltage sag event caused by the short-circuit fault is simulated in the IEEE14 node model, and
the effectiveness of the proposed method is verified by simulation data. The simulation results show that the proposed method
has higher accuracy than the traditional method, and the method can be applied to different grid structures and different types
of faults.

1. Introduction

Electric Internet of Things (UEIoT) realizes the interconnec-
tion of everything and human-computer interaction in all
aspects of the power system by fully applying mobile Internet
technology, artificial intelligence technology, and advanced
communication technology. It provides intelligent services
characterized by a comprehensive perception of the state,
efficient processing of information, and convenient and flex-
ible application. In order to drive reliability and operational
efficiency, utility companies now need to leverage advanced
distribution analysis. Delivering analytics at the edge means
that the energy industry can use data in a far more effective
and efficient way. Detection at the edge enables utility com-
panies to predict and prevent problems in real time, to
cost-effectively deploy resources and personnel, and to
increase overall grid optimization, security, and reliability.
A voltage sag is a power quality disturbance event where
supply voltage quickly recovers after dropping [1]. The root

cause of the voltage sag is the voltage sag of a common
connecting point which is caused by the increase in the
partial voltage of power impedance due to the increase in
current. The causes of the voltage sag can be divided into
short-circuit fault, transformer magnetizing inrush current,
inductive motor start, and other large-capacity load opera-
tions [2–4]. The positioning of the voltage sag can not only
be used to divide the temporary responsibility of both
power supply and power consumption but also help to
shorten the time spent by a power supply company on
fault elimination [5].

At present, the positioning methods of the current volt-
age sag can be roughly divided into positioning methods
based on a single monitoring point [6–9] and positioning
methods based on multiple monitoring points [10, 11]. Liter-
ature [6] determines whether the voltage sag source is in the
upstream or downstream of the power quality detection
device according to the signs of the disturbed active power
(i.e., the difference between the active power before and after
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the occurrence of the voltage sag) and the disturbed active
power energy (the integral of the disturbed active power on
a time scale). Literature [7] uses the fundamental voltage
and current recorded by the power quality monitoring device
to calculate equivalent impedance and determines whether
the voltage sag is located in the upstream or downstream of
the power quality monitoring device according to the signs
of the real part of impedance. Literature [8] judges that the
voltage sag source is located in the upstream or downstream
of the monitoring point according to the slope of the line
segment connected by two points before and after the fault.
Literature [9] determines whether the voltage sag source is
located in the upstream or downstream of the monitoring
point according to the signs of the real part of current during
the voltage sag. Literature [10] puts forward the sensitivity
index of the fault current to the voltage sag, determines the
priority of nodes according to the sensitivity index, and then
determines the priority of the installation location of the
power quality monitor according to this index. Then, the
position of the voltage sag source is determined according
to the current variation of each monitoring branch before
and after the voltage sag event as well as the priority of the
nodes. Literature [11] searches the voltage sag path by using
the feeder sending end and determines that the branch line
with the lowest voltage is the line where the voltage sag
occurs. Then, a quadratic function is used to fit the voltage
into the function of distance, which can not only realize the
estimation of node voltage sag but also achieve the location
of the voltage sag source.

Traditional locating methods of the voltage sag source
have some limitations in practical application. The locating
methods based on a single monitoring point are only suitable
for a radiation network. Besides, the judgment results based
on the disturbed active power and disturbed active energy
may not match [2], and this method lacks theoretical deriva-
tion [12]. The real part method of equivalent impedance [7],
the system trajectory slope method [8], and the real part cur-
rent method [9] all assume that the circuit conditions will not
change when there is a voltage sag caused by the fault, which
is bound to affect the judgment result. Although the method
proposed in literature [10] is applicable to radiation networks
and ring networks, it is affected by the system grounding
mode. The method proposed in literature [11] is only appli-
cable to radial networks. To solve the problems such as
limited application scope and inaccurate positioning of the
existing methods, literature [3, 13, 14] integrates the system
slope trajectory and other traditional positioning methods
as comprehensive criteria and uses the BP Neural Network
(BPNN) and Support Vector Machine (SVM) to establish
the mapping relationship between the criteria and position-
ing results, respectively. Literature [15, 16] obtains the first
peak of the disturbed power after the occurrence of the volt-
age sag as the feature vector, and then, the SVM and Radial
Basis Function (RBF) Neural Network are used to conduct
classification and then achieve fault location, respectively.
The voltage sag source location method based on classifica-
tion considers the voltage sag source location a binary classi-
fication problem and determines whether the voltage sag
source is located in the upstream or downstream of a single

monitoring point. Such methods are prone to have conflict-
ing features that affect the classification results, especially
when they are used for voltage sag positioning in a loop
network.

As the power grid fault is the main cause of the voltage
sag [17, 18], in this paper, on the basis of the research of
the existing methods, the main contributions are as follows:

(1) A voltage sag source location method based on amul-
tidimensional feature matrix is proposed to conduct
the positioning of the voltage sag events caused by
the power grid fault

(2) Then, the characteristics of voltage sag events are
analyzed, and the disturbance power, disturbance
energy, real part of equivalent impedance, slope tra-
jectory, and real part of the current of all monitoring
nodes of the whole network are extracted to form the
feature matrix

(3) Later, the locating problem of the voltage sag source
is transformed into a multiclassification problem.
The features are extracted by the convolutional layer
and sampling layer of the convolutional neural net-
works (CNN) to avoid the contradiction between
the features. The mapping relationship between deep
features and the location of the voltage sag source is
established through the fully connected layer of
CNN to realize the location of the voltage sag source

(4) In the IEEE14 node model, the grid fault data is
obtained by simulation, in order to verify the effec-
tiveness of the proposed method. The simulation
results show that the proposed method is more
accurate than the traditional methods and more
applicable to different network structures and differ-
ent types of faults

The rest of the paper is organized as follows. We first dis-
cuss some related works in voltage sag source location
methods, and then, we elaborate our proposed sag source
location method based on convolutional neural network
algorithm. Moreover, we present experiments to evaluate
our method in Simulation Analysis. Finally, the conclusions
of this paper are given in Conclusion.

2. Voltage Sag Source Location Methods

2.1. Upstream and Downstream Positioning Methods. Both
positioning criteria [6–9] proposed according to the variation
of electric quantity when the voltage sag occurs and the
method that constitutes a comprehensive criterion for a clas-
sifier’s classification and identification [13–16] judge whether
the voltage sag source is located in the upstream or down-
stream of the power quality monitoring device. As shown
in Figure 1, the reference direction of the power flow has been
marked with arrows. As for the power quality monitoring
device M, the lines L1 and L4 where the energy flows to M
and the lines L2, L3, and L10 where the energy does not flow
through M are the upstream regions, while the lines L5 ∼ L9
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where the energy flows through M are the downstream
regions. This method which defines upstream and down-
stream is only applicable to radial networks, but for more
complex networks such as ring networks, it may be difficult
for this method to define upstream and downstream.

2.2. Multimonitoring Point Positioning Method. The posi-
tioning method based on multimonitoring points needs to
install a large number of monitoring devices in the power
grid. At present, the positioning methods based on multimo-
nitoring points mainly include the deviation method based
on branch current [10] and the node voltage deviation index
method [11].

The branch current deviation method uses the system
coefficient matrix to calculate the current of the system when
the bus k fails:

f Vk
f

� �
= 〠

m

i=1
i≠j

〠
m

j=1
j≠i

Ikij

= 〠
m

i=1
i≠j

〠
m

j=1
j≠i

zik − zjk
� �

Vk
f / zkk + zkf
� �� �

zb,ij
,

ð1Þ

where zkk is the equivalent resistance at the bus k, z
k
f repre-

sents the fault resistance, zik is the transmission impedance
between the buses i and k, and zb,ij represents the line imped-
ance between the buses i and j.

The sensitivity of the system current to the transient
voltage is defined as

∂f
∂Vk

f

= 〠
m

i=1
i≠j

〠
m

j=1
j≠i

zik − zjk
� �

zb,ij zkk + zkf
� � : ð2Þ

The branch current deviation is

BCD =
Isag − Ipre

Ipre
, ð3Þ

where Ipre and Isag are defined as the current values before
and after the failure, respectively.

The sensitivity of all nodes in the network is calculated,
and the monitoring device is installed in the nodes with
higher sensitivity. When a fault occurs, the current deviation
of each branch of the bus equipped with the monitoring
device is calculated, and the positioning of the voltage sag
source can be realized by searching according to the current
deviation. This method has obvious defects, and the fault cur-
rent varies in different grounding modes, so it is difficult to
guarantee the reliability of its application.

The node voltage deviation method calculates the volt-
ages of all nodes in the whole network based on the system
coefficient and monitoring data. The voltage deviation is
defined as

V =
Vpre −V sag

Vpre
× 100%: ð4Þ

The bus Vmax = ½V1, V2, V3 ⋯ Vn� with the maximum
voltage deviation is determined as the location where the
voltage sag source occurs. This method does not take into
account the voltage sag caused by different short-circuit
faults, so it has some limitations.

3. Multidimensional Characteristic Matrix for
Sag Source Location

Effective feature selection is the key to realize classification.
Based on the existing methods, the disturbance power and
energy, the real part of the equivalent impedance, the slope
of the system trajectory, and the real part of the current are
extracted from each node.

3.1. Disturbance Power and Disturbance Energy. DP (distur-
bance power) is defined as the difference between the instan-
taneous power and the steady-state operating power, while
DE (disturbance energy) is defined as the integral of the
disturbance energy during the disturbance.

DP = p tð Þf − p tð Þs, ð5Þ

DE =
ðt
0
DP tð Þdt, ð6Þ

where pðtÞf and pðtÞs represent the transient power during
disturbance and steady-state operation, respectively.

3.2. Equivalent Impedance Real Part. Based on the equivalent
circuit shown in Figure 2, the equivalent impedance variation
at the power quality monitoring device caused by the voltage
sag is analyzed.

Assuming that there is a disturbance in the down-
stream of the power quality monitoring device, the system

Power flow

Upstream

L1

L4

L3

L5

L6M
L8

L7 L9L10

L2

Downstream

Figure 1: Voltage sag source location.
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parameters do not change during the disturbance, the voltage
variation is ΔV , and the current variation is ΔI, then

V = E1 − IZ1, ð7Þ

V + ΔV = E1 − I + ΔIð ÞZ1: ð8Þ
The equivalent impedance can be calculated by Equa-

tions (7) and (8):

Z2 =
ΔV
ΔI

: ð9Þ

Similarly, the equivalent impedance can be calculated
when the disturbance occurs in the upstream:

Z1 = −
ΔV
ΔI

� �
: ð10Þ

Therefore, the equivalent impedance can be defined as
Ze = ΔV/ΔI, and the voltage sag source can be localized
according to the polarity.

3.3. System Slope Trajectory.

VI cos θ2 = −I2 Re Z1ð Þ + E1I cos θ1: ð11Þ

Equation (10) can be transformed into

V cos θ2 = −I Re Z1ð Þ + E1 cos θ1, ð12Þ

where θ2 denotes the phase difference between V and I and
θ1 represents the phase difference between E and I.

When the disturbance occurs in the upstream of the
power quality monitoring device, cos θ2 < 0; when the distur-
bance occurs in the downstream of the power quality moni-
toring device, cos θ2 > 0. It can be seen from Equation (11)
that, assuming that the operating parameters do not change
when the disturbance occurs, the position of the voltage sag
can be judged by the correlation between V cos θ2 and I.
Therefore, a line is synthesized during the disturbance to
locate the voltage sag source according to the slope of
the line k.

3.4. Real Part of the Current. According to Equation (12),
when the disturbance occurs in the upstream, the current

direction during the disturbance is opposite to that before
the disturbance. When the disturbance occurs in the down-
stream, the current direction during the disturbance is the
same as that before the disturbance. Therefore, the sag source
can be localized according to the polarity.

3.5. Characteristic Matrix. The characteristic matrix of the
whole network is as follows:

Mi =

DP1 DP2 ⋯ DPn

DE1 DE2 ⋯ DEn

Ze1 Ze2 ⋯ Zen

k1 k2 ⋯ kn

I cos θ1 I cos θ2 ⋯ I cos θn

2
666666664

3
777777775
, ð13Þ

where Miði ∈ fa, b, cgÞ represents the characteristic matrix
of phase i, and the three-dimensional characteristic
matrix formed is used as the input of the three channels
of CNN.

4. Sag Source Location Method Based on the
Convolutional Neural Network (CNN)

The voltage sag location method proposed in this paper is
used to classify and identify voltage sag events occurring
on different lines. When the 3D characteristic matrix
selected in Section 1 is used for classification and recogni-
tion, there may be a problem of mutual redundancy among
features or failure to completely represent the voltage sag,
which affects the accuracy of the final classification. As a
bionic model, CNN’s basic framework usually includes a
feature extractor and classifier [19], and it is composed of
a convolutional layer, sampling layer, and fully connected
layer [20–22]. Its structure is shown in Figure 3. The con-
volutional layer and the sampling layer can not only effec-
tively learn the original feature matrix of the input at a
deeper level but also reduce the number of neurons and
simplify the complexity of the network through weight
sharing. The fully connected layer, as a classifier, inputs
the features after convolution and sampling and outputs
classification categories.

4.1. Forward Pass. In the forward pass process, the output of
the lth convolutional layer is

xlj = f 〠
i∈Mj

xl−1i ∗ klij + bj

 !
, ð14Þ

where xlj denotes the jth output characteristic matrix of the
lth layer, f denotes the activation function, Mj denotes the
combination of the characteristic matrix output by the
upper layer, klij denotes the convolution kernel connecting

xlj and xl−1i , and bj denotes the bias corresponded by xlj.

Power quality
monitoring
device M

V

E
1

E
2

Z
2

Z
1

I

Figure 2: Equivalent circuit of the voltage sag.
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The output of the lth convolutional layer is the input of
the lth sampling layer. In this case, the output of the lth sam-
pling layer is

xlj = down xl−1j

� �
+ blj, ð15Þ

where downðÞ represents the lower sampling function.
The output obtained by convolution sampling is sorted

into X = fx1, x2,⋯,xng ∈ℝn, as the input of the fully con-
nected layer, and the output of the lth fully connected layer is

Xl = f Wl
l−1X

l−1 + bl
� �

, ð16Þ

whereWl
l−1 denotes the weight connecting X

l−1 and Xl and bl

is the bias of the lth layer.

4.2. Backward Pass. The training of CNNminimizes the error
between the output data and the expected data by adjusting
the weight and bias, and this process is known as reverse pass.
As a supervised learning algorithm, it is necessary to define a
loss function before conducting reverse pass. The commonly
used error functions include the square error loss function
and cross-entropy loss function. In this paper, the cross-
entropy loss function is selected:

Loss W, b, x, yð Þ = −
1
n
〠 y ⋅ ln y + 1 − yð Þ ⋅ ln 1 − yð Þ½ �,

ð17Þ

where n represents the number of samples, y represents the
expected output, and y represents the actual output.

According to the loss function, the error of each neuron
in the lth output layer can be calculated:

δlj =
∂L
∂XL

j

f ′ zlj
� �

, ð18Þ

where zlj is the value of the input activation function of the jth
neuron in the lth layer. Equation (17) can be written as the
matrix form as follows:

δl = ∇XL ⊙ f ′ Zl
� �

, ð19Þ

where ⊙ represents the Hadamard product.

The error of the lth layer of the fully connected layer can
be used to calculate the error of the l − 1th layer of the full
connected layer:

δl−1 = Wl
� �T

δl
� �

⊙ f ′ Zl−1
� �

: ð20Þ

Given the sampling layer error, the error of the previous
layer can be calculated as follows:

δl−1 = upsample δl
� �

⊙ f ′ Zl−1
� �

, ð21Þ

where upsampleðÞ represents the upsampling function.
Given the convolution layer error, the error of the previ-

ous layer can be calculated as follows:

δl−1 = δl ∗ rot180 Wl
� �

⊙ f ′ Zl−1
� �

: ð22Þ

The backpropagation of the error can be used to calculate
the gradient of the weight and bias:

∂L
∂wl

jk

= Zl−1
k δlj,

L

blj
= δlj:

ð23Þ

The gradient descent method is adopted to adjust the
weight and bias of the network:

Wb =Wb − β
∂L
∂Wb

, ð24Þ

where Wb denotes the weight or bias and β denotes the
learning rate.

4.3. Sag Source Positioning Method. In this paper, a voltage
sag source positioning method based on a multidimensional
characteristic matrix is proposed to locate single voltage sag
events caused by the grid fault. The positioning of the voltage
sag source is considered a multiclassification problem, and
the voltage sag events occurring on different lines are divided
into different categories. The mapping relationship between
voltage sag events and lines is established by CNN to realize
the location of the voltage sag source. The flowchart of the
method proposed in this paper is shown in Figure 4.

(1) Record the voltage and current waveform of all
monitoring points in the whole network when the
voltage sag occurs. The IEEE14 node model is built
in PSCAD/EMTDC to simulate voltage sag events
caused by the short-circuit fault, and then, the voltage
waveform of each node corresponded by each voltage
sag event and the current waveform at both ends of
each line are recorded

(2) Based on the data recorded in step (1), the
disturbance power, disturbance energy, real part of

Convolutional
layer

Convolutional
layer

Sampling
layer

Fully
connected

layer

Output

Input

Sampling
layer

Figure 3: The structure of CNN.
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equivalent impedance, slope of system trajectory, and
real part of the current at each end of each line are
calculated to form a feature matrix, and then, the cor-
responding labels are set according to the line where
the voltage sag occurs. The characteristic matrix and
corresponding tags are used as a sample for CNN
training. In this paper, the CNN trained for the test
randomly selects a part of the obtained samples as
the test samples

(3) Take the training sample as the input of CNN and
conduct forward pass to output the predicted tag. In
order to make CNN output the result that matches
the actual tag, reverse pass is required to adjust the
network parameters. The trained CNN has estab-
lished the mapping relationship between input and
output

(4) Based on the CNN completed by training, the posi-
tioning of the voltage sag source can be realized.
Input the characteristic matrix of voltage sag events
that need to be located, and the output is the label
of the circuit that occurs. This paper tests the classifi-
cation performance of CNN completed by training
based on the test samples obtained in step (2).

5. Simulation Analysis

5.1. Data Acquisition. To verify the CNN-based voltage sag
source location method proposed in this paper, a large
amount of data of voltage sag events are needed. Firstly, the
IEEE14 node model is built in PSCAD/EMTDC, as shown
in Figure 5. Faults are set at each ten equal points of each line,
including single line-to-ground fault (SLGF), phase-to-phase
fault (PPF), double line-to-ground fault (DLGF), and three
line-to-ground fault (TLGF). Ten uniform random numbers
whose transition resistance is between 0 and 10Ω are set at
each fault point for simulation. Then, the sampling frequency
of 5 kHz is used to record the voltage waveform of 14 nodes

and the current waveform at both ends of 17 lines during
each simulation.

The recorded waveform data is input into MATLAB for
processing. First of all, an FIR low-pass filter is designed to
filter the collected data and retain the power frequency com-
ponent. Secondly, the features mentioned in Section 2 at both
ends of each line are extracted to form a feature matrix of 5
× 34 × 3, and then, the corresponding label (label format is
5 × 34 × 3) is set. The 100 sample sets of each line are ran-
domly divided into 80 training samples and 20 test samples,
and the sample distribution is shown in Table 1.

5.2. Model Evaluation Index. The indexes which are used to
evaluate dichotomy problems mainly include accuracy rate,
recall rate, F1 value index, ROC curve, etc. [23–26], but they
are no longer fully applicable to the multiple classification
problems appearing in this paper. Therefore, the accuracy
rate and kappa coefficient [27–30] are intended to be used
to evaluate the models used in this paper.

The calculation formula of kappa is as follows:

K = P0 − Pe

1 − Pe
, ð25Þ

Pe =
a1b1 + a2b2+⋯+aibi

N ⋅N
, ð26Þ

where P0 represents the classification accuracy of samples, ai
represents the number of samples of category, bi represents
the number of samples predicted to be category i, and N
represents the total number of samples.

5.3. Construction of the CNN Model. Based on TensorFlow, a
deep learning framework developed by Google, CNN is built.

Test sample Train sample

Forward pass

Backward
pass

Trained CNN

Output type

Sample data

Extract features to form feature
matrix set corresponding label

Figure 4: Flowchart of the method.
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78

91011
12

13 14

Figure 5: IEEE14 model.

Table 1: Distribution of samples.

Type Sample size Training sets Testing sets

SLGF 1700 1360 340

PPF 1700 1360 340

DLGF 1700 1360 340

TLGF 1700 1360 340
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The CNN consists of two convolutional sampling layers and
three fully connected layers [31–36]. The first convolutional
layer has 32 convolution kernels with a size of 2 × 5, the sec-
ond convolutional layer has 64 convolution kernels with a
size of 1 × 6, the convolution kernel of the sampling layer is
2 × 2, and the number of nodes in the middle layer of the fully
connected layer is 1024. Among them, the activation func-
tion of the hidden layer is “RELU,” the activation function
of the output layer is “SOFTMAX,” the convolution mode
is “VALID,” and the sampling mode is “SAME.”

The CNN which has been built is trained in batches, and
80 training samples are randomly trained in each batch. The
weight is set as a normally distributed random number with a
mean value of 0 and variance of 0.1, the bias is set as a con-
stant of 0.1, the learning rate is set as 0.0001, and the number
of training is set as 1000. Adam-Optimizer is selected to

adaptively control the learning rate of each parameter in
the network.

5.4. Single-Phase Ground Fault Analysis. The classification
results of the voltage sag source caused by SLGF are analyzed,
and only the classification results of other fault types are
given. The change curve of the loss function value and the
change curve of classification accuracy of the training set
and test set are shown in Figure 6.

Based on the obfuscation matrix, the evaluation index of
the model is calculated, each column of the obfuscation
matrix represents the predicted category, and each row rep-
resents the actual category. In this paper, there are 17 types
of SLGF samples, so the dimension of the confusion matrix
is 17 × 17. To observe and draw the confusion matrix easily,
as shown in Figure 7, the omitted parts are all correctly clas-
sified samples. Based on the confusion matrix, one sample of
line L2¯3 (L2¯3 represents the line between node 2 and node
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Figure 6: Training process: (a) loss function value curve and (b) accuracy rate curve.
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Figure 7: Confusion matrix of classification results.

Table 2: Classification indicator.

Classification
algorithm

Classification feature Accuracy Kappa

CNN Characteristic matrix 99.12% 99.06%

KNN

Characteristic matrix 97.06% 96.88%

Disturbance power 43.53% 40.00%

Equivalent impedance 54.41% 51.56%

System slope 51.76% 48.75%

Real part of current 57.94% 55.31%

EL

Characteristic matrix 87.94% 87.19%

Disturbance power 40.29% 36.56%

Equivalent impedance 57.06% 54.38%

System slope 41.18% 37.50%

Real part of current 32.94% 28.75%
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3) is misclassified as line L6¯13 by the classifier and two sam-
ples of line L¯4 as line L1¯2, and the samples of other lines
can be correctly classified as the real category.

The confusion matrix as shown in Figure 7 can be drawn
by using the K-nearest Neighbor (KNN) and Ensemble

Learning Algorithm (EL) (the confusion matrix of the classi-
fication results of the comparison classifier is omitted here
due to space limitation). The respective classification indexes
can be calculated according to the confounding matrices of
different classifiers, as shown in Table 2.
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Figure 8: Training process: (a) phase-to-phase fault, (b) double line-to-ground fault, and (c) three line-to-ground fault.

8 Wireless Communications and Mobile Computing



The classification accuracy of CNN is 99.12% and the
kappa coefficient is 99.06%, which are the highest among
the three classifiers.

5.5. Other Short-Circuit Fault Analysis. The samples of PPF,
DLGF, and TLGF are trained and classified by the same clas-
sification model. The training process of CNN is shown in
Figure 8, and the classification results are shown in Table 3.

It can be seen that, when the voltage sag sources caused
by different fault types are classified based on single transient
characteristics, the classification accuracy of voltage sag
sources caused by different fault types is seriously affected
by different feature selections, different classifiers, and differ-
ent fault types. The classification accuracy of KNN and EL is
improved based on multidimensional features, but it cannot
meet the requirements. Regardless of the voltage sag events

caused by any type of fault, CNN can be used to accurately
classify based on the multidimensional feature matrix, and
the classification accuracy is up to 100%.

5.6. Comparison with Existing Methods. The proposed
method is based on multipoint monitoring data and can be
used to identify voltage sag sources in loop and radiation net-
works. The existing voltage sag source positioning methods
based on multimonitoring points include the branch current
deviation method and node voltage deviation method.
Among them, the node voltage deviation method does not
consider SLGF, DLGF, and TLGF faults. Therefore, the pro-
posed method is compared with the branch current deviation
method.

The branch current deviation method defines the current
outflow node as the positive direction. The deviation current

Table 3: Classification indicator.

Fault type Classification algorithm Classification feature Accuracy Kappa

PPF

CNN Multidimensional feature 100.00% 100.00%

KNN

Multidimensional feature 83.24% 82.19%

Disturbance power 88.53% 87.81%

Equivalent impedance 76.18% 74.69%

System slope 82.35% 81.25%

Real part of current 82.35% 81.25%

EL

Multidimensional feature 64.12% 61.88%

Disturbance power 64.41% 62.19%

Equivalent impedance 64.12% 61.88%

System slope 64.71% 62.50%

Real part of current 64.71% 62.50%

DLGF

CNN Multidimensional feature 100.00% 100.00%

KNN

Multidimensional feature 90.59% 90.00%

Disturbance power 93.24% 92.81%

Equivalent impedance 82.35% 81.25%

System slope 89.41% 88.75%

Real part of current 81.18% 80.00%

EL

Multidimensional feature 63.82% 61.56%%

Disturbance power 58.82% 56.25%

Equivalent impedance 64.41% 62.19%

System slope 64.12% 61.88%

Real part of current 64.41% 62.19%

TLGF

CNN Multidimensional feature 100% 100%

KNN

Multidimensional feature 97.65% 97.50%

Disturbance power 79.12% 77.81%

Equivalent impedance 80.00% 78.75%

System slope 31.18% 90.63%

Real part of current 76.76% 75.31%

EL

Multidimensional feature 64.12% 61.88%

Disturbance power 35.29% 31.25%

Equivalent impedance 35.29% 31.25%

System slope 47.06% 43.75%

Real part of current 64.12% 61.88%
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of the branch is calculated by Equation (3), and the priority is
determined according to the magnitude of the deviation cur-
rent, thus determining the direction of the voltage sag source.
The primary SLGF on line L1¯2 is positioned, and the branch
current deviation method is briefly described as an example.

The deviation coefficients of all branch currents are cal-
culated, as shown in Table 4. It can be seen that, according
to the priority, fault current flows through line L1¯2 from
node 1 and through line L1¯2 from node 2. Therefore, it
can be judged that SLGF occurs on line L1¯2.

Based on the branch current deviation method, the sam-
ples used for the CNN test are located for the voltage sag
source, and the positioning results are shown in Table 5.

It can be seen from Table 5 that the branch current devi-
ation method is used to locate the voltage sag caused by
SLGF, DLGF, and TLGF, and the positioning accuracy is
48.24%. The accuracy of voltage sag positioning caused by
PPF is 60.29%, so there is a certain gap with the method pro-
posed in this paper. Based on the analysis of the positioning
results, this method is greatly affected by the position of the
power source, and the fault near the power source generates
a larger fault current, so it can be positioned more accurately.
Besides, the fault current in the neutral arc suppression coil
system is composed of the whole system capacitive current,
so this method is not applicable to the neutral arc suppres-
sion coil grounded system.

6. Conclusion

In summary, the voltage sag source location method based on
the multidimensional characteristic matrix proposed in this
paper can accurately locate the voltage sag caused by different
fault types. Compared with the traditional voltage sag source
location method based on multipoint monitoring data, it has

higher accuracy and is more suitable for the voltage sag
source location in the loop network.

In this paper, a locating method of the voltage sag source
based on the multidimensional feature matrix was proposed;
then, a multidimensional feature matrix was constructed by
extracting the disturbance power and disturbance energy,
the real part of equivalent impedance, the slope of system tra-
jectory, and the real part of the current at both ends of the
whole network line, and then, CNN was used to realize the
voltage sag source. The IEEE14 node model was built in
PSCAD\EMTDC, and a large number of waveform data
obtained by simulation under different fault types was
adopted to verify the proposed method in this paper, and
then, it was compared with the branch current deviation
method. The simulation results show that the proposed
method could accurately identify the location of voltage sag
sources under different fault types, and the accuracy was
higher than that of traditional methods.
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Due to the defects caused by limited energy, storage capacity, and computing ability, the increasing amount of sensing data has
become a challenge in wireless sensor networks (WSNs). To decrease the additional power consumption and extend the lifetime
of a WSN, a multistage hierarchical clustering deredundancy algorithm is proposed. In the first stage, a dual-metric distance is
employed, and redundant nodes are preliminarily identified by the improved k-means algorithm to obtain clusters of similar
nodes. Then, a Gaussian hybrid clustering classification algorithm is presented to implement data similarity clustering for edge
sensing data in the second stage. In the third stage, the clustered sensing data is randomly weighted to deduplicate the spatial
correlation data. Detailed experimental results show that, compared with the existing schemes, the proposed deredundancy
algorithm can achieve better performance in terms of redundant data ratio, energy consumption, and network lifetime.

1. Introduction

Wireless sensor networks (WSNs) are common in people’s
lives and are widely used in various fields [1, 2]. WSNs are
deployed in different areas to monitor environments and
objects, such as temperature, humidity, and seismic events
[3, 4]. To obtain accurate sensing data for events, a large
number of sensors are utilized to collect the edge sensing data
and transmit the data to an aggregation/sink node in a high-
frequency manner. In general, edge sensing data have a high
spatial-temporal correlation and contain considerable redun-
dant information [5, 6]. Additionally, the transmission of
redundant data leads to unnecessary energy consumption
and bandwidth costs, which increase the overhead and
decrease WSN lifetimes. Therefore, reducing redundant data
and the transmission energy consumption to extend network
lifetimes becomes a key issue in WSNs.

To reduce redundant data effectively, the existing work
concentrates on two aspects: optimizing sensing data and
predicting sensing data. On the one hand, the former is aimed
at reducing redundant sensing data with some optimized
schemes. Considering the constrained resources in WSNs, a

spatial-temporal correlation data reduction scheme was
proposed to determine the optimal sampling strategy for the
deployed sensor nodes (SNs) [7]; the strategy reduces the
overall sampling/transmission rates while preserving the qual-
ity of the data. Considering that the data volume increases
with unexpected ratios in WSNs, an integrated divide and
conquer method with an enhanced k-means scheme was pro-
posed [8], which removes redundant data from the collected
measures. To save the limited energy of WSNs, a data trans-
mission (Dat) protocol, which can reduce the data transmis-
sion cost inside each sensor node by removing redundant
data to save energy while maintaining a suitable level of accu-
racy in the received readings at the sink, was presented [9]. To
conserve energy and enhance the lifetime of a WSN, reducing
the amount of data communicated by exploiting the temporal
and spatial correlations of the sensed data is a suitable
approach. An energy-efficient semantic clustering model was
proposed to mitigate the high-energy consumption problem
in a clustered WSN [10]. To reduce the energy consumed
during data transmission, an adaptive data reduction method,
which is based on a convex combination of two decoupled
least-mean-square windowed filters, was proposed [11].

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 6664324, 14 pages
https://doi.org/10.1155/2021/6664324

https://orcid.org/0000-0003-1620-0560
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6664324


On the other hand, the prediction-based scheme tries to
reduce sensing data with forecasting schemes. To improve
data processing efficiency, a distributed data prediction model
based on least squares, which tries to use a data prediction-
based filtering scheme, was proposed to decrease transmission
data [12]. Alduais et al. [13] presented an updating frequency
metric, which is defined as the frequency of updating the
model reference parameters during data collection, to evalu-
ate the performance of different multivariate data reduction
models for WSNs. To schedule data communications
between SNs and a sink to reduce power usage with the aim
of maximizing the network lifetime, a prediction-based data
communication scheme, which utilizes the hierarchical
least-mean-square adaptive filter to predict the measured
values both at the source and at the sink, was presented [14].

Although the schemes mentioned above provide efficient
solutions to reduce redundant sensing data in WSNs, the
following defects still need to be addressed comprehensively.
Firstly, a large range of edge sensing data and errors in local
best values can lead to local characteristics being lost. Then,
the errors of sensing data will result in a similarity threshold
failure problem. And the existing distance-based correlation
reducing redundant sensing data schemes, which only
consider the spatial corrections of sensing event and omit
the temporal correlations of sensing data, tend to degrade
the accuracy of sensing data. Furthermore, prediction-based
schemes require relatively long-term data sensing and
processing abilities, which increase the burden of resource-
limited sensors and decrease the lifetime of WSNs. Hence,
it is necessary to consider both spatial and temporal correla-
tions and location and data similarity clustering to decrease
the sensing data transmission and processing. Focusing on
the issue mentioned above, this paper explores the sensing
data deredundancy problem to decrease energy consumption
and extend the lifetime of a WSN.

The main contributions of this paper are summarized
as follows:

(1) A multistage hierarchical clustering similarity dere-
dundancy (MHCSD) algorithm is proposed to
reduce the power consumption and extend the life-
time of a WSN. MHCSD considers both spatial
and temporal correlations and location and data
similarity clustering to overcome the accuracy
degradation of sensing data

(2) A dual-metric distance is employed in the first stage,
and an improved k-means algorithm is proposed to
judge the similarity of nodes based on the dual-
metric distance in sinks. A Gaussian hybrid cluster-
ing algorithm is presented to judge the similarity of
edge sensing data within the same cluster and can
improve the similarity accuracy and the deredun-
dancy ratio. The clustered sensing data are randomly
weighted to further deduplicate the spatial correla-
tion data in the third stage

The remainder of this paper is organized as follows.
Related work is explored in Section 2. Section 3 presents
the proposed multistage hierarchical clustering deredun-

dancy algorithm in WSNs. Section 4 shows the experimental
results, which verify the proposed scheme. The paper is
concluded in Section 5 finally.

2. Related Work

Although a large amount of application-specific data are
generated in WSNs, most of the sensing data detected by
sensors are redundant. Processing and transmitting massive
superfluous data can lead to additional power consumption
and greatly decrease network lifetime [15, 16]. To improve
data processing performance, a path merging protocol, which
supports partial discrete wavelet transform-based compres-
sion schemes to reduce redundant data transmission in a
significant manner through the appropriate aggregation of
data packets from merging paths, was proposed in [17]. To
manage energy-efficient data collections in WSNs, a data-
aware energy conservation scheme and prediction-based
data collection framework were proposed to reduce data
transmission [18], where the inherent correlation between
the consecutive observations of SNs and the data similarity
measures between the neighboring SNs are utilized.

Considering that the data volume in WSNs is quickly
increasing, a hybrid-stream big data analytics model, which
utilizes a multidimensional convolutional neural network
(CNN), minimal correlation model, and minimal redun-
dancy model to optimize data processing, is proposed to
perform big data analysis [19]. To provide a complete
description of an environment and make a robust decision,
a redundancy removal strategy, which mines the spatial and
temporal data from collected data to select the appropriate
information before forwarding to a base station or a cluster
head (CH) in a WSN, is proposed [20]. To avoid generating,
transmitting, and storing unwanted data from redundant
messages, an immunization-based redundancy elimination
scheme, which independently selects the correct number of
acknowledgment frames distributed to respond to variations
in the amount of redundant data in a dynamic fashion, was
proposed [21]. An image fusion method was proposed based
on histogram similarity and multiview weighted sparse
representations [22].

By introducing histogram similarity, different weights are
given to low-resolution high-frequency components and
source image high-frequency components, and complemen-
tary information is effectively used. Diwakaran et al. [18]
used the inherent correlations between the continuous obser-
vations of SNs and the data similarity measures of adjacent
SNs to reduce data transmission. A new model based on
monkey tree search behavior inspired by fauna was explored
in [23], and the fuzzy reasoning mechanism was used to
complete data collection and dissemination. Rida et al. [24]
utilized data aggregation techniques based on the Euclidean
distance to reduce similar data. Lin et al. [25] proposed a
semantic data annotation method based on semantics. A data
clustering method, which groups homogeneous data into
clusters and then performs data reduction by selecting the
average value of each cluster, was proposed based on histo-
grams for data reduction [26].
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Additionally, to address the problem of redundant data
collected by sensors, data aggregation and semaphore pro-
cessing based on similar functions are applied in WSNs,
and SNs are aggregated with a palm tree method [27]. Wan
et al. [28] proposed a similar sensory data aggregation
scheme based on fuzzy c-means. A spatial-temporal correla-
tion search mechanism between SNs based on the Euclidean
distance is proposed [29]. An energy-saving redundant traffic
handling scheme, which utilizes short beacon information to
process redundant packets generated in area-based routing,
was presented in [30]. The parameter estimation problem
was considered in [31], and two censoring algorithms were
proposed to enable SNs to transmit sampled data based on
local decision-making. The dual prediction scheme is used
to reduce the transmission between cluster nodes and CHs,
while the data compression scheme is used to reduce the traf-
fic between CHs and sink nodes [32]. A low redundancy data
acquisition scheme, which selects some nodes for data detec-
tion and transmits less data to CHs, was proposed based on
matrix completion [33]. To reduce transmitted data, a differ-
ential data processing (DDP) method was proposed in [34].

Although there are many effective deredundancy pro-
cessing schemes in WSNs, the following limitations still need
to be addressed. Data correlation analysis does not consider
homologous data, which can result in a lower deredundancy
ratio and loss of local characteristics. Furthermore, uncon-
scionable deredundancy can degrade the accuracy of sensing
data. Focusing on filling this gap, this paper proposes a
multiphase hierarchical clustering similarity deredundancy
algorithm to overcome the limitations mentioned above.

3. Proposed Scheme

3.1. System Model. There is a set S = fs1, s2,⋯,sng composed
of n SNs. And the edge sensor nodes will collect data. The
systemmodel is shown in Figure 1, and Table 1 lists the nota-
tion that we use in the paper.

The sink calculates the similar distances between nodes
according to the coordinates of the nodes and divides the
nodes into K clusters according to the similar distances S =
fC1, C2, C3,⋯,CKg, where Ci ∩ Cj =∅ði ≠ jÞ. CHi of each
cluster collects the sensing data generated by the nodes in the
cluster at time t j as set DCHh

ðt jÞ = fx1ðt jÞ, x2ðt jÞ,⋯,xnðt jÞg.
Gaussian mixed clustering is adopted to classify the col-
lected data into similar clusters and then classifies the nodes
in the cluster as Ci = fCi,1, Ci,2, Ci,3,⋯,Ci,mg, Ci,j = fsi,j,1,
si,j,2,⋯,si,j,kg, where 1 ≤ i ≤ K , 1 ≤ j ≤m.

3.2. Deredundancy Algorithm. The proposed MHCSD algo-
rithm includes three stages: the local clustering stage, the
similar data clustering stage, and the data deredundancy pro-
cessing stage. In addition, the framework of MHCSD is
shown in Figure 2. In the first stage, the sink will perform
the improved k-means clustering algorithm, which clusters
similar nodes according to the spatial position coordinates
of the nodes. Then, in the second stage, CHs adopt the
Gaussian hybrid clustering algorithm to further seek similar
clusters. In the third stage, based on the maximum time

threshold, the SNs utilize an adaptive step length in the data
deredundancy scheme (TCDA) to eliminate duplicate sens-
ing data with spatial-temporal correlations.

3.2.1. Similarity of SNs. In the first stage, the node similarity
analysis is performed according to the node position coordi-
nates in the sink. To delete duplicate edge sensing data effec-
tively, local clustering needs a precise similarity measure
among nodes and sensing data. Among various distance met-
rics, the Euclidean distance may be the most commonly used
in data processing. However, the Euclidean distance only
describes the amplitude difference between two eigenvectors,
and the Euclidean distance of two feature vectors with differ-
ent shapes may be smaller than that of feature vectors with
similar shapes. To overcome the defect in the Euclidean dis-
tance, a dual-metric similarity distance Dði, jÞ is employed:

D i, jð Þ =DE i, jð Þ + βDP i, jð Þ, ð1Þ

where DEði, jÞ is the Euclidean distance, DPði, jÞ is the Pear-
son correlation distance, and β is a scale factor that indicates
the influence of DPði, jÞ on the weight of Dði, jÞ. In addition,
we have

DE i, jð Þ =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
〠
h

h=1
li,h − l j,h
� �2

vuut , ð2Þ

DP i, jð Þ = 1
2 1 −

∑h
h=1 li,h −�li,h
� �

l j,h −�l j,h
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑h

h=1 li,h −�li,h
� �2∑h

h=1 l j,h −�l j,h
� �2q

0
B@

1
CA:

ð3Þ
The dual-metric similarity distance Dði, jÞmeets three

distance characteristics: positivity, symmetry, and reflexivity.
In terms of Dði, jÞ, any active feature vector pair can be com-
pared from both the amplitude of the Euclidean distance and
the change in the shape of the related distance.

For S = fs1, s2,⋯,sng, the spatial position coordinate li of
node si is ðxi, yiÞ. The sink performs the improved k-means
algorithm as shown in Algorithm 1.

According to coordinate position set L = fl1, l2,⋯,lng, n
nodes are classified in K disjoint subsets Ci. C = fC1, C2,
⋯,CKg and C1 ∪ C2 ∪⋯∪CK = S, where Ci ≠∅ and Ci ∩
Cj =∅, i ≠ j. In addition, the minimum squared error e is
defined as

e = 〠
K

i=1
〠
l∈Ci

l − �μik k22, ð4Þ

where �μi = ð1/jCijÞ∑l∈Ci
l is the mean vector of cluster Ci

.

3.2.2. Similarity of Sensing Data. After clustering the similar
nodes by the spatial positions in the first stage, to refine
redundant judgments of nodes, the Gaussian hybrid
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clustering algorithm is adopted in the second stage and is
shown in Algorithm 2.

To further analyze the similarity of the data collected
simultaneously within cluster Ci, the probabilistic model is
used to analyze and describe the prototype data in Gaussian
hybrid clustering. The cluster division is mainly determined
by the posterior probability corresponding to the prototype.
The Gaussian distribution is defined as the random variable
x in the n-dimensional sample space X, and its probability
density function pðxÞ is defined as

p xð Þ = 1
2πð Þn/2 ℵj j1/2

e−1/2 x−μð ÞTℵ−1 x−μð Þ, ð5Þ

where μ represents the n-dimensional mean vector and ℵ
denotes the n × n covariance matrix. Since the Gaussian distri-
bution is determined by the mean vector μ and the covariance
matrix ℵ, for the convenience of description, the probability
density function for the dependence of the Gaussian distri-
bution on the corresponding parameters is expressed as
pðx ∣ μ,ℵÞ. The Gaussian mixture distribution pM is

pM = 〠
K1

i=1
αi∙p x ∣ μi,ℵið Þ, ð6Þ

where μi and ℵi are the parameters of the ith Gaussian
mixed component, αi > 0 is the corresponding mixing
coefficient, and ∑K1

i=1αi = 1. pM consists of K1 mixed com-

ponents, and each mixed component corresponds to a
Gaussian distribution.

For S composed of K clusters, data generated by a
cluster can be expressed as a set X = fX1, X2,⋯,Xng, and
Xi = fxiðt1Þ, xiðt2Þ,⋯,xiðt2Þg, where 1 ≤ i ≤ n is the set of
time series generated by the sensor node si every T seconds.
In the WSN, each CH continues to classify the correlated
data of the nodes in the cluster, and through the Gaussian
hybrid clustering algorithm, the data collection DCHh

ðt jÞ
= fx1ðt jÞ, x2ðt jÞ,⋯,xzðt jÞg in similar clusters of the same
spatial nodes is simultaneously divided into K1 clusters,
where 1 ≤ j&&1 ≤ h ≤ K1.

It is assumed that the random variable zj1 ∈ f1, 2,⋯,K1g
represents the Gaussian mixture component of the sensing
data xj1ðt jÞ of node j1. The prior probability Pðzj1 = iÞ of zj1
corresponds to αiði = 1, 2,⋯,K1Þ. According to Bayes’ theo-
rem, the posterior distribution of zj1 corresponds to

pM zj1 = i ∣ xj1 t j
� �� �

=
P zj1 = i
� �

∙pM xj1 t j
� �

∣ zj1 = i
� �

pM xj1 t j
� �� �

=
αi∙p xj1 t j

� �
∣ μi,ℵi

� �
∑k

l=1αl∙p xj1 t j
� �

∣ μl,ℵl

� � :
ð7Þ

pMðzj1 = i ∣ xj1ðt jÞÞ is expressed as sample xj1ðt jÞ gener-
ated by the ith Gaussian mixture composition of the a
posteriori probability, expressed as γj1iði = 1, 2,⋯,K1Þ.
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Figure 1: System model.
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After the Gaussian mixture distribution, the cluster
becomes the sample set DCHh

ðt jÞ divided into K1 subclus-
ters and expressed as set C = fCi,1, Ci,2, Ci,3,⋯,Ci,K1

g ð0 < i
≤ K1Þ; the cluster markers ρj1

of each sample xj1ðt jÞ are

defined as follows:

ρj1
= argmax

i∈ð1;2;⋯;3Þγj1,i: ð8Þ

We can solve the parameters fðαi, μi,ℵiÞ ∣ 1 ≤ i ≤ K1g as

LL Dð Þ = ln
Ym
j1=1

pM xj1 t j
� �� � !

= 〠
m

j1=1
ln 〠

K1

i=1
αi∙p xj1 t j

� �
∣ μi,ℵi

� � !
:

ð9Þ

The expectation maximization algorithm is used for the

iterative optimization solution. To maximize equation (8)
by ∂LLðDÞ/∂μi = 0, we use

〠
m

j1=1

αi∙p xj1 t j
� �

∣ μi,ℵi

� �
∑K1

l=1αl∙p xj1 t j
� �

∣ μi,ℵi

� � xj1 t j
� �

− μi

� �
= 0, ð10Þ

and with γj1,i = pMðzj1 = i ∣ xj1ðt jÞÞ, we can obtain

μi =
∑m

j1=1γj1,ixj1 t j
� �

∑m
j1=1γj1,i

, ð11Þ

where μi is the mean of each mixed component and can be
estimated by the weighted average of samples. The sample
weight is the posterior probability γj1i of each sample

belonging to the component. Similarly, from ∂LLðDÞ/∂ℵi
= 0, we can obtain

ℵi =
∑m

j1=1γj1,i xj1 t j
� �

− μi

� �
xj1 t j
� �

− μi

� �T
∑m

j1=1γj1,i
: ð12Þ

For mixed coefficient αi, in addition to maximizing LL
ðDÞ, it needs to satisfy αi ≥ 0 and ∑K1

i=1αi = 1.
The Lagrange form of LLðDÞ is

LL Dð Þ + ρ 〠
K1

i=1
αi − 1

 !
, ð13Þ

where ρ is the Lagrange multiplier. The derivative of equa-
tion (12) with respect to αi is 0, and

〠
m

j1=1

p xj1 t j
� �

∣ μi,ℵi

� �
∑K1

l=1αl∙p xj1 t j
� �

∣ μl,ℵl

� � + ρ = 0: ð14Þ

Both sides are multiplied by αi, all of the components of
the mixture are summed, ρ = −m, and

αi =
1
m

〠
m

j1=1
γj1,i ; ð15Þ

namely, the mixing coefficient of each Gaussian compo-
nent is determined by the average posterior probability
of the sample.

(1) Elimination of Similar Data. According to the result of
cluster set C1 = fC1,1, C1,2, C1,3,⋯,C1,K1

g in the second stage,
the CH randomly weights the data generated by the nodes in
the cluster with similar data simultaneously, and the TCDA
algorithm is proposed to perform time-dependent deredun-
dancy. CHs finally transmit the deredundant data DCi, j1

ðt jÞ
to the sink, and we have

Table 1: Notation.

Symbol Description

K Number of similar clusters

β The effect of DP i, jð Þ on the weight of D i, jð Þ, weight
scaling factor

n Node size

m Number of similar clusters

K1 Number of data similar clusters

αi Gaussian mixture coefficient

zj1 Gaussian mixture components

γj1,i The posterior probability of the Gaussian mixture

ρj1
Cluster markers of sample xj1 t j

� �
μi The average of the components

ρ Lagrange multiplier

βi Random weighting factor

e Minimizing the squared error in clustering of k-means

Eelec
Power consumption of a circuit for sending or receiving

data

εmp, εf s Energy consumption of signal amplifiers

EP Energy consumption per unit of data

DE i, jð Þ Euclidean distance

DP i, jð Þ Pearson correlation distance

D i, jð Þ Spatial similarity distance

�μi The mean of cluster Ci

ℵ n × n covariance matrix

ρj1 Cluster markers

DCi, j1
t j
� � The random weighted deredundancy of sensing data in

Ci,j1
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Input: L = fl1, l2,⋯,lng ; K
Output: Result of cluster division C = fC1, C2,⋯,CKg
Randomly choses K sample from L as initial mean vector fμ1, μ2,⋯,μKg
Repeat
Ci ⟵∅ð1 ≤ i ≤ KÞ
For j⟵ 1, 2,⋯, n do

Solving the distance l j and all kinds of μið1 ≤ i ≤ KÞ: Dði, jÞ⟵DEði, jÞ + βDPði, jÞ
The cluster marker of l j is determined according to the nearest mean vector: τj ⟵ arg miniϵf1,2,⋯,KgDði, jÞ
Cτ j

⟵ Cτ j
∪ fl jg

End For
For i⟵ 1, 2,⋯, K do

μi ′ ⟵ ð1/jCijÞ∑l∈Ci
l

If μi ′ ≠ μi then
μi ′ ⟵ μi

Else
Keeping the current mean vector not to change

End If
End For

Until The current mean vectors are not updated

Algorithm 1: ImpkMeans(L,K).

Input: DCHh
ðt jÞ = fx1ðt jÞ, x2ðt jÞ,⋯,xzðt jÞg ; K1

Output: ResultC1 = fC1,1, C1,2, C1,3,⋯,C1,K1
g

Repeat
For j1 ⟵ 1, 2, 3,⋯, z do

According to (4.7) calculating the posterior probability generated by the mixed components xj1ðt jÞ,
γj1,i ⟵ pMðzj1 = i ∣ xj1ðt jÞÞð1 ≤ i ≤ K1Þ
End For
For i⟵ 1, 2, 3,⋯, K1 do

μi ′ ⟵ ð∑m
j1=1γj1,ixj1ðt jÞ/∑

m
j1=1γj1,iÞ

ℵi ′ ⟵ ð∑m
j1=1γj1,iðxj1ðt jÞ − μi ′Þðxj1ðt jÞ − μi ′Þ

T /∑m
j1=1γj1,iÞ

αi ′ ⟵ ð1/mÞ∑m
j1=1γj1,i

End For
Update model parameters:fðαi, μi,ℵiÞ ∣ 1 ≤ i ≤ K1g⟵ fðαi ′, μi ′,ℵi ′Þ ∣ 1 ≤ i ≤ K1g

Until Satisfy the stop condition
Ci ≠∅ð1 ≤ i ≤ K1Þ

For j1 ⟵ 1, 2, 3,⋯, z do
According to (4.7) determining cluster markets ρj1

of xj1ðt jÞ
C1,ρ j1

⟵ C1,ρ j1
∪ fxj1ðt jÞg

End For

Algorithm 2: GMMðDCHh
ðt jÞ, K1Þ.

Start
Location

-based
cluster

Data
similar
-based
cluster

Deredun
dancy

process
End

Figure 2: The framework of the proposed MHCSD.
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DCi, j1
t j
� �

= β1xw t j
� �

+ β2xa t j
� �

+⋯+βvxb t j
� �

, ð16Þ

where β1, β2,⋯, βv are weighting factors; ∑
v
j=1βj = 1; xwðt jÞ,

xaðt jÞ,⋯, xbðt jÞ are the sensing data generated from nodes
sw, sa,⋯, sb at t j; and sw, sa,⋯, sb ∈ Cij1

&&0 <w, a,⋯, b ≤ n
&&0 < i ≤ K&&0 < j1 ≤ K1.

3.2.3. HMDAAlgorithm. To reduce redundant data inWSNs,
a hybrid multistage deredundancy algorithm (HMDA),
which combines MHCSD and TCDA to reduce redundant
data comprehensively, is proposed based on spatial-
temporal correlations, as shown in Algorithm 3.

The MHCSD algorithm reduces redundancy in terms of
spatial correlations, and the TCDA algorithm further reduces
redundant data in terms of temporal correlations. TCDA
fully considers the following factors in the process of dedupli-
cation: when the range of data variation is large, there is a
large error in the local maximum or minimum value and a

missing local eigenvalue, and when the data fluctuation is sta-
ble, the data similarity threshold cannot work effectively.
Considering the ratio of deduplication, TCDA guarantees
the timeliness of the sensing data with a maximum time
threshold to prevent a failure in the data similarity threshold.
Furthermore, an adaptive step size mechanism is proposed to
reduce the complexity of calculation and energy consump-
tion. Hence, HMDA reduces network energy consumption
and extends the lifetime of a WSN simultaneously. In addi-
tion, the flow chart of HMDA is shown in Figure 3.

3.3. Performance Analysis

3.3.1. Algorithm Complexity. In the first stage, the sink aggre-
gates through all node positions, classifies all nodes, and
assumes that model training requires f1 cycles. In the first
step, the position set and classification number K of n nodes
are input, and the time complexity is Oðn + 1Þ; in the second
step, K samples are randomly selected as the initial mean

Input: L ; K ; DCHh
ðt jÞ ; K1

Output: Deredundancy data
Resut1=ImpkMeans(L,K)
Rerult2=GMM(DCHh

ðt jÞ,K1)
Result3 is that CH randomly weights the data generated by the nodes in the cluster with similar data.
TCDA algorithm will process Result3 data.

Algorithm 3: HMDA(L,K ,DCHh
ðt jÞ,K1).

Sink
Similar
clusters

CHs

SNs in
the

cluster

GMM
algorithm

Transmit
node location
information

Transmit
sensing

data
SNs

Improved
k-means
algorithm

Refined data
similar cluster

Randomly weighted
deredundant

TCDA

Deredundancy
based on
temporal

correlaton

Transmitd
eredundant sensing data

Spatial
correlation

Temporal
correlation

Temporal-spatial correlation HMDA

TSDA
algorithm

TCDA
algorithm

Figure 3: The flow chart of HMDA.
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vector, and the time complexity is OðKÞ; in the third step, the
distance between each sample and K means is calculated, and
the time complexity is Oð f1 × n × KÞ; in the fourth step, the
mean vector is updated, and the time complexity is Oð f1 ×
K × qÞ&&ð1 < q < nÞ; in the fifth step, the cluster division
results are output, and the time complexity is OðK × qÞ&&
ð1 < q < nÞ. In the second stage, the CH performs a data sim-
ilarity analysis of the cluster data generated at each moment,
assuming that model training requires f2 cycles. The first
step is to input the sensing data of z nodes and similarity
number K1, and the time complexity is Oðz + 1Þ; the sec-
ond step is to calculate the posterior probability generated
by each mixed component, and the time complexity is O
ð f2 × zÞ; the third step is to calculate each model parameter,
and the time complexity is Oð f2 × K1Þ; the fourth step is to
calculate the cluster tag’s classification, and the calculation
complexity is Oðz × K1Þ; the fifth step is to output K1 classi-
fication clusters, and the time complexity is Oðz × K1Þ. In the
third stage, the CHs perform random weighted transmission
to reduce redundant data in similar nodes, and the time com-
plexity is Oðz × K1Þ.

Hence, we can obtain that the complexity of the
model scheme is max ðOð f1 × n × KÞ,Oð f1 × K × qÞ,Oð f2
× zÞ,Oð f2 × K1ÞÞ.
3.3.2. Energy Consumption. Most of the energy in the sensor
node is consumed by its transceiver module. The channel
model of the transmitter has two kinds of free space models
and multipath fading models, and the energy consumption
is related not only to the amount of data but also to the trans-
mission distance d. Therefore, the energy consumption ETX
ðN , dÞ of the node to send N-bit data is

ETX N , dð Þ =
N × Eelec +N × εmp × d4, d > d0,

N × Eelec +N × εf s × d2, d ≤ d0,

8<
: ð17Þ

where Eelec represents the energy consumption of the circuit
sending or receiving data and εmp and εf s, respectively, repre-
sent the energy consumption of the signal amplifier:

d0 =
εf s
εmp

 !1/2

: ð18Þ

The energy consumption ERXðNÞ of the node receiving
N-bit data is

ERX Nð Þ =N × Eelec: ð19Þ

The energy consumption of nodes processing N-bit
data is

EP Nð Þ =N × EP , ð20Þ

where EP represents the energy consumption of processing
unit data. The node’s remaining energy consumption Er is

Er = E0 − ETX N1, dð Þ + ERX N2ð Þ + EP N3ð Þð Þ, ð21Þ

where Er represents the remaining energy consumption of
the node, E0 represents the initial energy, N1 represents
the total amount of data transmitted, N2 represents the
total amount of received data, and N3 represents the total
amount of data processing.

4. Experimental Results

4.1. Experimental Setup. To verify the effectiveness of the
proposed method, the temperature sensing data from the
Intel Berkeley Laboratory are used [35]; these data include
54 nodes, and each node collects sensing data every 0.5
minutes. The map is shown in Figure 4. To verify the dere-
dundancy ratio of edge sensing data and the network lifetime,
the data transmission model and node energy consumption
model are adopted. The experiments consider the following
metrics: the deredundancy ratio, the deredundancy error,
the influence of the amount of similar data clusters K1 on
the deredundancy ratio, and the energy consumption. The
proposed HMDA will be compared with the TCDA, TSDA,
and Dat algorithms [9]. The parameters and their values
are shown in Table 2.

4.2. Performance Evaluation. First, the performance results of
the three stages are analyzed separately. In the first stage,
clustering classification positions of similar nodes are
obtained; in the second stage, clustering classification of sim-
ilar data nodes is obtained; in the third stage, as a result of the
first and second stages, the generated sensing data are made
deredundant by means of random weighting. Second, the
influence ofK1 on the deredundancy ratio in the second stage
is analyzed. Finally, the energy consumption is analyzed with
Dat [9], TCDA, TSDA, and HMDA.

In the first stage, the sink performs clustering accord-
ing to the nodes’ coordinate positions by running the
improved k-means clustering algorithm. K is assumed to
be 4, and β = f0,0:3,0:5,0:7,1}. The results of the four clusters
also change significantly as β varies. The diamond in the
figure represents the cluster center of the four clusters. The
node’s cluster distribution probability is shown in Table 3,
and the clustering results are shown in Figure 5.

According to the probability ratio, the sink classifies
the nodes that are prone to change into corresponding clus-
ters. As shown in Table 3, the classification results are C1 =
f0, 2, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33g, C2 = f1
, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44g, C3 = f3, 4, 5, 6, 7, 8,
9, 45, 46, 47, 48, 49, 50, 51, 52, 53g, and C4 = f10, 11, 12, 13,
14, 15, 16, 17, 18, 19, 20g.

In the second stage, the CHs perform Gaussian mix-
ture clustering. By successively acquiring edge sensing data
from nodes within each cluster, the CHs can analyze data
similarity according to further improve the deredundancy
ratio. Similar classification results in cluster C1 are shown
in Figure 6.
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As shown in Figure 6, C1 is divided into 4 subclusters:
C11 = f22, 25, 28, 30, 32g, C12 = f23, 24, 26g, C13 = f27, 29,
31, 33g, and C14 = f0, 2, 21g. Similarly, cluster C2 includes 3
subclusters: C21 = f1, 34, 35, 36g, C22 = f37, 38, 39g, and C23
= f40, 41, 43, 44g; C3 is classified into C31 = f3, 4, 5, 6, 7g,
C32 = f8, 9, 45, 46g, andC33 = f47, 48, 49, 50, 51, 52, 53g; and
C4 is divided into C41 = f10, 11, 12g,C42 = f13, 14, 15, 16g,
andC43 = f17, 18, 19, 20g.

In the third stage, the data in similar clusters will be
randomly weighted to optimize the redundancy ratio. For
subcluster C13 = f27, 29, 31, 33g in cluster C1, the deredun-
dancy performance, redundancy error, and mean square
error are shown in Figures 7 and 8 and Table 4,
respectively.

As shown in Figure 7, the sensing data of subcluster C13
tend to be the middle values with randomly weighted optimi-
zation. The sensing data of node 29 and node 33 are close to
the deredundancy results. However, the values of node 27
and node 31 are relatively far away. From Figure 8, we can
see that the mean square errors of nodes 29 and 33 are rela-
tively lower than those of nodes 27 and 31. According to
the results in Table 4, it can be seen that the mean square
errors of nodes 27, 29, 31, and 33 are 0.035, 0.004, 0.034,
and 0.006, respectively, which indicates that even if the data
are similar, there are still differences between the sensing
data. Therefore, for the methods of data similarity analysis
with the coordinates of nodes, the lack of spatial correlation
analysis can cause greater errors. Multistage clustering
improves the accuracy of sensing data similarity.

Since the deredundancy ratio of MHCSD is related to the
data similarity clustering K1 in the second stage and the value

Table 2: Parameters of the experiments.

Parameter Value

Duration
Feb. 28~Apr. 5,

2004

Area coverage 42m × 33m
Observation parameter Temperature

Node size of WSNs 54

The number of perceived data collected/ten
thousand

230

Collection interval (s) 31

Distance of CHs and sink (m) 10

Eelec (nJ/bit) 50

εmp (pJ/bit/m4) 0.0013

εf s (pJ/bit/m2) 100

EP (nJ/bit) 5

E0 (J) 5

Table 3: Node distribution probability in clusters.

Node ID Cluster 1 Cluster 2 Cluster 3 Cluster 4

0 60% 40% 0 0

2 60% 40% 0 0

5 0 0 80% 20%

9 0 0 80% 20%

10 0 0 40% 60%

19 20% 0 0 80%

20 20% 0 0 80%

32 60% 40% 0 0

33 60% 40% 0 0

45 0 40% 60% 0

46 0 40% 60% 0

50

47

1

3

6

4

5

53

54

52

2

35

36

3739

40

4142

43

45

44

51

46

49

48

16
15

17

19

18

20
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22
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2425
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27

32 30

29
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11
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Figure 4: The map of sensor nodes in the experiment.

9Wireless Communications and Mobile Computing



of K1 affects the accuracy of the data correlation, the effect of
K1 on the deredundancy ratio is shown in Figure 9.

As shown in Figure 9, the deredundancy ratio gradually
decreases as K1 increases. When K1 = 1, it indicates that clus-
ters C1, C2, C3, and C4 are not divided into any similar sub-
clusters, and MHCSD treats all nodes in clusters C1, C2, C3,
and C4 as redundant nodes, which perform random weight-
ing to optimize sensing data. Therefore, the deredundancy

ratio is maximized. However, when K1 = 1, it is equivalent
to clustering all nodes by position similarity without consid-
ering the data similarity cluster, which leads to a larger error.
When K1 = 10, MHCSD classifies the nodes into 10 similar
subdata clusters in each cluster C1, C2, C3, and C4 and
randomly weights them to deduplicate the sensing data.
Hence, the redundancy ratio is the lowest, which guarantees
the accuracy of the deredundant data. To ensure both the
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Figure 5: Node clustering of the improved k-means scheme with varying β:
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accuracy of the data and the deredundancy ratio of the data,
we set K1 = 4 in the following performance analysis.

Figure 10 shows that as the number of nodes increases,
the deredundancy ratio also increases and varies between
65% and 75%.When the number of nodes is 23, the deredun-
dancy ratio is the highest (75%). When the number of nodes
is less than 3, the proposed scheme omits the spatial correla-
tion deredundancy and transmits the sensing data to the cor-
responding CHs, which degrades the deredundancy ratio.

1
2

3
center

The previous sensing data (°C)

29

31

27 33
21

32

25 28
24

23

0

2

26
2220.0

18.4

18.6

18.8

19.0

19.2

19.4

19.6

19.8

20.019.819.619.419.219.018.818.6 20.2

30

0

Th
e l

at
te

r s
en

sin
g 

da
ta

 (°
C)

Figure 6: Data similarity distribution of C1.
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Table 4: The mean square errors of nodes in C13.

Node Mean square error

27 0.035

29 0.004

31 0.034

33 0.006
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When the number of nodes is larger than 3, MHCSD per-
forms a spatial correlation deredundancy algorithm, dedupli-
cates redundant nodes in clusters, and obviously improves
the deredundancy ratio.

As seen from Figure 11, the deredundancy ratio of the
HMDA algorithm varies between 97.50% and 98.0%, which
is obviously higher than those of TCDA and Dat. Compared
with TCDA and Dat, the deredundancy ratio of HMDA
increases by 1.7% and 4.7%, respectively. Therefore, HMDA
combines MHCSD and TCDA to reduce redundant data
comprehensively and can further remove 70% of the redun-
dant data. Additionally, the accuracy of the deredundancy
nodes is maintained between 0.004 and 0.035, and within
the allowable error range for a user, the deredundancy ratio
reaches the highest. The results in Figure 11 also verify that
HMDA is effective in improving the deredundancy ratio
based on spatial-temporal correlations.

The energy consumed by different schemes is shown in
Figure 12. The energy consumed by the four algorithms
increases gradually as the number of nodes increases. Among
the different schemes, the energy consumption of HMDA is
much lower than those of the other three algorithms. For
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the proposed HMDA scheme, energy consumption increases
very slowly. When the number of nodes is 50, the energy con-
sumption of HMDA is only 0.12 J, which is obviously lower
than those of the other three algorithms. The reason is that
HMDA will adaptively perform both spatial correlation and
temporal correlation analyses.

The network lifetimes of different schemes are shown in
Figure 13. When the number of nodes is lower than 15, the
lifetimes of HMDA, TCDA, Dat, and MHCSD remain stable
at 260 s, 250 s, 120 s, and 15 s, respectively. The reason is that
the deredundancy ratios of the 4 schemes are 97.5%, 96.3%,
93%, and 70%, which ensures that all nodes perform the same
data processing scheme with constant energy consumption.
It is obvious that the lifetime of HMDA is longer than that
of the other 3 schemes. Especially when the number of nodes
increases to 50, the lifetime of HMDA is 109 s, which is 12.6,
3.0, and 3.9 times higher than those of MHCSD, TCDA, and
Dat, respectively. The results in Figures 11–13 demonstrate
that the proposed HMDA scheme can achieve better perfor-
mance in terms of the deredundant ratio, energy consump-
tion, and network lifetime.

5. Conclusion

Focusing on the problem of data redundancy in WSNs, a
multistage hierarchical clustering deredundancy algorithm
is proposed to decrease the additional power consumption
and extend the lifetime of a WSN. Based on the improved k
-means clustering method, all nodes are classified according
to the node position information and temporal similarity.
The Gaussian hybrid clustering method is adopted to
improve the redundant similarity of edge nodes. According
to the secondary classification results, the sensing data gener-
ated by the redundant nodes are randomly weighted to
remove the redundant data. Detailed analysis and experimen-
tal results show that, compared with the existing schemes, the
proposed scheme is superior in terms of the deredundancy
ratio, power consumption, and lifetime of a WSN.
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One of the major challenges that connected autonomous vehicles (CAVs) are facing today is driving in urban environments. To
achieve this goal, CAVs need to have the ability to understand the crossing intention of pedestrians. However, for autonomous
vehicles, it is quite challenging to understand pedestrians’ crossing intentions. Because the pedestrian is a very complex
individual, their intention to cross the street is affected by the weather, the surrounding traffic environment, and even his own
emotions. If the established street crossing intention recognition model cannot be updated in real time according to the diversity
of samples, the efficiency of human-machine interaction and the interaction safety will be greatly affected. Based on the above
problems, this paper established a pedestrian crossing intention model based on the online semisupervised support vector
machine algorithm (OS3VM). In order to verify the effectiveness of the model, this paper collects a large amount of pedestrian
crossing data and vehicle movement data based on laser scanner, and determines the main feature components of the model
input through feature extraction and principal component analysis (PCA). The comparison results of recognition accuracy of
SVM, S3VM, and OS3VM indicate that the proposed OS3VM model exhibits a better ability to recognize pedestrian crossing
intentions than the SVM and S3VM models, and the accuracy achieves 94.83%. Therefore, the OS3VM model can reduce the
number of labeled samples for training the classifier and improve the recognition accuracy.

1. Introduction

According to the annual road traffic accident statistics report
released by the Traffic Administration Bureau of theMinistry
of Public Security of the People’s Republic of China, the
number of people who died in traffic accidents in China in
2019 was 62,763 and the number of people injured was
256,101. Among them, accidents between pedestrians and
vehicles resulted in 17,473 deaths and 45,495 injuries [1].

Pedestrians are vulnerable road users and require active
protection. Both autonomous driving and connected cars
are designed to provide greater safety benefits [2, 3]. Auton-
omous vehicles need to have the ability to determine the

intentions of other road users and communicate with them.
This interaction is crucial between vehicles and pedestrians.
However, pedestrian crossing intention is a relatively com-
plex process, which depends on various factors, such as
pedestrian status and traffic environment [4].

According to a recent report by Google’s autonomous
vehicles, 90% of the failures of autonomous vehicles occur
on busy streets, and 10% of them are due to misrecognition
of pedestrian intention. Among the various behaviors of
pedestrians, street crossing is the most important one, which
is related to the safety of pedestrians. Through visual com-
munication, gesture communication, and even auditory
communication with pedestrians, human drivers can easily
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recognize the pedestrian’s crossing intention. However, for
autonomous vehicles, such communication with pedestrians
is quite challenging [5, 6].

Most of the current researches mainly reveal pedestrians’
crossing intentions from pedestrian movement data and
pedestrian posture data. Pedestrian’s intention to cross the
street is actually a classification problem of behavior
sequence data. There is a strong front and back dependency
between sequence data [3].

Schulz and Stiefelhagen [7] proposed a pedestrian cross-
ing intention recognition method combining multiple inter-
active multiple model filters and latent-dynamic conditional
random field model. The input parameters are mainly posi-
tion and speed. Varytimidis et al. [8] used the convolutional
neural network (CNN) algorithm to extract the features of
the pedestrian’s posture and then recognized the pedestrian’s
crossing intention based on the pedestrian’s head posture.
The algorithms used are the support vector machine (SVM)
and artificial neural network (ANN). Völz et al. [9] used
SVM, CNN, and long- and short-term memory networks
(LSTM) to identify pedestrian crossing intentions. The input
feature parameters are mainly the distance between the
pedestrian and the zebra crossing, and the distance between
the vehicle and the zebra crossing. Park and Lee [10]
obtained the EMG signal during pedestrian movement and
used CNN for learning. It was found that the features can
effectively decode the pedestrian’s movement intention.
Zhang et al. [11] proposed a pedestrian crossing intention
recognition model based on the attention mechanism of
long- and short-term memory networks (AT-BiLSTM). The
input feature parameters are mainly pedestrian speed, dis-
tance between pedestrian and vehicle, and distance between
vehicle and zebra crossing. Schneemann and Heinemann
[12] proposed a pedestrian crossing intention model based
on contextual features, using a support vector machine algo-
rithm. The descriptor captured the movement of pedestrians
relative to the road and the spatial layout of other scene ele-
ments in a generic manner. It showed that context-based data
are good indicators for crossing prediction. Zhao et al. [13]
proposed a pedestrian crossing intention model based on
improved naive Bayesian networks. The input feature data
source is Lidar. Camara et al. proposed an intention heuristic
model. The input feature parameters include pedestrian tra-
jectory, vehicle trajectory, and relative position. It was found
that the model recognition accuracy was high, reaching 96%.
Fang et al. [14] established a pedestrian crossing intention
model based on SVM and found that the model can accu-
rately identify pedestrian crossing intentions with an accu-
racy rate of 93%. The input of the model is the feature
parameters of pedestrian body posture. Škovierová et al.
[15] collected the position, speed, and orientation informa-
tion of all traffic participants of pedestrians, and realized
the recognition of pedestrian intention through the Bayesian
network. Quintero et al. [16, 17] used pedestrian posture fea-
tures to recognize pedestrian crossing intentions and retro-
grades. Although the recognition accuracy is high, the
recognition time lags to a certain extent.

Through the above review, it can be seen that the current
pedestrian crossing intention recognition is mainly based on

data-driven and pedestrian posture feature-driven, and rec-
ognition algorithms are traditional supervised learning algo-
rithms. However, the shortcomings of the current pedestrian
street crossing intention model are also obvious. First of all,
some pedestrian street crossing intention models are estab-
lished based on pedestrian posture data. When the pedes-
trian’s head is blocked or the sunlight is too strong, it will
seriously affect the recognition accuracy of the intention
model. Secondly, the current pedestrian street crossing inten-
tion model is mainly based on supervised learning. A large
number of data labels need to be manually labeled. In the
era of big data, this method is very time-consuming. Finally,
the current pedestrian street crossing intention model cannot
perform online self-learning. When faced with some special
situations, it cannot perform self-learning based on data,
which greatly affects the generalization performance of the
model.

Samples are known to have certain features as a training
data set, build a model, and then use this model to classify
unknown samples. This method is called supervised learning
and is the most commonly used machine learning method.
Generally speaking, each set of feature data corresponds to
a specific label when the classification model is trained [18,
19]. Semisupervised learning (SSL) [20] is a key issue in the
field of pattern recognition and machine learning. It is a
learning method that combines supervised learning and
unsupervised learning. Semisupervised learning uses a large
amount of unlabeled data and simultaneously uses labeled
data for pattern recognition. When using semisupervised
learning, it will require as few people as possible to do the
work, and at the same time, it can bring relatively high accu-
racy. Online learning can quickly make model adjustments
based on online feedback data and improve the accuracy of
online predictions. The process of online learning includes
presenting the prediction results of the model to the user
and then collecting the user’s feedback data, which is then
used to train the model to form a closed-loop system [21,
22]. Online semisupervised learning is the product of the
fusion of semisupervised learning and online learning. While
the labeled and unlabeled samples can be stored, it also has
the characteristics of online learning. The online semisuper-
vised learning algorithm is a sequence of continuous learning
cycles ongoing. In each learning cycle, the learner is given a
training sample and is required to predict the label of the
sample in the case of training unlabeled samples [23, 24].

A large number of sensors, cameras, millimetre wave
radars, and Lidar devices are installed on the connected
autonomous vehicles (CAVs). These devices will generate
abundant data, which will lead to the lack of storage resources,
computing resources, and communication resources. Due to
the limitations of the equipment in computing power and
storage performance, the CAVs cannot perform computation-
ally intensive tasks. At this point, the task needs to be sent to
the server, which will process the task, and then the process-
ing results will be fed back to the vehicle. The data processing
based on the traditional cloud computing model will not only
lead to long task execution delays but also increase the energy
consumption. Centralized cloud servers are far away from ter-
minal devices, which leads to inefficiency in computing-
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intensive environments. At the same time, the transmission of
computing resources to the cloud consumes energy, which
may also reduce the service life of mobile batteries. In addi-
tion, the cloud computing patterns make it difficult to provide
mobile users with complex memory utilization applications
and higher data storage capacity. Mobile edge computing
(MEC) is regarded as an effective way to solve the above
problems. By deploying computing resources at the edge
of the network, the delay-sensitive tasks such as collision
prediction, surrounding vehicle and pedestrian intention
prediction, vehicle avoidance control, and other tasks are
assigned to the edge server for calculation, which can
greatly reduce the communication delay and also can effec-
tively improve the data security.

In this study, an online semisupervised learning model
for pedestrians’ crossing intention recognition based on
mobile edge computing technology was established. The
MEC technology is an ideal choice for CAVs, which can play
a key role in assisting the intelligent vehicles. Therefore, edge
intelligence was employed to acquire and process pedestrian
and vehicle data at the edge of the network, and the pedes-
trian intention recognition result was fed back to the
decision-making system of CAVs in time. By comparing
the characteristics of supervised learning, semisupervised
learning, online learning, and online semisupervised learn-
ing, we chose an online semisupervised learning algorithm
to identify pedestrian crossing intentions. Existing super-
vised learning algorithms need to manually label data, and
the model cannot be updated in real time. In view of this, this
work proposed an online semisupervised support vector

machine algorithm (OS3VM). Based on the semisupervised
support vector machine classification model, the local
concave-convex process optimization (LCCCP) algorithm
was employed to remark the soft labels of unmarked samples
in an iterative way. Then, the greedy promotion algorithm
was used to further update the dual variables to realize the
online learning process of the S3VM model. The proposed
pedestrians’ crossing intention recognition model has the
structure shown in Figure 1.

2. Experimental and Data Collection

2.1. Experiment Site and Equipment. The experimental road
is two-way four-lane, and the length of the zebra crossing is
12m. The center of the road is separated by a double yellow
line, and there is no fence or refuge island in the middle.
The experimental site is a section without signal light control.
The experimental site is relatively common in China and has
a certain representativeness. The transportation elements are
mainly cars and buses. Traffic flow is about 450 veh/h.
Figure 2 shows the experiment site.

The main experimental equipment is a 4-layer laser scan-
ner and high-definition (HD) camera. The laser scanner
model was an IBEO LUX with a scanning frequency of
12.5Hz, a detectable range of 0.3–200m, and a vertical view-
ing angle of 3.2°FOV. It was mainly used to collect some objec-
tive parameters such as the vehicle speeds, crossing speeds of
the pedestrians, and the distances between vehicles and pedes-
trians. The video capture equipment used a mini HD monitor
with a video resolution of 1920 × 1080, which ensured the

Mobile edge computing

Roadside equipment On-board equipment

HD camera CAN bus

Pedestrian
speed

Distance between
pedestrian and
zebra crossing

TTC VD

Data preprocessing (filtering, normalization)

Statistical analysis of feature parameters, principal component analysis

 An online semi-supervised learning model for pedestrians crossing intention recognition

Connected autonomous vehicle

Distance between
vehicle and

zebra crossing
Vehicle speed

Millimeter- 
wave radar Laser scanner

Figure 1: The structure of pedestrian intention recognition based on mobile edge computing.
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definition of the video and met the experimental requirement.
HD cameras aremainly used to determine the age, gender, and
group attributes of pedestrians. In order to avoid the observer
effect, the equipment is installed 15m away from the zebra
crossing. Figure 3 shows the experiment equipment.

2.2. Intention Feature Extraction. In this work, pedestrians’
crossing intentions are mainly divided into two categories,
namely, “stopping” and “crossing”. When the pedestrian’s
crossing intention is “stopping”, it means that the pedes-
trian’s speed at a certain distance from the zebra crossing is
relatively large, and when the pedestrian reaches the curb,
the pedestrian’s crossing speed is 0. When the pedestrian’s
crossing intention is “crossing”, it means that the pedestrian
crosses the zebra crossing at the original speed, and the speed
before crossing the street is not much different from the
speed when crossing the street.

All experimental data were collected in sunny weather.
Avoid the weather’s interference with pedestrians’ intention
to cross the street. The experiment was carried out for about
one month, and mainly collected the movement data of
pedestrians and vehicles before crossing the street. Through
data extraction, the pedestrian crossing intention feature
parameters selected in this work include the pedestrian speed
before crossing the street (PS), the distance between pedes-
trian and zebra crossing (DPZ), the distance between vehicle
and zebra crossing (DVZ), vehicle speed (VS), time to colli-
sion (TTC), and vehicle deceleration (VD). In addition, the
age, gender, and group attributes of pedestrians have a
greater impact on pedestrians’ intention to cross the street.
There, it is also considered in this work. The detailed analysis
of feature parameters is described as follows. This study
focused on two pedestrian street crossing decisions: crossing
and stopping. Two different locations were selected for the
experiment. The experiment period is 22 days. We collected

900 samples of pedestrians who intended to stop and 900
samples of pedestrians who intended to cross. Pedestrian
crossing intention recognition is actually a kind of sequence
data recognition. In this work, we intercepted the data of
pedestrians and vehicles 2 s before crossing the street for
analysis. In other words, the input length of the feature
parameters is 2 s.

The data was preprocessed before statistical analysis,
mainly including data filtering and data normalization.
Pedestrian speed and vehicle speed collected by laser scanner
may have a step phenomenon in a short time. In order to
minimize this phenomenon, the paper used Gaussian
smoothing filter for data processing. In addition, since the
vehicle speed and the distance between the vehicle and the
zebra crossing are relatively large, in order to improve the
recognition accuracy and training speed of the model, the
data was normalized.

2.2.1. PS. When the pedestrian’s crossing intention is “stop-
ping”, the mean PS before crossing the street is 2.48 km/h.
When the pedestrian’s crossing intention is “crossing”, the
mean PS before crossing the street is 4.15 km/h. As shown
in Figure 4. The one-way analysis of variance (ANOVA) test
found that the mean PS before crossing the street under the
two kinds of crossing intentions was significantly different
(Fð1:1776Þ = 375:31, p < 0:05).

2.2.2. DPZ. When the pedestrian’s crossing intention is
“stopping”, the mean DPZ before crossing the street is
0.63m. When the pedestrian’s crossing intention is “cross-
ing”, the mean DPZ before crossing the street is 0.99m.
As shown in Figure 5, the one-way ANOVA test found
that the mean DPZ before crossing the street under the
two kinds of crossing intentions was significant difference
(Fð1:1776Þ = 160:64, p < 0:05).

Figure 2: Experiment site.
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2.2.3. DVZ. When the pedestrian’s crossing intention is
“stopping”, the mean DVZ before reaching the street is
19.59m. When the pedestrian’s crossing intention is “cross-
ing”, the mean DVZ before reaching the street is 38.56m.
As shown in Figure 6, the one-way ANOVA test found that
the mean DVZ before crossing the street under the two
kinds of crossing intentions was significant difference
(Fð1:1776Þ = 660:64, p < 0:05).

2.2.4. VS. When the pedestrian’s crossing intention is
“stopping”, the mean VS before reaching the street is
28.91 km/h. When the pedestrian’s crossing intention is
“crossing”, the mean VS before reaching the street is

28.90 km/h. As shown in Figure 7, the one-way ANOVA
test found that the mean VS before crossing the street
under the two kinds of crossing intentions was no signifi-
cant difference (Fð1:1776Þ = 0:96, p > 0:05).

2.2.5. TTC. When the pedestrian’s crossing intention is
“stopping”, the mean TTC before arriving the street is
2.45 km/h. When the pedestrian’s crossing intention is
“crossing”, the mean TTC before arriving the street is
4.50 s. As shown in Figure 8, the one-way ANOVA test found
that the mean TTC before crossing the street under the two
kinds of crossing intentions was no significant difference
(Fð1:1776Þ = 410:45, p < 0:05).

2.2.6. VD. When the pedestrian’s crossing intention is
“stopping”, the mean VD before arriving the street is
2.26m/s2. When the pedestrian’s crossing intention is
“crossing”, the mean VD before arriving the street is
1.20m/s2. As shown in Figure 9, the one-way ANOVA test
found that the mean VD before crossing the street under
the two kinds of crossing intentions was no significant dif-
ference (Fð1:1776Þ = 406:43, p < 0:05).

2.2.7. Age, Gender, and Group. It is well known that the age,
gender, and group attributes of pedestrians can significantly
affect pedestrians’ intention to cross the street. Middle-aged
pedestrians tend to take risks, while the elderly is relatively
conservative. Compared with male pedestrians, female
pedestrians are also relatively conservative. In addition,
group pedestrians are more radical than single pedestrians
[25–27]. In order to improve the recognition accuracy of
pedestrian crossing intention recognition model, we take
pedestrian age and pedestrian gender as input variables to
train the model. The pedestrians’ age was divided according
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to natural observation, using the classification method men-
tioned in the references which define 18–30 as a youth, 30–59
as middle age, and >60 as old age [28, 29]. Hashimoto et al.
[30] found that individuals or groups have great differences
in pedestrian crossing behavior and use this attribute as input
variable to train the intention recognition model.

2.3. Principal Component Analysis (PCA). Through feature
analysis, it can be seen that only the vehicle speed of the
above six feature parameters has nothing to do with pedes-
trian crossing intention. Although multiple features contain
rich information, omission of features can be avoided. How-
ever, the long input feature parameters will slow down the
recognition speed and reduce the recognition accuracy. In
addition, the model may also be overfitting. Therefore, this

paper used PCA to reduce the dimension of the feature
parameters. On the basis of retaining the original feature
parameter information, reduce the dimension of the param-
eters [31]. The PCA algorithm is used to reduce the dimen-
sionality of five feature parameters of crossing intention,
and the correlation between the variables and the principal
components is shown in Table 1.

From Table 1, we can see that VD, PS, and PC1 have a
strong correlation. TTC, DVZ, and PC2 have a strong corre-
lation. TTC, DVZ, VD, and PC3 have a strong correlation.
Figure 2 shows PCA feature extraction. It can be seen from
Table 2 that the eigenvalues of the first three principal com-
ponents are all greater than 1, so the first three principal com-
ponents are selected to replace the original variables. The
corresponding cumulative variance contribution rate is
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91.92%, which shows that extracting the first 3 principal
components to replace the original variables only loses
8.08% of the information. Therefore, this experiment selected
the first three principal components (PC1~PC3) as the fea-
ture input of the pedestrian crossing intention model. In
addition, the input feature parameters of the intention model
also include pedestrian age, gender, and group attributes.

2.4. Sample Label. The experiment collected a total of 1800
data sets. K-means clustering is widely used in pattern recog-
nition and sample labeling [32, 33]. In addition, K-means
clustering also plays an important role in semisupervised
learning. In this work, the labeled samples are divided into
two categories according to certain characteristics through
K-means clustering. When unlabeled samples enter the
model, they are first clustered and labeled, and then further
trained by a semisupervised learning algorithm. In this work,

the intention of pedestrians to cross the street is divided into
two categories, namely, “crossing” and “stopping”.

3. Recognition Model Design

The online semisupervised learning (OSSL) algorithm pos-
sesses the advantages of both semisupervised learning and
online learning algorithms [34, 35]. The semisupervised data
stream containing marked samples and unmarked samples
can be learned online simultaneously, and then, the recogni-
tion model can be updated in real time. In this paper, an
online semisupervised support vector machine (OS3VM)
algorithm was established to identify the pedestrian crossing
intentions. Based on the semisupervised support vector
machine classification model, the local concave-convex pro-
cess optimization (LCCCP) algorithm was employed to
remark the soft labels of unmarked samples in an iterative
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way. Then, the greedy promotion algorithm was used to fur-
ther update the dual variables to realize the online learning
process of the S3VM model. This section focuses on the
introduction of the OS3VM algorithm based on the dual lift-
ing process.

3.1. S3VMModel. The objective optimization function of tra-
ditional SVM can be expressed as follows [36]:

J mð Þ = 1
2 mk k2 + c〠

T

t=1
σt 1 − yt m, xth i½ �, ð1Þ

where c represents the weight parameter, xt represents the
sample data, yt represents the sample label, σt = 1 represents

the marked sample, and σt = 0 represents the unmarked
sample.

S3VM extends the idea of maximizing the classification
interval to semisupervised learning and comprehensively
considers the role of marked samples and unmarked samples
when maximizing the interval. The hat loss function is usu-
ally used in S3VM to describe the loss caused by unmarked
data:

Lt mð Þ = 1 − m, xth ij j½ �: ð2Þ

Then, the objective function of S3VM can be expressed as
follows:

J mð Þ = 1
2 mk k2 + 〠

T

t=1
cσt 1 − yt m, xth i½ �ð Þ + γ 1 − σtð Þ 1 − m, xth ij j½ �,

ð3Þ

where c and γ represent the weight parameters.
In order to adapt to online learning, this paper adopted a

balanced penalty function to relax the constraint of the objec-
tive function on the decision boundary, and the objective
function of S3VM can be described as follows:

J mð Þ = 1
2 mk k2 + 〠

T

t=1
cσt 1 − yt m, xth i½ �ð Þ

+ γ 1 − σtð Þ 1 − m, xth ij j½ �Þ

+ μ〠
T

t=1

1
ut

〠
t

i=t−τ+1
1 − σið Þ m, xih i − 1

lt
〠
t

i=t−τ+1
σiyi

�����
�����,
ð4Þ

where c, γ, and μ represent the weight parameters, Pt ⊆ f1,
2,⋯,tg, ut , and lt are the number of unlabeled samples and
labeled samples subscripted in Pt , respectively, and τ repre-
sents the size of Pt .
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Figure 9: Comparison of VD in the intention of “crossing” and “stopping”.

Table 1: Correlation between the variables and the principal
components.

Variable PC1 PC2 PC3 PC4 PC5

TTC -0.11 0.79 0.45 -0.07 -0.02

DVZ 0.02 -0.69 0.67 -0.21 -0.45

VD 0.74 -0.15 0.46 -052 -0.07

PS -0.48 -0.08 -0.07 -001 -0.02

DPZ -0.24 -0.15 0.06 -0.22 -0.07

Table 2: PCA feature extraction.

PC Feature value
Variance contribution

rate (%)

Cumulative variance
contribution rate

(%)

PC1 3.753 36.958 36.958

PC2 2.241 29.505 66.463

PC3 1.273 25.458 91.921

PC4 0.673 4.802 96.723

PC5 0.528 3.277 100
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Equation (4) can be further simplified as follows:

J mð Þ = 1
2 mk k2 + 〠

T

t=1
wt mð Þ, ð5Þ

where ∑T
t=1wtðmÞ represents the loss function of the sample

ðxi, yi, σiÞ.
The sample loss function wtðmÞ can be decomposed into

the sum of convex function wvex
t ðmÞ and concave function

wave
t ðmÞ, and the objective function of S3VM can also be

decomposed into the sum of convex function JvexðmÞ and
concave function JaveðmÞ:

J mð Þ = 1
2 mk k2 + 〠

T

t=1
wt mð Þ = Jvex mð Þ + Jave mð Þ + con, ð6Þ

where con is a constant term, which will not affect the solu-
tion of minimizing JðmÞ, and this term can be ignored.

The optimal boundary vector can be defined as
m∗ = argmin

m
JðmÞ; by combining Equations (4) and (6), it

can be obtained as follows:

Javeð Þ′ m∗ð Þ = 〠
T

t=1
wave

tð Þ′ m∗ð Þ: ð7Þ

The predicted label based on the boundary vector m∗ of
the unlabeled sample xt was defined as �yt = sign ðhm, xtiÞ. If
there was a soft label ~yt approaching the predicted label �yt ,
then the S3VM model can be achieved by minimizing the fol-
lowing equation:

Jvex mð Þ − γ〠
T

t=1
~yt m, xth i: ð8Þ

In this paper, the latest boundary vector obtained in the
previous learning process was used as the soft label of the
unmarked sample.

3.2. OS3VM Algorithm Based on the Dual Lifting Process. The
OS3VM algorithm mainly includes two processes. The first is
the prediction of the soft labels of unlabeled samples, and the
second is the lifting process of the dual function [37]. The
dual function corresponding to Equation (8) can be
expressed as follows:

D φ1, φ2,⋯,φT , θð Þ

= −
1
2 〠

T

t=1
cσtφt1ytxt + γ 1 − σtð Þ φt2 − φt3 + ~ytð Þxt − μθt

1
ut

〠
i∈Pt

1 − σið Þxi
" #)28<

:

+ 〠
T

t=1
cσtφt1 + γ 1 − σtð Þ φt2 + φt3ð Þ − μθt

1
lt
〠
i∈Pt

σiyi

" #
, ð9Þ

where φt = ½φt1, φt2, φt3�ðt ∈ f1, 2,⋯,TgÞ represents the sys-
tem vector corresponding to the loss function, and satisfies
the constraint conditions φt1, φt2, φt3 ∈ ½0, 1�; θ = ½θ1, θ2,⋯,
θT � represents the coefficient vector corresponding to the
penalty function and satisfies constraint conditions θ1, θ2,
⋯, θT ∈ ½−1, 1�.

Equation (9) indicates that the variables in the dual func-
tion corresponding to Equation (8) are actually a set of coef-
ficient variables with constraints, and the function value of
the dual function can be determined according to the value
of the coefficient vector group ðφ1, φ2,⋯,φT , θÞ. In addition,
since the coefficient variables in the dual function Dðφ1, φ2,
⋯,φT , θÞ are independent of each other, the function value
of the whole dual function can be improved only by changing
the value of some coefficient variables, so as to solve the
OS3VM model update problem.

ðφiÞt and ðθÞt represent the value coefficient vectors φiði
∈ f1, 2,⋯,tgÞ and θ in the learning period t. According to
the characteristics of the data flow in the online semisuper-
vised learning process, the coefficient vector group ðφ1, φ2,
⋯,φT , θÞ should meet the following four conditions in addi-
tion to its own constraints during the learning cycle update
process [38]:

(1) For any i ∈ f1, 2,⋯,Tg, ðφi1Þt = 0

(2) For any i ∈ ft + 1, t + 2,⋯,Tg, ðφi2Þt − ðφi3Þt + ~yi = 0

(3) For any i ∈ ft + 1, t + 2,⋯,Tg, ðθiÞt = 0
(4) The new dual vector group can improve the function

value of the dual function, namely,

D φ1ð Þt , φ2ð Þt ,⋯, φtð Þt , θð Þt
� �

≥D φ1ð Þt−1, φ2ð Þt−1,⋯, φtð Þt−1, θð Þt−1
� �

:

ð10Þ

According to the above analysis, the boundary vector mt
of the learning period t in the OS3VM algorithm can be
expressed as follows:

mt = 〠
t

i=1
cσi φi1ð Þtyixi + γ 1 − σið Þ φi2 − φi3 + ~yið Þxi

�

− μ θið Þi
1
ui

〠
j∈Pt

1 − σj

� �
xj

#
:

ð11Þ

Considering the computational complexity and punish-
ment function design, the OS3VM algorithm proposed in
this paper only used the samples marked in It = ft − τ +
1, t − τ + 2,⋯,tg to achieve dual promotion process in the
learning cycle t. Therefore, the set of dual variables that
can be updated in the learning period was fφt−τ+1, φt−τ+2,
⋯,θtg. At the same time, considering that the greedy pro-
motion process would bring a greater degree of dual func-
tion promotion in each learning cycle, the paper proposed
an OS3VM algorithm based on greedy promotion. In the
learning period t, the value of the dual function can be
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improved by solving the following quadratic programming
(QP) problem [24]:

φ1ð Þt , φ2ð Þt ,⋯, φtð Þt , θð Þt
� �

= argmax
φ2∈ 0,1½ �3,θi∈ −1,1½ �

D φ1, φ2,⋯,φt , θð Þ

s:t:∀i ∉ Pt , φi = φið Þt−1,∀i ≠ t, θi = θið Þt−1:
ð12Þ

Therefore, Equation (12) would have a maximum dual
promotion in the dual variable set fφt−τ+1, φt−τ+2,⋯,θtg
after given a soft label, thus achieving the semisupervised
support vector machine online learning process.

4. Simulation Results

In this article, we used MATLAB language for modelling; a
total of 1800 groups of experimental data samples were
obtained and randomly selected 10% to 70% of the samples
(in 10% increments) without replacement as labeled samples
lt and then the remaining samples as unlabeled samples ut . In
addition, 30% of the unmarked samples ut were randomly
determined as the test sample. The SVM algorithm and
S3VM algorithm were employed to compare with the OS3VM
algorithm proposed in this study. The difference between a
supervised model and a semisupervised model is that the
SVM only uses the labeled samples lt for training, while the
S3VM uses both marked samples lt and unmarked samples
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ut for training. Based on the S3VM model, the OS3VM can
update the trained model in real time. In order to process
the large data streams in practical applications, it is also nec-
essary to sparse the boundary vectors in the process of the
OS3VM algorithm. Therefore, k-maximum dual coefficient
(k-MC, k = 400) method was selected as the sparsification
method in the experimental process. Since the OS3VM algo-
rithm only contains the inner product operation between
sample points, the kernel function could also be introduced
to find the linear classification surface. In this study, the stan-
dard RBF kernel function was determined to find the linear
classification surface and its form can be expressed as follows:

K xi, xj
� �

= e− xi−xjk k2/2σK 2
: ð13Þ

4.1. Dual Lifting Process. In order to further illustrate the
effect of the dual lifting process, Figure 10 compares the
change curves of the original function and the dual function
in the OS3VM algorithm. It can be seen from Figure 11 that
the two curves are constantly approaching each other along
with the algorithm process. The value of the dual function
increases during the OS3VM algorithm. In contrast, the value
of the original function tends to decrease, and there will be
some small fluctuations during the descending process. The
results demonstrate the correctness of the proposed OS3VM
algorithm and the feasibility and effectiveness of the algo-
rithm based on the dual promotion process. In addition,
Figure 10 further reveals the error rate of boundary vectors
mðtÞ in the process of the OS3VM algorithm in the whole
data set. The simulation result indicates that the proposed
algorithm is a process of improving the performance of the
predictor. Since the algorithm only uses the information of
local samples to update the predictor, the effect of the predic-
tor will inevitably produce some small fluctuations during
the learning process.

In the OS3VM algorithm, Pt not only controls the num-
ber of local sample points used in the balanced penalty func-

tion to punish the unbalanced division but also determines
the range of sample points used in the dual promotion pro-
cess, and therefore also controls the computational time
complexity of the algorithm process in each learning cycle.
Obviously, the larger the size of Pt is, the higher the compu-
tational time complexity of the algorithm process in each
learning cycle is. Figure 12 shows the impact of the size of
Pt on the error rate of the algorithm. The results demonstrate
that if the τ value is too small or too large, the classification
effect of the algorithm will be worse. If the τ value is too large,
the large number of sample points used in the dual lifting
process will hardly express the sparse region of the current
sample distribution, thus making the learning effect worse.
In other words, too large a value of τ will make the algorithm
unable to respond to changes in the data stream in time.

Based on the above analysis, the reasonable choice of Pt
in the OS3VM algorithm will be beneficial to improve the
computational time complexity and the classification accu-
racy of the algorithm. Therefore, in the paper, the value of
τ was determined as 200.

4.2. Comparison of Recognition Accuracy. The comparison
results of pedestrian crossing intention recognition accuracy
of SVM, S3VM, and OS3VM are shown in Table 3 and
Figure 13. The results indicated that, in the case of the same
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Table 3: Accuracy of pedestrian crossing intention recognition
based on SVM, S3VM, and OS3VM.

Labeled sample proportion SVM S3VM OS3VM

10 82.43 85.93 89.16

20 84.57 87.42 91.38

30 86.12 88.98 92.47

40 87.86 90.50 94.83

50 88.32 91.07 94.66

60 88.45 91.21 94.72

70 89.27 91.43 94.65
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proportion of labeled samples, the OS3VM algorithm
exhibits a better ability to recognize pedestrian crossing
intentions than the SVM and S3VM models. Under the con-
dition of 10% marked sample ratio, the accuracy of pedes-
trian crossing intention recognition of OS3VM is higher
than of the SVM model with 60% marked sample ratio and
the S3VM with 30% marked sample ratio, and the accuracies
are 89.16%, 88.45%, and 88.98%, respectively. It can be seen
that the OS3VM algorithm can improve the recognition abil-
ity of pedestrian crossing intention by using the unmarked
samples. In addition, when the proportion of labeled samples
is greater than 40%, the established model tends to converge
and the accuracy rate converges to 94%. As the proportion of
labeled samples increases, the training time of the model will
greatly increase. Therefore, comprehensively considering the
training time and recognition accuracy, the paper determines
that the best-labeled sample ratio of the OS3VM recognition
model is 40%.

5. Conclusions

Autonomous vehicles need to understand pedestrian behav-
ior in order to achieve better performance. Recognizing the
pedestrian intention is one of the most critical capabilities
for autonomous vehicles to ensure the safe operation of the
urban environment. However, for autonomous vehicles, it
is quite challenging to accurately identify pedestrians’ cross-
ing intentions, because they are affected by their emotions,
traffic environment, road environment, and weather. At
present, pedestrian crossing intention models have the prob-
lem that the models cannot be updated online in real time,
which limits their applicability and generalization. To accu-
rately identify pedestrians’ crossing intentions, the model

needs to be able to update the model online in real time
according to the diversity of the samples. To achieve this goal,
this paper proposes a OS3VM. In order to verify the effective-
ness of the model, this paper uses laser scanner to collect a
large amount of pedestrian crossing data and vehicle move-
ment data, and determines the input feature parameters of
the model through statistical analysis and PCA feature
extraction.

The semisupervised support vector machine is a type of
semisupervised learning method based on low-density region
segmentation. This type of method believes that the decision-
making area should be located in some areas with low data
density. Since the solution of S3VM algorithm is a nonconvex
problem and difficult to handle, there is relatively little
research work on online semisupervised support vector
machine. This study proposes an OS3VM model based on
dual promotion process to identify the pedestrian crossing
intentions. Firstly, the hat loss function is employed to
describe and define the basic learning problem of the S3VM
model. Then according to the inspiration in the process of
concave and convex, the nonconvex problem would be trans-
formed to a convex problem. Therefore, an OS3VM model
based on dual promotion process is established with using
the greedy algorithm to achieve the improvement of the dual
function. Finally, the online update of the classifier is
completed. In order to verify the validity of the proposed
algorithm, the SVM and S3VM models are established,
respectively, and the accuracy of pedestrian crossing inten-
tion recognition of different models is compared under the
different labeled sample proportions. The results demon-
strate that the proposed OS3VM model can reduce the num-
ber of labeled samples for training the classifier and improve
the recognition accuracy.
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With the advancement of national policies and the rise of Internet of things (IoT) technology, smart meters, smart home appliances,
and other energy monitoring systems continue to appear, but due to the fixed application scenarios, it is difficult to apply to
different equipment monitoring. At the same time, the limited computing resources of sensing devices make it difficult to
guarantee the security in the transmission process. In order to help users better understand the energy consumption of different
devices in different scenarios, we designed a nonintrusive load management based on distributed edge and secure key
agreement, which uses narrowband Internet of things (NB-IoT) for transmission and uses edge devices to forward node data to
provide real-time power monitoring for users. At the same time, we measured the changes of server power under different
behaviors to prepare for further analysis of the relationship between server operating state and energy consumption.

1. Introduction

In the new era, the Internet has fundamentally changed social
life, and people’s demand for the Internet is also increasing. A
new generation of network communication reform is emerg-
ing. The IoT can be regarded as the extension of the Internet,
that is, the Internet extends its tentacles to the field of embed-
ded computer systems and their supporting sensors, con-
necting all objects to the network through information
sensing devices such as QR codes, radio frequency identifica-
tion, and sensors, so as to transmit information, so as to form
a worldwide interconnected mode to realize automatic iden-
tification, precise positioning, real-time tracking, and timely
management [1]. At present, IoT technology has been widely
used in agriculture, retail, logistics, storage, medical, energy,
and other fields. Figure 1 shows the ecological map of the
IoT [2]. Due to the impact of global warming, as well as the
trend of diversified social energy use, global energy consump-
tion continues to increase; energy conservation and emission
reduction have become an important topic in the world [3].
NB-IoT technology as a high security, high-quality, low-
power, and low-cost IoT technology has been applied to

energy management field more and more [4]. The existing
energy management pays more attention to providing users
with equipment status monitoring, household energy
consumption statistical analysis, differential electricity price
information, and other services through the monitoring of
electric energy information [5]. Energy management not
only provides users with visual information statistics but also
allows users to get more information and sense of participa-
tion, so as to encourage users to actively save energy and
improve household energy utilization rate [6]. In addition,
the statistics of relevant electric energy information can also
provide the basis for the smart allocation and pricing of the
State Grid and improve the security and reliability of power
grid operation [7].

The energy management and control system based on
IoT mainly uses wireless transmission mode. Different appli-
cation scenarios involve different communication modes,
including Bluetooth, ZigBee, WiFi, GSM/3G/4G cell, and
HTTP. Due to the use scenarios, different sensing means
must be used. However, due to the limited memory and com-
puting power of a large number of sensing devices in the
basic layer, it is difficult to achieve security defence, and the
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data exposed in the public environment is very easy to steal
and is easy to be interfered with [8]. Therefore, how to main-
tain the system data security and reliability is a problem we
need to consider [9]. The IoT can be divided into sensing
layer composed of sensors and other sensing devices, net-
work layer responsible for data transmission, and application
layer for visual display. Due to the variety of sensors in the
sensing layer and the complexity of data format, it is difficult
to completely unify, so the security control of network layer
transmission is more complex [10]. Due to the limited
resources of the sensing layer devices, only a small amount
of computation can be performed. The deployment of classi-
cal encryption and authentication algorithms will not only
consume equipment energy but also occupy resources and
reduce the computing efficiency of devices. The existing secu-
rity algorithms are mainly aimed at remote user authentica-
tion to prevent illegal users from gaining access to privacy
data and controlling intelligent devices [11]. We designed a
nonintrusive load management based on distributed edge
and secure key agreement to provide real-time power moni-
toring for users. At the same time, we designed a lightweight
encryption authentication algorithm between cloud edge
devices to maintain the cloud server’s receiving of sensor data
and ensure the operation security of the energy management
system.

After the second part introduces the related technology of
the energy management system, we introduce the design of
the secure energymanagement system in the third part. Then,
the system performance is discussed in the fourth part. In the
fifth part, we summarize our nonintrusive load management
based on distributed edge and secure key agreement.

2. Related Work

The characteristics of IoT connecting a variety of sensors and
sensing devices bring indispensable convenience to users’ life

and industrial production. In order to realize intelligent
irrigation and save the cost of water resources, Rao et al.
designed the adaptive control algorithm of a home irrigation
system based on IoT. The water demand of plants was calcu-
lated by using the data of temperature and humidity sensor,
and the water pump was controlled to irrigate plants in time
to promote plant growth [12]. In the logistics and transporta-
tion industry, in order to ensure food safety, Gialelis and
others designed a food traceability platform using low-cost
IoT nodes to monitor the logistics chain from the “loading
point” and continuously monitor the product storage envi-
ronment [13]. In the health care industry, the IoT technology
also has a variety of applications. Onasanya and Elshakankiri
proposed a cancer medical system based on the IoT, which
monitors the status of patients and environmental data
through implanted and nonimplanted sensors, so as to pro-
vide timely and detailed information feedback for follow-up
treatment, so as to help patients get better treatment and
nursing [14]. In power, the IoT is mainly used in large-scale
power grid and household small switch control. At present,
the existing power Internet of things products mainly include
smart meters and household appliances with wireless control
module [15], while the equipment transmission mode mainly
includes Bluetooth, WiFi, ZigBee, and NB-IoT. Adiono et al.
proposed a Bluetooth-based smart home Android Software
to help users control the power switch, lighting, curtain, door
lock, and other devices in the home and monitor the temper-
ature and humidity status in real time [16]. Madhu and
Vyjayanthi designed a smart home controller using WiFi
networking and controlled the corresponding equipment
through the running software on the smart phone [17]. Jhang
et al. designed a smart home control device based on ZigBee,
and the sensor realized remote monitoring of door opening
and closing and water leakage [18]. Due to its short commu-
nication distance and less connection number, Bluetooth
technology is more suitable for the transmission of short
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Figure 1: The ecosystem of IoT. The ecosystem includes equipment, platform, application, and business. After the platform is connected to
the equipment, it can be used to build and manage IoT solutions for different industries.
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distance and less devices, such as wearable devices and small
audio [19]. Because most of the intelligent products on the
market, such as mobile phones, laptops, and TV boxes, have
the function of accessing the Internet through WiFi, many
products in the field of energy monitoring use WiFi as wire-
less communication mode. However, its configuration is
complex, its security is low, and its power consumption is
high, so it needs to be charged frequently. It is not applicable
to sensor networks that need to transmit a small amount of
data and contain a large number of nodes [20]. However,
NB-IoT has the characteristics of low power consumption,
large number of connections, wide transmission range, and
low cost, so it has a great application prospect [21].

With the extensive use of NB-IoT technology, the user
experience and product security need to be improved. For
example, once the data of intelligent meter reading is stolen,
it can be inferred whether the household is at home accord-
ing to the data, which leads to the risk of property loss. At
present, the existing IoT solutions not only face the problem
of bandwidth delay but also face challenges in resource
constraints and security. Because the extra security increases
the cost of most manufacturers rather than the profit of
equipment sales, many manufacturers give up providing
security patches and firmware update services. Based on this,
there are many high-risk vulnerabilities in the current Inter-
net of things devices, especially in the default password,
plaintext transmission key, and so on [22]. As shown in
Figure 2, the IoT system is mainly composed of three layers,
and each layer has different security vulnerabilities due to
different technologies used [23]. Generally, the front-end
devices of the sensing layer are limited by resources and
cannot carry out complex computing tasks, so it is difficult
to protect data security. Therefore, Batalla and Gonciarz
designed a security algorithm deployed on edge devices
[24]. Unde and Deepthi analyzed the rate distortion of com-
pressive sensing (CS) using structural randommatrix (SRM),
injected artificial noise into the quantization CS measure-
ment to resist CPA, and proposed a lightweight cryptography
system based on compressed sensing for IoT, which reduced
the computational burden and effectively reduced the com-
plexity of CS encoder [25]. The energy management and con-
trol system based on the IoT may face active attacks and
passive attacks, among which active attacks mainly include
tampering and forgery, while passive attacks mainly include
eavesdropping and deception, which are easy to cause a large
amount of perceived information and user privacy informa-
tion leakage [26]. Rehman and Gruhn developed a security
algorithm to establish a sicher firewall between the software
system and the smart home network as a filter to protect
the system from virus attacks and unauthorized access [27].
Lyu et al. designed an antitracking mutual authentication
scheme deployed on the ifttt server to achieve the anonymity
of data transmission and ensure system security [28]. Naoui
et al. proposed a user authentication scheme with additional
security functions, which can resist multiple attacks such as
internal attacks and simulation attacks and improve the secu-
rity of user authentication [29].

We design a load management system with cloud edge
architecture, which places the computing requirements of

the sensing layer on the edge devices, which can effectively
save the computing cost of the sensing layer and reduce the
system delay. Meanwhile, we adopt a lightweight access con-
trol algorithm to ensure the communication security between
the edge device and the cloud server and reduce the risk of
perceived data and user information leakage. In addition,
we use the load management system to test the power
consumption of the server under different actions, so as to
further analyze the relationship among the server power
consumption with its running state.

3. The Proposed Secured Nonintrusive Load
Management System

The nonintrusive secure load management system is
designed to monitor, store, and process the power consump-
tion of the detected equipment in real time. Compared with
intrusive monitoring, the nonintrusive system is easy to
install, so the system adopts nonintrusive design. Consider-
ing the limited storage and computing resources of monitor-
ing nodes, the system adopts the cloud edge architecture
design and uses edge devices to package and forward, which
can reduce the computing cost of monitoring nodes. Mean-
while, compared with protecting the data being processed,
it is usually much easier to protect the data transmitted
through the network, and the system reliability is higher. At
the same time, we use a lightweight access control algorithm
to ensure the reliability of process transmission without
affecting the transmission efficiency.

The system is mainly composed of monitoring nodes,
edge devices, cloud servers, and clients. The overall design
structure is shown in Figure 3. The system consists of three
parts, including the perceptual layer composed of monitoring
nodes, the transport layer consists of edge devices and cloud
servers, and the application layer. Wireless sensor network
adopts tree topology structure, with cloud server as the core,
supplemented by multiple edge devices and monitoring
nodes. Take the power management of the server room as
an example. When the system works, the monitoring node
regularly reads the power consumption data of the server
and then sends messages to the edge device. The power data
is packaged and encrypted by the edge device and transmit-
ted to the cloud server through the wireless communication
network. Users can view and manage network nodes through
visual web pages and application programs in the application
layer and access the power consumption data of correspond-
ing servers to prepare for subsequent data analysis.

3.1. Nonintrusive Metering Module. The nonintrusive meter-
ing module is devoted to monitor the power consumption
value of the monitored equipment at the current moment
and forward the messages to the edge devices. The overall
structure is shown in Figure 4. The core of the module is
the STC15W404S chip, with power monitoring module,
external memory, NB-IoT transmission module, and some
peripheral circuits.

The main control unit adopts STC15W404AS single-chip
microcomputer with an enhanced 8051 core produced by
Hongjing Technology company to control data storage and
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transmission. The chip not only has low power consumption
and low price but also has an ultra-high-speed CPU core with
the highest frequency of 35MHz. The chip is driven by an
internal crystal oscillator without an external crystal oscilla-
tor and reset. It contains a high-speed asynchronous serial
interface (UART) and has rich pin functions. It can also be
connected with 74HC595 to expand the general I/O port.
The current and voltage sampling methods of the electric
energy metering module are divided into transformer sam-
pling and resistance sampling. The monitoring node adopts
the isolation method to monitor the power consumption

value. The 2mA/2mA current type voltage transformer
cooperates with the resistance to convert the voltage signal
into the current signal meeting the input conditions in the
voltage acquisition circuit. In the current sampling circuit,
the current transformer with the transformation ratio of
1000 : 1 combined with the sampling resistance converts the
measured current into a low-voltage signal, which is also
input into the power monitoring chip through the filter cir-
cuit. NB-IoT has the benefit of low power consumption, high
security, large number of devices allowed to be connected,
and communication distance of more than 10 km, which
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Figure 2: Threats in the IoT system model. Threats of perception layer: physical attack, impersonation, dos attacks, routing attacks, and data
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can be well applied to most IoT application scenarios. There-
fore, theWH-NB73 module produced by Shanghai Wenheng
Technology Co., Ltd. is adopted as the communication mod-
ule. The power metering module and MCU are powered by
5V DC voltage, and the NB-IoT communication module
WH-NB73-B5 is powered by 3.3V. The monitoring node
adopts the AC-DC power moduleWA3-220S05A3 to convert
220VAC to 5VDC. At the same time, the node uses the AMS
117-3.3 DC voltage regulator chip of AMS company to realize
the DC voltage stabilizing function from 5V to 3.3V.

3.2. Cloud-Edge-Node Architecture System. The most impor-
tant work of the cloud server is to accept the electricity mes-

sages from users and store them into the persistent database
after aggregation. The data analysis and mining process will
analyze the data from users in the cloud, push the analysis
results to the client application, and respond to the client data
request. The data is measured and transmitted to the edge
devices by the sensing layer monitoring nodes. The edge
devices are packaged and encrypted and sent to the cloud
server. Before the message is stored, the cloud server pro-
cesses and analyses the data, and then, users can access the
data of each node in real time.

3.2.1. Node and Edge Communication. TCP communication
mode is used in the system sensing layer and network layer
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Figure 4: Design of monitoring node circuit: (a) PCB and block diagram of monitoring node; (b) prototype of control module and sensor.
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communication. After the monitoring node is powered on,
MCU and energy metering module are initialized. At the
same time, the network is searched and added. The power
consumption data and node address of the monitored equip-
ment are read regularly and packaged into data packets and
sent to edge devices. After receiving the message, the edge
device judges whether it is the target node according to the
address and Sn in the message. If so, it will process the mes-
sage; otherwise, the message will be ignored. Considering
reducing the energy consumption of the node, if there is no
event to be handled, the monitoring node will automatically
enter into the sleep state. The sleep includes the NB-IoT
communication module sleep and the power monitoring
module sleep. When the system finishes regularly and needs
to read and send monitoring data, it wakes up the two sleep
modules and only wakes up the communication module
when processing other events. The main process of monitor-
ing node program is shown in Algorithm 1.

The monitoring node communicates with the edge device
in TCPmode, and the data packet is transmitted in JSON for-
mat, as shown in Table 1. For the data package uploaded by
the monitoring node, the edge device first judges the packet
type, then analyzes whether the node address matches with
Sn, processes the monitoring data, and caches it. In a certain
time interval, the received message is packaged and
encrypted and transmitted to the cloud server to protect the
security in the transmission process.

3.2.2. Cloud and Edge Communication. The program of the
edge device is written in Java, and the NIO nonblocking com-
munication is realized by using the Java Mina communica-
tion framework, which improves the communication
performance of the edge device under the condition of high
concurrency. After receiving the monitoring node, the edge
device packs and encrypts the node and forwards it to the
cloud server. After adding the corresponding node with the
configuration function on the WeChat applet and applica-
tion program, the user can access the corresponding node
data, such as node number, real-time energy consumption,
and historical statistics. The energy management system pro-
vides users with visual information statistics, which makes
users more convenient and efficient to obtain equipment
energy consumption and equipment operation status, timely
handle abnormal operation equipment, save energy, and
ensure safe operation of equipment. The logical architecture
of device cloud and edge communication is shown in Figure 5.

The communication between cloud edges mainly
includes three operations: connection, transmission, and
disconnection. The specific process is as follows:

The connection function process is divided into four
steps: (1) the edge device initiates the connection, and the
API gateway establishes the connection and records the ID;
(2) the API gateway notifies the edge device that the connec-
tion is established; (3) triggers the connection function to run
and transfers the connection ID; (4) records the connection
ID to the database and changes the device online status.

The transfer function process is divided into three steps:
(1) the edge device initiates the message; (2) the API gateway
transmits the message and triggers the transfer function; (3)

the information in the message is extracted and stored in
the database.

The process of disconnection function is divided into
three parts: (1) the edge device initiates the disconnection
request; (2) the API gateway triggers the disconnection func-
tion and transfers the connection ID; (3) queries the corre-
sponding ID in the database and changes the online status.

3.2.3. Secure Communication Protocol. In the energy man-
agement system of IoT, data delay and reliability are the
important judgment basis of the system. Pei et al. compared
and analyzed the memory consumption and avalanche effect
of six high-performance lightweight block ciphers and found
that speck has the best comprehensive performance [30].
Therefore, based on the nonintrusion load management sys-
tem, we use a speck algorithm to ensure the safety of message
transmission. Here, we briefly introduce the speck algorithm.

The speck series algorithm is a kind of lightweight block
cipher algorithm proposed by the national security agency
of the United States. The algorithm adopts the deformed
Feistel structure, and the round function is the ARX compo-
nent. It is composed of mixed operations of modular integer
addition, cyclic shift, and XOR operation. The main nonlin-
ear operation is modular integer addition. Speck algorithm
is more flexible than other algorithms. It supports 32, 24,
64, 96, and 128 bit blocks. The round function of the speck
series algorithm is shown in Table 2.

Speck 2n/mn is used to represent speck algorithm with a
packet length of 2n bit and key length of mn bit, where n ∈
f16, 24, 32, 48, 64g, m ∈ f2, 3, 4g. Remember the algorithm
master key K = ðLm−2, Lm−3,⋯, L0, K1Þ, where K0, L0 ∈

1: Begin
2: Initialize the resource
3: Search for network, Read SSID and Password
4: While Successfully joined the network
5: Start timing
6: If have an event
7: End timing
8: Read power
9: Send data
10: Else if system sleep
11: Endwhile
12: End

Algorithm 1: Monitoring node algorithm.

Table 1: Monitoring node upload data protocol.

Name Data type Mean

Type char The data type of this data

ID int Equipment number

SN char Serial number of the device

Power float Instantaneous electric power

Time int Current time
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f0, 1gn, andm is the number of key blocks of each algorithm.
The key expansion algorithm is

li+m−1 = Ki + li>>>αð Þ ⊕ i,
Ki+1 = Ki<<<βð Þ ⊕ li+m−1:

(
ð1Þ

Output N subkey K0, K1,⋯, KN−1:

4. Experiments and Performance Evaluation

4.1. Experiments. After the system design is completed, the
actual deployment is tested. The system server is deployed
on the Tencent cloud platform, and the API gateway is used
for data interaction. Tencent cloud server with CPU of
2.3GHz, 1GB memory, and Ubuntu 16.04.1 LTS operating
system is used to forward messages instead of edge devices.
The monitoring nodes are deployed on the power lines of 5
different electrical equipment, connected to the power sup-

ply, waiting for the equipment networking, and 10 simulators
are turned on at the same time. When the system works, bind
the device name, device ID, and device location on the applet
configuration interface, as shown in Figure 6. The main inter-
face displays the current device name, current power, and
total load power consumption in a list mode, and the histor-
ical data of the corresponding device can be viewed in the
scene interface; also, we can configure it in the metainterface.

4.2. Feasibility Analysis.We use the monitoring equipment to
measure the energy consumption changes of the server under
different behaviors. The results show that the energy con-
sumption waveform of the server is similar under the consent
action, and the waveform diagram is shown in Figure 7. We
divide the behavior into three categories: U-disk operation,
network communication, and office software operation.
Among them, U-disk operation includes U-disk plug-in
and file transmission, network communication includes
communication software start-up and shutdown, network
transmission file, and office software operation includes
office start-up and shutdown. When measuring the changes
of server energy consumption, we record the performance
changes of server CPU, memory, and network, which pro-
vide the basis for us to further finding the relationship among
server power consumption with performance changes.

In (i) U-disk insertion operation and (ii) U-disk pull-out
operation in Figure 7(a), the plug-in edge event characteris-
tics are very obvious, and the peak energy consumption
increases between 30 and 45W, and the peak value of pulling
out the U-disk is generally lower than that of inserting the U-
disk. In the operation of transferring files to a USB flash disk,
as shown in Figure 7(b), power consumption increases dur-
ing transmission, but the fluctuation law is not obvious. As
shown in Figure 7(c), QQ software operation (i) on and (ii)
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Figure 5: Logical process of cloud edge. Data is transferred and processed between edge devices, servers, and databases. The communication
between cloud edges mainly includes three operations: connection, transmission, and disconnection.

Table 2: Speck series algorithm version.

Block size Key size Speck rounds n m

32 64 22 16 4

48 72 22 24 3

48 96 23 24 4

64 96 26 32 3

64 128 27 32 4

96 96 28 48 2

96 144 29 48 3

128 128 32 64 2

128 192 33 64 3

128 256 34 64 4
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off edge event characteristics are obvious, and the waveform
changes are regular. The opening event generally lasts
50~60ms and tends to be flat after three main peak fluctua-
tions, and the first peak fluctuates the most and then shows
a decreasing trend. The closure events generally last for
25~40ms and tend to be flat after 2~3 main peak fluctua-
tions, and the first peak fluctuation is the smallest and then
presents an increasing trend. In the process of QQ transmis-
sion, as shown in Figure 7(d), there is no obvious energy con-
sumption fluctuation. As shown in Figure 7(e), WeChat
software operation (i) on and (ii) off edge event characteris-
tics are obvious, and the waveform changes are regular. The
opening event generally lasts 15~20ms and tends to be flat
after 1~2 main peak fluctuations, and the former fluctuation
is small. The closing event usually lasts 15~20ms, and the
peak fluctuation is less than the maximum fluctuation of
the opening operation. In order to use WeChat software to
transfer files, as shown in Figure 7(f), the energy consump-
tion increases significantly and fluctuates regularly. At the
beginning, there will be a small fluctuation, and then, the
energy consumption will last for a period of 40~60W. As
shown in Figure 7(g), for PDF file (i) open and (ii) close oper-
ation, edge event characteristics are obvious and regular. In
conclusion, it is feasible to infer the current event based on
the change of server energy consumption. Then, we further

measure the relationship between the server energy con-
sumption change and the performance changes of CPU,
memory, and network under specific events.

As shown in Figure 8, there is a correlation between the
change of server energy consumption and the change of
CPU, memory, network, and other performance under
specific events. The correlation between CPU utilization and
energy consumption is themost significant, which is themain
factor affecting the change of energy consumption. In the first
column, themutation of the energy consumption curve is very
similar to the mutation of CPU utilization, and the change of
memory is similar. In the second column, the curve of CPU is
closely related to the curve of energy consumption. The third
column of QQ open and close operation and the fourth col-
umn ofWeChat transfer files have the same rules. At the same
time, we found that the change of the network operating with
chat software is also full of rules, and different software has its
own characteristics. Therefore, it is feasible to infer the current
server performance change or even the current running soft-
ware according to the server energy consumption change. In
the next work, we will further explore the relationship
between them and energy consumption.

4.3. Performance Analysis. In this paper, a nonintrusive load
management based on distributed edge and secure key
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Figure 6: Main interface of the applet: (a) main interface; (b) scene interface; (c) metaintelligence interface.
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Figure 7: Energy consumption waveform: (a) U-disk plug and pull; (b) disk transfer files; (c) open and close QQ software; (d) use QQ to
transfer files; (e) open and close WeChat software; (f) use WeChat to transfer files; (g) open and close PDF files.
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agreement is designed. Compared with other energy con-
sumption monitoring systems, the system uses NB-IoT as
communication module, which has longer communication
distance, better signal strength, and higher security. The non-
intrusive calliper monitoring design can well meet the applica-
tion requirements of various occasions and is easy to install.
Meanwhile, the architecture design of cloud edge reduces the
computing resources of monitoring nodes, which is conve-
nient for deploying higher security encryption algorithm to
ensure system security. Speck lightweight encryption algo-
rithm used in the system takes less computing resources, can
resist various types of attacks, and has a good security margin.

In our experiment, we run themonitor node simulator on a
personal computer (HP with an inter (R) core (TM) i7-7700hq

@2.80GHz2.81GHzprocessor, 16GBmainmemory, andwin-
dow 10 operating system) and an app on a personal mobile
device (Huawei nova5 pro with quad-core 2.6 g processor,
8GB memory, and Android 10 operating system) as a user.
We have done this 4000 times to get the average run time.

We test the time delay between the edge device and
the cloud platform when the system is running. As shown
in Table 3, we calculate the transmission delay and the
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Figure 8: Energy consumption and the relationship among CPU, IO, memory, and network. The first column is insert and remove the U-
disk, the second column is U-disk transfer file, the third column is open and close QQ, and the fourth column is WeChat transmission file.

Table 3: Data transfer time (MS).

Operations T1 T2 T3 T4 T5 TAvg

User times 29.32 30.15 34.31 32.80 34.27 34.97
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total average delay of five groups of devices. The minimum
delay is 10ms, the maximum delay is 193ms, and the delay
is concentrated between 25 and 35ms to meet the transmis-
sion requirements, which is affected by the network changes.

5. Conclusions

Power data acquisition technology based on NB-IoT technol-
ogy will be the main technical direction of 5 g technology
applied in smart grid in the future, based on the characteris-
tics of low power consumption and wide transmission range
of NB-IoT; this paper designs a nonintrusive load manage-
ment based on distributed edge and secure key agreement,
which uses edge devices to encrypt and forward node data
and accesses control algorithm to ensure system data secu-
rity. In addition, this paper measured the server power
change under different behaviors, and the results show that
the waveform of server power change is similar under fixed
behavior. Next, we plan to further analyze the relationship
between energy consumption and server performance
change by measuring the server CPU, memory, GPU, net-
work, and energy consumption change data at the same time,
so as to infer the abnormal state of the server by using the
energy consumption change to provide managers with more
detailed early warning.

Data Availability

Our processed data involve two parts. One is from 3rd
party, i.e., REDD, which can be downloaded via this link:
http://redd.csail.mit.edu/. The other data were generated
in our own lab for testing and evaluating purposes by
using smart sockets.
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With the advent of the Internet of Things (IoT) era, various application requirements have put forward higher requirements for
data transmission bandwidth and real-time data processing. Mobile edge computing (MEC) can greatly alleviate the pressure on
network bandwidth and improve the response speed by effectively using the device resources of mobile edge. Research on
mobile crowdsourcing in edge computing has become a hot spot. Hence, we studied resource utilization issues between edge
mobile devices, namely, crowdsourcing scenarios in mobile edge computing. We aimed to design an incentive mechanism to
ensure the long-term participation of users and high quality of tasks. This paper designs a long-term incentive mechanism based
on game theory. The long-term incentive mechanism is to encourage participants to provide long-term and continuous quality
data for mobile crowdsourcing systems. The multistrategy repeated game-based incentive mechanism (MSRG incentive
mechanism) is proposed to guide participants to provide long-term participation and high-quality data. The proposed
mechanism regards the interaction between the worker and the requester as a repeated game and obtains a long-term incentive
based on the historical information and discount factor. In addition, the evolutionary game theory and the Wright-Fisher model
in biology are used to analyze the evolution of participants’ strategies. The optimal discount factor is found within the range of
discount factors based on repeated games. Finally, simulation experiments verify the existing crowdsourcing dilemma and the
effectiveness of the incentive mechanism. The results show that the proposed MSRG incentive mechanism has a long-term
incentive effect for participants in mobile crowdsourcing systems.

1. Introduction

The increasing data demand in the 5G era is a huge challenge
for IoT devices with limited computing power and resources.
All data are transmitted through the network to the tradi-
tional cloud platform for centralized processing. This
method is not conducive to data security and privacy and
has poor real-time performance and high bandwidth
pressure and energy consumption [1, 2]. The emergence of
MEC can effectively reduce the risk of privacy leakage and
system delays and relieve the pressure on network bandwidth
and data center energy consumption [3, 4]. Due to the limited

resources and computing power of a single device in MEC, a
large amount of sense data is needed in practical applications
[5, 6]. Mobile crowdsourcing is considered a promising
method for obtaining massive amounts of data [7].

Mobile crowdsourcing provides a new model for solving
problems by gathering the wisdom of groups. Numerous
crowdsourcing websites show the collaborative nature of
crowdsourcing, such as Yahoo! Answers [8] and Wikipedia
[9, 10], which can be viewed as systems where small tasks
are performed in exchange for rewards. At present, crowd-
sourcing has been applied in many fields, such as environ-
mental quality inspection issues, noise level detection
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projects, and commercial map services [11–14]. Workers use
various devices to sense the environment in MEC, and edge
nodes replace traditional cloud platforms to process these
transaction data [15, 16]. The success of a crowdsourcing sys-
tem largely depends on whether users are actively involved
and their willingness to make efforts for sensing tasks [17,
18]. Due to insufficient participants in perception tasks and
data quality issues, crowdsourcing systems need to adopt
appropriate incentive mechanisms to actively guide partici-
pants to participate in tasks and provide high-quality services
[19, 20]. Since the number of workers cannot maintain long-
term participation, it is important to encourage workers to
maintain higher enthusiasm under the condition that the
number of workers does not decrease. Besides, the issue of
completion quality is also an important research issue of
the incentive mechanism. Since the platform and the
requester cannot directly observe the worker’s status, there
is no guarantee that the task will be completed with high
quality [21–23]. Completing a task requires resources such
as battery power, computing resources, and data traffic
[24]. To obtain greater benefits, workers may be lazy to
reduce their cost consumption, which will seriously affect
the completion quality of the task.

In this paper, the incentive mechanism is added in the
crowdsourcing process, and a reasonable pricing plan is for-
mulated based on the contribution of workers to complete
the task. To compensate for the user’s direct sensing cost
when performing a particular sensing task, we call it short-
term sensing incentive, but long-term participation of
workers requires long-term incentives. Therefore, this paper
researches the long-term incentive mechanism to motivate
workers to continuously improve their efforts and ensure
that workers continuously provide high-quality data.

In order to solve the problem, this paper models the
interaction between workers and requesters as repeated
games and calculates the specific discount factor value that
could maintain the equilibrium. In the repeated game,
according to the worker’s data contribution, the degree of
effort is divided into five intervals, i.e., the worker’s strategy
is the five different degrees of effort. In this paper, an evolu-
tionary game is introduced to simulate the evolution of
players’ strategic choices, and the evolutionary stability strat-
egy (ESS) of both players is analyzed [25]. The simulation
results show that the requester and the worker will eventually
adopt the strategy of high effort and employment to maintain
the long-term optimal benefits. In summary, the main contri-
butions of this article are as follows:

(1) This paper uses a game to simulate the interaction
between requester and workers, shows the conflict
of interest between the two parties, and proves that
there is a crowdsourcing dilemma in a dynamic game

(2) Dynamic strategy selection is modeled as an evolu-
tionary game. The evolutionary game theory and
the Wright-Fisher model are combined to analyze
the evolution trend, and the Wright-Fisher model is
used to calculate the adaptability of different popula-
tions to calculate the adaptability of users with differ-
ent strategies

(3) This paper designs an incentive mechanism based on
the multistrategy repeated game model to solve the
dilemma. Using the discount factor of the repeated
game and historical data, the current behavior of
the two sides of the game is proposed, and an effective
algorithm is proposed to obtain the Nash equilibrium
and find the optimal payoff

(4) Both theoretical analysis and simulation experiments
show that the proposed incentive mechanism could
more effectively motivate workers to continue to pro-
vide high-quality data to improve the performance of
the platform. The experimental results also show that
under the proposed incentive mechanism, the steady
state of the evolution of the two parties’ strategies is
no longer a dilemma state

The rest of the paper is organized as follows. Section 2
reviews the related works and presents the motivation for
our work. Section 3 gives an overview of the crowdsourcing
system and three definitions of the system. Section 4
describes the crowdsourcing dilemma and uses an evolution-
ary game to analyze the changes in the strategies of both
players. Section 5 proposes a multistrategy model based on
a repeated game and describes the algorithm. Section 6
presents our simulation results and analysis of the results.
Conclusions and future work are discussed at the end.

2. Related Work

From the earlier discussion, we can discover that the workers
will be unwilling to contribute information unless they
receive enough compensation for their cost of resources. So
the research on incentive mechanisms is necessary. In this
section, we investigate and study the related works of incen-
tive mechanism, repeated game theory, and evolutionary
game theory for strategy analysis.

2.1. Incentive Mechanisms. An incentive mechanism is com-
monly used in crowdsourcing applications as a key part of the
crowdsourcing system. Incentives are achieved by solving the
problems of quality, payment control, and energy consump-
tion when maximizing the utilities. There are many different
incentive methods in the perception of swarm intelligence,
which can be divided into monetary incentives and nonmon-
etary incentives [26–30]. Incentive mechanisms based on
monetary rely on monetary or matching rewards in the form
of micropayment to motivate workers to provide high-
quality services [31]. The monetary incentive mechanism is
mainly based on the game theory and auction mechanism
[32, 33]. A reverse auction is different from the traditional
auctions because the reverse auction includes one buyer
and multiple sellers. During the reverse auction [25, 34–38],
the requester selects a subset of workers with a lower cost
under a certain budget consideration, and the sense data of
workers is purchased at their bid prices. Considering that
specific tasks are limited by budget and require workers with
one or more skills, Zhang et al. [25] proposed a reverse
auction-based incentive mechanism, assigning tasks to com-
petent workers and rewarding workers for completing tasks.
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Samad and Kanhere [34] proposed the Modified Reverse
Auction (MRA), the winning probability of the participants
is estimated and revealed individually before the auction is
closed, and then, they are allowed to improve their winning
probability by reducing their bid or increasing their contribu-
tion via moving to a different location. Zhou et al. [35]
designed a novel delay-constraint and reverse auction-based
incentive mechanism (DRAIM). In DRAIM, authors mod-
eled the reverse auction-based incentive problem as a nonlin-
ear integer problem, aiming to maximize the revenue and
jointly consider the delay constraint in the optimization
problem. To avoid malicious competition and select high-
quality crowd workers to improve the utility of the crowd-
sourcing system, Hu et al. [36] proposed an incentive mech-
anism based on the combination of the reverse auction and
multiattribute auction in mobile crowdsourcing. This mech-
anism adopts a dynamic threshold to make an online deci-
sion for whether to accept a crowd worker according to its
attributes. To investigate the joint problem of sensing task
assignment and schedule, Cai et al. [37, 38] proposed two dis-
tributed auction schemes (CPAS and TPAS). Luo et al. [39]
designed an incentive mechanism for scenarios involving
heterogeneous types of workers (and the beliefs about their
respective types) using an asymmetric all-pay auction model.

In addition to the incentive mechanism based on auction
theory, Wu et al. [40] designed a mechanism based on the
Stackelberg game to encourage participants to compete and
participate in tasks, where the requester determines a certain
total payment amount from the beginning. Taking the prior
knowledge as a specific incentive, Lan et al. [41] proposed a
novel classifier that can accurately recognize different catego-
ries. An incentive mechanism for the platform-centric
mobile crowdsourcing was designed by Zhan et al. [42],
which considers the resource requirements of the users and
resource constraints of smart devices. They formulated the
interaction between the requester and workers as one-to-
many bargaining; then, they studied the bargaining solutions
under ordered bargaining and simultaneous bargaining
systematically.

Although the above monetary incentive mechanisms are
simple and effective, they also have some shortcomings. Due
to the selfishness of individuals, their purpose is to maximize
their benefits [43]. References [44, 45] pointed out that there
are distrust problems such as free-riding problems and false-
reporting problems. To encourage workers to choose a trust
strategy, Wang et al. [44] proposed an online incentive mech-
anism based on a reputation for mobile crowdsourcing sys-
tems and established a reputation updating method. In
order to prevent the free-riding problem of workers and
motivate workers to contribute their efforts, Zhang et al.
[45] proposed a novel class of incentive protocols based on
social norms.

Most of the existing incentive mechanisms are short-
term incentives that directly pay workers. These incentive
mechanisms cannot attract users to participate in crowd
tasks for a long time. When workers leave the crowdsourcing
platform because they lose interest, the performance of the
platform will significantly decrease. Gao et al. [46] proposed
a Lyapunov-based Vickrey-Clarke-Groves auction policy for

online sensor selection, which is aimed at maximizing social
welfare and ensure the long-term participation incentive of
users. Gao et al. [47] proposed a long-term quality perception
incentive model in a crowdsourcing environment with bud-
get constraints. The long-term incentive mechanism is to
motivate crowd workers to provide long-term continuous
services for crowd tasks. However, the above methods
ignored the problem of workers’ effort.

2.2. Repeated Game Theory. Inspired by game theory, the
study of repeated games in incentive mechanisms has
become a hot topic [48–51]. In repeated games, the player’s
goal changes from the current maximum profit to the maxi-
mum profit of multiple games, which means that future
returns are closely related to the current behavior. Therefore,
participants can be forced to avoid selfish behavior, and
repeated games can also solve the dilemma. Mailath et al.
[48] gathered and analyzed a metadata set of experiments
on prisoners’ dilemma games. They used experiments to
prove that cooperation is affected by infinite repetition and
that high cooperation rates are more likely to arise when it
can be supported in equilibrium. To deal with the selfish
behaviors of workers, Gao et al. [49] proposed an enhanced
cooperative authentication protocol. For this designed proto-
col, an infinitely repeated game was proposed to analyze the
utility of all users to help analyze the threat of selfish
behavior. Hu et al. [50] proposed to model the interaction
between the requester and crowd workers as a game pro-
cess under the theoretical framework of repeated games;
requesters adopted sequential zero-determination strategies
to solve the crowdsourcing dilemma. Yin et al. [51] used a
repeated game with incomplete information to motivate
nodes to forward an advertisement.

2.3. Evolutionary Game Theory. In recent decades, the
researches on evolutionary game theory (EGT) has become
increasingly widespread [52]. Evolutionary stable strategy
(ESS) and replication dynamics have been put forward suc-
cessively in the course of its development, which laid the the-
oretical foundation for subsequent research. In EGT, if the
later mutation behavior cannot shake a certain strategy exe-
cuted by the population, that strategy is considered to be sta-
ble in the evolution process. ESS ensures stability and
identifies robustness against mutations. Although the EGT
was originally developed for biology, many exciting works
have utilized EGT to model problems [53–55]. For example,
Yin et al. [53] proposed an incentive mechanism based on
EGT to inspire entities to select strategies that have high
trustworthiness. To address the strategic uncertainty that
users may face, EGT provided an excellent means. Wang
et al. [54] used an evolutionary game framework to answer
the question of “how to collaborate” in multiuser decentra-
lized cooperative spectrum sensing. An evolutionary game
is used to simulate the behavior of nodes in a network; Fang
et al. [55] designed a budget allocationmechanism to encour-
age cooperation between adjacent nodes. The replicator
dynamic can construct the gradual evolution of strategies to
show the process of ESS. It is useful for investigating the tra-
jectory of the strategies of players while adapting their
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behaviors to reach the solution. Therefore, this paper com-
bined the evolutionary game with the Wright-Fisher model
for strategy evolution.

Therefore, according to the above problems, this paper
proposed a multistrategy model to enhance the attractiveness
of the platform under the framework of repeated games,
which can not only ensure long-term participation of users
but also guide workers to continuously improve their efforts.

3. System Overview

In this section, a generalized model in crowdsourcing sys-
tems is given, and then, the workflow of the crowdsourcing
system is described in detail. Secondly, considering the his-
torical behavior data of participants, according to different
levels of effort, a multistrategy model is proposed.

3.1. System Description. A crowdsourcing system generally
includes a crowdsourcing platform and users. Users could
be divided into workers and requesters. Requesters could
publish tasks through the crowdsourcing platform, and
workers accept tasks and complete specific tasks with the
help of mobile smart devices such as mobile phones. The
crowdsourcing system could be elaborated from three
aspects.

3.1.1. Requester. The requester publishes the task on the
crowdsourcing platform; gives information about the task’s
time constraint, space constraint, and price; and then waits
for feedback from the platform. The set of requesters is
denoted by R ≜ f1, 2,⋯,j,⋯,Ng.
3.1.2. Worker. Workers could choose to complete tasks dis-
tributed by the platform, or they can choose tasks inde-
pendently. To complete a specific task, workers need to
provide specific data and information and then wait for
feedback from the platform. The set of the workers is
denoted by W ≜ f1, 2,⋯,i,⋯,Ng.
3.1.3. Platform. The crowdsourcing platform mainly includes
two important parts, i.e., the tasks processing server and the
payment server. The task processing server is responsible
for task allocation, distributes tasks from requesters to appro-
priate workers, and promptly feeds back information about
tasks required by both parties during the transaction. The
payment server determines the worker’s payment for this
task based on the completion of the worker’s task and distrib-
utes the payment to the designated worker.

According to the above three roles, the workflow of the
crowdsourcing system includes the following steps. First of
all, the requester releases the task information, the task pro-
cessing server assigns the task, the worker chooses whether
to accept the task, and if the task is accepted, the description
of the available results will be returned to the task server.
Then, the task server sends the task assignment result to the
requester. Next, after receiving the result, the requester calcu-
lates the actual payment and sends the actual payment result
feedback to the payment server. Finally, after receiving the
information, the payment server informs the payment infor-
mation to the worker. After the worker knows the actual pay-

ment, she submits the real data to the platform. The task
server forwards the data to the requester, and the payment
server sends the payment to the worker.

3.2. System Definition. According to the data contribution of
workers, the efforts of workers are divided into different
levels. The higher the level of effort workers provide, the
greater the amount of contribution the requester will provide.
Conversely, for workers with low effort levels who cannot
meet the task requirements, the system will cancel their coop-
eration and achieve the purpose of punishment. According to
different levels of effort, this paper adjusts the strategies of the
participating parties in a targeted manner, to achieve differ-
ent levels of income calculation functions.

When workers provide services, the level of effort of the
worker i, i ∈W, determines the amount of contribution Qi
the workers make in a specific task. In reality, workers can
decide the contribution they want to provide. The relation-
ship between the effort e of workers and the amount of con-
tribution is shown by

Qi eið Þ = ei × εi: ð1Þ

The random variable εi obeys a probability distribution
function with an expectation of 0 and probability density
function f ðεÞ.

Since the mobile devices used by workers in crowdsour-
cing consume resources such as power, memory, and time,
a resource consumption cost CðqijÞ will be incurred when a
certain amount of contribution is provided:

C qij
� �

= 1
2 × β × qij

2, qij ∈Qi, ð2Þ

where qij represents the contribution provided by worker i to
requester j; it belongs to the set of workers’ contributions. C
ðqijÞ represents the negative utility to complete the task, i.e.,
cost consumption, which is an increasing convex function,
C′ðqijÞ > 0 and C′′ðqijÞ > 0.

Definition 1 (utility of worker). Workers will have negative
utility when they use mobile devices to provide data needed
for tasks, and they will be paid after completing the tasks.
The utility of workers is the difference between the payment
and the negative utility:

Uj
i qij
� �

= P qij
� �

− C qij
� �

, ð3Þ

where Uj
iðqijÞ represents the utility of the transaction

between worker i and requester j. PðqijÞ means the payment
to user i for data contribution qij.

Definition 2 (utility of requester). The information provided
by the worker can bring a certain profit to the requester,
and the requester needs to provide the worker with corre-
sponding payment. The utility of the requester is the differ-
ence between the profit and the payment:
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Ui
j qij
� �

= L qij
� �

− P qij
� �

, ð4Þ

where Ui
j represents the utility of the transaction between

worker i and requester j. LðqijÞ is the value of data contribu-
tion qij; the calculation method is shown in

L qij
� �

= ς × qij, qij ∈Qi: ð5Þ

Definition 3 (effort level of worker). Although the requester
cannot directly observe the real effort of the worker, he can
know the amount of data contribution that the worker can
provide. Therefore, the effort of the worker is evaluated
according to the amount of data contribution that the worker
can provide during the completion of a task. To ensure the
quality of the collected data and ensure that workers have
to work hard for each task, the requester can formulate a
measurement method for the quality of the submitted data.
This paper divides the interval according to the contributions
submitted by the workers, which is calculated by

Level = tanh k × ln
qij

qnormal

� �� �
, ð6Þ

where qnormal is the standard contribution of this task, i.e., the
minimum contribution required to complete this task. The
parameter k is an adjustable parameter. The reason for
using these two functions is to quantify the data. When
the level is less than 0, it indicates that the worker has
not worked hard enough, and the data provided cannot
meet the needs of the task.

In this paper, according to the actual data contribution of
workers, the degree of effort is determined. The correspond-
ing amount of data contribution provided by different
degrees of effort is shown in Table 1.

Workers with different levels of effort have different util-
ity functions. After analyzing Equation (6), it can be seen that
the higher the level, the higher the level of effort of workers.
Therefore, the utility calculation function of these five levels
is obtained by

Ui
leveld qij

� �
= a + 1:5ð Þ × P qij

� �
− C qij
� �

, leveld < 0,

Ui
leveld qij

� �
= P b, qij
� �

− C qij
� �

, leveld ≥ 0, d = 1, 2, 3, 4, 5f g,

8><
>:

ð7Þ

where a and b are the left and right boundary values of differ-
ent degree intervals, respectively.

4. Model and Formulation

In this section, dynamic games are used to model the interac-
tion between workers and requesters; relevant rules of the
game are given, and the existence of a dilemma is proposed.
With the help of evolutionary games, it verifies that there
are indeed dilemmas.

4.1. Game Formulation. In this section, the theoretical back-
ground of this model and related assumptions are given
before modeling. In this model, the requester and the worker
pursue profit maximization and individual utility maximiza-
tion. Under the condition of information asymmetry, the
requester needs to pay a certain amount to obtain informa-
tion, which is to bring more benefits. Because the requester
does not fully understand the worker’s effort, the worker
may be lazy. The task needs to be assigned to a series of
workers who meet the requirements. It should be noted that
from the requester’s perspective, the actions of the workers
required for a specific task follow the same pattern. There-
fore, the success incentive for any worker means that it has
a very high probability of success in this type of worker. This
paper regards an interaction between the requester and any
worker as a dynamic game process.

Specifically, a stage game is that after the requester pub-
lishes the task, the worker chooses the data contribution
strategy to maximize her utility. Then, the requester decides
whether to hire the worker by observing the strategy of the
worker and decides how much to pay her. In this process,
we assume the following:

Hypothesis 1: the platform has historical information
about workers, and workers in the previous stage can partic-
ipate in the tasks of the next stage after completing the tasks.

Hypothesis 2: ignore the cost consumption of supervision.
Hypothesis 3: the total duration of the game consists of a

series of discrete stage games; each worker performs only one
task in a stage.

Hypothesis 4: every game follows the same rules and
processes.

Hypothesis 5: enough hard workers choose all tasks uni-
formly and randomly, and tasks have the same probability
of being selected. This assumption does not reduce the num-
ber of potential workers. The mechanism proposed in this
paper can actively guide workers to increase their efforts.

4.2. Game Model. In the stage game, the strategy of the
worker is the amount of data contribution submitted to com-
plete the task, while the strategy of the requester is whether to
hire the worker. In this model, workers can use different con-
tribution strategies. If the contribution is within the accep-
tance range of the requester, the requester chooses to hire
workers and provide corresponding payment. The set of
workers’ strategies is defined as ðlevel1, level2, level3, level4,
and level5Þ; the higher the level, the greater the contribution.
The set of requesters’ strategies is defined as ðY ,NÞ. Y and N

Table 1: Levels of effort.

Degrees of effort Levels of effort

[-1, -0.5) level1
(-0.5, 0) level2
0 level3
(0, 0.5) level4
(0.5, 1] level5
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indicate that the requester chooses to hire workers and the
requester refuses to hire workers, respectively.

A stage game G is defined by G = ðN , Sk,UkÞ, k ∈N ,
where N = fi, jg, i ∈W, j ∈ R, is a finite set of players, Sk is
the set of player k’s actions, the strategy set of worker is Si
= flevel1, level2, level3, level4, level5g, the strategy set of the
requester is Sj = fY ,Ng, and Uk is player k’s payoff function.

Definition 4 (Nash equilibrium solution of stage game).
When Si and Sj are fixed, if S∗j satisfies UjðSj∗Þ ≥UjðSjÞ
and S∗i satisfies Uw

i ðSi∗Þ ≥Uw
i ðSiÞ, we called ðS∗i , S∗j Þ as the

Nash equilibrium strategy in the proposed game.

Backward induction could be used to solve this Nash
equilibrium. If the worker refuses this task, the worker
becomes a self-employed person and only retains self-
employment income p0. Otherwise, workers choose their
contribution strategy ðlevel1, level2, level3, level4, and level5Þ.
Providing data will bring negative utility to workers, and the
greater the effort, the greater the negative utility. This paper
first discusses the situation where workers have only two
extreme strategies, level1 and level5, and extends it to a multi-
strategy game. Through the game tree (m > 0,U level1 < 0)
shown in Figure 1, we can get the game result of backward
induction. In the second step, workers will accept tasks and
choose the level1 strategy to reduce their negative utility. When
the worker chooses the level1 strategy, the requester will benefit
more from the nonemployment strategy, so the requester
will choose N. Therefore, the Nash equilibrium of this game
is ðlevel1,NÞ.

In this paper, we extend the two strategies to multiple
strategies. Assuming that the requester hires worker i with a
payment Pi, when the worker’s effort is high, the benefits of
the requester and the worker are the following: the
requester’s income is the difference between the profit
obtained from the worker’s data and the payment paid to
worker i, and the worker’s income is the difference between
the payment from the requester and the negative utility. If

the worker is lazy (that is, the effort level is level1 or level2),
there is no negative effect.

If the game is played only once at this stage, the benefits
of both parties are shown in Tables 2 and 3; the calculation
formulas are

UW leveld , Yð Þ = Pi, d = 1, 2f g,
UW leveld , Yð Þ = Pi − C qij

� �
, d = 3, 4, 5f g,

UW leveld ,Nð Þ = Pi
0 qij
� �

, d = 1, 2, 3, 4, 5f g,

8>>>><
>>>>:

s:t: L qij
� �

− C qij
� �

> P0 > ρ × L qij
� �

,

ð8Þ

UR leveld , Yð Þ = ρ × L qij
� �

− Pi, d = 1, 2f g,

UR leveld , Yð Þ = L qij
� �

− Pi, d = 3, 4, 5f g,
UR leveld ,Nð Þ = 0, d = 1, 2, 3, 4, 5f g,

8>>>><
>>>>:

s:t: L qij
� �

− C qij
� �

> P0 > ρ × L qij
� �

:

ð9Þ

After the above analysis, without any incentives, the
result of the game is ðlevel1,NÞ. This paper refers to this phe-
nomenon as a crowdsourcing dilemma. Then, evolution
games are used to evolve users’ strategy changes. The exis-
tence of the crowdsourcing dilemma and the effectiveness

W W

Y N

R

Requester

worker

0

P0 P0

0

level1 level1level5 level5

Ulevel1

Plevel1

Ulevel1

Plevel1 –m –m

Figure 1: The game tree of a one-stage game between a requester and a worker.

Table 2: Benefit matrix of worker.

Strategy Y N

Level1 UW level1, Yð Þ UW level1,Nð Þ
Level2 UW level2, Yð Þ UW level2,Nð Þ
Level3 UW level3, Yð Þ UW level3,Nð Þ
Level4 UW level4, Yð Þ UW level4,Nð Þ
Level5 UW level5, Yð Þ UW level5,Nð Þ
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of the incentive mechanism proposed in this paper have also
been verified.

4.3. Evolution Analysis

4.3.1. Strategy Stability Analysis of Workers. Suppose n
workers are participating in a task, and the number of
workers in the five strategies are nleveld , d ∈ f1, 2, 3, 4, 5g.
The sum of the quantities is n. According to the income
matrix, combined with the calculation method of the adapt-
ability of different populations in the Wright-Fisher model,
the adaptabilities of different strategies are calculated by

Fleveld =
nleveld − 1
� �

×UW leveld , Yð Þ
n − 1 : ð10Þ

Since the Wright-Fisher process is to perform the N-fold
Bernoulli experiment in the offspring set, the perceived
worker obeys the binomial distribution. Assuming that
nmi represents the number of workers at level i in the m
th generation in the group, the probability that the num-
ber of workers at level i in the m + 1th generation is
nm+1
i is shown by

p nm+1
leveld nmleveld

���� �
= n

nm+1
leveld

� �Y5
d=1

nmleveld × F leveld
∑5

d=1n
m
leveld × F leveld

 !nm+1
leveld

:

ð11Þ

In the Wright-Fisher process, individuals are updated
synchronously; EðΔxÞ/Δt in the game on the graph can
be used to approximately replace the copy dynamic equa-
tion dx/dt in the evolutionary game. EðΔxÞ represents the
change in the individual frequency of the worker of strat-
egy leveld ; Δt indicates the compensation step of the
update time. The calculation method EðΔxÞ is shown by

E Δxð Þ =
∑n

nm+1
leveld

=0 nm+1
leveld − nmleveld

� �
× p nm+1

leveld n
m
leveld

���� �
n

=
nmleveld × F leveld
∑leveld

∗ nm∗ × F∗

− x:

ð12Þ

In this paper, the proportion of workers with five types
of strategies is set xd , d ∈ f1, 2, 3, 4, 5g, and the evolution
prediction model of perceiving workers in the mobile

crowdsourcing system can be obtained. Equation (13) is
the evolution prediction model of the strategies:

dxd
dt

=
xd × uleveld /�u − xi

Δt
: ð13Þ

The benefit calculation method is shown by Equations
(14) and (15), where y means the proportion of requesters
who decides to hire workers, uleveld represents the expected
benefits of workers at different levels of effort, and �u rep-
resents the average expected benefits of all workers in the
system:

uleveld = y ×UW leveld , Yð Þ + 1 − yð Þ ×UW leveld ,Nð Þ, ð14Þ

�u = 〠
5

d=1
xd × uleveld : ð15Þ

According to the evolution prediction model, the evo-
lution trend of different types of workers can be pre-
dicted. To find the ESS, that is, the Nash equilibrium,
two conditions FðxÞ = dx/dt = 0 and FðxÞ′ < 0 need to be
met at the same time. The Nash equilibrium point is
obtained through computing xd = 0, d ∈ f2, 3, 4, 5g. It
can be seen that due to the selfishness of the workers,
the ESS of the workers is the strategy level1, which also
corresponds to the crowdsourcing dilemma in the previ-
ous section.

4.3.2. Strategy Stability Analysis of Requesters. When the
worker’s effort is low, the requester will adopt a N strategy.
If this situation persists for a long time, the number of task
transactions in the system will drop significantly, resulting
in system performance degradation. To analyze the evolution
trend of task requesters with different strategies, a trust evo-
lution prediction model for task requesters is also established.
Similarly, the requester’s strategies include employment and
nonemployment, the proportion of these two types of
requesters is yd , d ∈ f1, 2g, and the evolution prediction
model of the two strategies is

dyd
dt

= yd × uY /�u − yd
Δt

: ð16Þ

The calculation method of income is uY representing the
expected return of the requester who chooses strategy Y . uN
indicates the expected return of the requester who chooses
strategy N ; �u represents the average expected return of all
requesters in the system:

uY = y1 × 〠
5

d=1
xd ×UR Y , leveldð Þ

 !
,

uN = y2 × 〠
5

d=1
xd ×UR N , leveldð Þ

 !
,

�u = y1 × uY + y2 × uN :

ð17Þ

Table 3: Benefit matrix of requester.

Strategy Y N

Level1 UR level1, Yð Þ UR level1,Nð Þ
Level2 UR level2, Yð Þ UR level2,Nð Þ
Level3 UR level3, Yð Þ UR level3,Nð Þ
Level4 UR level4, Yð Þ UR level4,Nð Þ
Level5 UR level5, Yð Þ UR level5,Nð Þ
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According to the evolution prediction model, the evo-
lution trend of different types of requesters can be pre-
dicted. To find the ESS, that is, the Nash equilibrium,
two conditions FðyÞ = dy/dt = 0 and FðyÞ′ < 0 need to be
met at the same time. The Nash equilibrium point is
obtained through computing y1 = 0. When the number of
low-effort workers in the group is the majority, the
requester’s ESS in the system is not hired, which is consis-
tent with the previous question of the crowdsourcing
dilemma. To solve the above problems, a multistrategy
repeated game incentive model was established to motivate
workers. Requesters hire workers with appropriate remu-
neration and maintain the system to provide long-term
and efficient services.

5. Design of Incentive Mechanism

To solve this dilemma, ensure the long-term participation
of users and improve the quality of workers’ completion.
The interaction between workers and requesters is mod-
eled as a repeated game, and a multistrategy incentive
mechanism is proposed in this section.

5.1. Analysis of Multistrategy Repeated Game Model. In the
repeated game, the game of the same structure is repeated
many times, even infinite times. Players will adopt a con-
frontational strategy to maximize personal gains in a one-
shot game. For example, the incident of a stranger grab-
bing a seat on a bus can be considered a game. If the
two parties are not strangers, and they give up their
immediate interests because of future interaction, there
will be no quarrel. Therefore, repeated games can solve
the dilemma problem. If it is repeated for a limited num-
ber of N times, then in the Nth game, the participants
know that if they choose a low price in this game, they
will benefit themselves and will not leave the opponent
with any chance of revenge.

When the workers cannot predict when the game will
end, the workers will not adopt a confrontation strategy in
the last game; that is, there will be no critical state in
which the worker’s effort is low in the last game. There-
fore, to eliminate the dilemma caused by selfishness,
although personal working ability, time, and other condi-
tions are limited conditions, the game between the two
parties can still be regarded as an infinitely repeated game
in the analysis process. Under a certain discount factor,
the trigger strategy in the infinite repeat game can form
a subgame Nash equilibrium, which can maintain a long-
term high-level service.

The stage game is repeated continuously in time, and the
historical information of the game can be obtained before the
next game starts. Simply put, a repeated game is a stage game
with the same structure repeated many times. Suppose G is a
stage game. When G is repeated T times, it is called a
repeated game GðTÞ; when T is limited, it is called a finite
repeated game; and when T is infinite, it is called an infinite
repeated game.

Definition 5 (infinite repeated game). For all δ ∈ ½0, 1Þ, the
repeated game GðTÞ consists of an infinite sequence of repe-
titions ofGwith a common discount factor δ. We denote that
the definition of a repeated game is

G Tð Þ =G ∞ð Þ = N , Sk,Uk, T , δð Þ, k ∈N ,
T = 0, 1, 2,⋯, t,⋯,∞:

ð18Þ

In the repeated game Gð∞Þ, the strategy selected
by the participants in stage t is defined as Stk, Stk ∈
Sk; then, the strategy combination in stage t is
defined as St = ðSt1, St2,⋯,StkÞ. Supposed that the benefits
of a certain player at each stage are UkðStÞ; the pres-
ent value of the total return in an infinitely repeated
game is obtained by

πk = 〠
T

t=1
δt−1Uk st

� �
, t ∈ T , ð19Þ

where δ ∈ ½0, 1Þ is the discount factor, and the discount
factor is the importance of future earnings in the current
stage. The discount factor determines a credible threat.
This threat makes no participant willing to violate the trig-
ger strategy alone, which follows the principle of Nash
equilibrium. The long-term utility is the normalized sum
of the discounted expected stage utilities, which can also
be called the average return. Assuming that the long-
term utility of each stage is πk, the present value can be
expressed as πk/ð1 − δÞ. According to Equation (19), the
average return is obtained by

πk = 1 − δð Þ〠
∞

t=1
δt−1Uk st

� �
, t ∈ T: ð20Þ

Theorem 6 (folk theorem). GðTÞ is an infinite repeated
game with G as the stage game, S∗ is the Nash equilib-
rium of stage game G, UkðStÞ is a set of payment deter-
mined by S∗, and UkðSÞ is a set of viable payment. For
any k = 1, 2,⋯,N satisfying UkðS∗Þ >UkðSÞ, there exists
δ∗ < 1, so that all δ ≥ δ∗, and S∗ is a subgame perfect
Nash equilibrium in each round of the game.

The above theorem means that in an infinitely
repeated game, if the participants have enough patience
(the discount factor satisfies certain conditions), then any
feasible payout vector that satisfies individual rationality
can be obtained through a specific subgame Nash
equilibrium.

5.2. Workflow of the Proposed Incentive Mechanism. In the
proposed incentive mechanism, if a worker chooses a
low-effort strategy in the tth transaction, she will never
be able to participate in such crowdsourcing tasks after
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completing this task. The crowdsourcing process with
an embedded incentive mechanism is as follows. First
of all, the requester publishes the task and the price
of the task; then, the worker considers whether to
accept the job or not. If she refuses the job, she only
has the benefit of self-employment. To accept the job,
an available data declaration needs to be submitted.
Different contribution strategies have different negative
utility, and higher effort will result in higher negative
utility.

The requester considers whether to hire the worker
for the task based on historical data. If the requester
decides to hire the worker, the requester will calculate
the corresponding payment after receiving the statement
of the worker’s contribution. The requester feeds back a
series of decisions to the platform. The platform feeds
back employment information to workers. Workers
who are successfully employed submit real data and
are paid when platform validation is passed. The trigger
strategies of the two parties in the tth stage are the
following.

5.2.1. Requester. If the effort level is greater than 0 in the pre-
vious t-1 stages and greater than 0 in the tth stage, then the
worker will be hired and paid correspondingly in the tth
stage; otherwise, it will not be hired.

5.2.2. Worker.Workers accept jobs when the price of the task
is greater than the self-employment income. If the payment
in the previous t-1 stages can compensate for the negative
utility and there are additional benefits, the worker chooses
to provide a high degree of effort.

The trigger strategy makes both parties have a threat.
The threat of the requester is once the worker does not
work hard, he will not hire the worker in the next stage.
The threat of workers is if the payment is less than the
self-employment income, they will not work hard. How
much payment should the requester pay to the worker
so that it is beneficial to the requester and meets the
requirements of the worker? The following is a discussion
of payment.

(1) First, from the perspective of workers, this paper
assumes that the total income when workers do not
violate the trigger strategy is πe:

πe = P qij
� �

− C qij
� �� �

+ δ × P qij
� �

− C qij
� �� �

+ δ2 × P qij
� �

− C qij
� �� �

+⋯+δt−1

× P qij
� �

− C qij
� �� �

+⋯

= 1
1 − δ

× P qij
� �

− C qij
� �� �

:

ð21Þ

Assuming that the worker chooses to violate the trig-
ger strategy in the t period, ρ represents the probability

of workers providing high contribution at the low effort
level; the total income is

πs = P qij
� �

− C qij
� �� �

+ δ × P qij
� �

− C qij
� �� �

+⋯+δt−2

× P qij
� �

− C qij
� �� �

+⋯+δt−1 × P qij
� �

+ δt

× ρ × P qij
� �

+ P0 × 1 − ρð Þ
� �

+ δt+1

× ρ × P qij
� �

+ P0 × 1 − ρð Þ
� �

+⋯:

ð22Þ

The sufficient condition to drive workers not to violate
the trigger strategy is

πe − πs > 0: ð23Þ

Therefore, the constraint conditions for workers not to
violate the trigger strategy are

P > P0 + C qij
� �

+ 1 − δ

δ 1 − ρð Þ × C qij
� �

: ð24Þ

(2) Second, from the perspective of requesters, if the
requester chooses not to hire workers, his profit is 0;
therefore, the sufficient condition for the requester
to follow the trigger strategy in the infinite repeat
game is

1
1 − δ

L qij
� �

− P qij
� �� �

> 0: ð25Þ

That is,

L qij
� �

− P qij
� �� �

> 0: ð26Þ

Through combining Equations (24) and (26), we get the
final result:

L qij
� �

> P > P0 + C qij
� �

+ 1 − δ

δ 1 − ρð Þ × C qij
� �

: ð27Þ

After the above analysis, inequality is obtained. The pay-
ment given under this constraint makes the trigger strategy of
both parties constitute a subgame perfect Nash equilibrium.
The calculation method of the discount factor in this paper
is shown by

δ ≥ δ∗ =
C qij
� �

C qij
� �

+ 1 − ρð Þ L qij
� �

− P0 − C qij
� �� � : ð28Þ
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Based on the above analysis, the calculation method of
workers’ payment is given, where bmeans the right boundary
of different effort levels:

P = P0 + C qij
� �

+ 1 − δ

δ 1 − ρð Þ × C qij
� �

× 1 + bð Þ: ð29Þ

Input :tasks setΓ,workers setW
Output : payoff setPp

1: for t =1 to T do
2: forγ ∈ Γ do
3: IfPtag > P0 then
4: Submit the task contribution amount description to the platform
5: If worker are not hired then
6: Choose another task
7: else
8: Traverse worker’s history information
9: IfPpð1,⋯,t − 1Þ > P0ð1,⋯,t − 1Þ + Cð1,⋯,t − 1Þthen
10: Choose high level ,and submit real data to the platform
11: end if
12: end if
13: else Choose another task
14: end if
15: end for
16: end for

Algorithm 3: MSRG for workers.

Input: tasks set A
Output: A new set of tasks Γ with a discount factor
1: Fora ∈ A do
2: Suppose the triggering strategy is adopted in the first time of infinitely repeated game
3: calculate δ∗ the according to Eq.(28)
4: Add the discount factor to the task set
5: End for

Algorithm 1: Discount factor.

Input: tasks setΓ,workers setW
Output: payoff setPp

1: Initialize(Pp ,σ)
2: for t =1 to T do
3: Forγ ∈ Γ do
4: Posts task information on the platform, including the price tag Ptag and contribution qnormal

5: Waiting for platform feedback
6: forw ∈W do
7: Calculate the degree of effort σ of worker w by Eq.(6)
8: Traverse worker’s history information
9: IfσðtÞ > 0 and σð1,⋯,t − 1Þ > 0then
10: Decide to hire the worker and give feedback to the platform
11: Calculate payoff PpðtÞ of worker by Eq.(29)
12: else Decide not to hire
13: end if
14: end for
15: Update (Pp，σ)
16: end for

Algorithm 2: MSRG for requesters.
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Based on the above analysis, this paper proposes a multi-
strategy repeated game algorithm—the MSRG algorithm.
Algorithms can be implemented in a decentralized manner,
which are shown by Algorithms 2 and 3. First, Algorithm 1
is used to process the task set to get the discount factor. Then,
from lines 6 to 15 in Algorithm 2, the requester calculates the
effort of the workers based on the amount of contribution
and decides whether to hire workers and how much they
are paid based on historical information. The workers from
lines 3 to 12 in Algorithm 3 decide whether to accept the
job and determine the degree of effort for this task based on
historical information.

6. Simulation Experiment Analysis

In order to verify the effectiveness of the multistrategy
repeated game incentive mechanism proposed in this paper,
four sets of simulation experiments are designed. The first
set of experiments verifies the existing crowdsourcing
dilemma. The second set of experiments verifies the optimal
discount factor in the range of discount factor satisfying equi-
librium. The third set of experiments verifies that the incen-
tive mechanism can effectively solve the existing
crowdsourcing dilemma. The fourth set of experiments com-
pares the MSRG incentive mechanism with the simple
crowdsourcing mechanism (general crowdsourcing mecha-
nism without incentive mechanism) to illustrate the effective-
ness of multistrategy repeated games.

The simulation experiment environment in this paper is
the Windows 10 operating system, Intel® Core™ i5-6500
CPU @3.20GHz 8GB memory, Matlab2018a, and JetBrains
PyCharm 2018.3.3 simulation platform. We simulate the
algorithm by setting β = 0:1, k = 2, qnormal = 8, and ς = 1.

Other parameter settings will be introduced separately in
each group of simulation experiments.

6.1. Verify the Existence of the Crowdsourcing Dilemma.
According to the game payoff matrixes in Tables 2 and 3,
we conduct the experiments to verify the crowdsourcing
dilemma phenomenon in mobile crowdsourcing systems. In
the experiments, we set the initial value of the workers with
five levels of effort to account for 0.2, 0.2, 0.2, 0.2, and 0.2,
respectively. It can be seen from Figure 2 that the four strat-
egies except level1 have a short rise, but they all converge to 0
in the end. After 23 iterations, level1 finally converges to 1.
Therefore, the experimental results verify that the workers
in the crowdsourcing dilemma have a low level of effort due
to selfishness.

Figure 3 presents the evolution of the requester’s strategy
under the crowdsourcing dilemma, with different worker set-
tings. The proportions of low-effort workers in the experi-
mental setup system are 0.8, 0.7, and 0.4, respectively. One
can see that when there are more low-effort workers, no mat-
ter what the initial value of the requester who chooses Y , the
final strategy of the requester is not to hire. This is because
the data provided by the workers cannot meet the needs of
the task and cannot bring ideal benefits to the requester.
Therefore, the best strategy for the requester is not to hire.
This result obviously justifies the dilemma raised in
crowdsourcing.

6.2. Optimal Discount Factor. If the discount factor is too
large, Equation (27) shows that the current pay is low, which
will make the current task less attractive to workers. There-
fore, when the discount factor is too large, workers cannot
be guided to a high level of effort. If the discount factor is
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Figure 2: The evolution of the worker’s strategy under the crowdsourcing dilemma.

11Wireless Communications and Mobile Computing



too small, or even less than δ∗, then the triggering strategy
cannot constitute a perfect Nash equilibrium of subgame,
resulting in the failure to solve the crowdsourcing
dilemma. In addition, the discount factor is too small to
cause workers to not pay attention to future tasks, thus
cannot maintain long-term incentive. In order to verify
the influence of different discount factors on system per-
formance, the range of discount factors is obtained accord-
ing to Equation (28). The experiments are carried out to
find the optimal discount factor.

The parameter δ∗ is set to be 0.7, 0.8, and 0.9, respec-
tively. The experimental results are shown in Figure 4; it
shows that when δ∗ is 0.7, the population of level5 converges
to 1 fastest. According to Equation (27), it is found that the
smaller the discount factor, the higher the reward. There-
fore, within the range of satisfying the equilibrium, the
smaller the discount factor, the greater the benefits of
workers. That is to say, when the discount factor is 0.7,
the convergence rate is the fastest.

Figure 5 shows the evolution of the requester strategy
under different discount factors as the number of evolution-
ary generations increases. It can be seen from Figure 4 that
when the discount factor is 0.5 and 0.3, the final strategy of
the requester isN . This is because the excessively high reward
cost cannot bring the desired benefits to the requester, so
strategy N is the optimal choice for the requester. From
Equation (27), it is obvious that the smaller the discount fac-
tor, the higher the current reward given by the requester. It
will cause workers to no longer value long term, resulting in
an increasing proportion of low-quality workers in the sys-
tem, which will also cause the requester to eventually con-
verge to strategy N .

6.3. Effectiveness of Incentive Mechanism. In the experiments,
we set the initial values of the five worker strategies to
account for 0.2, 0.2, 0.2, 0.2, and 0.2, respectively. The dis-
count factor is set to be 0.7. The evolution of the worker
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Figure 3: The evolution of the requester’s strategy under the crowdsourcing dilemma.
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and requester under the MSRG incentive mechanism is pre-
sented in Figures 6 and 7.

In Figure 6, one can clearly observe that when incentives are
added, the worker population will eventually adopt the level5
strategy, which shows that the crowdsourcing dilemma has been
resolved. This is because the higher the worker’s level of effort,

the higher the task’s payment benchmark and rewards they will
receive. Out of individual rationality, workers will adopt the
level5 strategy if they want to maximize their own benefits.

The level of worker’s effort with the incentive mecha-
nism increases continuously, and the change of the
requester’s strategy is shown in Figure 7. Figure 7 shows
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Figure 4: The evolution of the worker’s strategy under different discount factors.
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Figure 5: The evolution of the requester’s strategy under different discount factors.
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the changes of the requester’s strategies when the propor-
tion of high-effort workers is 0.7 and 0.9, respectively. It
can be seen that the higher the proportion of workers with
a high-effort level, the faster the requester’s convergence to
the employment strategy, and no matter what the initial
value of the requester is, it will eventually converge to
employment. This is because with the MSRG incentive

mechanism, the data contribution of workers is kept at a
high level, so the requester will gain more by employing
the strategy.

6.4. Budget and Contribution. The experiment set the propor-
tion of workers of each level in the initial group as 0.2, 0.2,
0.2, 0.2, and 0.2. ln ðtÞ is a function related to the stage t,
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Figure 6: The evolution of worker’s strategies under MSRG incentive mechanism.
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which can be used as an adjustment parameter of the
worker’s strategy. The contributions of the five levels were
ln ðtÞ + 3, ln ðtÞ + 5, ln ðtÞ + 8, ln ðtÞ + 8:5, and ln ðtÞ + 9.
According to the evolutionary rules in this mechanism, the
number of high-level workers is constantly increasing. The
evolution of the worker strategy follows the evolution rules
proposed by the MSRG mechanism.

Figure 8 shows the contribution of the two mechanisms
under different budgets. It can be seen that under the same
budget, requesters in the MSRG incentive mechanism can
get more data contributions. This is because the MSRG
mechanism can make judgments on the level of workers’
effort, thus avoiding the hiring of low-level workers, which
means that the payment will not be paid to workers with
low contributions.

Assuming a task’s budget is 120, the total contributions of
the 1st, 5th, 10th, 15th, and 20th tasks are computed in the
experiment. Figure 9 describes the amount of data contribu-
tion for the same budget in different trading periods. As the
number of transactions increases, the amount of contribu-
tion received by the requester also increases and remains at
a high level after 20 transactions. This is because after 20
transactions have been conducted, the proportion of workers
with the highest level of effort in the group could reach 1.

As the number of task transactions increases, the advan-
tages of this mechanism become more obvious. In Figure 10,
one can see that as the number of transactions increases, the
difference in contribution between the two mechanisms
gradually increases. It is obvious that workers need to contin-
uously improve their level of effort to get a higher payment.
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Therefore, the contribution provided by the workers in the
system remains at a high level. This experiment can prove
that the MSRG incentive mechanism could maintain the
long term and inspire workers to provide high-quality
sensing data.

7. Conclusion

In this paper, we propose an incentive mechanism based on
multistrategy repeated games to encourage long-term partic-
ipation of workers. The discount factor and historical data of
repeated games are used to obtain the current optimal behav-
iors of both sides in the game, and the MSRG algorithm is
proposed to obtain the Nash equilibrium and find the opti-
mal return. When the crowdsourcing dilemma is resolved,
the long-term incentive of the system is also guaranteed. This
paper also uses an evolutionary game to verify the effective-
ness of this mechanism. The proposed MSRG incentive
mechanism could guide workers to continuously improve
their level of effort through monetary incentives. The exten-
sive simulation experiments demonstrate that our proposed
algorithms can guide workers to maintain a high level of
effort and maintain the long-term incentive of mobile crowd-
sourcing systems.

In future works, we will further investigate other issues
related to service quality between transactions in MEC,
such as privacy protection issues. Based on game theory,
we further improve the incentive mechanism to solve the
contradiction between privacy protection loss and service
quality [56].

Data Availability

In order to verify the effectiveness of the multistrategy
repeated game incentive mechanism proposed in this paper,
four sets of simulation experiments are designed. Specific
experimental parameter settings can be found in Simulation
Experiment Analysis.
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In the future, the tactical edge is far away from the command center, the resources of communication and computing are limited,
and the battlefield situation is changing rapidly, which leads to the weak connection and fast changes of network topology in a harsh
and complex battlefield environment. Thus, to meet the needs of communication and computing to build a new generation of
computing architecture for real-time sharing and service collaboration of tactical edge resources to win the future war, the
dispersed computing (DCOMP) seeks a new solution to satisfy the requirements of fast and efficient sensing, transmission,
integrating, scheduling, and processing of various information in the tactical edge. Through the research of a traditional
computing paradigm of mobile cloud computing (MCC), fog computing (FC), mobile edge computing (MEC), mobile ad hoc
network (MANET), etc., it can be found that these computations have difficulty in meeting the high changing and complex
battlefield environment and we propose a novel architecture of DCOMP to build a scalable, extensible, and robust decision-
making system, to realize powerful and secure communication, computing, storage, and information processing capabilities for
the tactical edge. We illustrate the fundamental principles of building a network model, channel allocation, and forwarding
control mechanism of the network architecture for DCOMP called DANET and then design a new architecture, programming
model, task awareness, and computing scheduling for DCOMP. Finally, we discuss the main requirements and challenges of
DCOMP in future wars.

1. Introduction

With the evolution of the pattern of the major power
relationships and the development of military science and
technology, the military action may be far away from the
homeland in the future called the tactical edge environment.
These actions at the tactical edge usually lack support of com-
munication and data processing capabilities, also known as
the “first tactical mile,” which is far away from the command
center, with limited resources of communication and com-
puting. The battle rhythm changes unexpectedly, leading to
the frequent fluctuations of network connectivity and rapid

changes of topology because of the highly dynamic and com-
plex battlefield environment. These future military actions
are a typical “uncertain fog of war” in the tactical edge, which
is difficult to directly use the computing infrastructure at the
command center in such harsh and complex war environ-
ment. It is extremely important to design and establish a
new network and computing architecture by using advanced
communication and computing technology oriented to the
tactical edge, to realize the rapid perception of the situation
of the battlefield, the quick integration and scheduling of
the resources between the tactical edge nodes, and the effi-
cient processing and transmission of battlefield information.
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In recent years, the U.S. Army has always been at the
forefront of leading military information technologies and
proposed the concept of “net-centric operations and warfare,”
which is combined with the key role of “information superior-
ity” and “decision superiority.” In September 1999, the U.S.
Department of Defense (DOD) proposed the concept of
“global information grid (GIG),” which represents the third-
generation development direction of the Internet [1]. In
2013, the U.S. Air Force proposed the concept of “combat
cloud,” which integrates the tactical communication network
to realize quick exchange of data and resources of each combat
unit in the Command, Control, Communications, Computers,
Intelligence, Surveillance and Reconnaissance (C4ISR) system
[2]. In 2014, the Office of Naval Research (ONR) of U.S. pro-
posed the concept of “tactical cloud,” to achieve the data and
applications of real-time awareness and process in the battle-
field [3]. The “tactical cloud” needs to solve the problems of
maintaining information consistency in the condition of the
“high dynamic, weak connection” communication environ-
ment, software and data security in the cloud environment,
dynamic “application tailoring” in different physical plat-
forms, and real-time or near real-time processing of tactical
data. In 2016, the Defense Advanced Research Projects
Agency (DARPA) proposed a novel Internet architecture:
“Dispersed Computing (DCOMP)” program, which is consid-
ered the next-generation battlefield environment support
technology for the U.S. Army.

In June 2016, Information Innovation Office of DARPA
released the proposals of an innovative research soliciting
project for DCOMP [4], which is aimed at producing soft-
ware instantiations of algorithms and protocol stacks that
leverage pervasive, physically DCOMP platforms to boost
application and network performance by orders of magni-
tude. The program is comprised of the three technical areas
(TAs) as follows and described in more detail below:

(i) TA1. Algorithms for dispersed task-aware computa-
tion is aimed at developing algorithms and control
mechanisms to enable efficient use of networked,
geographically dispersed, heterogeneous computing
capabilities in a manner consistent with the user,
application, and task requirements

(ii) TA2. Programmable nodes and protocol stacks want
to demonstrate the unique value that accrues from
the presence of the programmable protocol logic
within the network, primarily at the transport and
application layers (but also potentially at the net-
work layer) of the five-layer protocol stack model.
TA2 systems may include new functions on users’
terminal devices that interact with networked com-
putation points (NCPs) in the network to optimize
the overall performance

(iii) TA3. Technology integration describes how to com-
bine itself with potential technologies that imple-
ment concepts across TA1 and TA2

DARPA entrusted Raytheon BBN Technologies (the
premier research and development centers of Raytheon),
Vencore Inc., BAE Systems Inc., and LGS Innovations to

implement the DCOMP plan. The purpose of the DCOMP
project is to improve the ability of task data calculation by
using local computing resources, improve the reliability of
the field network, distinguish available computing resources,
specify the computing tasks of data in order of importance,
and try to redesign and innovate the network protocol of
the traditional Internet architecture, so as to significantly
reduce the delay and bandwidth consumption and improve
the performance of applications in a complex and uncertain
battlefield environment [5].

The works and contributions of this article are listed as
follows:

(i) Based on the studies of DCOMP, we propose the
network model, channel allocation, and forwarding
control mechanism of the DCOMP called DANET
to achieve in realizing a centerless, multihop, self-
organizing, infrastructure-free tactical edge network

(ii) We propose the architecture, software stack,
programmable model, programmable language,
programmable network, task awareness, and com-
puting scheduling for DCOMP

(iii) Furthermore, we illustrate that the advantages,
application scenarios, and the simulation result of
the improved routing protocol for DCOMP are
given

2. Related Work

Recently, the concepts such as distributed computing, cloud
computing, MCC, cloudlet, FC, EC, and MEC are emerging
endlessly and unable to meet the requirements of the
complex battle field environment (e.g., low latency and band-
width and high error rate and dynamic) that are crucial for
future wars.

2.1. Mobile Cloud Computing. Mobile cloud computing uses
the cloud computing technology on a mobile device, which
brings the services like on-demand access and no on-
premises software. MCC uses network capabilities alone to
deliver the desired service to customers, which could permit
to reserve network bandwidth confirming timely delivery of
information to customers. The typical architecture of MCC
is shown in Figure 1.

There are various researches about MCC proposed in the
literatures focusing on the computation offloading and
resource scheduling. Guo et al. [6] provided an energy-
efficient dynamic offloading and resource scheduling (eDors)
policy to reduce energy consumption and shorten applica-
tion completion time. Chen et al. [7] proposed a game
theoretic approach for the computation offloading decision-
making problem among multiple mobile device users for
mobile edge cloud computing (MECC). Jo et al. [8] proposed
a hierarchical cloud computing architecture to enhance per-
formance by adding a mobile dynamic cloud formed by
powerful mobile devices to a traditional general static cloud,
which increased the overall capacity of a mobile network
through improved channel utilization and traffic offloading
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from LTE-Advanced to device-to-device communication
links. Han et al. [9] developed a unified framework that min-
imizes the overall outage probability in various mobile com-
putation offloading scenarios. Miao et al. [10] put forward a
new intelligent computation offloading based on MECC
architecture in combination with artificial intelligence (AI)
technology with the increasing requirements and services of
mobile users, and an offloading strategy of simple edge com-
puting is no longer applicable to MEC architecture. In 2019,
the U.S. DOD officially announced that Microsoft will be
responsible for building a cloud computing system for the
U.S. military with a project cost of up to 10 billion dollars.
In the next 10 years, Microsoft will build a core cloud com-
puting system to achieve more efficient communication for
the U.S. Army. The vision of MCC is an autonomous digital
environment for different mobile devices to obtain their
computation, storage, services, and other resources autono-
mously and efficiently anytime and anywhere [11].

2.2. Fog Computing. Fog computing is a concept proposed by
Cisco Systems, introduced as a new network model to reduce
data transfer within the IoT applications [12]. FC is a distrib-
uted paradigm that provides cloud-like services to the
network edge, which leverages cloud and edge resources
along with its own infrastructure [13]. FC involves the com-
ponents of data processing or analysis applications running
in distributed clouds and edge devices. It also facilitates the
management and programming of computing, network,
and storage services between the data center and terminal
devices [14, 15]. In addition, it supports user mobility, het-
erogeneity of resources and interfaces, and distributed data

analysis to meet the needs of widely distributed applications
requiring low latency. Some architectures of the FC have
been proposed, which were derived from the fundamental
three-layer structure, extending cloud service to the network
edge by introducing a fog layer between Internet of Things
and cloud [16]. The typical architecture of FC is shown in
Figure 2.

The hot topics in FC include a computation offloading
and resource allocation scheme, scheduling policies, migra-
tion method, etc. Gao et al. [17] aimed to minimize the
time-average power consumptions with stability guarantee
for all queues in the system and exploited unique problem
structures and proposed an efficient and distributed predic-
tive offloading and resource allocation scheme for multi-
tiered FC. Wu et al. [18] designed a value iteration
algorithm of the semi-Markov decision process to maximize
the total long-term reward for the task offloading problem of
the vehicular fog and cloud computing system. Zeng et al.
[19] considered a FC framework to support a software-
defined embedded system, where task images lay in the
storage server while computations can be conducted on
either an embedded device or a computation server, which
is significant to design an efficient task scheduling and
resource management strategy with minimized task comple-
tion time for promoting the user experience. Bittencourt et al.
[20] analysed the scheduling problem of FC, focusing on how
user mobility can influence the application performance and
how three different scheduling policies, namely, concurrent,
FCFS, and delay priority, can be used to improve execution
based on application characteristics. Osanaiye et al. [21]
described an FC architecture, reviewed its different services
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Figure 1: Typical architecture of mobile cloud computing.
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and applications, and presented a conceptual smart precopy
live migration approach for VM migration to estimate the
downtime after each iteration to determine whether to
proceed to the stop-and-copy stage during a system failure
or an attack on a FC node.

FC brings many advantages including enhanced
performance, better efficiency, network bandwidth savings,
improved security, and resiliency. FC is not a replacement
for cloud computing but extends the computation, commu-
nication, and storage facilities from the cloud to the edge of
the networks [22], which is foreseen as a next computing
paradigm and can be applied to a wide range of network
applications.

2.3. Mobile Edge Computing. Mobile edge computing is a
promising paradigm to offer the required computation and
storage resources with minimal delays because of “being
near” to the users or terminal devices. MEC is aimed at bring-
ing cloud resources and services at the edge of the network, as
a middle layer between the terminal user and cloud data cen-
ters, to offer prompt service response with minimal delay
[23]. MEC refers to the enabling technologies allowing com-
putation to be performed at the edge of the network, on
downstream data on behalf of cloud services and upstream
data on behalf of IoT services, which defines “edge” as any
computing and network resources along the path between

data sources and cloud data center. For example, a smart-
phone is the edge between body things and cloud, a gateway
in a smart home is the edge between home things and cloud,
and a microdata center and a cloudlet are the edge between a
mobile device and cloud [24]. Many experiments are also
depending on the environment of edge computing. The
typical architecture of mobile edge computing is shown in
Figure 3.

In recent years, the researches focus on edge computing
including resource management, offloading strategy, and
QoS enhancement. Mao et al. [25] provided a comprehensive
survey of the state-of-the-art mobile edge computing (MEC)
research with a focus on joint radio-and-computational
resource management. Mao et al. [26] investigated a green
MEC system with energy harvesting devices, developed an
effective computation offloading strategy, and proposed a
low-complexity online algorithm. Mach and Becvar [27] sur-
veyed the existing concepts integrating MEC functionalities
to the mobile networks and discussed current advancement
in standardization of the MEC. Taleb et al. [28] proposed
an approach to enhance users’ experience of video streaming
in the context of smart cities, whose approach relies on the
concept of MEC as a key factor in enhancing QoS. Xu et al.
[29] developed a collaborative method, named CQP, for the
quantification and placement of edge servers (ESs). Zhou
et al. [30] proposed a latency-aware microservice mashup
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Figure 2: Typical fog computing network architecture.
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approach and the NP-hardness of the problem by reducing it
into the delay-constrained least cost problem. Cao et al. [31]
proposed a MEC-based system, in line with a big data-driven
planning strategy, for charging stations.

MEC wants to put the computing at the proximity of data
sources, has several benefits compared to the traditional
cloud-based computing paradigm [32], and allows edge
nodes to respond to service demands, reducing bandwidth
consumption and network latency.

2.4. Mobile Ad Hoc Network. A mobile ad hoc network con-
sists of multiple communication devices and terminals with
transceivers, which can complete the communication process
without infrastructure [33–36]. A multihop autonomous sys-
tem built by MANET nodes has the advantages of no center,
self-organization, and rapid networking [37]. The distributed
network control and scalability of MANET bring great flexi-
bility and convenience to the network deployment and
practical applications [38]. However, it is difficult to predict
the topology changes of MANET with the low frequency effi-
ciency and large transmission delay [39]. The three typical
architectures of MANET are shown in Figure 4.

The MANET researches focus on the routing protocol,
QoS, energy management, etc. Zhang et al. [40] proposed a
new greedy forwarding improvement routing method for
MANET to calculate the reliable communication area and
evaluate the quality of the link according to the relative
displacement between the nodes and the maintenance time

of the link. Sharifi and Babamir [41] presented a new cluster-
ing method and considered the good performance of Evolu-
tionary Algorithms (EAs) good in finding proper head
clusters and a specific EA-based method named Imperialist
Competitive Algorithm (ICA) via numerical coding by con-
sidering the high efficiency of clustering methods among
the routing algorithms. Zhou et al. [42] proposed a traffic-
predictive QoS on-demand routing (TPQOR) protocol to
support QoS bandwidth, delay requirements, channel assign-
ment, and reuse schemes to reduce the channel interference
and enhance the channel reuse rate. Ubarhande et al. [43]
proposed a distributed delegation-based scheme to identify
and allow the only trusted nodes to become part of the active
path to improve the packet delivery ratio, packet loss rate,
throughput, and routing overhead. Khosravi et al. [44]
focused on the underwater communication and proposed a
new method, using an intelligent 3D random node removal
mechanism considering the traffic status of the network, to
improve energy efficiency of the underwater acoustic wireless
sensor networks and network reliability and better network
lifetime. Pal and Jolfaei [45] proposed a software-defined
wireless sensor network (WSN) architecture which conserves
energy by applying asynchronous duty cycling.

MANET is conceived for military applications and aimed
at improving battlefield communications and survivability
originally; multihop MANET has lately been proposed in
many civil scenarios, which is still difficult to achieve the
large-scale applications [46]. As far as the application
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Figure 3: Typical architecture of mobile edge computing.
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environments of these networks increase, the traditional
communication paradigms of MANET need adequacy [47].

2.5. Delay/Disruption-Tolerant Network. A delay/disruption-
tolerant network is proposed by DARPA and Internet
Research Task Force (IRTF) to solve the communication
problems in the network such as frequent interruption of
communication links and large transmission delay [48–51].
DTN can be widely used in the area of interplanetary net-
works, military communications, wildlife tracking system,
village-to-village networks in developing regions, vehicular
networks, and nomadic communication networks [52]. In
these networks, because of the frequent movement of net-
work nodes, communication attenuation, and interference,
the limitation of energy and storage space of nodes results
in the long-time interruption of the network link, large delay,

and high packet loss rate, which leads to the failure of the
normal communication process and poor transmission per-
formance [53, 54].

The research activities in DTNs recently are being inves-
tigated for the design of an application/convergence layer,
routings, congestion/flow control, and security strategies,
which are briefly introduced as follows: Banerjee et al. [55]
presented a hardware and software architecture for energy-
efficient throw boxes in DTNs and a novel paradigm for
power management in DTNs provided for more efficient
neighbor discovering by detecting the mobility of other
nodes at a minimum cost and predicting the cost and oppor-
tunity of each possible contact, which can intelligently choose
the most fruitful contact opportunities and limit the number
of opportunities to meet energy constraints. Seligman et al.
[56] proposed a congestion management solution of the last
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form for storage routing by employing nearby nodes with
available storage to store data that would otherwise be lost
when given uncontrollable data sources, which determines
a collection of messages and neighbors to which they migrate
using a set of locally scoped distributed algorithms, possibly
incorporating loops that are known to be optimal for some
DTN routing scenarios, and decouples storage management
from global DTN route selection. Whitbeck and Conan
[57] proposed a hybrid DTN-MANET routing protocol
using DTN between disjoint groups of nodes while using
MANET routing within these groups, which is fully decen-
tralized and only makes use of topological information
exchanges between the nodes. Mao et al. [58] proposed a
new routing protocol, called scheduling-probabilistic routing
protocol, using history of encounters and transitivity, and
calculated the delivery predictability according to the
encountering frequency among nodes to improve perfor-
mance in both storage and transmission in DTN. Table 1
summarizes the features associated with MCC, FC, MEC,
MANET, and DTN.

It can be seen from Table 1 that the current MCC, FC,
MEC, MANET, and DTN have their own characteristics
and advantages, but these computing paradigms are difficult
to adapt to the requirements of high dynamic, low delay, and
fast response at the tactical edge in the future.

3. The Features and Visions of DCOMP

The highly dynamic and complex battlefield environment
results in the weak connection and highly dynamic charac-
teristics of the tactical network, which puts forward strict
requirements for the underlying computing and network
infrastructure of the network. In the current technology,
users usually rely on a large and highly shared data center
to send data (such as image, video, or situation information)
back to the data center for processing tasks with a large
amount of computation. However, the rapid changes in the
battlefield environment, the cost, and the delay of such back-
haul may be problematic, especially when the network
throughput is severely limited or user applications need near

real-time response. Using the ability of “locally” available
computing resources (from the perspective of latency, avail-
able throughput, task related, etc.) to calculate replication
tasks could significantly improve the performance of applica-
tions and reduce the processing risk of tasks.

DCOMP provides a new way to improve the computing
and communication capabilities in the harsh battlefield envi-
ronment, which seeks scalable and robust communication
and computing systems to meet users with competitive needs
to safely and execute computing tasks collaboratively on a
large number of heterogeneous computing devices running
on a highly variable and degraded network environment.

DCOMP is different from the traditional network archi-
tecture completely, which does not regard the devices as the
nodes of data transmission, but as distributed computing
resources on the network. It can change the real-time
dynamic network address at any time according to the needs.
The distributed computing scenario consists of a group of
NCPs with different computation abilities, such as a wireless
access point, network router, handheld terminal, camera, and
mobile computer. [59], as shown in Figure 5.

The concept of DCOMP has only been proposed in
recent years, and systematic research on DCOMP is still
relatively lacking, especially for network programmable
protocols, computation offloading, task decomposition, etc.

García-Valls et al. [60] identified the new computing par-
adigm called social dispersed computing, analysed the key
themes, and gave the outlook on its relation to agent-based
applications, and examples include next-generation electrical
energy distribution networks, next-generation mobility ser-
vices for transportation, and applications for distributed
analysis and identification of nonrecurring traffic congestion
in cities. Hu and Krishnamachari [61] proposed a through-
put optimized task scheduler, targeting applications (such
as computer vision and video processing) where input data
are continuously and steadily fed into the execution pipeline
for DCOMP to perform computation on the edge leading to
significant reduction in communication with the remote
cloud. Fujikawa et al. [62] described DCOMP as a new vision
of joint computation and communication resource

Table 1: Summary of MCC, FC, MEC, MANET, and DTN.

Features MCC FC MEC MANET DTN

Target user Mobile user Mobile user Mobile device Mobile device General device

Server number Few Large Large Large Large

Server deployment Centralized Near edge Network edge Device edge Device edge

Reliability High Low Low Low Low

Location awareness Yes Yes Yes Yes Yes

Real-time interaction Support Support Support Support Support

Latency Low Low Low High High

Jitter Low Low Low High High

Power Ample Limited Limited Limited Limited

Storage capacity Ample Limited Limited Limited Limited

Offloading Yes Yes Yes No No

Programmable No Yes YES No No

VM support Yes Yes Yes No No
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management that goes beyond the end-to-end and client-
server model of the current Internet and a new resource-
centric architecture that leverages the diversity of networked
computation points within the network and the heterogeneity
of network links and protocol stacks that connect them. Yang
et al. [63] considered the problem of task scheduling for such
networks, in a dynamic setting in which arriving computation
jobs are modelled as chains with nodes representing tasks and
edges representing precedence constraints among tasks, and
proposed a model motivated by significant communication
costs in dispersed computing environments, and the commu-
nication times are taken into account. Knezevic et al. [64]
designed a runtime scheduling software tool for DCOMP,
which can deploy pipelined computations described in the
form of a Directed Acyclic Graph (DAG) on multiple geo-
graphically dispersed compute nodes at the edge and in the
cloud. Nguyen et al. [65] studied file transfer times between
geographically dispersed cloud computing points using SCP
(secure copy) and demonstrated via a set of real-world mea-
surement experiments that the end-to-end file transfer time
in a dispersed computing environment can be modelled as a
quadratic function of the file size. Ghosh et al. [66] presented
a container orchestration architecture for DCOMP and its
implementation in an open-source software called Jupiter,
which automates the distribution of computational tasks for
complex computational applications described as a DAG to
efficiently distribute the tasks among a set of networked com-
pute nodes and orchestrates the execution of the DAG
thereafter.

We believe that DCOMP has the following characteristics
and advantages [67–69]:

(i) DCOMP should have the ability to coordinate vari-
ous computing resources in heterogeneous networks
for collaborative computing according to specific
tasks and environment

(ii) DCOMP nodes have programmable capabilities and
can respond dynamically according to the change of

the network conditions, and the overhead associated
with probing or message transmission between
nodes must not significantly reduce throughput to
support scalable, robust operation

(iii) DCOMP can quickly sense network bandwidth and
topology changes with the movement of the nodes
to ensure fast response to data service requests with-
out having to send the data back to the rear data
center to process the data locally, which can reduce
the delay in data processing and improve the real-
time capability of the combat system

(iv) DCOMP has the ability of crossing heterogeneous
computing platforms to achieve more computing
capabilities, by performing centralized task distribu-
tion. The various network components, radios,
smartphones, sensors, and portable cloud comput-
ing equipment in DCOMP can be reasonably
applied in the programmable execution environ-
ment to maximize the computing capacity of the
battlefront

4. Network Model, Channel Allocation, and
Forwarding Control Mechanism of DCOMP

In the future, the hostile battlefield needs to establish a
centerless, self-organized tactical communication network
consisting of tactical radio stations and individual handheld/-
vehicle/airborne/shipborne wireless terminals, which can be
regarded as a MANET.

The network of DCOMP is a centerless, multihop, self-
organizing, infrastructure-free, peer-to-peer communication
network composed of various wireless communication nodes
without a strict central node. All nodes use on-demand
routing protocols and a proactive routing mechanism to
coordinate their behaviours, which form an independent
network quickly and automatically and perform calculations
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Intelligence analysis
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Application Task
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Figure 5: Schematic diagram of DCOMP.
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spontaneously and collaboratively. We call them the dis-
persed ad hoc network (DANET).

4.1. Network Model of DANET. Each tactical end node in the
DANET has both the role of a router and computing host.
The nodes in a DANET environment need to run combat-
oriented applications and corresponding routing protocols
as routers. The DANET is different form MANET for the
reasons of topology changing faster, moving at different
speed, lower latency required, and nodes joining or exiting
the net at any time.

It is difficult to communicate the real-time battlefield
environment, situation, and combat command data through
DANET in a hostile battlefield combat environment. The
typical structs of DANET in the battlefield environment is
shown in Figure 6, which is a hierarchical network composed
of independent communication subnets (in each virtual box)
with the original characteristics maintained. A node is
selected as a cluster head in each subnet, and the cluster head
is not only a member of the subnet at this level but also a
member of a superior network.

This struct of DANET enables battlefield information to
be sent directly from the lowest level to the upper level and
enables command orders to be sent directly from the upper
level to the lowest level, reducing manual forwarding though
intermediate links and improving timeliness. The multifre-
quency hierarchical structure adopted by the DANET imple-
ments functions such as command communication,
situational forwarding, and backbone network connection.

4.2. Channel Sharing and Allocation of DANET. The network
is shown in Figure 6, and each subnet uses the same fre-
quency and shares the same channel. Nodes can perform
unicast, multicast, and broadcast communications in the
same subnet. Different subnets use different frequencies and
channels to avoid interference between the nodes and

improve the frequency reuse rate. The cluster head (such as
the nodes of C1, C2, C3, C4, B3, B2, B1-1, and G1 in
Figure 6) is responsible for forwarding data to achieve com-
munication between different subnet nodes. The cluster head
has a duplex frequency and can work on two channels at the
same time, of which one is responsible for communicating
with the subnet and the other channel joins the upper-level
network. Therefore, the cluster head plays a role as the
gateway node connected to other subnets.

The DANET can use fixed channel allocation to solve the
problem of channel allocation and enable the network to
achieve a good balance in reducing interference and improv-
ing network connectivity. The channels of the entire network
are uniformly allocated before communication, and the avail-
able channels are divided into working channels and standby
channels allocated to each subnet. The different adjacent sub-
nets have different channels to avoid interference. If the
working channel is subject to external interference, each
node within the subnet will use the standby channel accord-
ing to the relevant agreement. At the same time, multiple
subchannels are allocated to each subnet, and the channel is
changed when external interference is encountered or at a
specified time according to the agreement. Each subnet is
used strictly in accordance with the rules of the agreement
to avoid problems of blind channel use and channel resource
contention.

In the tactical edge network, a large number of real-time
applications (such as voice, video, or urgent tasks) are gener-
ated with the constant change of network requirements. In
the traditional MANET, the mobile nodes move in the net-
work at will, which will cause strong dynamic characteristics.
The topology of DANET work changes with the movement
of nodes in unpredictable ways and at unpredictable speeds,
which may cause communication interference between adja-
cent nodes leading to seriously affecting throughput and
transmission delay of the network.

...
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Figure 6: The typical structs of DANET.
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The traditional IEEE 802.11 standard uses the shared
channel model, and the interference increases with the
increase in the number of mobile nodes, resulting in a signif-
icant decrease in network performance. In the environment
with dense communication nodes, the application of Multi-
ple Access Control Protocol (MACP) will adversely affect
network performance. When a mobile node enters the com-
munication range of another pair of node pairs, each node
can carry out channel switching, which will cause the mobile
network to continuously receive interference, and channel
allocation is needed for dynamic channel management. In
order to effectively solve the channel interference problem
caused by exposed nodes in DANET, the channel allocation
control algorithm with power control can be used to dynam-
ically negotiate the channel to carry out adaptive channel
allocation. It can realize multiple communications of differ-
ent channels in the same area, reduce the negative effect
caused by the exposed node problem, and improve the capac-
ity of the network [70, 71].

4.3. Routing Protocol and Forwarding Control of DANET.
Due to the feature of poor connection and high dynamic of
the DANET, the routing protocols of traditional MANET
cannot adapt to the low latency and high reliability require-
ments at the tactical edge. The routing protocols of DANET
must satisfy the actual operational requirements of fast topol-
ogy changes, high real-time performance, and strong anti-
interference capabilities. Therefore, it is necessary to establish
a dispersed organization-aware network programmable
routing protocol and forwarding control strategy in a harsh
battlefield environment.

A hierarchical routing protocol needs a complex cluster
head election algorithm, and the cluster heads are easy to
become the bottleneck of the network for the reason of most
of data forwarded by cluster heads. The typical hierarchical
routing protocols include CGSR (Cluster-head Gateway
Switch Routing Protocol), HSR (Hierarchical State Routing
Protocol) [62], LANMAR (Landmark Ad Hoc Routing
Protocol) [72], etc., and the common table-driven routing
protocols are DSDV (Destination-Sequenced Distance
Vector) [73], WRP (Wireless Routing Protocol) [74], OLSR
(Optimized Link State Routing) [75], AODV (Ad hoc On-

demand Distance Vector Routing) [76], etc. It can be found
that there are multiple routing protocols used in the current
MANET, and different types of protocols have different
mechanisms with their own characteristics and different
environmental adaptabilities. Table 2 shows the different
application scenarios and advantages and disadvantages of
the typical routing protocols.

Form Table 2, we can see that the different types of
routing protocols have different mechanisms in MANET;
each protocol has its own characteristics and adapts to dif-
ferent environments. For example, WRP and GSR have fast
convergence speed, but the node burden is heavy, which is
not suitable for the network with strict requirement on
node energy; OLSR is suitable for the networks with small
mobility, frequent internode communication, and large
scale; AODV has better performance in high-load, high-
mobility networks. The AODV and OSLR are typical and
mature routing protocols of the MANET, which are very
suitable for the traditional MANET. Because the topology
change speed in traditional MANET is less than the tactical
edge in future wars, the original AODV and OLSR routing
protocols are no longer suitable for this highly dynamic tac-
tical edge environment. We propose a routing protocol
combination of OLSR and AODV to solve hierarchical
routing of networks in harsh battlefield environments for
DANET. The routing protocol of AODV can be used as a
routing protocol for small wireless ad hoc networks within
a subnet, and OLSR as a routing protocol between subnets.
The original AODV and OLSR routing algorithm is difficult
to adapt to complex battlefield environments and needs to
introduce an improved algorithm of OLSR and OLSR
protocols for DANET.

4.3.1. Improvement of OLSR Protocol Based on Dynamic Link
Cost.Applying the OLSR protocol as a tactical edge backbone
network (between tactical edge subnets) is more conducive to
the rapid forwarding of command and control information.
The workflow of the OLSR protocol is shown in Figure 7.

However, in the MPR (Multipoint Relays), selection of
the original OLSR protocol only considers the state of phys-
ical connectivity of the link, but the bandwidth status of the
link is not considered. In the path calculation, the original

Table 2: Comparison of different routing protocols.

Protocol AODV OLSR DSDV CGSR LANMAR

Proactive/reactive
routing

Reactive Mix Proactive Proactive Proactive

Location based No Yes No No Yes

Hierarchy Plane Hierarchy Plane Plane Hierarchy

Multicast Yes Yes No No No

Routing discovery
delay

High Low Low Low High

Routing overhead Low General High High Low

Advantages
Compression control

information
Available

immediately
Respond quickly Small time delay

Small routing
table size

Disadvantages
Best performance at low
congestion & high density

More resource
than AODV

More useless routing
information

Weak adaptability of
topological change

Large storage
control
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OLSR protocol only considers the minimum number of hops
without link latency, but the delay of the link path is not con-
sidered. In the harsh battlefield environment, the amount of
various types of burst data is very large transmitted along
the shortest path, which can easily cause network congestion,
resulting in the decrement of network throughput and packet
transmission rate and increment of transmission delay. The
original OLSR routing protocol only takes the physical con-
nectivity of the link into account, not considering the band-
width of the link, which obviously cannot meet the
requirement of high service quality in DANET. Therefore,
in order to improve this situation of possible congestion,
the original OLSR protocol needs to improve by considering
link cost of message flooding and path selection to avoid the
bottleneck of the network for data transmission.

In order to implement the improved OLSR protocol
based on the dynamic link cost, it is necessary to modify
the Hello packet, TC packet, routing topology table, etc.
and add “Cost” information into the package. In the complex
battlefield environment, the delay requirement of informa-
tion transmission is very strict. The dynamic link cost func-
tion should not be too complicated, which needs to adjust
according to changes of network conditions (such as band-
width, delay, packet loss rate, and energy consumption) to
reduce routing congestion. Therefore, the “Cost” can be set as

Cost = 1/B_link, ð1Þ

where “Cost” is the link weight and “B_link” is the link
bandwidth.

We can add “Cost” to the Hello packet (a), TC packet (b),
and routing topology table (c), as shown in Figure 8.

In the Hello packet, the “Cost” is the cost of the link from
the node to the neighbor node. In the TC packet, the “Cost” is
the link cost between the node and the MPR node. In the
routing topology table, the “Cost” is the link cost between
“T_dest_Address” and “T_last_Address.”During path calcu-
lation, the cost of the link is obtained from the network topol-
ogy table, which is used as the link weight value, and the
Dijkstra algorithm is called to obtain the optimized path after
considering the link bandwidth status.

4.3.2. Improvement of the AODV Protocol Based on Dynamic
Link Cost. Each router (the cluster head) in the DANET can

access the node in the subnet, and the subnet can form
multiple relatively small wireless ad hoc networks through
wireless connections. The AODV protocol is used at the
inside subnet of the MANET. The original AODV proto-
col has well performance when the nodes move faster
and a large amount of business data uses the minimum
hop path between the source node and the destination
node for routing selection. The minimum hop path is
not necessarily the best path, which can cause network
congestion and affect network performance. Therefore,
the routing algorithm based on dynamic link cost is also
needed to improve the original protocol of AODV in
DANET.

Define Pathðs, dÞ as all feasible paths from source node s
to destination node d, set k as the number of elements in the
path, and Pathiðs, dÞ represents a feasible path from node s to
node d (i ≤ k). The hop count of the path is hopðPathðs, dÞÞ,
and eij represents the link between nodes Vi and V j. Set the
bandwidth of the link to be B_link, the real-time bandwidth
of the link is B_use, and the request bandwidth of the service
is B_req:

The improved model must satisfy

Bf = min B_req − B_link − B_useð Þf g,

Br = max
B_link − B_use

B_link

� �
:

ð2Þ

(i) Bf: bandwidth fragment. When selecting a link, one
should try to select a link with a request bandwidth
that is close to the actual available bandwidth value,
so that the bandwidth fragmentation is as small as
possible to achieve the purpose of improving band-
width utilization

(ii) Br: bandwidth ratio. Under the condition that the
requested bandwidth and the actual available band-
width are as close as possible, the links with a large
ratio of the actual available bandwidth to the link’s
own bandwidth should be selected to reduce the
probability of congestion on the link caused by sud-
den bandwidth requirements

Send hello package 

Receive/process hello
package

Calculation MPR Send TC package Receive/process TC
package

Process information

Information
forwarding

Figure 7: Workflow of the OLSR protocol.
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Based on the above two indicators, the link cost function
is determined as

Cost =

α Blink − Buseð Þ/Blinkj j + β lg Breg − Blink − Buseð Þ�� ��
Hop Pathi s, dð Þð Þ Br ≠ 1ð Þ,

1
β Breg − Blink − Buseð Þ�� �� Br = 1ð Þ,

8>>><
>>>:

ð3Þ

where α and β are adjustable proportion coefficients of
bandwidth fragmentation and bandwidth ratio, and the size
of the two can be adjusted according to the demand;
hopðPathiðs, dÞÞ is the number of hops from node s to node
d. The link “Cost” value can be adjusted according to the link
bandwidth status and traffic demand status in real time.

The “Cost” is added to the routing request packet and
response packet, respectively, and the cost information of
the path can be obtained when the routing calculation is
finally performed, as shown in Figure 9.

4.4. Congestion Control Strategy of DANET. The DANET also
can be considered a typical DTN, and the congestion control
of this kind of network has the following challenges: (1) there
may be no communication opportunities in the future, (2)
the received save transmission messages cannot be dropped,
(3) reserve a cache space for different service types, and (4)
reject new connections when storage is full. The research of
congestion control strategies in DTN mainly includes node
packet loss strategies and message weight calculation models.

The entire process of the congestion control strategy includes
the processes of receiving messages and comparing weights
of sending messages. To judge the message discarding
according to the current congestion and weight comparison,
we design a specific method shown in Figure 10. If there is no
congestion, the message is put into the buffer; if it is con-
gested, the preservation weight of the message is compared
with the preservation weight of the node. If the message
weight is greater than the node weight, the message with
the smallest weight in the node buffer is discarded until there
is enough space in the buffer to accommodate the new
message.

For the calculation of the weight of a message, the size of
the message, the initial lifetime, and the remaining survival
time are mainly considered. Formula (4) gives the calculation
method of message weight:

Wri =
TTLmi

TTL0
×
BSj
Smi

, ð4Þ

where Wri represents the weight when the message i arrives
at node j, TTLmi represents the remaining survival time for
message i, TTL0 represents the initial lifetime of all messages
in the network, BSj is the buffer size of node j, and Smi is the
size of message i. As can be seen from Equation (4), the
shorter the remaining survival time, the lower the probability
of the message reaching the destination node; the smaller the
weight of the message, the larger the size of the message; and
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(a) Modified Hello packet format
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Figure 8: Add dynamic link “Cost” to improve the OLSR protocol.
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the greater the preservation cost, the lower the transmission
success rate and the larger the weight of the message.

The formula for calculating the weights of nodes is shown
in

EWj =
∑

Mj

i Wri

Mj
, ð5Þ

whereMj is the total number of messages in the buffer of node
j and EWj is the average preservation weight of node j.

When a node tries to send a message, check whether
there are any messages in the buffer that are smaller than
the transmission time threshold. If it exists, it uses the greedy
strategy to preferentially forward the message with the
smallest transmission time; otherwise, it does not forward
it. The transmission time threshold is derived from the
node’s moving speed and communication range.

For each node j, the transmission time threshold is diffi-
cult to calculate and can be estimated by

Flagj =
SLj
VN j

× δ, ð6Þ

where SLj represents the communication range of node j, VNj

represents the moving speed of node j, and δ represents the
weighted value of transmission. When the communication
range of node j is larger, the communication time between
other nodes and node j is longer. When the moving speed
of node j is faster, the contact time between node j and other
nodes is shorter.

Formula (7) gives the calculation method for the
forwarding delay of message i:

Wij=Smi
VT j

, ð7Þ

where Wij represents the forwarding delay of the message i
and buffered in node j, Smi is the size of the message i, and
VTj represents the data transmission speed of node j. The
forwarding delay of message i is obtained by the ratio of the
size of message i to the data transmission rate of node j.
When the size of message i is larger, the transmission delay
at a certain transmission speed is longer and the buffer of
node j is larger, resulting in the greater cost of node j to for-
ward message i and the lower success rate of forwarding.
When the forwarding speed of node j is faster, the forwarding
delay of each message in the buffer is shorter, resulting in the
forwarding success rate being higher.

5. The Architecture Design of DCOMP

In the scenario of DCOMP, the communication bandwidth
between different nodes is very limited and heterogeneous,
and the computing nodes support different computing capa-
bilities. Figure 11 shows the dataflow and architecture of
DCOMP, which connects nodes with computing capabilities
to the DANET to communicate directly or indirectly, greatly
reducing the time for data transmission and processing. In
the paradigm of DCOMP, the nodes are both consumers of
data and producers of data.

Node receives new
message

Congestion?
Put in
Buffer 

Y

N

Message weight >
Node weight

Refuse new
messages

N

Discards the message with the smallest weight in the
node buffer and puts in a new message

Y

Figure 10: The process of the congestion control strategy for
DANET.
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Figure 9: Add dynamic link “Cost” to improve the AODV protocol.
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As shown in Figure 11, the architecture of DCOMP can
be seen that the data can be processed not only at local but
also on geographical NCPs. These dispersed computing
nodes can perform data collection/transfer/caching/proces-
sing, computation offloading, and task scheduling to realize
the function of traditional distributed computing.

5.1. The Computing Core and Unit of DCOMP5. Aiming at
the computing model in DANET, we intend to promote the
computing model in the distributed environment, which
expands the concept of the core of distributed computing
and defines the role of NCPs as two types according to the
available software and hardware:

(i) Computing core (CC): it mainly includes the main
program running on the cluster head node, which is
responsible for managing the execution process of
the entire computing task and abstracted as the
application computing core in DCOMP

(ii) Computing unit (CU): it mainly includes the real
computing program running on general nodes,
responsible for specific computing tasks and
abstracted as a computing unit in DCOMP

Different from the traditional distributed computing
architecture execution flow, the calculation of the main con-
trol program in CC and the calculation program in CU are
performed at a different node. The CC may also assume the
role of CU in DCOMP. Figure 12 shows the struct of the
CC and CU.

When the main program (CC code) at the cluster head
node (C1) starts the main program and executes the first cal-
culation program function (xFuction1), C1 actively queries
available computing resources (software and hardware) from
the local resource database to schedule and allocate comput-
ing resources on a general node (Un) according to the request

of the CC code. The main program notifies the management
program on the general node (Un) of the code and data and
starts the computing program (CU code) after offloading the
code and data to Un and returns the status to the CC code
after completing the calculation task to maintain the data
consistency. The CC code continues to execute the second
calculation program function (xFuction2). It still needs to
apply for resources again and notify the assigned general
node (Um) management program to offload the code and
data and start the calculation. The CC code continues to exe-
cute the calculation process until the entire computing task is
completed.

The CC code and the CU code are usually not on the
same node in DCOMP, but their roles are interchangeable.
The code in traditional distributed computing architecture
is usually deployed by the master node to the slave node at
one time. The master node controls the program fragments
in the slave node to perform related calculations, and the
calculation results are summarized in the master node
regardless of the current position, resources, and status of
the slave node. In the DCOMP, the CC is responsible for
maintaining all flow and CU positions and resource informa-
tion list and updated in time after the execution of the CC
code to ensure that all calculation data are correctly accessed
to maintain the data consistency.

5.2. The Software Stack of DCOMP. The software stack of
DCOMP includes an application software layer, program-
ming framework layer, resource management layer, network
communication layer, operating system layer, and device
layer, as shown in Figure 13.

The programmable computing framework includes the
TCL (Tool Command Language) [77] interpreter and its
programming model formed by the runtime environment.
It provides a set of available interpretation instructions for
programmers to write applications with distributed

Mobile
Device

Video
device

Fixed
Device

RFID

Tank Flighter Warship Soldier

Video device

Note
book

Detection
device

Radar

Sensors 

Combat unit

Terminal device 

DANET

DANET

Data Productor/Processor/Consumer Data CommunicationComputation Jobs

Data transfer

Data Transfer

Data Transfer

Computation off loading

Computation off loading

Computation off loading

Figure 11: The dataflow and architecture of DCOMP.
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semantics. By using these interpretation instructions explic-
itly, users can concentrate on program performance optimi-
zation, such as the development of parallelism between CC
and CU, without paying too much attention to details such
as the heterogeneity of underlying resources, dynamic
resource binding, and load balancing.

In the programmable network framework, network
scheduling and forwarding control of NCPs in DANET is a
difficult problem. Programmable network programming
model and protocol specifications for interactive use between
each node can provide network-aware programming inter-
faces and scheduling programming interfaces, connectivity

and bandwidth utilization awareness, path state threshold
calculation and failure analysis, real-time path changes, and
other programmable capabilities [78, 79].

6. The Programming Model for DCOMP

Traditional distributed computing environments generally
hard code all kinds of algorithms and software to each node
and transmit commands with adjustable parameters to call
and control the software of each node, which will not be able
to meet the requirements of the rapid and flexible call of var-
ious resources in future war. Is it feasible to download the
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compiled executable image to each node? The answer is
negative, because most nodes are sometimes inaccessible in
physical resources or file transfer at a very high cost. Gener-
ally, the energy efficiency of transmitting executable com-
piled executable images to each node through the network
is very low (high communication costs and limited node
energy).

In the harsh battlefield environment, it is required that
DCOMP be able to provide task computing as an aggregated
whole, not just to provide services as a single node, needing to
achieve DCOMP nodes that have the ability to be program-
mable dynamically. This means that an NCP connected to
the network at any time will be able to inject instructions into
the network to perform a given task. The instructions will call
a single node based on the needs of the combat mission, net-
work status, and physical resources.

6.1. Programmable Computing Model for DCOMP

6.1.1. Programmable Model. This paper proposes a program-
mable framework for DCOMP, which attempts to complete
the computing tasks by a user-defined way in the dispersed
networking environment. We called this kind of node a pro-
grammable dispersed computing node (PDCN). The frame-
work of the programmable computing model is shown in
Figure 14. The framework can be divided into the hardware
layer, hardware adaptive layer (device driver), operating sys-
tem (OS) layer, programmable software layer, and PDCNs in
DCOMP to achieve data communication and computation
offloading through DMANT.

(i) Hardware layer includes a wireless transceiver mod-
ule, various sensors, timers, and other computing
hardware resources

(ii) Hardware adaptive layer provides various types of
equipment drives

(iii) Operating system layer provides all standard func-
tions and services of the multithread environment
required for the programmable software layer. The

firmware provides the functions necessary for hard-
ware resource calls, thread/file/communication
operations, etc,

(iv) Programmable software layer provides the running
time environment for the programmable language

6.1.2. Programmable Language. The basic idea of program-
mability is to make nodes have the ability to be programma-
ble through control scripts, including the scripting language
and the corresponding programming model. The scripting
language needs to define and implement the appropriate
functions/commands in order to use them as building blocks
(such as the basic commands of a script). Each of these
commands will abstract a specific task from the tactical end
node (communication with other nodes, sensors to obtain
battlefield data, etc.). The scripting language also needs to
construct the syntax of the corresponding control script,
including syntax for flow control (such as loops and condi-
tional statements), syntax for variable processing, and syntax
for expression calculation. Figure 15 shows the composition
of a programmable language.

As we can see from Figure 15, the PDCN first parses the
statement of the programmable code and then judges the
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execution flow of the statement. If the statement is an “event
handler,” then the workflow will enter the function of the
“event handler program.” If the statement is “variable
processing,” “expression calculation,” or “execute external
API,” the program will execute the corresponding opera-
tions, until the end of the program.

The basic script interpreter can use the open-source syn-
tax interpreter TCL, which provides well extensibility and
portability for programmable languages. All basic commands
(such as switch, if, while, and other commands) can be
defined as the new programmable script syntax using the
standard TCL.

According to the model of DANET, the script can be
viewed as a state machine affected by external events (like
interrupt messages) including network messages from
DANET, sensed data, and timer period timeout. The pro-
gramming model is used to define an event progress, which
determines the execution flow based on the current state,
and the new event or state will be processed. Figure 16 shows
the workflow of the programmable model of a typical PDCN.

6.1.3. Runtime Environment. As important as programmable
languages and models is the runtime environment running
the script. Different PDCNs provide different resources
including different hardware and software resources.

For example, PDCN A has a transceiver and a magne-
tometer, PDCN B has two transceivers and a camera, and
their operating systems are different. The programmable lan-
guage framework solves the heterogeneity of PDCNs through
abstraction and defines and adds arbitrary tasks in the run-
time environment through the extended API provided by
the abstract module/service interface constructed by the pro-
grammable framework.

All devices have fixed interfaces to operate on events
through four commands: Query, Act, CreateEventID, and
DisposeEventID. Query requires the device to obtain device
hardware and software information; Act instructs the device
to perform actions (modify some parameters of the device,
perform some actions); CreateEventID describes the specific
event that the device can generate, provides a name or ID for
this event, and waits for the specific event returned with that

name in the command; and DisposeEventID unregisters the
event and releases the resources.

Even two PDCNs have the same functionality, and the
hardware or operating systems may be different. In order to
facilitate the migration process, it is necessary to clearly sep-
arate the OS layer- and hardware layer-specific code from the
solidified code and function definition code. In order to
implement the functions defined in programmable software,
it needs to identify the code’s dependencies with the operat-
ing system and the hardware and create associated abstract
constructor interfaces. The constructor interface is defined
separately in the code file (such as .c file), and developers
can easily identify and migrate a code to suit the MANET
environment. The operating system needs to support for cre-
ating and starting threads/tasks, as well as for defining, pub-
lishing, and suspending message queues. In addition, the
hardware access code is defined to realize low-level hardware
resource call and manage. Figure 17 illustrates the code struc-
ture of the programmable software.
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6.2. Programmable Network Model for DCOMP. In order to
solve the network scheduling and forwarding control of
PDCN in DANET, it is necessary to design a programmable
network model for DCOMP and a protocol specification for
interactive use among entities according to the model. The
model provides the network-aware and scheduling program-
ming interface, which supports programmability of connec-
tivity and path bandwidth awareness, state threshold
calculation and failure analysis, and real-time path choice.
Figure 18 shows the components and dataflow of the pro-
grammable network model in DANET.

6.2.1. Network Control Module. The module provides
network-aware and network scheduling programming entry
and receives the task distribution plan issued by CC, which
is combined with the network connectivity state diagram to
generate the instruction table and then sent to the relevant
forwarding controller and packet processor to implement
network scheduling.

6.2.2. Network Switching Module. The module receives the
network programming instruction table generated by the
network control module and performs data packet process-
ing and forwarding according to the table. It includes the
following:

(i) Packet processor filters the data according to the
matching rules in the instruction table, then splits,
assembles, and adjusts the data packets according
to the control commands, and sends them to the for-
warding controller

(ii) Forwarding controller forwards the data according
to the control commands and instruction table

(iii) Network programming instruction table is a com-
mand list consisting of forwarding and packet pro-
cessing instructions, which includes data match
description in each line. The forwarding and packet
processing instruction is distributed by the network
control module to the network switching module

6.2.3. Network Monitoring Module. The module is responsi-
ble for monitoring the status of the component, receiving
and sending the statistics and exchanging information, que-
rying the statistical commands sent by the network-aware
programmable interface, and communicating between the
network control module and network switching module.
The monitoring information mainly includes the dataflow,
quality and theoretical bandwidth of the channel, and
resource occupation of each node of the channel.

6.2.4. Network-Aware Programming Interface. The interface
drives the monitoring module to collect information such
as the connection status, bandwidth, and dataflow in the net-
work and calculates path bandwidth utilization and status
threshold, analyses and optimizes the network path, locates
failures, and implements network-aware programming.

6.2.5. Network Schedule Programming Interface. The compu-
tational task uses this interface to drive the network control
module to generate, publish, and adjust the network pro-
gramming instruction table according to the network status
and the computing task, to realize the real-time dynamic
scheduling of the network on demand.

The programmable protocol of DANET is used to
regulate the transmission of data, control commands, and

Computational task

Network control module

Network monitoring module

Network switching module

Network programming instruction table

Forwarding controller Packet processor

Packet processing protocal

Instruction table distribution and
network scheduing protocal Network state awareness protocal

Network-shedule
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Figure 18: The components and dataflow of the programmable network model.
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monitoring awareness information; the red part is shown in
Figure 18.

6.2.6. Instruction Table Distribution and Network Scheduling
Protocol. The protocol is used between the network control
module and the network switching module to transmit
scheduling commands and programming instruction tables,
which mainly include the following: collect, update, release,
merge, and serialize the instruction table.

6.2.7. Packet Processing Protocol. The protocol is used
between the network switching module and data network
to transmit and standardize the processing mechanism for
messages, including the definition of the structure of the data
package format and the packaging/unpacking methods for
data packets in the DANET.

6.2.8. Network State Awareness Protocol. The protocol is used
between the network control module and the network
monitoring module to collect network status, monitor
commands, and collect network awareness information,
including the network status collection command format,
the monitoring data message definition format, the regula-
tion of the flow of messages and commands, and the moni-
toring data aggregation.

7. Task Awareness and Computing
Scheduling of DCOMP for the Tactical Edge

7.1. Discovery and Decomposition Task in the Tactical Edge
for DCOMP. In the harsh battlefield environment, the mis-
match between the resources of the computing nodes and
the requirements of the combat mission will lead to the low
utilization rate of the resources. The relationship mapping
model between the attributes and the potential requirements
of the task should be established, and the task group should
be found according to the multiple attributes of the task, to
provide the support for the computing in the PDCN.

In order to cope with the sudden increase in resource
requirements for combat mission in the harsh battlefield
environment of the future tactical edge, it is necessary to
offload the computing tasks to the PDCNs in DANET for
collaborative computing to reduce the load of a single com-
puting node. The goal of the computation offloading in the
nodes of DCOMP is to reduce the resource excessive con-
sumption in a single computing node and the network load
on the premise of ensuring the QoS of task quality in the tac-
tical edge. To effectively solve the problem of resource com-
petition and quality QoS degradation caused by the surge of
computing tasks, the computation offloading of DCOMP
should consider the participation of multiple computing
nodes, multiparty collaboration, and multiple factors, which
include computing, storage, and the cost of communication
resources. In order to minimize the cost and maximize the
benefit for DCOMP, it is necessary to build the task aware-
ness and computing scheduling mechanism by considering
the constraints of benefit and cost functions. On the premise
of satisfying the constraint conditions, the benefit and cost of
each computing node in the DANET will be calculated,

which can maximize the benefit and performance of the
whole calculation platform to complete the task.

7.1.1. Relationship Mapping Model of Task Attributes and
Potential Requirements. There is a relationship between the
attributes of most combat tasks on the tactical edge and their
potential resource requirements. Due to the large scale of
combat tasks and attributes, it is necessary to build a model
to simplify the mapping relationship between task attributes
and potential requirements to facilitate the discovery of com-
puting tasks with typical central characteristics in multiple
dimensions. For example, the frequency of combat location
and the specific times have typical central characteristics.
Therefore, in addition to the conventional attributes of time,
space, and priori knowledge, many can be added to design
more behavioural attributes around the centrality of the com-
bat missions. The centrality of the combat missions is shown
in Table 3:

It can use the centrality discovery algorithm to obtain the
centrality information of the combat mission under multiple
attributes from several records and select the central offset or
distance of multiple attributes to describe the tactical task.

Firstly, the information such as time period t and location
l can be extracted, and then, calculate the center offset of each
attribute according to the information. The original spatio-
temporal information is projected into a new vector space
d1ðe1Þ, where the coordinates of each point represent the off-
set of the corresponding center point from it.

The mapping model of the potential requirements and
the attributes of combat missions can be described as a non-
linear model, and the multidimensional attributes of combat
mission access content, location, time, and traffic extracted at
time t can be represented as

Xt = x1 tð Þ, x2 tð Þ, x3 tð Þ,⋯, xn tð Þð Þ, ð8Þ

where x1ðtÞ, x2ðtÞ, x3ðtÞ,⋯, xnðtÞ represent multidimen-
sional attributes, respectively.

The potential demand of the combat mission is
expressed as the required resource of the combat mission
at the next moment t + 1, expressed as YðtÞ. The impor-
tance of multiple attributes to the potential requirements
of a combat mission is

A = a1, a2, a3,⋯,anð Þ, ð9Þ

where a1, a2, a3,⋯, an represent the importance of multidi-
mensional attributes, respectively.

Table 3: Combat mission attribute table.

Attributes Central characteristic

Task time Time or period to perform a task

Task location
Locations frequently performing

operational task

Resources required Resources frequently needed by task

Resource offset of
task requirements

Task-specific operational
resources needed
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The potential relationship between tactical tasks and
multiattribute mapping can be described as

Y t + 1ð Þ = f a1x1 tð Þ, a2x2 tð Þ,⋯,anxn tð Þð Þ,
Y t + 1ð Þ = f a1, a2,⋯,anð ÞT∙ x1 tð Þ, x2 tð Þ,⋯,xn tð Þð Þ

� �
,

Y t + 1ð Þ = f AT∙X
� �

,
ð10Þ

where f is a nonlinear function, which can be approximated
as

f xð Þ = 〠
M

Pi xð Þwi wi ∈ Rð Þ, ð11Þ

where PiðxÞ is a polynomial function that is generally used
as a basis function in models for nonlinear system
identification.

It can choose an entropy-based classification algorithm
(random forest or decision tree algorithm) to build the
relationship between multiple attributes and potential
requirements of the combat mission, which can take XðtÞ =
ðx1ðtÞ, x2ðtÞ,⋯,xnðtÞÞ as input and Yðt + 1Þ as output for
model training.

The random forest algorithm or decision tree algorithm
constructs the decision tree for the extracted training data
set and feature subset, and the final classification result is
classified by the decision tree voting, as shown in the follow-
ing formula:

H xð Þ = arg maxv 〠
k

I hi xð Þ = Yð Þð Þ
 ! !

, ð12Þ

where HðxÞ is a combined classification model, hi is a single
decision tree, I is the characteristic function, and Y is the
target variable. The split indicator of the decision tree is
Gini. The importance of each attribute can be obtained by
calculating the mean of the Gini index.

7.1.2. Large-Scale Efficient Similarity Matrix Calculation. The
time, location, access content sequence, and traffic of the task

attributes with different dimensions and different value
ranges need to eliminate the differences between the attri-
butes and characterize the dynamic behaviours. By calculat-
ing the similarity of the specific attribute time series of
different tasks and eliminating the difference in attribute
dimensions, the similarity of the time series containing the
dynamics of the combat mission can be obtained to form a
similar matrix of task behaviour.

The similarity matrix of combat mission of time series is
used to form the similarity matrix between combat missions.
Figure 19 shows the calculation process of the time series
similarity matrix for combat missions.

The attribute sequence Ai and Aj of the combat mission is
extracted from the temporal composition sequence of the
combat mission. According to the attribute sequence of the
combat mission, the appropriate similarity calculation
method can be used to calculate the similarity Pij between
the two combat missions. For all combat missions, the simi-
larity under different attributes is calculated in pairs, and the
similarity matrix PS and PT under multiple attributes of the
combat mission can be obtained. PS and PT are the space
location and time of the combat mission, respectively:

PS =

p11S ⋯ p1mS

⋮ ⋱ ⋮

pm1
S ⋯ pmm

S

2
664

3
775,

PT =

p11T ⋯ p1nT

⋮ ⋱ ⋮

pn1T ⋯ pnnT

2
664

3
775:

ð13Þ

It is assumed that similar combat missions in geographi-
cal location will be more similar, while those far away in geo-
graphical location will be less similar. According to the
geographical position of the combat mission, the combat
mission can be divided to calculate the similar matrix prefer-
entially similar in geographical position, which can greatly
reduce the amount of calculation of the similarity matrix.
The specific algorithm is shown in Figure 20.

Mission i

Attribute 1

Attribute 2

Attribute 3

Similarity calculation

Similarity matrix

Attribute 1

Attribute 2

Attribute 3

Mission j

Figure 19: The calculation process of the time series similarity matrix.
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7.1.3. Resource Discovery Based on Weighted Similarity
Matrix Fusion. After obtaining the mapping model of com-
bat mission attributes and potential resource requirements,
in order to eliminate the parameter dimension differences
between the attributes and quickly find the combat mission
group, it is necessary to fuse the similarity matrices of multi-
ple attributes and segment the fused similarity matrix.

The similarity matrix fusion method can effectively
improve the system’s resolution ability by fusing similarity
matrices with different attributes, while retaining the infor-
mation of the original similarity matrix to the greatest extent.
Therefore, the sum of the distance between the fused similar-
ity matrix and the original similarity matrix should be the
smallest, as shown in Figure 21.

Set P to be the similarity matrix after fusion, the weights
α, β, γ reflect the behaviour attribute, and S, T , I reflect the
importance of the potential needs of tactical task. The goal
of calculation of the similarity matrix is to minimize the
sum of the distances between P and the original similarity
matrix PS, PT , PI of multiple attributes. The specific model
is described as follows:

min α P − PIkk 2
2 + β P − PTkk 2

2 + γ P − PSkk 2
2 + λ Pkk 1, ð14Þ

s:t:α + β + γ = 1, ð15Þ

α ≥ 0, β ≥ 0, γ ≥ 0, ð16Þ
1 ≥ Pij ≥ 0, i, j ∈ 1,N½ �: ð17Þ

The second norm term in formula (14) indicates the
distance of the similarity matrix of the corresponding data

relative to the fusion result matrix, and λ is the sparse rule
operator. Formula (15) represents the normalized weights
of the three types of data relative to the final fusion result.
Formula (16) limits the weights of various types of data in
the optimization formula and the range of sparse rule opera-
tor weights. Formula (17) shows the value range of each ele-
ment in the fusion result matrix P. λkPk1 is a continuous
convex function, and αkP − PIk22 + βkP − PTk22 is a continu-
ously differentiable function and satisfies the Lipschitz condi-
tions. The Lipschitz continuous gradient is L(f). Set
f ðPÞ = αkP − PIk22 + βkP − PTk22 and gðsÞ = λkPk1, then

∇f P′
� �

−∇f Pð Þ
			 			2

2
≤ L fð Þ P′ − P

		 		2
2: ð18Þ

Figure 20: Large-scale efficient similarity matrix calculation method.
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Figure 21: Schematic diagram of fusion similarity matrix
calculation.
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For such problems, one can use a fast-iterative shrinkage-
thread should algorithm (FISTA) for calculation at S as
follows:

P Sð Þ+ < ∇f Sð Þ, S′ − S > +
L
2

S′ − S
		 		2 = L

2
S′ − S +

1
L
∇f Sð Þ

				
				
2
+ const,

ð19Þ

where L is the Lipschitz constant, and the available iteration
value by ignoring the constants is

Sk+1 = argmins
L
2

S − Sk −
1
L
∇f Skð Þ


 �				
				

2

2
+ λ Sk1
		( )

:

ð20Þ

The initial value is given according to the actual situation
during the calculation and iterates according to the above
formula until convergence, to obtain the final similarity
matrix after fusion.

In the process of calculation and fusion of similar matri-
ces, various attributes of combat missions have been included
and the information of requirements of potential combat
mission and activity locations can be obtained, providing
resource scheduling and matching for DCOMP.

7.2. Real-Time Perception and Management of Resources for
DCOMP. At the tactical edge, various wireless links are
widely used and caused the different transmission qualities.
Obviously, the DANET is a heterogeneous network with a
mixed network of broadband and narrowband in a complex
battlefield environment, which can be subject to various

kinds of aggression such as battle and electronic interference
impact. In DANET, the resource management is a dynamic
process that can be dynamically perceived and discovered.
The resources mainly include various resources of different
network bandwidths, services, and hardware in DANET. As
the topology of DANET changes dynamically, the resource-
aware algorithm should adapt to the plug and play of avail-
able resources, and the resources of nodes can be perceived
in time by other nodes in the entire network of DCOMP.
The purpose of resource awareness is when a resource is pro-
vided by a PDCN in DANET, other nodes in the network can
identify the resource, and when the resource is revoked, other
nodes can also know that the resource is out of date and no
longer provided.

By considering the limitations of nodes on memory,
CPU, storage, and other resources, the algorithm running
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Figure 22: Structure diagram of a resource-aware process.

Table 4: Data package structure of resource description
information.

Serial
number

Packet
definition

Message description

1 ResName Name of the resource

2 ResId Category ID of the resource

3 ResHostId
Host address of the resource

provider

4 ResExpTime Expiration time of the resource

5 ResPosition Location of the resource provider

6 ResDes
Description of the resource

function

7 ResQuality Resource quality
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on PDCN should not be too complicated. According to the
different statuses of nodes in DANET, the protocol can be
divided into resource awareness modules, client agents on
the common node (CU node), and directory agents on
cluster head nodes (CC node). Figure 22 shows the structure
diagram of a resource-aware process.

As shown in Figure 22, the CU node is generally respon-
sible for the calculation of various tasks, which needs to
register its own fixed resources (camera, storage, communi-
cation resources, and various sensors) to the CC node
through the resource registration module. Various real-time
changing resources (real-time CPU/memory usage, network
bandwidth) can be queried/responded by the CC node
through the resource query module. The CC node is a cluster
head node responsible for managing the resources of the CU

nodes and collaborative communicating and computing with
external CC nodes. Generally, a CC node has a local resource
database, a resource registration module, a resource query
module, and a global resource database. The resource regis-
tration module obtains the resource data of the CU nodes
within the range of the CC node and stores in the local
resource database. A CC node regularly manages and backs
up the computing resource data of the entire DANET by col-
lecting resource data from other CC nodes. Other CC nodes
also can obtain the resource data from the resource query
mode of this CC node. The resource database of the CC node
mainly stores various resource description data including the
name, node address, and some related descriptions of the
resource. The resource description information in the tradi-
tional SDP (Service Discovery Protocol) only contains the

Intelligence
investigation 

Fire attacking

Tactical m
aneuvering

C
om

m
and decision

Task and resource
mapping model 

Resource
description model 

C
om

puting resources

Storage resources

C
om

m
unication

resources 

Sensing resources

. . .

Resource requirements for combat tasks 

Service capabilities provided by resources
M

ulti-task scheduling schem
e

Rescheduling?

Task rescheduling

Yes

Rescheduling
method

No

Feedback
informaiton 

Evaluation Feedback
mechanism 

Scheduling
method 

Figure 23: Task-coordinated planning and scheduling mechanism.

CC

Application program

Task segmentation Remote execution Task submission 

Offloading decision

Resource discovery
CU

Result feedback

Task execution 

Data flow Execution flow

Figure 24: The workflow of computation offloading.

23Wireless Communications and Mobile Computing



resource name and the address of the resource provider [80].
The resource description of DANET should contain the
information such as function description, resource category,
provider identification, network environment parameters,
performance state parameters, and location. Therefore, when
multiple resources can meet task needs in terms of functions,
the optimal node can be selected based on the information to
perform the computing task. For a DANET, resource
description information needs to include the following
aspects: name, category ID, host address, expiration time,
location, resource function description, and quality informa-
tion of the resource. Therefore, resource description infor-
mation is the basis of the resource aware protocol, and the
carrier of resource description information transmission in
the protocol is the definition of the data package. Table 4
shows the data package structure of resource description
information.

7.3. Resource Planning and Scheduling for DCOMP. In the
complex and changeable battlefield environment, according
to the objective, determination, and mission of the combat
mission, starting from the integration support of information
acquisition, integrated processing, and strike command com-
munication, it is necessary to perform reasonable metatask
scheduling according to the status and resource capabilities
of DANET and achieve reasonable sharing of resources and
mutual cooperation for completing the combat mission.
The scheduling problem of computing resources is a mixed
constraint planning problem that involves both time and
resource allocation. Based on the resource description, task,
and resource mapping model, the formal definition is estab-
lished from the ability of resources to meet mission require-
ments and the priorities of the defined process and integrity
constraints.

In order to realize the dynamic optimal scheduling and
conflict avoidance of computing tasks and resources, reduce
the time complexity of the whole network resource collabora-
tive processing and load of resource providers and improve
the efficiency and robustness of DCOMP, to achieve the goal
of global optimization and comprehensive combat mission
execution successfully. The collaborative planning and
scheduling of computing tasks are shown in Figure 23.

Computing task planning and scheduling are determined
based on the characteristics of combat mission requirements
and the resource characteristics. Different computing tasks
have different requirements for resources, and different
resources have different capabilities to meet the task, which
leads to multitask planning requirements. In multitasking
planning and scheduling, the satisfaction of task require-
ments and resource consumption determine the comprehen-
sive efficiency of a multitasking system. The satisfaction of
task requirements has a positive impact on comprehensive
efficiency, and excessive resource consumption has a negative
impact. According to the parameters of computing task and
resource provider, it is necessary to define planning objec-
tives and related constraints and establish a multitasking
planning model. According to the comprehensive efficiency
and its changing rule of “task number” and “resource num-
ber” in different application scenarios, the optimal ratio of

“task number” and “resource number” can be obtained, and
the relative optimal multitasking arrangement scheme needs
to be established.

In the actual task execution process, the possible prob-
lems such as adding, deleting, and changing tasks and run-
ning faults may occur frequently, and a new task scheduling
plan needs to be recalculated according to the changes and
the original task planning.

7.4. Computation Offloading for DCOMP. The calculation,
storage, and battery capacity of a single computing node is
very limited, but the tasks that need to be processed on the
node are becoming more and more complicated in the tactical
edge. There is a contradiction between the large amount of
computing resources consumed by computing intensive appli-
cations and the limited resources of a single computing node.
In order to solve the contradiction between the limited service
resources and the unlimited computing task requirements, the
task needs to be distributed to the node at DANET for compu-
tational offloading [81]. Computation offloading is mainly
performed on the CC nodes, which can offload some comput-
ing tasks to the CU nodes on DANET. The nodes performing
computation offloading not only need to send computing
tasks and receive computational results but also need to
execute computing tasks, to reduce response delays for time-
intensive tasks, which is different from the traditional comput-
ing paradigm of MEC, FC, etc. The major steps include
computing node discovery, task segmentation, offloading
decision, task submission, remote task execution, and calcula-
tion result feedback. The traditional computation offloading
uses virtual machine migration to deploy the entire applica-
tion to the service platform for execution, requires high
network bandwidth, and results in low efficiency, which is
not suitable for the environments of complex, highly dynamic,
and weakly connected at tactical edges which is not suitable for
complex and highly dynamic environments, leading to weak
connection at tactical edges. [82]. The process of computation
offloading is shown in Figure 24.

(i) Resource Discovery. Find collaborative computing
nodes that can perform computing tasks in the
current DANET. The computing node can be a
high-performance computer located in a remote

Figure 25: A typical tactical edge combat scenario.
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data center or a handheld terminal with limited
computing ability

(ii) Task Segmentation. In the preparation phase of
computation offloading, the results of the segment
of computational tasks have a significant impact on
the performance of computation offloading. The
granularity of task segmentation can be divided into
method, module, and thread levels based on the
discovered resources

(iii) Offloading Decision. Deciding whether to perform
computation offloading to a CU node mainly
depends on the overhead of network delay, the
energy consumption, the current status of the CU
node, and the computing task

(iv) Remote Execution and Task Submission. This mod-
ule is responsible for packaging the programmable
code (described in Section 4) and data that needed
to be calculated and sent to the CU node

(v) Task Execution: Execute the programmable code
offloaded to the CU node according to the program-
mable model described in Section 5

(vi) Result Feedback. The calculation result feedback is
the last step of the computation offloading. After
the CU node feeds back the calculation results to
the CC node, the network connection between the
CU node and the CC node is released and the
computation offloading is finished

All the resources of computing nodes are deployed in a
distributed manner on the DANET, and each computing
node can upload calculation results anytime and anywhere
and at any movement speed [83].

8. The Application Scenario Analysis of
DCOMP in Future Wars

In the future, military operations such as evacuation, peace-
keeping, and counter-terrorism will be far away from the
homeland, and the operation process will lack the support
of infrastructure with strong communication and data
processing capabilities, which need to rely on a network that
can handle dynamic tasks. The traditional computing
paradigms such as cloud computing, edge computing, and
wireless sensor networks cannot satisfy this kind of far way
form command center, which network throughput is severely
limited and the battlefield situation changes rapidly.

Figure 25 shows a typical battle scenario of the tactical
edge away from the homeland, which consists of aircraft car-
riers, frigates, destroyers, fighter jets, UAVs, etc. The UAVs
are used for reconnaissance, fighter jets for strikes, aircraft
carriers for commanding operations, and other warships for
escorts.

For example, when an UAV carries out reconnaissance,
the images of the enemy are collected, which need to be ana-
lysed and processed. At this time, the data link received
enemy interference and the communication between the
UAV and the carrier was interrupted. However, the commu-
nication link between UAVs and fighter jets is still available.
The DANET can be immediately established between the
UAVs and fighter jets, which will distribute the collected
image and offload the image processing program to the
PDCN for calculation, and the calculated results will be sent
to the UAV or other combat units for decision-making. The
role of DCOMP is to quickly organize these combat units due
to the lack of computing infrastructure support to conduct
various real-time task calculations at the tactical edge. There-
fore, DCOMP will play a very import role in future wars, and
the large-scale application of DCOMP will change the way

(a) Network model (b) Routing path

Figure 26: The OPNET network model of DANET.
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and even the course of warfare. In order to verify the perfor-
mance of the DANET proposed in this paper, we designed a
network model to simulate the communication progress of
DCOMP at the tactical environment by OPNET network
simulation software, as shown in Figure 26.

The network model constructed in Figure 26(a) contains
4 subnets with 15 PDCNs and a router using the AODV or
OLSR routing protocol connected by a switch. The PDCN
moves within a certain range at the tactical edge to achieve
collaborative computing and data sharing with DANET.
Since the AODV protocol is an on-demand protocol, when
creating a routing table, different time sequences for service
requests can be considered and different transmission paths
can be established. As can be seen from Figure 26(b), when
the existing link in the network is under heavy load and

receive the routing request again, the link load status of the
existing traffic should be considered. Therefore, the routing
protocol should avoid the overloaded link and choose the
“idle” or “heavy” path as much as possible to forward data
packets. Figure 27 shows the simulation result of the routing
path in a subnet using the traditional protocol and the
improved protocol algorithm proposed in this paper.

As can be seen from Figure 27, it can be easily found that
with the standard protocol, the link load is already heavy and
there are still multiple routing requests whose final data for-
warding still passes through the link, which will easily cause
the loss of a large number of data packets and cause large
delay of the network. The statistics of package end-to-end
delay and traffic received between the traditional and
improved protocols is shown in Figure 28.
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(a) Traditional protocol
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Figure 27: Comparison of routing calculation results between the traditional and improved protocols.
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As can be seen from Figure 28, the packet ETE delay of
the improved algorithm is much lower than that of the
traditional algorithm and the package of traffic received is
not much difference.

At the tactical edge, the speed and path of each comput-
ing node are different, which has a great impact on the selec-
tion of network routing, throughput, and packet loss rate.
With the movement of nodes, the nodes that could not be
connected may become connected due to the change of rela-
tive position and the topology of the whole network will
change with the movement of each node. As shown in
Figure 29, which is the schematic diagram of network topol-
ogy after simulation for 0 s and 30s, with the improved
AODV protocol, the link cost between nodes will be changed
due to the change of topology structure, and the routing path
of services will also change accordingly.

It can be seen from the simulation that the improved
protocol can greatly reduce the network delay and improve
the network performance, providing a good network envi-
ronment support for DCOMP. Further, we will perform a
large-scale experiment of DCOMP to substantiate our find-
ings and strive to be able to be applied in practical engineer-
ing and on a real environment.

9. Conclusion and Challenges in the Future

The rapid transformation of warfare, the continuous upgrad-
ing of weapons, and the diversity of combat missions have led
to the continuous change of the battlefield network environ-
ment, and new requirements have been imposed on environ-
mental elements such as computing, network, and command.
We investigated in detail a range of the main technical con-
cepts, mechanisms, paradigms, and important features of
DCOMP to meet the requirements and development trends

of future battlefield computing and communications. In this
article, we have proposed the architecture for DCOMP, a net-
work model called DANET, and the programming model
and language for DCOMP. We have also presented methods
of task awareness and computing scheduling for the tactical
edge in a harsh battlefield environment. Moreover, we have
discussed a typical scenario and a vision of DCOMP for the
tactical edge in future wars.

As a new computing paradigm, the research on DCOMP
in the academia has just started, and the DCOMP has certain
advantages over the traditional computing paradigm such as
MCC, FC, and MEC. However, limited by the complicated
tactical edge network environment which caused discontinu-
ous communication between devices, simulation in real
scenes is somewhat difficult and complex. There are still
many problems and challenges that need to be studied in
the future:

(i) The development of highly dynamic and program-
mable network protocols for DCOMP should be
accelerated as soon as possible to enable it to adapt
to weakly connected, highly dynamic, and vulnera-
ble environments at the tactical edge to win the
future wars

(ii) Accelerate the research on the technology of
programmable computing nodes, programmable
networks, and computation offloading. According
to different application requirements and network
conditions, it is possible to develop a migration solu-
tion for nodes adapted to various types of equipment
and networks in DCOMP. In addition, it is necessary
to establish relevant stands and upgrade existing
equipment to meet the requirements of DCOMP

Figure 29: Simulation result of fast movement of the computing node.
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(iii) Many current applications used in the tactical edge
should be modified to be adapted for DCOMP, such
as tactical target recognition and tracking, target
damage analysis, and trajectory analysis

(iv) It is a great challenge to find the right balance
between data transmission and computation
resources in the degenerate network, which requires
in-depth study of the optimal control strategy
between real-time network state, dispersed comput-
ing resources, and computing tasks

(v) How to ensure the quality of service (Qos), the
efficiency of computation, and the security of data
is the key research direction in the future under
the condition of limited and variable bandwidth
and highly dispersed heterogeneous computing
resources

(vi) Coded computing is a recent technique that will
enable optimal trade-offs between computation
load, communication load, and computation latency
due to stragglers in DCOMP [63], designing joint
task scheduling and coded computing in order to
leverage trade-offs between computation, communi-
cation, and latency, which is an important aspect in
DCOMP

The tactical edge is generally far from the homeland,
the nodes of DCOMP are generally powered by batteries,
and the battery life is limited. Therefore, the technology
for energy consumption management of DCOMP will also
need to be studied as a key direction in the future. In the
future, the technology of DCOMP can be applied not only
in military fields at the tactical edge but also in civil fields
such as fire rescue, flood relief, and environmental
monitoring.
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With the trend of low emissions and sustainable development, the demand for hybrid electric vehicles (HEVs) has increased
rapidly. By combining a conventional internal combustion engine with one or more electric motors powered by a battery, HEVs
have the advantages over traditional vehicles in better fuel economy and lower tailpipe emissions. Nevertheless, the power
management strategies (PMSs) for conventional vehicles which mainly focus on the efficiency of internal combustion engine are
no longer applicable due to the complex internal structure of HEVs. Hence, a large number of novel strategies appropriate for
HEVs have been surveyed, but most of the researches concentrate on discussing the classifications of PMSs and comparing their
cons and pros. This paper presents a comprehensive review of power management strategies adopted in HEVs aiming at specific
challenges for the first time. The categories of the existing PMSs are presented based on the different algorithms, followed by a
brief study of each type including the analysis of its pros and cons. Afterwards, the implementation and optimization of power
management strategies aiming at proposed challenges are introduced in detail with the description of their optimization
objectives and optimized results. Finally, future directions and open issues of PMSs in HEVs are discussed.

1. Introduction

Currently, due to the dramatic expansion of the world popu-
lation and economic boom in most countries, the ownership
of private cars is rising sharply, which imposes a serious bur-
den on energy distribution and environmental protection [1].
To be specific, conventional cars are mainly powered by
burning fossil fuels (diesel and petrol), but these fuels are
reserved limited and nonrenewable [2]. Additionally, poison-
ous gases (e.g., CO, CnHm, and NOx) emitted by vehicles not
only generate air pollution and pose enormous threats to
human health but also exacerbate the greenhouse effect
which increases the likelihood of global climate disasters
(e.g., hurricane, tsunami, and rise of sea level).

Hybrid electric vehicles (HEVs) are considered as one of
the most innovative solutions to the above challenges. Com-
pared with the single power structure of traditional fuel-
based vehicles, the power supply system of HEV is composed

of several parts such as generator, internal combustion
engine, and converter [3]. Such internal structure enriches
the energy sources of HEV, enabling it to be driven by both
electricity and heat, thus reducing the consumption of fossil
fuels and emissions. Nevertheless, the power management
strategies for conventional vehicles, which mainly focus on
the efficiency of internal combustion engine, are no longer
applicable due to the complex internal structure of HEV.
New strategies are not only required to optimize the internal
combustion engine but also to take the power of the battery,
the flow, and the distribution of energy and collaboration of
internal components (e.g., generator and internal combus-
tion engine) into consideration [4]. Multiple management
objectives greatly increase the complexity. The four main
challenges in the HEV power management are as follows:

(1) Real-time optimization. Compared with static opti-
mization, real-time optimization can adjust the
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power management strategy according to driving
conditions, thus significantly improving the timeli-
ness of the strategy [5]. Nevertheless, limited by exist-
ing technologies (e.g., GPS and BIMS), it is
impossible to accurately predict, analyze, and assess
future driving conditions which include road condi-
tions, traffic flow, and surrounding environment.
Consequently, real-time optimization adaptive to
dynamic driving conditions is challenging [6]

(2) Battery durability. Compared with the constant load
conditions, the durability of fuel batteries tends to
be significantly reduced under a dynamic loading
condition [7]. Moreover, frequent charging and dis-
charging process, switching voltages, and the flow of
energy tend to accelerate battery aging

(3) Computation load. The computation load generated
by some power management strategies, such as
dynamic programming (DP), is likely to increase
substantially with the expansion of optimal objectives
[8]. Additionally, since current vehicular networks
have limited computation capabilities, they may have
difficulty in processing such large scale data instantly.
Hence, most of these strategies are merely limited to
theoretical analysis instead of practical operation [9]

(4) Multiple energy sources. Different from traditional
fuel-based vehicles, HEV driven by multiple power
sources has various energy flows and transitions
internally. Hence, under diverse driving conditions,
the cooperation of internal components (e.g., genera-
tor and internal combustion engine) and energy dis-
tribution tend to be more complicated [10]

A large number of power management strategies (PMSs)
of HEV have been surveyed, but the current works are mainly
focused on discussing the classifications of PMSs and com-
paring their cons and pros [11, 12]. No scholars have pre-
sented a comprehensive and thorough review of power
management strategies aiming at specific challenges. To
bridge this gap, a comprehensive and concrete survey of the
recent research efforts on power management strategies in
HEV in terms of above challenges is conducted in this paper,
providing explicit research directions for later scholars [13].

The paper is organized as follows. Part II introduces the
internal system framework of HEV, including power supply
system, the generation of energy, and the cooperation of each
part. Part III presents an overview of power management
strategies of HEVs, providing their classifications and com-
parisons. After that, part IV reviews the implementation
and optimization of power management strategies according
to specific challenges raised above. Finally, part V discusses
future trends and open issues of power management strate-
gies in HEVs.

2. Power System Configuration

Due to the low dependency on fossil fuels [14], electric vehi-
cles (EVs), especially hybrid electric vehicles, are recognized

as alternatives for conventional vehicles. Hybrid electric vehi-
cles can be commonly classified into three types: series hybrid
electric vehicles (SHEVs), parallel hybrid electric vehicles
(PHEVs), and series parallel hybrid electric vehicles
(SPHEVs) [15].

2.1. Series Hybrid Electric Vehicles. The power system of a
series hybrid electric vehicle consists of several batteries, a
decoupled-from-wheel engine, an electric generator, and a
motor [16]. The structure and the energy flow are shown in
Figure 1. The main driving power for the wheels is directly
provided by the battery pack rather than the engine. Addi-
tionally, the engines of SHEVs are utilized to drive the elec-
tric generators to charge the battery pack. The power
released by the battery pack will then drive the motor to pro-
vide necessary energy and torque for the wheels [17].

During the energy conversion process, the energy forms
are totally transformed three times, more than that of con-
ventional vehicles. Due to such energy conversion mecha-
nism, the engine is able to work smoothly. Thus, the
redundant energy consumption caused by the external envi-
ronment can be avoided to some extent. Nevertheless, if a
SHEV runs at a high speed, this conversion process will
reduce the energy efficiency, making it even lower than that
of conventional vehicles. Based on the advantages and disad-
vantages analyzed above, this kind of HEVs can adapt to dif-
ferent situations when running at a low speed. For instance,
the SHEVs technology tends to be utilized in the application
of city-buses where frequent starts together with a low speed
are demanded.

2.2. Parallel Hybrid Electric Vehicles. Different from SHEVs,
PHEVs are driven by electric power and traditional heat
energy simultaneously. Namely, that the energy sources of a
PHEV are both the battery pack and the engine. The electric-
ity stored in the battery pack is delivered to the motor. Mean-
while, the engine distributes its energy to the wheels and the
electric generator to charge the batteries (Figure 2). Then, the
power provided by the batteries and the engine works
together to drive the wheels [18].

Owing to the design of multiply energy sources, the
energy efficiency of PHEVs is higher than that of SHEVs.
Nevertheless, the energy efficiency will be reduced if the state
of charge (SOC) of the battery pack is low. Additionally, a
battery pack with perfect SOC helps PHEVs work under a
high-efficiency state. Hence, maintaining the SOC of the bat-
tery pack is another critical issue [19].

2.3. Series-Parallel Hybrid Electric Vehicles. The power sys-
tem of a SPHEV is usually composed of an engine, two
motors, two generators, and a battery pack. Such system lets
the SPHEVs obtain the advantages of both SHEVs and
PHEVs. SPHEVs are capable of working in different modes
under various situations. Thus, SHEVs are more flexible in
mode operation and more environmentally friendly [20].
The power supply of SPHEVs can be mechanical, electrical,
or the both. For instance, when the battery pack is able to
meet the energy requirements, the pure electric mode will
be chosen; when the state of charge of the battery pack is
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low or more power is needed, the engine will be turned on to
satisfy the demand. However, flexible mode operation tends
to cause the challenges of mode chosen and energy arrange-
ment. Additionally, SPHEVs have some disadvantages both
in production and economy. Firstly, the structure is of high
cost, which may result in the difficulty of mass production.
Hence, the widespread adoption will be a challenge. More-
over, the complexity of the structure leads to a technology
monopoly between different automobile manufacturers, so
the energy consumptions of vehicles from different compa-
nies may vary greatly.

The main structure of SPHEVs is shown in Figure 3. The
transducer can provide the supply voltage needed by the
motor owing to an internal inverter. Motors can be used as
electric generators if necessary, so it is called as motor/gen-
erator (MG). The planetary gear train is a special structure
which works as a power split device [21]. The rotation axis
of the planetary gear carrier is connected to the engine and
makes the planetary gears work together with the sun gear.
The rotation axis of the sun gear is connected to MG1. The
sun gear generates electric energy with the assistance of the
engine. Meanwhile, the rotation axis of the planetary gear
carrier is linked to MG2. The planetary gear provides power
to the wheels.

As mentioned above, the complex structure may cause a
series of problems. Firstly, the changeable driving condition
requires that the driving mode should be chosen wisely by
the control system. Moreover, the cooperation between elec-
tricity and conventional energy may not be smoothly
enough, which often leads to low energy efficiency and more
emissions.

3. Overview of HEV Power
Management Strategies

3.1. Dynamic Programming. Dynamic programming (DP) is
an optimization method commonly used in multistage
decision-making process [22]. The optimization of energy
consumption and emissions in HEV can just be regarded as
such process in the discrete-time format [23]. Since DP is
capable of finding the global optimum accurately, it is fre-
quently applied in the power management of HEV to find
the control solution. The state transition equation in HEV
is showed in (1)

x k + 1ð Þ = f x kð Þ, u kð Þð Þ, ð1Þ

where uðkÞ is the vector of control variables, such as the
desired output torque from the engine and the gear shift
command to the transmission, and xðkÞ is the state vector
of the system. The optimization goal of DP is to find the con-
trol input uðkÞ to minimize a cost function which consists of
energy consumption and emissions. The cost function can be
written as

J = 〠
N−1

k=0
L x Kð Þ,U Kð Þð Þ, ð2Þ

where N is the duration of the driving cycle, and L is the
instantaneous cost including energy consumption and emis-
sions which should be minimize. By leveraging the property
that DP is based on Bellman’s principle of optimality, we
can easily obtain the optimal strategy. Specifically, we break
down the original problem into several subproblems. The
subproblem which involves only the last stage is solved pri-
marily. Then, the subproblems involving the last two stages,
the last three stages are gradually considered. The basic pro-
cess of DP is presented in (3) and (4).

Step N − 1:

J∗N−1 x N − 1ð Þð Þ = min
u N−1ð Þ

L x N − 1ð Þ, u N − 1ð Þð Þ½ �, ð3Þ

Step k, for 0 ≤ k <N − 1

J∗k x kð Þð Þ =min
u kð Þ

L x kð Þ, u kð Þð Þ + J∗k+1 x k + 1ð Þð Þ½ �: ð4Þ

During the optimization, it is necessary to take some
inequality constraints into consideration to ensure safe and
smooth operation of engine, motor, and battery such as the
engine torque, the motor torque, the battery state of charge,
and the engine speed [24].

Electric
generator

Motor

Engine

Battery
pack

Electricity
Mechanical force
Flow direction

Figure 1: The power system diagram of SHEVs.
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Figure 2: The power system diagram of PHEVs.
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Generally, DP is difficult to be directly used for this opti-
mization process because of the high number of states in the
model, i.e., curse of dimensionality [25, 26]. Therefore, the
feasible methods based on DP always have been improved.

3.2. Genetic Algorithm. Genetic algorithm (GA) is a method
which searches for the optimal solution by simulating the
natural evolution process [27]. HEV is able to reduce energy
consumption and emissions by leveraging the method of GA
[28, 29].

Different parameter settings are regarded as different
individuals in GA; then, the gene of each individual is coded
by its own setting [30]. For example, an individual’s genes
can be expressed in binary numbers, such as genes =
00110100, which corresponds to a value within certain range
of parameters.

The value of the fitness function is related to energy con-
sumption and emissions which determined by genes, i.e.,
individuals with low energy consumption, and emissions
genes are more likely to survive [31].

The processes of GA include initialization, selection,
crossover, and mutation. Firstly, the genes of individual
genes are coded randomly, i.e., individual genes are evenly
distributed. Secondly, every individual is evaluated by its
value of fitness function which determines its probability of
survival. Third, the new individual is elected by its survival
probability which can calculate by

p i½ � = f i
∑n

i=1 f i
, ð5Þ

where f i is the value of i
th individual of fitness function, p½i�

represents the probability that the ith individual is selected,
and n is the number of individuals. Finally, a new generation
will be formed after necessary crossover and mutation. The
iteration will keep going until the best individual fulfills the

termination criteria, i.e., the energy consumption and emis-
sions meet the requirements.

GA has a certain dependence on the selection of the ini-
tial population and can be improved by combining some
heuristic algorithms. Nevertheless, the feedback information
may fail to be used in time. Thus, the search speed of the
algorithm is relatively slow, and training time is required to
increase to obtain a more accurate solution [32].

3.3. Particle Swarm Optimization. Particle swarm optimiza-
tion (PSO) is a random search algorithm based on group col-
laboration. PSO has fast convergence speed and does not
need the strict condition that the optimization function has
differentiability. Hence, PSO is usually leveraged to optimize
the control strategy in different situations [33, 34].

PSO algorithm first initializes a group of random parti-
cles, and then the particles follow the current optimal parti-
cles in the solution space to find the optimal solution
through iteration. The iteration formula is given in (6)

vij t + 1ð Þ =wvij tð Þ + c1r1 pij − xij tð Þ
h i

+ c2r2 pgj − xij tð Þ
h i

, xij t + 1ð Þ
= xij tð Þ + vij t + 1ð Þ, j = 1, 2,⋯d,

ð6Þ

where w is the inertia weight factor, c1 and c2 are learning fac-
tors, r1 and r2 are random numbers.

Similar to GA, PSO also regards variables to be optimized
as particles and keeps getting closer to the needed result, but
the information sharing mechanisms of the two methods are
different [35]. The information flow is one-way in PSO, and
the entire search update process follows the current optimal
solution. Hence, all particles converge to the optimal solution
at a fast speed. However, PSO is also more likely to fall into a
local optimum situation [36].

3.4. Fuzzy Control. Fuzzy control has been introduced to the
power management in HEVs. The aims of fuzzy control are

Motor/Generator

transducer

Plantery Gear

Motor/Generator

Engine

Electricity
Mechanical force
Flow direction

Figure 3: The power system diagram of SPHEVs.
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to achieve high efficient work and meet certain requirements
by adjusting the current and the voltage. Meanwhile, it tries
to avoid affecting the performance and efficiency of the entire
system [37]. Compared with rule control, fuzzy control can
output ratio according to different operating conditions.
Additionally, fuzzy rules are easy to be adjusted and is robust
to model errors and inaccurate measurements [38, 39].

In fuzzy control, the controller performs the basic steps of
fuzzy logic. Primarily, the inputs are fuzzified into member-
ship functions; then, the fuzzy outputs are computed by
expertise-based rules. Ultimately, the outputs are fuzzified
to proportional control signals [40, 41].

Although fuzzy control can optimize power management
or emissions to a certain extent, it relies heavily on rules
based on experience and fails to adjust according to the actual
situation [22].

3.5. Equivalent Cost Minimization Strategy. Equivalent cost
minimization strategy (ECMS) is a method frequently
adopted in the PMSs of HEVs. By leveraging equivalent fac-
tors and predicting future costs to compensate the energy,
ECMs convert the on-board electric energy depletion to an
equivalent fuel consumption [42, 43].

The results revealed that the ability of ECMS can obtain a
near optimal solution compared with DP at lower computa-
tional requirements. If powertrain components have con-
stant efficiencies (mean value), then the cost to be
minimized will be defined as (7)

Ctot = CICE k tð Þ, Tth tð Þð Þ + Ceq k tð Þ, Tth tð Þð Þ ð7Þ

where CICE is the real engine fuel consumption, and Ceq is
electric motor equivalent fuel consumption. The design var-
iables are the gear number kðtÞ, and the torque driver
demands T thðtÞ. The equivalence of electric energy is calcu-
lated by different charge or discharge processes of the battery

Ceq k tð Þ, T th tð Þð Þ =
SFCrech:Pe ωe, Teð Þ
�ηe�ηbatt · 3:6 · 106

∀Te < 0

SFCdis · Pe ωe, Teð Þ �ηe�ηbatt
3:6 · 106 ∀Te ≥ 0

8>>><
>>>:

ð8Þ

where SFCrech and SFCdis are the recharge and discharge
mean specific fuel consumption, �ηe and �ηbattare the mean effi-
ciency of electric motor and battery, and Pe is the motor
power at torque Te. The main challenge of ECMS is to con-
sider the efficiency of each component and the dynamics of
the power supply to estimate these equivalent factors.

3.6. Reinforcement Learning. Reinforcement learning (RL) is
developed from theories of animal learning and parameter
disturbance adaptive control. Its basic principles are as fol-
lows: if a certain behavior strategy of the agent leads to posi-
tive rewards (reinforcing signals) in the environment, then
the tendency of the agent to produce such behavior strategy
in the future will be strengthened. The goal of the agent is

to find the optimal strategy in each discrete state to maximize
the expected sum of discount rewards [44, 45].

The transition probability matrix can be expressed by

pi,j =
Mi,j
Mi

Mi = 〠
N

j=1
Mi,j

8>>>><
>>>>:

: ð9Þ

The optimal value of states is defined as the expected sum
of discount rewards which can be represented as (10)

V∗ sð Þ =min
π

E 〠
t=t f

t=t0
γtrt

 !
, ð10Þ

where π is a policy, and γ ∈ ½0, 1� is the discount factor.
The low sampling efficiency and requirements of huge

learning time restrict the usage of RL. Therefore, RL needs
to be leveraged under the right circumstances.

4. The Implementation and
Optimization of PMSS

Although the HEVs have made great progress in improving
fuel economy, reducing emissions, and achieving better vehi-
cle performance, they still face significant challenges in
power management. The challenges include real-time opti-
mization, battery durability, computational load, and the
power allocation among multienergy sources. To this
endeavor, with the continuously advancing investigations,
the novel power management strategies have been proposed.
In this section, the advanced power management strategies
aiming to address these challenges are discussed.

4.1. The Real-Time Optimization. In the real-time optimiza-
tion, the optimal solution is often obtained based on the fore-
cast of future conditions. It indicates that the future driving
conditions, such as traffic conditions, road grade, and sur-
rounding environment, are prerequisites for the real-time
optimization. Accordingly, the methods utilized for the pre-
diction of the future information are essential for the optimi-
zation of the power management strategy in real time.

Since the Markov chain is able to predict the power
demand and vehicle velocity under stochastic circumstances,
the strategies based on the Markov chain have been pro-
posed. Zeng andWang [19] proposed a stochastic model pre-
dictive strategy for the PHEV model under the hilly driving
environment. The strategy modeled the grade, the speed
change, and the stop and turning information as a Markov
chain and applied a stochastic dynamic programming
(SDP) strategy to maintain the battery SOC. Zou et al. [46]
presented a three-dimensional Markov chain driving model
for the tracked vehicles, where a nearest-neighborhood
method was utilized to update an online transition probabil-
ity matrix, and a SDP method for the tracked vehicles vali-
dated the reliability of the nearest-neighborhood approach.
Additionally, Li et al. [47] designed a novel driving-
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behavior-aware model predictive control method. The K
-means was utilized to classify driving behaviors, and the
Markov chain was employed to obtain driver models under
different driving behaviors.

Due to the strong abilities in predicting and modeling,
the artificial intelligence has been employed to forecast the
driving cycles. Chen et al. [48] proposed a particle swarm
optimization algorithm to optimize a rule-based power man-
agement strategy under a certain driving cycle. Meanwhile, a
driving condition recognition algorithm was employed to
identify real-time driving conditions by fuzzy logic. To
address the problem that the thresholds are sensitive to the
different driving cycles, a dynamic optimal parameter algo-
rithm was established. Sun et al. [49] designed a velocity pre-
dictor based on a neural network to predict the short-term
future driving behaviors. The velocity predictor was com-
bined with adaptive-ECMS to provide temporary driving
information for real-time equivalence factor adaptation. Liu
et al. [50] presented a reinforcement learning-based adaptive
energy management for a hybrid electric, where fuel con-
sumption was minimized over different driving schedules to
guarantee power demand. Table 1 lists the main strategies
designed for the real-time optimization.

4.2. The Battery Durability. The HEV system requires high
energy capacities for long driving distances and high power
capacities for accelerating, climbing, or braking. These
requirements (high energy capacities and high power capac-
ities) keep the battery in frequent discharge-charge condi-
tion. Nevertheless, the battery durability is impaired by the
high discharge-charge rates, leading to a reduction in fuel
economy. Hence, a proper power management for HEV is
required to fulfill the durability of the battery.

To deal with the battery durability, a system-level design
is essential. Capasso et al. [51] developed an optimal control
strategy, which exploits the off-line solution of an isoperi-
metric problem and dynamically optimizes the battery dura-
bility via reducing peak current. The results showed the
effectiveness of the strategy in reducing the high charging/-
discharging current peaks to increase the battery durability.
In addition, Zhang et al. [52] proposed a hysteresis control
strategy for HEV with three fuel cell stacks, where each fuel
cell stack works at a fixed operating point, and its active time
is shortened by on-off switching control. Combined with the
power capability and SOC states, Wang et al. [53] designed a
finite state machine-based management strategy and pre-
sented an optimal oxygen excess ratio control to maximize
the net power of fuel cell. The simulated results indicated that
the method guarantees the required power during the driving
cycles. Additionally, by taking the battery durability into con-
sideration, the power management strategies can obtain the
near-optimal solution. Zhang et al. [54] proposed an optimal
power management strategy based on the DP algorithm and
verified by the different battery SOC and battery state-of-
health (SOH) conditions, which guarantees a better strategy
control performance. To optimize the control of the fuel cell
system, Robin et al. [55] designed a mechanistic catalyst dis-
solution model to predict the lifetime of fuel cell and utilized
a model inversion to forecast the performance loss. The

mechanistic catalyst dissolution model successfully passed
the battery durability test in dynamic operation conditions.
The effect and strategies that have been put forward in devel-
oping the battery durability are shown in Table 2.

4.3. Computational Load.Due to the curse of dimensions, the
data required to support a reliable result tends to multiply
exponentially with the increase in variables. A mass of data
leads to a high computation load or even an inability to cal-
culate. Consequently, some power management strategies
(e.g., dynamic programming) fail to be applied for the power
management of HEV without the optimization for computa-
tional complexity in practice.

Larsson et al. [56] put forward a method based on local
approximation of the gridded cost-to-go and utilized local
approximations at the appropriate control signal to reduce
the quantized interpolation. Combined with the particle
swarm optimization (PSO), Yang et al. [57] proposed a
rapid-DP optimization strategy to select the optimal control
state of the motor and further improved fuel economy of
the vehicle.

With the proposal of level-set DP in [58], the computing
time of DP was decreased by 300 times. Nevertheless, more
challenges, e.g., the Markov and standardization problems,
were raised. To deal with these problems, Zhou et al. [59]
proposed a unified solution method, where the Markov char-
acteristics of DP were utilized to construct a unified equation
of state. A massive amount of data in the computing was
reduced by filters based on state variables and control vari-
ables. This method was faster than the conventional DP,
reducing computation time by 96.48% and 23.44% compared
with basic DP and level-set DP.

Due to the low computational complexity of neural net-
work, Li et al. [60] presented a power management strategy
based on reinforcement learning without worrying curse of
dimensionality in complex environments, where stochastic
gradient descent and experience replay were adopted to guar-
antee the accuracy and stability of the method.

The strategies to address the computational load dis-
cussed are listed in Table 3.

4.4. The Power Allocation of Multiple Energy Sources. Com-
pared with EVs, PHEVs have longer driving ranges. On the
one hand, the engine allows the vehicle to work when the bat-
tery SOC is at a low state, which is similar to the situation of
conventional vehicles. On the other hand, the engine will be
turned off, and the vehicle will be driven by the electric power
system when the speed or the power demand is low. There-
fore, the driving performance depends on the power alloca-
tion among multienergy sources.

Many valuable works related to power management for
HEVs with multienergy sources, where intelligent strategies
(e.g., fuzzy logic, dynamic programming, and particle swarm
optimization [48]) are utilized to optimize energy allocation
among multiple sources, have been widely conducted. Never-
theless, most of the works investigate power management
strategies for the HEVs powered by the battery and engine
or the battery and ultracapacitor, and few of them aim at
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the power management strategies of vehicles with more than
two sources.

In the hybrid energy storage system (HESS), a battery and
an ultracapacitor are combined to reduce the charge rate of
the battery. To deal with the energy allocation problem
among the HESS and engine-generator, Zhang and Xiong
[61] proposed a hierarchical control strategy, where a fuzzy
logic controller was employed for classifying the driving pat-
terns, and the DP method was utilized to develop control
strategies for different driving blocks. However, in [61], the
HESS is viewed as a single source, and the power of the bat-
tery and ultracapacitor was determined by the deterministic

required power. Thus, an integrated power management
strategy where the battery and the ultracapacitor were
regarded as difference power sources [62] was designed,
including HESS and an assistance power unit (APU). Utiliz-
ing a model predictive control (MOC) controller, the power
allocation between battery and ultracapacitor could be real-
ized, while the output power of HESS and APU is allocated
by the rule-based strategy. To obtain the real-time power
allocation between the battery and the ultracapacitor for the
HESS, Xiong et al. [63] presented a reinforcement learning-
based energy management, which could learn current driving
power information and update the strategy in time.

Table 1: Main strategies proposed to deal with the real-time optimization.

Reference Solution Highlights

[19] Markov chains and stochastic dynamic programming
(1) Model the road grade as a Markov chain
(2) Maintain the SOC within its boundary

[46] Markov chains and nearest-neighborhood method
(1) Present a three-dimensional Markov chain driver model
(2) Update transition probability matrix online

[47] Markov chains
(1) Classify eight typical driving behaviors
(2) Establish driver models under different driving behaviors

[48] Particle swarm optimization and fuzzy logic
(1) Pay attention to uncertain driving condition
(2) Avoid thresholds sensitive to driving cycles

[49] Neural network
(1) Design a velocity predictor
(2) Real-time adaptation

[50] Reinforcement learning
(1) Present a control-oriented dynamic model
(2) Method adaptability under different driving conditions

Table 2: Main strategies proposed to deal with the battery durability.

Reference Solution Highlights

[51] Isoperimetric optimization
(1) Dynamically optimize battery durability
(2) Reduce high discharge-charge current peaks

[52] Optimal control
(1) Propose a hysteresis power management and control strategy
(2) Provide a novel configuration

[53] Finite state machine
(1) Consider power capability and SOC
(2) Maximize the net power

[54] Dynamic programming
(1) Consider battery durability
(2) Verify strategies under SOC and SOH condition

[55] Lifetime prediction
(1) Design a mechanistic catalyst dissolution model
(2) Forecast the performance loss

Table 3: Main strategies proposed to deal with deal with the computational load.

Reference Solution Highlights

[56] Local approximation
(1) Reduce interpolation
(2) Reduce computing time by two orders of magnitude

[57] Rapid-DP and particle swarm optimization
(1) Propose a joint optimization
(2) Improve fuel economy

[58] Level-set function (1) Decrease computing time of DP by 300 times

[59] A unified DP model
(1) Solve the Markov problem in DP
(2) Reduce computation data

[60] Reinforcement learning
(1) Avoid the curse of dimensionality
(2) Complex environment stability
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Ahmadi et al. [64] proposed a novel power allocation
method for the fuel-cell vehicle powered by the fuel-cell sys-
tem (FCS), battery, and ultracapacitor, and implemented an
intelligent control technique based on fuzzy logic control,
which determines the required power for FCS and ultracapa-
citor. Additionally, since the proton exchange membrane fuel
cell (PEMFC) plays an important role in developing the fuel-
cell vehicle, Li et al. [43] designed a system, where PEMFC,
two batteries, and two supercapacitors were combined to
avoid the rapid changes of power demand, and ECMS was
utilized to achieve better energy efficiency of the overall
system.

The strategies are summarized and shown in Table 4.

5. Open Issues and Challenges

This section puts forwards some remaining challenges of
power management strategies in HEVs that should be taken
into account, and the open issues and future trends will also
be discussed.

5.1. System Stability. The power system in HEVs consists of
multienergy sources (e.g., motor, engine, and battery), power
switching unit, and converters. These components tend to be
affected by the changes in parameters such as temperature,
discharge-charge rate, and load variation [10]. Consequently,
the disturbance from the parameters leads to changing power
demands, battery overload, and low power quality, which
eventually results in the instability of the vehicle power sys-
tem [65]. To deal with the challenge for system stability, the
design of the power management strategies is ought to take
the terminal cost and stability constraints into account to
guarantee the stable system operation [66, 67].

5.2. System Robustness. The robustness of the power manage-
ment strategies refers to the ability of the control system to
maintain the model stability and resist system noises and dis-
turbances [68]. Nevertheless, most of the power management
and control strategies for the HEVs are simulated in the spe-
cific scenarios, ignoring the uncertainties that may occur in a
real scenario. Such static power management strategies are
likely to cause a poor vehicle performance.

On the one hand, some power management strategies,
such as Markov chains, are based on the collected data.

Therefore, if the real driving conditions differ from the col-
lected data of the driving cycles, the algorithms fail to the
optimization [69]. On the other hand, the components in
the system configuration, such as generators, batteries, and
capacitors, always age and wear out during the operation,
resulting in uncertainties of the configuration and parament
[70, 71].

Accordingly, based on the power management strategy
for HEVs, the robust control strategy adopted to the real sce-
nario requires investigating.

5.3. Edge Computing. Currently, technologies related to edge
computing are being studied extensively. Different from the
centralized computing model of cloud computing, mobile
users look for nearby available devices and base stations to
offload the current computation tasks in an edge computing
scenario [72]. Data transfer overhead and latency are greatly
reduced as the edge nodes are closer to the user [73].

Due to the increasing requirements of the low latency and
computing for power management strategies in HEV, it is
necessary to move the computational nodes from the cloud
data centers to the edge nodes [74, 75]. Additionally, com-
puting offloads on edge devices enhance the responsiveness
of the service while significantly reducing the energy loss
caused by data transfer. Meanwhile, the distributed comput-
ing nodes have the potential to enable the robustness of the
power management strategies to guarantee the vehicle safety,
real-time optimization, and fuel economy [76].

5.4. Smart Grid.With the rapid expansion of strategic emerg-
ing industries like hybrid electric vehicles, great importance
has been attached to an electric automation level in enhanc-
ing overall efficiency and improving electricity supply reli-
ability [77].

Smart grid is a modern power grid featured as being auto-
matic, interactive, and IT-based. It is composed of different
types of generation sources along with introduction of infor-
mation and communication technologies (ICT). Supported
by the intelligent control and IT platform, smart grid involves
six segments including power generation, transformation,
transmission, distribution, dispatching, and consumption.
In the scenario of smart grid, the charging efficiency of
hybrid electric vehicles will be significantly improved,
followed by the reduced charging cost [78].

Table 4: Main strategies proposed to deal with deal with the multiple energy sources.

Reference Solution Highlights

[61]
Driving pattern recognition and dynamic

programming
(1) Propose a hierarchical control strategy for HESS
(2) Classify different driving patterns

[62] Model predictive control and dynamic programming

(1) Design an assistance power unit
(2) Pay attention to the power allocation between battery and
ultracapacitor
(3) Present an MPC controller

[63] Reinforcement learn (1) Real-time power allocation strategy

[64] Fuzzy logic control genetic algorithm (1) Propose a novel method for FCS

[43] Equivalent consumption minimization strategy
(1) Pay attention to the PEMFC
(2) Improve overall efficiency
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5.5. Battery Aging. Battery aging is a common issue in many
types of batteries. During the charging and discharging pro-
cess, chemical reactions take place inside the battery con-
stantly which corrodes the cathode of the battery until the
cathode completely deteriorates. Batteries should be replaced
regularly if the aging issue is serious. Thus, battery exerts an
important influence on the overall cost of HEVs. Although
many studies have been conducted on power management
strategies of HEV, only a few of them take this issue into con-
sideration [79].

One promising solution is to combine a supercapacitor
with the battery. Compared to supercapacitor, battery has
better energy density but poor power density to release
energy sharply. Moreover, the cycling life of battery is much
shorter. On the other hand, although supercapacitor has
lower energy density, it generally has much higher power
density. The combination of the both can play a complemen-
tary role.

6. Conclusion

The characteristics of low energy consumption and limited
emissions of HEV make it a promising industry. Substituting
HVEs for conventional fuel-based vehicles is expected to alle-
viate the current energy shortage and serious environmental
pollution. The goal of this paper is to comprehensively study
the power management strategies for HEVs aiming at spe-
cific challenges. The main challenges in power management
strategies for HEVs are listed at the beginning. After a brief
introduction on internal dynamic structures of HEV and an
overview of existing power management strategies, the com-
parisons and experimental results of each method are also
presented. Eventually, several open issues and future trends
of HEVs are discussed.
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As a representative technology of artificial intelligence, 3D reconstruction based on deep learning can be integrated into the edge
computing framework to form an intelligent edge and then realize the intelligent processing of the edge. Recently, high-
resolution representation of 3D objects using multiview decomposition (MVD) architecture is a fast reconstruction method for
generating objects with realistic details from a single RGB image. The results of high-resolution 3D object reconstruction are
related to two aspects. On the one hand, a low-resolution reconstruction network represents a good 3D object from a single
RGB image. On the other hand, a high-resolution reconstruction network maximizes fine low-resolution 3D objects. To
improve these two aspects and further enhance the high-resolution reconstruction capabilities of the 3D object generation
network, we study and improve the low-resolution 3D generation network and the depth map superresolution network.
Eventually, we get an improved multiview decomposition (IMVD) network. First, we use a 2D image encoder with multifeature
fusion (MFF) to enhance the feature extraction capability of the model. Second, a 3D decoder using an effective subpixel
convolutional neural network (3D ESPCN) improves the decoding speed in the decoding stage. Moreover, we design a
multiresidual dense block (MRDB) to optimize the depth map superresolution network, which allows the model to capture
more object details and reduce the model parameters by approximately 25% when the number of network layers is doubled. The
experimental results show that the proposed IMVD is better than the original MVD in the 3D object superresolution
experiment and the high-resolution 3D reconstruction experiment of a single image.

1. Introduction

The three-dimensional reconstruction of a single image is a
hotspot and a difficult point in the field of computer vision.
The purpose of the three-dimensional reconstruction of a
single image is to reconstruct the corresponding 3D model
structure from a single RGB image or a single depth image.
The early 3D reconstruction of objects used the multiview
geometry (MVG) method, which mainly studied structure-
from-motion (SFM) [1, 2] recovery and simultaneous
localization and mapping (SLAM) [3]. In addition, 3D object
reconstruction also has methods based on prior knowledge
[4, 5]. These traditional methods are often limited to a certain
class of object in the 3D reconstruction of a single image, or it
is difficult to generate a 3D object with better precision. With

the continuous development of deep learning technology, the
technology has been widely used in recent years [6–14], such
as video analysis [8], image processing [9–11], medical
diagnosis and service [12, 13], and target recognition [14].
Applying these to actual scenarios will encounter problems
of large energy consumption and long response time. Using
edge computing can effectively solve these problems. In the
era of big data, data generated at the edge (e.g., images) also
requires artificial intelligence technology to release its poten-
tial. Some research attempts to combine edge computing and
deep learning include intelligent video surveillance [15], food
recognition systems, [16], and self-driving cars [17]. At
present, most of the research on edge computing and deep
learning focuses on object recognition in two-dimensional
space. However, for applications such as self-driving and
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virtual reality, 3D reconstruction is the core technology. In
the 3D reconstruction of objects, many methods try to extend
the convolution operation in the two-dimensional space to
the three-dimensional space to generate 3D shapes [18–20]
and have achieved good research results. These methods all
use a convolution operation based on dense voxels. As the
running time and memory consumed increase cubically with
the improvement of voxel resolution, the resolution of the
generated models is limited to 64 × 64 × 64. In order to solve
the problem that the model generated by this method is
limited to low resolution, some studies have proposed a sparse
3D reconstruction method using octrees [21–23]. Recently,
the generative adversarial network (GAN) has shown great
potential in image generation, and Yu et al. [24] also extended
it to the 3D reconstruction of a single image. For the 3D recon-
struction of a single image using GAN, this method consumes
huge computing resources and also has a long training time.
At present, the application of edge computing [25, 26] may
be a feasible solution to this problem. Applying edge comput-
ing to traditional 3D reconstruction can generate 3D shapes
faster, but the selection and processing of images may be a
problem [27]. Therefore, combining edge computing and deep
learning to achieve real-time 3D reconstruction of a single
image may be a solution. In addition to the direct use of voxel
methods to generate 3D shapes, other studies have used differ-
ent three-dimensional representations, such as point clouds
[28–30], meshes [31–33], primitives [34, 35], and implicit
surfaces [36, 37]. Most of these methods can reconstruct
three-dimensional objects with high resolution and are not
limited by memory requirements. However, most of these
methods need to solve the inherent defects of the model, such
as using the point cloud method to reconstruct the surface
details of the object and solving the genus problem of the mesh
method to reconstruct the object.

For the voxel-based 3D object reconstruction method, it is
robust to input. This method has the ability to adapt to 3D
CNN and generate arbitrary topological structures. However,
this method requires a huge amount of memory and calcula-
tions, and these factors make the resolution of the generated
3D shape too low. Therefore, how to solve the drawbacks of
voxel-based 3D reconstruction is a premise for this method
to generate high-resolution 3D shapes. At present, there are
several methods for generating high-resolution 3D objects
using voxel-based methods. As mentioned above, one of the
methods is to use the sparse three-dimensional representation
of the octree to generate high-resolution 3D shapes. It is also a
method to transfer high-resolution 3D shape reconstruction to
2D space for implementation. Specifically, the method first
uses the traditional 2D encoder-3D decoder architecture to
generate a 3D object with low resolution from the input image.
Then, superresolution reconstruction is performed on the 2D
depth images of the low-resolution 3D object. Finally, the
generated superresolution depth images are used for the
reconstruction of a single high-resolution 3D object. In order
to avoid directly manipulating voxels in a three-dimensional
space, Richter and Roth [38] first predicted 6 depth maps of
a 3D shape. They are then fused into a single reconstructed
3D shape. Smith et al. [39] also adopted a similar idea in the
proposed MVD. They first used an encoder-decoder network

to reconstruct the low-resolution 3D volume of a single image.
Then, six orthographic depth maps of the low-resolution 3D
object are obtained for superresolution reconstruction. Finally,
the generated superresolution images are used to carve the
upsampled low-resolution 3D shape to generate a high-
resolution 3D object. This method can quickly accomplish
high-resolution 3D object reconstruction of a single image.

However, the MVD method uses a traditional encoder-
decoder network to generate low-resolution 3D shapes. This
method has limited ability to extract image features in the
2D encoding stage, and the decoding speed in the 3D decoding
stage is slow. In addition, the residual blocks (RB) used by
MVD in depth image superresolution reconstruction do not
fully utilize the features of different layers. This paper studies
and improves these aspects to enhance the overall 3D recon-
struction capabilities of the model. First, we improve the 2D
encoder in the low-resolution 3D generation network into a
2D encoder with multifeature fusion to enhance the image
feature extraction capability of the model. Then, we extend
2D ESPCN [40] to 3D ESPCN in the decoder stage to increase
the speed of the decoder to generate 3D shapes. Second, this
paper first introduces a single residual dense network (SRDN)
on the basis of the residual network and dense network to
improve. The residual network is then improved in a densely
connected manner to maximize the reuse of features. Then,
we obtain a multiresidual dense network (MRDN) to enhance
the depth map superresolution network, which makes the net-
work structure deeper andmaximizes the information transfer
between different convolutional layers. The experimental
results show that the improved multiview decomposition
(IMVD) structure performs better. First, the decoder using
3D ESPCN can increase the decoding speed of themodel with-
out degrading the performance of the model. Second, when
the number of MRDB network layers is doubled compared
to the number of RB network layers, the total model parame-
ters and size are reduced by approximately 25%, respectively.
Then, when the reconstructed object is in a relatively thin part,
the reconstruction results of the MVD method are often
broken. But our IMVD method can avoid this situation to
some extent. In addition, the network that combines MFF
andMRDB can capture more local features. The following sec-
tions are organized as follows. In Related Work, the current
work related to this research is introduced. In Method, the
improved MRDB and the low-resolution 3D object recon-
struction network are introduced, respectively. In Experiment,
the experiment is introduced, which includes the establish-
ment of the dataset, the details of the training, and the relevant
experimental results of each improvement component. In
Conclusion, this paper is summarized.

The main contributions of this paper are summarized as
follows:

(i) We propose an image encoder with multifeature
fusion, which extracts the feature information of
each layer to enhance the representation of the local
details of the 3D shape. Compared with the tradi-
tional image encoder, the encoder with MFF is rela-
tively more advantageous in capturing the detailed
parts of 3D objects
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(ii) We propose a 3D ESPCN operation to improve the
traditional 3D decoder based on voxel representation,
which reduces the time for the model to generate 3D
shapes. Using 3D ESPCN can generate 3D shapes in
lower resolution 3D volume spaces than traditional
3D decoders in the last step of the 3D decoding stage.
This reduces the time required for the model to
generate 3D shapes

(iii) We propose a multiresidual dense network to make
full use of the features extracted from the residual net-
work and the dense network.We connect the residual
network in a dense manner and send the extracted
features into the densely connected network. Model
expression ability is improved by maximizing the
reuse of features of each layer

2. Related Work

The goal of our work is to enhance its ability to generate
high-resolution 3D objects from a single RGB image by
improving the original MVD network. Wu et al. [18] earlier
proposed the use of neural networks to recover the 3D shape
of objects from 2.5D depth maps. Girdhar et al. [19]
proposed a TL-embedding network. The network can com-
plete the reconstruction from the RGB image to the 3D shape
after training. These studies all apply a traditional encoder-
decoder architecture, which uses progressive 2D convolution
and 3D deconvolution for processing. Smith et al. [39] also
used a similar structure to generate 3D shapes from 2D
images. As we all know, in 2D image processing, the network
layer that is too deep will cause the problem of gradient
dispersion. When a network that is too deep can converge,
its accuracy will also degrade. However, the deeper the net-
work has also been proven to improve its performance.
Therefore, it is an instinctive idea to introduce residual learn-
ing in the 3D reconstruction of a single image. Inspired by
the residual network [41], Choy et al. [20] introduced a
residual structure to design a deeper 3D object generation
network. Their experimental results show that the network
has a lower loss value in the training stage and can generate
better 3D shapes than traditional 3D object generation net-
works. Similarly, Wu et al. [42] applied a similar residual
structure in the 2D encoder. In addition, Soltani et al. [43]
merged the residual block into the network to improve the
performance of the model.

In the image superresolution, Dong et al. [44] first used
convolutional neural networks to achieve superresolution
reconstruction of low-resolution images. The input of this
method is a high-resolution image after upsampling the
low-resolution image. This superresolution method is com-
plicated in operation and has a large amount of calculation.
Subsequently, Shi et al. [40] proposed ESPCN. Different from
upsampling input images to target resolution images for
processing, they first use neural networks to extract features
from low-resolution images. Then, the extracted features
are recalculated using ESPCN operations to obtain high-
resolution images. Since the feature extraction stage is
performed on a lower resolution space, this method reduces

the computational complexity of the entire superresolution
process. Inspired by this, we first use a traditional 3D decon-
volution operation to generate multiple low-resolution 3D
volumes from the feature vector. Then, we expand ESPCN
from 2D space to 3D space to generate a higher resolution
3D volume from these 3D volumes.

Recently, different network structures have appeared in
image classification, such as the residual network (ResNet)
[41] and the densely connected network (DenseNet) [45].
The purpose of introducing a residual network or densely
connected network is to solve the problem of model degrada-
tion caused by designing a deeper network structure, and the
deeper the network can extract more features to enhance the
expression ability of the model. To reuse the feature informa-
tion between more layers, a densely connected network is
designed to solve the problem of gradient disappearance.
Besides, the network structure designed in this way has a
smaller model and requires less computation. Based on the
above research, after analyzing the advantages and disadvan-
tages of the residual block and the dense block, the Dual Path
Network (DPN) [46] combines both to reduce the model
parameters and to improve the training speed. Finally, better
results were obtained in image classification, object detection,
and semantic segmentation experiments. The relevant exper-
imental results show that different structures have different
benefits to the performance, parameter size, and computa-
tional complexity of the model.

Later on, various extended feature extraction structures
were gradually introduced in the experiment of image superre-
solution reconstruction [47], such as the deep residual recur-
rent network (DRRN) [48] and the residual block [49]. In
the superresolution experiment of 2D images, a multilayer
feature concatenation method is often introduced to obtain
more image feature information. Zhang et al. [50] proposed
a residual dense network (RDN) after studying the residual
block and the dense block. The output of each residual dense
block (RDB) is processed through local feature fusion and
global feature fusion. They further explore how to make full
use of the features of different convolutional layers through
this multifusion method. Wang et al. [51] introduced the
residual-in-residual dense block (RRDB) to connect different
network layers to make the model achieve better performance.
Inspired by these studies, we study a multiresidual dense block
to make full use of the features of each convolutional layer.

3. Method

In this section, we introduce an improved multiview decom-
position (IMVD) network, as shown in Figure 1. The goal of
this paper is to improve the MVD network to enhance the
expression ability of the model and raise the quality of 3D
object reconstruction. In the following content, we first
describe the improved multiresidual dense block (MRDB)
network. Second, a 2D encoder with multilayer feature fusion
is described. Finally, we briefly introduce the 3D subpixel
convolutional layer (3D SPCL) in 3D ESPCN.

3.1. Multiresidual Dense Network. The depth map superreso-
lution network of MVD is based on the residual block in the
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generator of SRGAN [49]. Our improved superresolution
network is based on a combination of the residual network
and dense network. This improvement is to increase the con-
nections between the convolutional layers to obtain more
feature information and to design deeper and more complex
structures.

Recent experiments have shown that connecting more
layers in a network structure can further improve the perfor-
mance of the model. Similarly, the use of denser connections
in 2D images has also proved to enhance the performance of
the model. Chen et al. [46] demonstrated that a single residual
network has less redundancy in reusing features, and this
shared information strategy makes it difficult to learn new fea-
tures. However, a single densely connected network will lead
to high redundancy while learning multiple new features.
Finally, they designed a DPN with the advantages of the resid-
ual network and the densely connected network. In addition,
Zhang et al. [50] also explored the combination of the residual
network and the dense network. Their experimental results
showed that the combination of both is beneficial. Similarly,
we also take both into consideration. First, we introduce a
single residual dense block (SRDB) [50]. Then, we improve
on the basis of a single residual dense block and design a
new multiresidual dense block (MRDB) by connecting the
residual learning in a dense manner, as shown in Figure 2.

TheMVDbasic architecture uses sixteen residual blocks as
shown in Figure 2(a). We maintain the basic architecture of
MVD. We apply L multiresidual dense blocks as shown in
Figure 2(c). The basic structure of the multiresidual dense
network is shown in Figure 1. First, we consider a single image
x0 as the input of the superresolution network. Each layer of
the network input consists of one or more components: batch
normalization (BN) and convolution (Conv), and we repre-
sent these nonlinear transformations as Hlð·Þ, where l indexes
the layer. Then, Hlð·Þ in Figure 2 is in the form of Conv-BN-
Conv-BN. Then, T denotes a transition layer consisting of a
1 × 1 convolution layer and batch normalization.

3.1.1. ResNet. Compared with the traditional CNN, insert-
ing shortcut connections between different convolutional
layers can convert it into a residual network, as shown
in Figure 2(a). When the input and output dimensions of

different convolutional layers are the same, the identity short-
cut connection can be used to directly add its output to the
output of the subsequent layer. When using the identity short-
cut connection method, this connection method neither adds
new parameters nor increases the computational complexity.
For the residual network of Figure 2(a), the output xl−1 from
the ðl − 1Þth layer bypasses the nonlinear transformations with
an identity function, and the results are added as the lth layer
input. The residual network can be expressed as follows:

xl =Hl xl−1ð Þ + xl−1: ð1Þ

3.1.2. Single Residual Dense Network (SRDN). ResNet uses
shortcut connections to solve the problem of model degrada-
tion to a certain extent. However, the connection between
different layers of ResNet is a sparse connection. In order to
make full use of the features of different layers, DenseNet uses
the output of each layer as the input of each subsequent layer.
This densely connected approach allows the model to achieve
better performance than ResNet with fewer parameters and
computational costs. In the single residual dense block of
Figure 2(b), the input of the lth layer is derived from the out-
put features of the previous 0th, 1th,⋯, ðl − 1Þth layers, x0,
x1,⋯, xl−1:

xl =Hl x0, x1,⋯,xl−1½ �ð Þ, ð2Þ

where ½x0, x1,⋯,xl−1� represents the concatenation operation.
Equation (2) is also known as densely connected network out-
put. Finally, a SRDB result consists of the input x0 summed
with the T output by a shortcut connection. We call this
network SRDN, and its output can be expressed as

xSRDB = T xlð Þ + x0: ð3Þ

3.1.3. Multiresidual Dense Network (MRDN). In each SRDB,
DenseNet is applied to extract the features of different layers
for fusion, and single residual learning is introduced to
improve the information flow. It should be noted that residual
learning in SRDB is not closely combined with DenseNet. In
order to further improve the information flow, we fuse the
residual learning of different layers with DenseNet. Now we
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Figure 1: Improved single-RGB image high-resolution 3D reconstruction network structure. We apply the basic architecture of MVD [39].
The improved multiresidual dense block superresolution network processes six axis-aligned orthographic depth maps (ODMs). High-
resolution depth maps and silhouette maps are estimated from the low-resolution ODMs, respectively. The improved multifeature fusion
2D encoder encodes the input RGB image into a 1024-dimensional latent vector and decodes it through 3D ESPCN.
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consider the multiresidual dense block of Figure 2(c). First, we
denote the x0 and y0 as the residual input and dense input of a
single MRDB, and x0 = y0. For x1, it can be expressed as

x1 =H1 y0ð Þ + x0: ð4Þ

Then, y1 is expressed as the fusion of residual output x1
and x0:

y1 = x0, x1½ �: ð5Þ

Combining Equations (4) and (5), it can be seen that the
input of DenseNet in MRDB includes the output of RenseNet.

Further, we denote that xl and yl are the output of the
residual network and the densely connected network in the
lth layer, respectively. The lth layer accepts all of the preced-
ing input feature maps x0, x1,⋯, xl−1 and the yl−1 of the ðl
− 1Þth layer as the residual output xl:

xl =Hl yl−1½ �ð Þ + 〠
l−1

t=0
xt

 !
: ð6Þ

Similarly, we can get the output yl of the lth layer:

yl = x0, x1,⋯,xl½ �: ð7Þ

Thus, transform Equation (7) into Equation (6), and
Equation (6) can be further written as

xl =Hl x0, x1,⋯,xl−1½ �ð Þ + 〠
l−1

t=0
xt

 !
: ð8Þ

Comparing Equation (8) with Equation (2), the first term
on the right side of Equation (8) is formally equal to Equation
(2). However, x1,⋯, xl−1 in Equation (8) is essentially the
residual input of Equation (1). In addition, Equation (8) adds
a summation operation for all feature maps x0, x1,⋯, xl−1 of
the preceding lth layer. From the above analysis, Equation (8)
combines the features of the residual network and the dense
network and expands them.

Finally, the output of a single MRDB can be expressed as

xMRDB = T ylð Þ + x0: ð9Þ
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Figure 2: (a) Residual block in MVD [39]. (b) Single residual dense block in RDN [50]. (c) Our multiresidual dense block.

5Wireless Communications and Mobile Computing



RE
TR
AC
TE
D

We assume that the growth rate of the model is G [45].
Each Hlð·Þ produces G feature maps, and the result is G0 +
G × ðl − 1Þ, where G0 is the number of feature map channels
of the input layer.

3.1.4. Implementation Details.We use the structure shown in
Figures 2(b) and 2(c) in single residual dense networks and
multiresidual dense networks, respectively. In the experi-
ment, the kernel filter stride length of all convolutional layers
is 1. The kernel depth G is 128 and 64, respectively. Since the
multiresidual dense network has deeper and denser connec-
tions, it will inevitably lead to an increase in the parameters
of the model. Performing 1 × 1 convolution after feature
input is a common means of reducing model parameters
[45, 50]. Our Hlð·Þ form is Conv(1 × 1)-BN-Conv(3 × 3
)-BN. In addition, the final concatenation operation of each
multiresidual dense block produces a large number of feature
maps. We use 1 × 1 convolution to reduce its number and
follow a batch normalization operation to feed the next
multiresidual dense block. We let the number of single resid-
ual dense blocks and multiresidual dense blocks be L, which
is set to 8 or 4 in the experiment.

3.2. Low-Resolution Network. The bottom of Figure 1 shows
the overall low-resolution 3D reconstruction network. First,
a 2D encoder with multifeature fusion is used to encode the
input image into a fixed-length hidden layer vector. Then,
traditional 3D deconvolution and 3D ESPCN are used to
decode the latent vector to generate a low-resolution 3D
volume. In the next part, we will introduce the 2D encoder
with multifeature fusion and 3D ESPCN, respectively.

3.2.1. 2D Encoder with Multifeature Fusion. For coarse-to-
fine 3D object reconstruction methods, high-quality low-
resolution 3D object reconstruction is a basis for its higher
resolution 3D reconstruction. In order to further improve
the feature extraction capability of the 2D encoder to
enhance the 3D reconstruction performance of the model,
we use different layers of feature maps for fusion. An
improved network comparison is shown in Figure 3.

Both encoder networks consist of a standard convolutional
layer, a batch normalization layer, and a leaky rectified linear
unit (LReLU). The encoder encodes the input data into a
low-dimensional hidden vector, and the decoder decodes the
compressed vector to reconstruct a 3D object. The advantage
of this approach is that it can compress the input high-
dimensional data into a low-dimensional representation and
then reconstruct its 3D object through the representation.

By observing the traditional encoder of Figure 3(a), we
find that the encoder of this mode has less utilization of fea-
tures. In the image superresolution experiment of RDN [50],
the global feature fusion (GFF) method proved to be able to
improve the performance of the model. This is a method of
extracting the output of all residual dense blocks in the net-
work for fusion. Inspired by this, we extract the output from
each nonlinear transformationHlð·Þ in the encoder to fuse, as
shown in Figure 3(b). To match the number of Hlð·Þ output
feature map channels of different lth layers, we use a 1 × 1
convolution. The definition of Hlð·Þ is consistent with Sec-

tion 3.1. Since the number of convolution channels after
feature fusion is too large, their direct compression to a
1024-dimensional feature vector will result in huge model
parameters. Therefore, we use a 1 × 1 convolution to reduce
the dimensions of the fused features. The multifeature fusion
encoder output is expressed as

xMFF = T x1, x2,⋯,xl½ �ð Þ: ð10Þ

Finally, the output of the encoder is compressed to a
1024-dimensional feature vector through a flat layer and a
fully connected layer. We find that multilayer feature fusion
can encourage models to learn new features.

3.2.2. 3D Subpixel Convolution Layer. In the image superre-
solution experiment, combining multiple low-resolution
images (feature maps in low-resolution space) to generate a
higher resolution image is a more efficient processing
method [40]. Inspired by this, in the voxel-based 3D convo-
lutional neural network, multiple low-resolution 3D shapes
can be combined into a higher resolution 3D shape. This
operation can be named 3D SPCL, as shown in Figure 4.

Generally, the size of a single low-resolution 3D volume
and a single high-resolution 3D volume can be expressed as
H ×W ×D and nh × nW × nD, respectively. We will refer
to n as the upscaling ratio. First, a traditional voxel-based
decoder is used to generate n3 low-resolution 3D shapes from
the latent space, the size of which is H ×W ×D · n3. Then, 3D
SPCL is used to rearrange the generated n3 low-resolution 3D
shapes into one high-resolution 3D shape. 3D SPCL is a
periodic operation that rearranges the elements of the H ×W
×D × n3 tensor to a tensor of shape nH ×W ×D · n2. Then,
the W channel and the D channel are arranged in sequence.
Finally, a tensor of shape nH × nW × nD is the output. The
entire 3D SPCL does not involve convolution operations. Com-
pared with the traditional 3D decodingmethod based on voxels,
this method reduces the 3D deconvolution operation at higher
resolution. Therefore, using 3D SPCL when generating 3D
shapes can make the model have a faster decoding speed.

4. Experiment

In this part, we show the experimental results of the
improved multiview decomposition (IMVD) network for
3D object superresolution and 3D object reconstruction of
a single RGB image. In addition, we analyze the importance
of each component in the network. The qualitative and quan-
titative results show that the proposed method can improve
the expression ability of the model.

4.1. Dataset and Metric

4.1.1. 3D Object Superresolution Dataset. The 3D object super-
resolution dataset consists of a 32 × 32 × 32 low-resolution
voxel model and a corresponding 256 × 256 × 256 high-
resolution voxel model. Following theMVD approach, we also
use the ShapeNetCore [52] dataset to transform CAD models
into 3D shapes represented by voxels. Two classes are selected
from the ShapeNetCore dataset: chair and plane. Their
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numbers are approximately 7000 and 4000, respectively. We
preprocess the 3D object superresolution dataset and extract
6 orthographic depth maps (ODMs) for each object in the
dataset corresponding to low resolution and high resolution.
The final dataset is divided into a training set, a validation
set, and a test set. We used 70% of the dataset as the training
set, 10% as the validation set, and 20% as the test set. The data-
set we created is named 3D superresolution dataset (DataSR).

4.1.2. Low-Resolution 3D Reconstruction Dataset. The 3D
object reconstruction experimental dataset of a single RGB
image is based on DataSR. Similarly, we refer to the relevant
dataset production methods in MVD. Based on the com-
pleted DataSR, we render each CAD model as a 128 × 128
RGB image to obtain a random viewpoint and possible
azimuthal rotation of the object between ð−20°, 30°Þ. Simi-
larly, the completed dataset is divided into a training set, a
validation set, and a test set according to the 3D superresolu-
tion experimental dataset, with a ratio of 70 : 10 : 20, respec-
tively. Finally, the dataset we follow is named DataHSP.

4.1.3. Evaluation Metric. In all 3D reconstruction experi-
ments, the evaluation metric uses the intersection over union
(IoU). Applying IoU to evaluate the corresponding model on

the DataSR and DataHSP enables quantitative analysis of
model performance.

4.2. Training Details.We train the entire model in two stages.
The 3D superresolution model and the low-resolution 3D
reconstruction model are separately trained. Finally, the
two training models of the two stages are combined to form
the final high-resolution 3D object reconstruction model of
a single RGB image, which is the improved multiview decom-
position (IMVD) network.

In the 3D object superresolution experiment, the silhou-
ette estimation network and the depth estimation network
are, respectively, trained. Following the MVD, the 3D object
superresolution experiment was reconstructed from 32 × 32
× 32 resolution to 256 × 256 × 256 resolution. The dataset
used for model training comes from the 3D superresolution
dataset described in Section 4.1. During the training process,
both use the Adam [53] default parameter training, the learn-
ing rate is 10-4, the training minimum batch size is 32, the
training epoch is 300, and the error function uses the mean
square error (MSE) loss function. The training set is used
for network training, and the validation set is used to evaluate
model performance at the end of each epoch. The current
model is retained only if the IoU score of the reconstruction
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Figure 3: Improved network structure for comparison. (a) Traditional encoder network in MVD [39]. (b) Our encoder network.

n3 volumes

High resolution volume

Figure 4: The 3D SPCL operation rearranges multiple low-resolution 3D volumes into a high-resolution 3D volume.
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result evaluation is greater than the largest IoU score of the
previous reconstruction result.

In a low-resolution 3D object reconstruction experiment,
the encoder with multifeature fusion and the 3D ESPCN
decoder are trained. Using the Adam optimizer, the learning
rate is 10-3, the training minimum batch is 128, the training
epoch is 300, and the mean square error term is used as the
loss function. The update of the model is the same as the
operation in the 3D object superresolution experiment.

After the silhouette estimation network, the depth estima-
tion network, and the low-resolution 3D object reconstruction
network have all been trained, the 3Dmodel carving combines
three networks to accomplish the high-resolution reconstruc-
tion. For model carving, it includes silhouette carving and
depth map carving. Firstly, the rough 3D shape after upsam-
pling is carved using estimated silhouette maps to ensure the
correctness of its structure. Then, the estimated depth maps
will be used for detail carving. The voxels that have not
reached the corresponding depth in the 3D shape after silhou-
ette carving will be deleted. We implemented the model with
the TensorFlow Architecture and trained on a single NVIDIA
GTX 1080 GPU.

4.3. 3D Object Superresolution Experiment

4.3.1. Model Parameters, Size, and IoU Comparison. Table 1
shows the experimental comparison of SRDN and MRDN
on the DataSR chair for different block numbers L (8 or 4)
and different size feature maps G (128 or 64). The number
in italic in Table 1 indicates the highest IoU score for the cor-
responding category of 3D reconstruction. We use SRDN and
MRDN to improve MVD in superresolution experiments of
the chair and can achieve higher IoU scores than MVD. We
roughly calculate the number of MVD superresolution net-
work layers with 16 residual blocks as shown in Figure 2(a),
and the total number of layers is 32. Similarly, the number
of IMVD network layers improved by MRDB is 72.

As can be seen from Table 1, when the number of
network layers is increased by about 1 time, the MRDN
model parameters are reduced by about 25%. At the expense
of the IoU reconstruction score, the model parameters are
reduced by 81% when the feature map G is reduced by half.
We observe that in the MRDB experiment, keeping the
feature map G constant and reducing L by half make the
model IoU fall. This suggests that designing deeper networks
can enhance the expressive ability of the model. In Table 1,
MRDN-4 (G = 128) and MRDN-8 (G = 64) are scaled-down
on L and G, respectively. Although the IoU scores are almost
the same, the latter model parameters are reduced by approx-
imately 56%. In addition, the MRDN model parameters can
be reduced by 45% when SRDN and MRDN are close to
the obtained IoU score.

4.3.2. Qualitative Results. We show qualitative results in
Figure 5. We rendered from 323 resolution to 2563 on the test
set. The low-resolution 3D shapes of real chairs and planes
are used as input for this experiment (line 1 of Figure 5).
The output results of MVD [39] are shown in line 2 of
Figure 5. The IMVD results are shown in line 3 of Figure 5.

As can be seen from the comparison of Figure 5, the MVD
method tends to break in a thin object portion. However,
our IMVD results are more complete in this situation. The
experimental results show that extracting more feature infor-
mation through the multiresidual dense network is beneficial
to enhance the expressive ability of the model.

4.3.3. Quantitative Results. We trained each class in DataHSP
separately in a 3D object superresolution experiment. The
results are compared with various methods employed in
MVD and presented in Table 2. The benchmark method
directly increases the resolution of the 3D volume from 323

to 2563 through the nearest neighbor upsampling. The
MVD method combines depth estimation and silhouette
estimation. It can be seen from Table 2 that our method
performs better than the MVD method in the experiment.
We all achieved higher scores in different categories.

4.4. Single-Image 3D Reconstruction Experiment

4.5. Model Parameters and Iteration Time. We show the
parameter sizes and required iteration time of different low-
resolution 3D reconstruction models, as shown in Table 3. It
can be seen from Table 3 that IMVD has increased in the
number of parameters and decreased in iteration time.
Generally, 3D reconstruction experiments of a single image
often use 13 categories in the ShapeNetCore dataset. The total
number of models in 13 categories is approximately 39,832.
According to the method of generating the dataset in this
article, the number of models in the training set of each cate-
gory is approximately 2,144. According to the iteration time
in Table 3 and the training method in this paper, the training
time of IMVD in 13 categories will be reduced by approxi-
mately 4 hours compared with MVD. For higher resolution
3D reconstruction experiments, this method has more advan-
tages in training time.

4.5.1. Convergence Curve Analysis. In Figure 6, we show the
convergence curve on the validation set. In Figures 6(a) and
6(b), the red curves represent the convergence of the MVD
method on the chair and aircraft validation set, respectively.
Similarly, the green curve corresponds to our IMVDmethod.
We train the model to use the same parameters, just changing
the structure of the model. The training epoch was 300, and
the reconstructed IoU score was evaluated on the validation
set at the end of each epoch. The original MVD oscillated

Table 1: Comparison of parameters and IoU (%) on the DataSR
chair model. “-” means that the model is out of our running
memory without IoU results. “∗” indicates the result of our
implementation.

Method Parameters Size IoU

RB [39] 5.28M 21.1M 68.4∗

MRDN-4 (G = 128) 2.25M 9.0M 69.3

SRDN-8 (G = 64) 1.83M 7.3M 69.1

MRDN-8 (G = 64) 1.00M 4.0M 69.2

SRDN-8 (G = 128) 7.27M - -

MRDN-8 (G = 128) 3.97M 15.9M 69.8
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over the entire training cycle of the training chair. Our IMVD
uses a multifeature fusion approach to reduce the degree of
model oscillation, which helps to improve the model expres-
sion ability. In Figure 6(b), the model of the aircraft itself has
no complicated and thin parts like a chair. Therefore, it seems

that there is not much difference between the improved
convergence curves of the IMVD network and the original
MVD network on the validation set. In summary, we can see
from the comparative analysis in Figure 6 that the improved
network can improve the stability of model training.

4.5.2. Quantitative Results. We show quantitative results in
Table 4. We compared several methods, HSP [22], AE [39],
and MVD [39], which all use DataHSP to reconstruct 3D
objects from a single RGB image at 2563 resolution. As can
be seen from Table 4, the proposed IMVD method can
achieve a higher IoU score on a single-image reconstruction
2563 resolution 3D object.

4.6. Ablation Studies. Table 5 quantitatively demonstrates the
effects of MFF, 3D ESPCN, andMRDB. The IoU scores of the
reconstruction results are in the second column, and the
third column corresponds to the plane and the chair, respec-
tively. The last column represents the average IoU score for
the plane and chair reconstruction results. The first column
in Table 5 represents the combination of the different com-
ponents we proposed. Among them, the benchmark is the
method of MVD. We add MFF and MRDB (from line 3 to
line 4 of Table 5) to the benchmark method. Since the

Figure 5: 3D object superresolution results on DataSR.

Table 2: 3D object superresolution reconstruction IoU score at
2563.

Class
Benchmark

[39]
Depth
[39]

Silhouette
[39]

MVD
[39]

IMVD
(ours)

Chair 54.9 58.5 67.3 68.5 69.8

Plane 39.9 50.5 70.2 71.1 72.9

Table 3: Model parameters and iteration time at 323 resolution. The
batch size is 2.

Method Parameters (M) Iteration time (ms)

MVD [39] 27.02 50.8

MVD+MFF 27.15 49.9

MVD+3D ESPCN 27.01 47.7

IMVD 27.14 47.1
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Figure 6: Convergence curve analysis on the validation set. The curve represents the evaluation of the loss value over 300 epochs of the
corresponding validation set on the DataHSP.

Table 4: Single-image reconstruction IoU score at 2563 resolution.

Class AE [39] HSP [22] MVD [39] IMVD (ours)

Chair 36.4 37.8 40.1 41.9

Plane 28.6 56.1 56.4 58.8

Table 5: The IoU score evaluates the contribution of each
component.

Component Chair Plane Average

Benchmark [39] 40.1 56.4 48.25

3D ESPCN 40.2 56.4 48.30

MFF 41.2 57.9 49.55

MRDB 41.3 57.0 49.15

MFF+MRDB 41.9 58.6 50.25
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addition of 3D ESPCN basically did not improve the perfor-
mance of the model, it can be seen that adding another
component can improve the performance of the model. We
add modules for the combination of MFF and MRDB on
the benchmark (in the last row of Table 5). After adding
two components, the performance of the model has been
further improved.

Figure 7 qualitatively shows the contribution of MFF and
MRDB in the model. The first column of Figure 7 represents
the input RGB image. The second column is a method of
MVD, and the reconstruction result is broken at the edge
portion (columns 3 to 5 of Figure 7). However, partial
fractures have been improved after the addition of MFF or
MRDB. In addition, it can be seen in the reconstruction of
the first row of the chair in Figure 7 that the input RGB image
of the chair back is a series of unconnected pillars. However,
the 3D reconstruction result of MVD does not reflect this
feature. After adding MFF or MRDB alone, the reconstruc-
tion results show this part of the details. This detail can be
further enhanced after combining MFF and MRDB. It can
be seen from the comparison of the third column to the fifth
column of Figure 7 that the final reconstruction result of

IMVD is mainly refined based on MFF. This also reflects
the impact of the resolution of low-resolution 3D object
reconstruction on high-resolution 3D object representation.
At present, the rendering of CAD models in the dataset is
performed in random colors, and the background of all
rendered images is clean. In the future, images with textures
and backgrounds can be used for rendering to enrich the
dataset, which will make the model more robust to 3D object
reconstruction from 2D images in real scenes. In addition,
there are other methods, such as exploring new algorithms
to extract more effective image features, using different train-
ing architectures, and supervising methods to optimize [54].

5. Conclusion

We improve the depth map superresolution network and
low-resolution 3D reconstruction network of the single
image in MVD, respectively. The improved model shows
better performance compared with MVD in the correspond-
ing experiment. We propose an architecture that includes
multiple MRDB blocks, which can make the network struc-
ture design deeper and make full use of the multilayer

Input Benchmark MFF MRDB MFF+MRDB

Figure 7: Qualitative results of the ablation study. This figure reflects the contribution of each improved component to the model.
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structure information to enhance the model expression
ability. Even though the network design is deeper, the model
parameters are even smaller. In addition, we use multifeature
fusion and 3D ESPCN to improve the 2D encoder and 3D
decoder, respectively. Both of these can reduce the training
time of the model. At present, there are few studies on 3D
reconstruction technology and edge computing based on
deep learning, but their combination has broad application
prospects. In intelligent manufacturing, edge computing is
conducive to extend various computing resources to the edge
of the Internet of Things and realizes manufacturing and
production [55]. However, the problem of 3D data heteroge-
neity between different devices may need to be resolved. The
use of 3D reconstruction methods based on deep learning
may be one of the means to solve this problem in the future.
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The development of Internet of Things (IoT) and Mobile Edge Computing (MEC) has led to close cooperation between electronic
devices. It requires strong reliability and trustworthiness of the devices involved in the communication. However, current trust
mechanisms have the following issues: (1) heavily relying on a trusted third party, which may incur severe security issues if it is
corrupted, and (2) malicious evaluations on the involved devices which may bias the trustrank of the devices. By introducing the
concepts of risk management and blockchain into the trust mechanism, we here propose a blockchain-based trust mechanism
for distributed IoT devices in this paper. In the proposed trust mechanism, trustrank is quantified by normative trust and risk
measures, and a new storage structure is designed for the domain administration manager to identify and delete the malicious
evaluations of the devices. Evidence shows that the proposed trust mechanism can ensure data sharing and integrity, in addition
to its resistance against malicious attacks to the IoT devices.

1. Introduction

Mobile Edge Computing is a new technology which provides
an IT service environment and cloud-computing capabilities
at the edge of the mobile network. In recent years, with the
widespread implementation of the Internet of Things, the
number of edge services running on mobile devices has
exploded [1]. It is estimated that by 2025, the number of
global IoT connections will reach 25.1 billion, and the market
size will exceed 10 trillion Chinese yuan. Emerging technolo-
gies such as data mining [2], artificial intelligence [3], 5G
technology, and natural language processing are also increas-
ingly being extended to IoT applications [4–6]. For example,
in the Internet of vehicles [7], we can build a smart city traffic
system [8]. Through the use of intelligent abnormal event
monitoring for electric vehicles [9] and the use of deep

learning to preanalyze road conditions [10], the occurrence
of traffic jams can be effectively reduced [11]. Therefore,
the need for cooperation between IoT devices has been
significantly increased [12]. However, the performance of
IOT devices in the process of cooperation is uncertain [13].
The focus of the recent research is how to measure the
availability and privacy of data [14, 15] and how to measure
the performance of devices through trust data to understand
the recent performance of IOT devices [16].

The blockchain technology is essentially a distributed and
secure ledger that records all the transactions into a hierar-
chically expanding chain of blocks. Edge computing brings
the cloud capabilities closer to the computation tasks. The
convergence of blockchain and edge computing paradigms
can overcome the existing security and scalability issues
[17]. An IoT device is expected to cooperate with the devices
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of high reliability. Before that, it is necessary to ensure the
performance of the other devices and the trustworthiness of
them, which is the criterion to examine the reliability of the
devices before cooperation [18, 19]. However, existing trust
mechanisms heavily rely on the trusted third parties or addi-
tional trust assumptions; there are hidden security risks such
as malicious modifications to the trusted data [20]. More-
over, most distributed trust systems have not considered
the malicious evaluation on the IoT devices [21, 22]. Wang
et al. proposed a trust management method using environ-
ment awareness [23]. From nodes’ historical behaviors in
different cooperation types, they obtained a comprehensive
trustrank to handle any new task, but this process relies on
a reliable trust management institution. By caching previous
interaction summaries, Liu et al. proposed a verifiable
method to solve the hierarchical trust problem of IoT systems
[24], but this method needs to establish additional trusted
third parties over different domains.

Benkerrou et al. proposed an IoT trust evaluation method
based on trust and honesty [25], but they assumed that all
master nodes in the domain were completely trusted. Chi
et al. proposed an algorithm SRAmplified−LSH can ensure a good
balance between the accuracy and efficiency of recommenda-
tion and user privacy information [26]. Based on blockchain
technologies, Ren et al. proposed a trust management
method suitable for distributed Internet of Things, but they
did not consider the irresponsible malicious evaluation
problems between malicious devices [27].

Blockchain is a new application of distributed data stor-
age, point-to-point transmission [28], consensus mechanism
[29, 30], and encryption algorithms [31, 32]. Blockchain has
the characteristics of distributed trust [33], openness, and
unforgeability [34], in which the intelligent contract ensures
the traceability and irreversibility of transactions. The adop-
tion of multiparty computation and measurement method
can guarantee the user to derive results from multiple data
sources [35, 36]. Therefore, data sharing and integrity can
be guaranteed, and reliable trustworthiness can be estab-
lished among parties that are blind to each other. Blockchain
can realize the sharing and synchronization of trusted data in
the distributed Internet of Things, so as to ensure that the
data will not be forged or modified by malicious entities
[37, 38].

By introducing the theory of blockchain and risk into
trust management, we propose a trust management method
for distributed IoT. The new mechanism does not rely on
any trusted third party; the process of trust establishment
and management is entirely independent maintained by each
IoT domain manager. The main contributions of our method
are as follows:

(1) Aiming at the dependence of trusted third party, a
trust mechanism of Internet of Things based on nor-
mative trust and risk trust is proposed. This trust
mechanism does not rely on any trusted third party,
and all trust establishment and trust management
are completely managed and maintained by IOT
domain administrators and IOT devices

(2) Aiming at the phenomenon of malicious evaluation
of devices by existing mechanisms, a trust data stor-
age scheme based on blockchain is proposed. In order
to ensure the reliability of the trust mechanism, a
storage structure and identification method are
designed for domain manager to identify and filter a
large number of malicious evaluations of devices

2. Trust Management Model in Distributed
Internet of Things

2.1. The Structure of System. According to the characteristics
of IoT, we design a decentralized distributed IoT architecture
(as shown in Figure 1). Each management domain consists of
a domain manager and all subordinate IoT devices. The
domain manager manages all IoT devices in the domain.
IoT devices can communicate and cooperate with other
devices in any management domain. The domain manager
can collaborate with others to exchange data.

Each cooperation between the domain manager and the
device will be evaluated in both directions based on each
other’s performance. The gist for evaluation includes the
device’s communication success rate, data processing
capability, transmission range, and network stability. The
device can be evaluated based on the other party’s overall
performance. The communication success rate between the
devices is considered as the main indicator of the devices’
performance in this paper.

In Figure 1, x represents the IoT domain identifier, x1,
x2, x3 represent different IoT domain identifiers, HðxÞ repre-
sents the domain manager of IoT domain x, and Dðx, yiÞ
represents different IoT devices in the domain x, which is
managed by HðxÞ, where yi ∈N∗ði = 1, 2,⋯, nÞ.
2.2. Trust Model. In order to describe the trustworthiness of
IoT devices, this paper uses normative trust and risk mea-
sures to quantify trustrank. Normative trust defines the abil-
ity of a specific entity to earn credit by other entities, and the
risk measure defines the stability level of a specific entity’s
credit performance in the past period. The concrete defini-
tion of the trust model is as follows.

Definition 1. Evaluation value.

The evaluation value of Dðxi, ymÞ is denoted as δðxi, ym,
xj, yn, lÞ, which refers to the evaluation of a given IoT device
Dðxi, ymÞ by another IoT device Dðxj, ynÞ. It is defined as
follows.

δ xi, ym, xj, yn, l
� �

=

1, Good performance,

0, Ordinary performance,

−1, Poor performance,

8>><
>>:

ð1Þ

where l indicates the serial number of the evaluation
currently received by Dðxi, ymÞ.

If the device numbers ym and yn are not given here, the
evaluation value represents the evaluation value of HðxiÞ,
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which refers to the evaluation of a domain manager HðxiÞ by
another domain manager HðxiÞ.

Definition 2. Trust scale.

When receiving the kth evaluation, the trust scale of
Dðxi, ymÞ is denoted as TCðxi, ym, kÞ, and it is iterated
according to the evaluated value δðxi, ym, xj, yn, lÞ given
by other evaluators. It is defined as follows.

TC xi, ym, kð Þ = I + 〠
k−1

l=1
δ xi, ym, xj, yn, l
� �

, ð2Þ

where I is a trust initial value (we suppose I = 50 in
our experiments for simplicity) and k ∈N∗ represents the
maximum serial number of the current evaluation received
by Dðxi, ymÞ.

If the device numbers ym and yn are not given here, the
trust scale represents the trust scale of a domain manager H
ðxiÞ, and it is iterated according to its evaluation value given
by another domain manager HðxiÞ.

Definition 3. Normative trustrank.

The normative trustrank of Dðxi, ymÞ is denoted as
NTðxi, ym, kÞ, which represents the standardized trustrank
of device Dðxi, ymÞ. It is defined as follows.

NT xi, ym, kð Þ = f TC xi, ym, kð Þð Þ = 1
1 + e −TC xi ,ym ,kð Þð Þ� � , ð3Þ

where xi, xjði ≠ jÞ represent different IoT domain

identifiers, yi, yjði ≠ jÞ represent different IoT devices, and
k ∈N∗ represents the maximum serial number of the
current evaluations received by Dðxi, ymÞ.

If the device numbers ym and yn are not given here, the
normative trustrank represents the normative trustrank of a
domain manager HðxiÞ.

Definition 4. The mean value.

The mean value of the trust of Dðxi, ymÞ is denoted as
MTðxi, ym, k, rÞ, which represents the average value of the
latest r normative trust of Dðxi, ymÞ. It is defined as follows.

MT xi, ym, k, rð Þ =
∑k

k′=k−r+1NT xi, ym, k′
� �

r
, ð4Þ

where k ∈N∗ represents the maximum evaluation serial
number received by HðxiÞ and r ∈N∗ represents the number
of CDðxi, ym, k′Þ included in the risk assessment.

If the device numbers ym and yn are not given here,
this value represents the mean value of a domain manager
HðxiÞ, which represents the average value of the latest r
normative trust of HðxiÞ.

Definition 5. Risk value.

The risk value of Dðxi, ymÞ is denoted as RVðxi, ym, k, rÞ,
which is used to measure the risk of the credit performance of
Dðxi, ymÞ in the history. Up to the maximum evaluation serial
number k, the most recent r normative trustranks are taken
into consideration, and the risk measure of definition Dðxi,
ymÞ is as follows.

D(x1,y2)

D(x1,y1)
D(x1,yn

)

H(x2)

D(x2,y1)

D(x2,y2)

D(x2,yn
)

H(x1)

H(x3)

D(x3,y1)

D(x3,y2)

D(x3,yn
)

Internet

X2 X3

X1

Figure 1: Architecture of distributed IoT.

3Wireless Communications and Mobile Computing



RV xi, ym, k, rð Þ =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑k

k′=k−r+1 NT xi, ym, k′
� �

−MT xi, ym, k, rð Þ
h i2

r

vuut
,

ð5Þ

where k ∈N∗ represents the maximum evaluation serial
number received by Dðxi, ymÞ, and r ∈N∗ represents the
number of NTðxi, ym, k′Þ included in the risk assessment.

If the device numbers ym and yn are not given here, this
value represents the risk value of a domain manager HðxiÞ,
which is used to measure the risk of the credit performance
of HðxiÞ in the past.

Definition 6. Harmonic trustrank.

The harmonic trustrank of Dðxi, ymÞ is denoted as
HTðxi, ym, k, rÞ, which is used to represent the comprehen-
sive trust evaluation of Dðxi, ymÞ. Considering the norma-
tive trustrank and risk measure of Dðxi, ymÞ, we define
HTðxi, ym, k, rÞ as follows.

HT xi, ym, k, rð Þ = NT xi, ym, kð Þ
1 + NT xi, ym, kð Þ × RV xi, ym, k, rð Þ : ð6Þ

If the device numbers ymand yn are not given here,
this value represents the harmonic trustrank of a domain
manager HðxiÞ, which is used to represent the comprehen-
sive trust evaluation of HðxiÞ.

The architecture of the trust management model is
shown in Figure 2.

3. Trust Management Method of Distributed
Internet of Things

3.1. Blockchain Structure. In order to achieve trust integrity in
data sharing and avoid the existence of irresponsible partici-
pants to make a large number of malicious evaluations of
other collaborators, a new data structure of the blockchain
is designed in this paper, adding the identity of the domain
managers, evaluators, evaluatees, and the corresponding
evaluation information for providing traceability of the trust
evaluation information of the domain managers.

A blockchain can be represented as fBt ∣ t ∈N∗g. Headð
BtÞ ⊆ Bt represents the block head, and Bt −HeadðBtÞ = NT
f⋅g represents the block body. The trust data in NTf⋅g is
stored in the block body as a Merkle tree, and the root of
the Merkle tree is stored in the block head. The block head
stores the evaluation information between the domain
managers of IoT and the connection information between
the blocks. The block body stores the evaluation informa-
tion between the IoT devices. Taking the evaluation of
domain managers HðxiÞ and HðxjÞ as an example, we
define the block structure of the trust data blockchain as
follows: Bt = fHashðBt−1Þ,HðxiÞ, HðxjÞ, TCðxj, k − 1Þ, δðxj,
xi, k − 1Þ, k, MR, HTðxj, k, rÞ, r, NTf:gg, where σHðx jÞðTrlÞ
= SigHðx jÞðHashðTrlÞÞ, σHðxiÞðHashÞ = SigHðxiÞðHashðHashð
Bt−1Þ,HðxiÞ, k, MR, Trl, PKðxiÞÞÞ.

HashðBt−1Þ represents the hash value of the previous
block Bt−1, a block appearing before Bt on the blockchain,
HðxiÞ represents the identity of the block producer, and Hð
xjÞ represents the identity of the domain manager being
evaluated. δðxj, xi, k − 1Þ is the evaluation value of HðxiÞ
and HðxjÞ, which is the k − 1th evaluation value received by
HðxjÞ. k is the next evaluation’s serial number. MR is the
Merkle tree root, which is the hash result of the information
in the block; Trl is the transaction details of this transaction
between HðxiÞ and HðxjÞ. σHðxjÞðTrlÞ represents HðxjÞ’s sig-
nature on the transaction details Trl. PKðxiÞ is the public key
of HðxiÞ. σHðxiÞðHashÞ represents HðxiÞ’s signature on the
transaction information of this block.MTðxj, k, rÞ represents
the average value of the latest r normative trust of HðxjÞ, and
RVðxj, k, rÞ represents the trust risk value of HðxjÞ. HTðxj,
k, rÞ represents the harmonious trustrank of HðxjÞ, and r
represents the number of the normative trust included in risk
assessment. NTf⋅g represents the collection of normative
trust NTðxj, yn, kÞ of all the other IoT devices Dðxj, ynÞ that
have been recently evaluated by IoT device Dðxi, ymÞ. These
normative trustranks constitute different records in the IoT
domains to which the devices belong, and the domain man-
ager’s ID of each IoT domain is marked in the block header.

Assume that there are four sets of device specification trus-
trank records in the block body, namely, NTf⋅g = fNT1,
NT2, NT3, NT4g, and the structure of the block body is shown
in Figure 3.

3.2. Bookkeeping Rights Selection and Block Release. The
function of bookkeeping rights selection is to determine
which node is used to wrap the trust data, create a block,
and then publish it to the blockchain.

3.2.1. Scenario 1. It is a long time for the domain managers
HðxiÞ and HðxjÞ not to cooperate. During this time, it is
impossible to share the evaluation results given by the IoT

Evaluation value

Trust scale

Normative trustrank

Harmonic trustrank

Risk value

The mean value

Figure 2: Trust management model.
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device Dðxi, ymÞðm = 1, 2,⋯, nÞ in HðxiÞ to the blockchain,
and other devices cannot get the latest trust evaluation.

At the moment, firstly, the domain manager HðxiÞ
detects the utilization rate of the local storage pool. When
the utilization rate of the local storage pool reaches a critical
value, it performs screening for malicious evaluation of the
devices in the IoT domain. If it is determined that there are
malicious evaluations of the IoT devices in this domain, these
malicious evaluations will be deleted. Then, the normative
trustrank of the appraiser is determined by querying the
blockchain. The domain manager iterates and updates other
valid evaluations of the IoT devices in the domain based on
the normative trustrank, generates new blocks, and then
publishes them to the blockchain. Meanwhile, the block head
uses the fixed format defined in the previous section.

For this purpose, we modify the storage structure of
the domain manager so that HðxiÞ maintains two fixed-
size storage spaces, which are denoted as storage pool
Pool1ðxiÞ and storage pool Pool2ðxiÞ, respectively. Pool1ð
xiÞ is used to receive all the evaluation values δðxj, yn, xi,
ym, lÞ presented by the subordinate equipment Dðxi, ymÞð
m = 1, 2,⋯, nÞ and sum the evaluation values given by
each evaluation device. According to whether or not the
sum of the evaluation values exceeds a critical threshold,
we can decide whether or not the device has performed
a malicious evaluation behavior. If it exists, all the evalua-
tions of the malicious devices will be deleted, thereby
blocking all the malicious evaluation data. The evaluation
values without any malicious evaluations are assigned to
Pool2ðxiÞ.HðxiÞ uses the evaluation value δðxj, yn, xi, ym, lÞ
in Pool2ðxiÞ to obtain the latest trust scale value TCðxj,
yn, k′Þof HðxjÞ using Equation (2) and then uses Equation
(3) to calculate the latest normative trust of HðxjÞ, among

which k′ = k + 1. The detailed operation is as follows.
When the utilization of the storage space of Pool1ðxiÞ

reaches a critical value a, that is, when a ≤ ððOccupiedðPool
1ðxiÞÞÞ/ðMax ðPool1ðxiÞÞÞÞ ≤ 1 is satisfied, HðxiÞ will sum
up all the evaluation values δðxj, yn, xi, ym, lÞðn ∈N∗Þ of
device Dðxi, ymÞ in Pool1ðxiÞ and the sum value is denoted
as Sðxi, ymÞ.

Then, HðxiÞ will verify the validity of Sðxi, ymÞ. If −α ≤ S
ðxi, ymÞ ≤ α is not satisfied, HðxiÞ considers this evaluation

as malicious and deletes all the evaluations presented by the
IoT device Dðxi, ymÞ.

In the above discussion, OccupiedðPool1ðxiÞÞ represents
the storage capacity usage of pool Pool1ðxiÞ, and Max ðPool
1ðxiÞÞ represents the storage capacity of the pool. a and α
are two critical value parameters which represent the storage
capacity of the pool Pool1ðxiÞ and the repeating evaluation
times of the evaluators, respectively. Based on the results of
our multiple simulations, the performance of the model is
well performed while a = 0:6 and α = 6.

Then, HðxiÞ passes the remaining evaluations of Pool1ð
xiÞ to Pool2ðxiÞ. HðxiÞ queries on the blockchain fBt ∣ t ∈
N∗g to obtain the latest normative trust NTðxj, yn, kÞ of Dð
xj, ynÞ. According to the deformation of Equation (3), the

current trust scale value TCðxj, yn, kÞ = f −1ðNTðxj, yn, kÞÞ of
Dðxj, ynÞ can be obtained. If it fails to query the latest norma-
tive trust TCðxj, yn, kÞ of Dðxj, ynÞ on blockchain fBt ∣ t ∈
N∗g, HðxiÞ will calculate the trust scale value TCðxj, yn, kÞ
of Dðxj, ynÞ using Equation (2). Then, using the condition

TCðxj, yn, k′Þ = TCðxj, yn, kÞ +∑tðxiÞ
l=1 δðxj, yn, xi, ym, lÞ, HðxiÞ

can calculate the latest trust scale value TCðxj, yn, k′Þ of Dð
xj, ynÞ. Finally, HðxiÞ calculates the latest normative trust

NTðxj, yn, k′Þ of Dðxj, ynÞ using Equation (3).

In this way, HðxiÞ calculates the normative trust NTðxj,
yn, k′Þ of all the IoT devicesDðxj, ynÞ that have been evaluated
by other IoT devices in their domain and constructs the block
body NTf⋅g. All the normative trust NTðxj, yn, k′Þ is orga-
nized in the form of a Merkle tree where the block head of
the MR is added to the new block.HðxiÞwill form a new block
with the newly generated block head and body NTf⋅g and
then publish it to the blockchain.

Since there is no cooperation between HðxiÞ and HðxjÞ
and the latest evaluation value is not obtained, the domain
manager related to the cooperation in the block head is set
to a specific value ρ (without losing generality, ρ = 0). These
fields include trust scale value TCðxj, k − 1Þ, evaluation value
δðxj, xi, k − 1Þ, serial number k, transaction details Trl, signa-
ture σðHðxjÞÞðTrlÞ of HðxjÞon transaction information, mean

value of trust MTðxj, k‐1, r + 1Þ, risk value RVðxj, k‐1, r + 1Þ,
harmonic trustrank HTðxj, k − 1, r + 1Þ, and r + 1.

At the same time, domain manager HðxjÞ of the domain
of all the evaluated devices is stored in HeadðBtÞ, which is
convenient for the search of the trust data, and then, the
new block fHeadðBtÞ, NTf⋅gg is released to the blockchain,
so as to ensure the timely update of the trust evaluation.
The evaluation process is shown in Figure 4.

3.2.2. Scenario 2. When domain managers HðxiÞ and HðxjÞ
cooperate, HðxiÞ evaluates the trust of HðxjÞ and its subordi-
nate devices after the cooperation. HðxiÞ calculates the latest
trust data of HðxjÞ and each IoT device evaluation result in
domain xj from domain xi, generates the block head and
body of the new block, and then publishes it to the
blockchain.
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Figure 3: Block structure.
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It is assumed that the evaluation value ofHðxjÞfromHðxiÞ
is δðxj, xi, k − 1Þ at this time. HðxiÞ obtains HðxjÞ’s current
trust scale value TCðxj, k − 2Þ, serial number k − 1, mean value
of trust MTðxj, k − 2, rÞ, risk value RVðxj, k − 2, rÞ, harmonic
trustrank HTðxj, k − 2, rÞ, and the number of the included
risks r by querying the blockchain. HðxiÞ uses Equations (2)
and (3) to calculate the latest trustrank TCðxj, k − 1Þ and the
latest normative trust NTðxj, k − 1Þ of HðxjÞ.

Then, HðxiÞ use Equations (4)–(6) to calculate the mean
value of trust MTðxj, k − 1, r + 1Þ, risk value RVðxj, k − 1, r
+ 1Þ, and harmonic trustrank HTðxj, k − 1, r + 1Þ of HðxjÞ.

Finally, the fields related to this process are encapsulated in
the block head HeadðBtÞ to form a new block. These fields
include HðxjÞ, TCðxj, k − 1Þ, δðxj, xi, k − 1Þ, k, Trl, σðHðxjÞÞð
TrlÞ, RVðxj, k − 1, r + 1Þ, HTðxj, k − 1, r + 1Þ, and r + 1.

At the moment, due to the frequent cooperation between
domain manager HðxiÞ and the other domain managers, the
time interval between the two trust data submissions is relatively
short. During this period, the number of the evaluation of sub-
ordinate IoT device Dðxi, ymÞðm = 1, 2,⋯, nÞ stored in storage
pool Pool1ðxiÞ of HðxiÞ is relatively small, so it is impossible to
judge whether or not these malicious evaluations exist.
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Figure 5: Continued.
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In this way, HðxiÞ sends all the evaluations stored in
Pool1ðxiÞ to Pool2ðxiÞ. In the subsequent work, HðxiÞ will
iteratively calculate the evaluation data in Pool2ðxiÞ to obtain
the trust data of the target IoT device and publish it to the
blockchain. That is, HðxiÞ queries the current normative trus-
trankNTðxj, yn, kÞ ofDðxj, ynÞðn ∈N∗Þ in the blockchain and
calculates the latest normative trustNTðxj, yn, k′Þ ofDðxj, ynÞ

according to Equations (2) and (3), where k′ = k + 1. Then,
HðxiÞ generates the block body NTf⋅g from the collection of
NTðxj, yn, k′Þ and forms a new block together with the block
header HeadðBtÞ formed by the domain manager’s trust data
and then publish it to the blockchain.

The algorithm for the evaluation between the IoT devices
is as follows.
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Figure 5: Trends of the trustrank of the domain manager. (a) Trend of trustranks of our scheme and Liu’s scheme. (b) Trend of trustranks of
our scheme and Chen’s scheme. (c) Trend of trustranks of our scheme and Ren’s scheme.
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Input: evaluation value δðxj, yn, xi, ym, lÞ (n ∈N∗) given
by subordinate device Dðxi, ymÞ of domain manager HðxiÞ.

Output: new block Bt .

(1) Evaluation Collection. The storage Pool1ðxiÞ of the
domain manager continuously collects the evalua-
tion value δðxj, yn, xi, ym, lÞ given by the subordi-
nate equipment and judges whether or not the
storage space utilization rate satisfies the inequality
a ≤ ðOccupiedðPool1ðxiÞÞ/Max ðPool1ðxiÞÞÞ ≤ 1
(a = 0:6). If it is satisfied, HðxiÞ will sum up all the
evaluation values δðxj, yn, xi, ym, lÞ in Pool1ðxiÞ
according to the evaluation equipment Dðxi, ymÞ
to obtain Sðxi, ymÞ. We then judge whether or not
jSðxi, ymÞ ∣ ≤α is satisfied. If it is, HðxiÞ passes the
evaluation value in Pool1ðxiÞ to Pool2ðxiÞ. Other-
wise, we delete the evaluation.

(2) Trust Data Query. HðxiÞ queries on blockchain fBt ∣
t ∈N∗g to produce the latest normative trust NTðxj,
yn, kÞ of Dðxj, ynÞ.

(3) Trust Data Update. If the query is successful, the
current trust scale value TCðxj, yn, kÞ = f −1ðNTðxj,
yn, kÞÞ of Dðxj, ynÞ can be obtained according to
the deformation of Equation (6) and then updated

according to TCðxj, yn, k′Þ = TCðxj, yn, kÞ +∑tðxiÞ
l=1 δð

xj, yn, xi, ym, lÞ. If the query fails, HðxiÞ calculates
the trust scale value TCðxj, yn, kÞ of Dðxj, ynÞ
according to Equation (2) and calculates NTðxj,
yn, kÞ.

(4) Block Publish. The calculated NTðxj, yn, kÞ consti-
tutes the block body NTf⋅g of the new block, and

NTðxj, yn, k′Þ is organized as a Merkle tree in the
block header of the new block. HðxiÞ forms a new
block together with the block body NTf⋅g and
publishes it to the blockchain.

4. Performance Evaluation

In order to test the effectiveness of the proposed scheme, sim-
ulation experiments are carried out to analyze the update rate
of trustranks, the probability of the high trustrank equipment
being selected, and the success rate of the cooperation.

The experiment simulates three scenarios of the IoT
domains and the corresponding IoT devices. The domain
manager set is H = fHðx1Þ,Hðx2Þ,Hðx3Þg, including one
malicious device and two benign devices. We used MATLAB
to generate evaluation data for 50 device-to-device evalua-
tions, simulating the trend of the trust data in the IoT trust
model, the probability of high-trustrank devices being
selected, and the success rate of cooperation between IoT
devices. All the data are obtained by averaging the results of
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Figure 7: Comparison of cooperation success rates between devices.

Table 1: Performance comparison table.

Scheme
Probability of high-trust devices

being selected
Cooperation
success rate

No choice
model

0.33 0.67

Liu’s 0.50 0.84

Chen’s 0.64 0.92

Ren’s 0.68 0.94

Our scheme 0.72 0.97
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10 iterations. The experimental results are shown in
Figures 5–7.

It can be seen from Figure 5(a) that the trustrank of Liu’s
scheme [6] is updated every fixed period of time, and the
trustrank is not updated in a timely manner. However, the
scheme proposed in this paper will immediately update the
trustrank after each evaluation by the domain manager,
which can reflect the trust status of the IoT devices and the
domain managers in a timely manner, and provide more
accurate services for the selection of the IoT devices. As can
be seen from Figure 5(b), with the increase of the trustrank,
in Chen’s scheme [19], the trustrank will fluctuate when it
converges, and the faster the convergence, the greater the
fluctuation of the trustrank, which is not conductive to pro-
viding precise services for the selection of IoT devices. How-
ever, in this scheme that we proposed, with the increase of the
trustrank, when the trustrank converges, the trustrank
remains stable and no fluctuation occurs, which is more con-
ducive to providing accurate services for equipment selec-
tion. It can be seen from Figure 5(c) that the update of trust
in Ren’s scheme [11] is slower than the evaluation scheme
by almost two evaluation times, so the update speed of trust
in this scheme is more timely.

It can be seen from Figure 5 and Table 1 that the selected
probability of a high-trust device always remains unchanged
at 0.33 in the no-trust model. With the increase of the

number of the experiments (the number of the evaluations),
compared with Liu’s, Chen’s, and Ren’s schemes, the proba-
bility of high-trust devices being selected is steadily increased.
However, this scheme has a faster rise rate, and the probabil-
ity of being selected for high-trust IoT devices is also higher,
which can provide a strong guarantee for the subsequent
success rate of the cooperation.

It can be seen from Figure 6 and Table 1 that in the trust-
less model, the cooperation success rate remains unchanged
at 0.67 since the IoT device is a randomly selected partner.
With the increase of the number of the experiments (the
number of the evaluations), the success rate of the coopera-
tion between the devices in this scheme is steadily increasing
compared with Liu’s, Chen’s, and Ren’s schemes. However,
our scheme has a faster rise rate and a higher cooperation
success rate. It can effectively improve the success rate and
reliability of the cooperation between the IoT devices.

5. Prototype System

To test the validity of the trust scheme, we implement the
system prototype as follows.

5.1. IoT Device Details. The detailed information of the IoT
device mainly includes four factors: the numbers of coopera-
tion with other devices in the last week, the cooperation

(b) (c)

(a)

(d)

Figure 8: Detailed information of devices. (a) The numbers of cooperation with other devices in the last week. (b) The current trust value. (c)
The cooperation stability in the last week. (d) The comprehensive performance analysis.
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stability in the last week, the current trust value, and the com-
prehensive performance analysis. Comprehensive consider-
ation of risks can determine the trustworthiness of the
device and the expected trust value that can be achieved in
cooperation, which can help users select the most trusted
devices for cooperation. The gradually changing curves of
the detailed information of the IoT device are shown as in
Figure 8, showing the four parameters’ changing trends.

5.2. Evaluation of IoT Devices. After the users complete the
cooperation, they can evaluate the cooperation according to
the performance of the other party device. By filling in the
information of the evaluated device, the evaluating device,
and the evaluation value, the evaluation process is completed
by the evaluation submission operation. The evaluation
submission model is shown in Figure 9.

The trust management model in the distributed Internet
of Things proposed in Section 2 calculates and updates the
trust value of the evaluated device, completes the release of
blocks by calling smart contracts, and realizes the sharing
and synchronization of trust data.

5.3. Trust Data Block Generation. As shown in Figure 10,
detailed information such as the block’s hash value, block
generation address, and contract address is generated. Click
CONTRACT CALL to enter the transaction detail informa-
tion; as shown in Figure 11, we can see the transaction data
hash value.

6. Conclusion

Aiming at the problem that the current trust mechanism
relies on a trusted third party or additional trust assumptions,
which leads to the vulnerability of trust data to malicious
attacks, in this paper, we quantify trust into normative trust
and risk measure, which can construct a comprehensive
review of normative trust, and we propose a trust mechanism
for distributed IoT, which modifies the storage structure of
the domain manager and realizes the identification and
shielding of malicious evaluations between IoT devices,
solves the secure storage and sharing of trust data, and can
select the device that performs well and stable. Then, it per-
forms well in improving the success rate and reliability of
cooperation on IoT devices. However, the mechanism in this
paper also increases the storage space requirements of the
domain manager, and how to work out this problem is the
focus of the future work.
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There exists an electromagnetic shielding effect on radio signals in a tunnel, which results in no satellite positioning signal in the
tunnel scenario. Moreover, because vehicles always drive at a high speed on the highway, the real-time localization system
(RTLS) has a bottleneck in a highway scenario. Thus, the navigation and positioning service in tunnel and highway is an
important technology difficulty in the construction of a smart transportation system. In this paper, a new technology combined
downlink time difference of arrival (DL-TDoA) is proposed to realize precise and automated RTLS in tunnel and highway
scenarios. The DL-TDoA inherits ultra-wideband (UWB) technology to measure the time difference of radio signal propagation
between the location tag and four different location base stations, to obtain the distance differences between the location tag and
four groups of location base stations. The proposed solution achieves a higher positioning efficiency and positioning capacity to
achieve dynamic RTLS. The DL-TDoA technology based on UWB has several advantages in precise positioning and navigation,
such as positioning accuracy, security, anti-interference, and power consumption. In the final experiments on both static and
dynamic tests, DL-TDoA represents high accuracy and the mean errors of 11.96 cm, 37.11 cm, 50.06 cm, and 87.03 cm in the
scenarios of static tests and 30 km/h, 60 km/h, and 80 km/h in dynamic tests, respectively, which satisfy the requirements of RTLS.

1. Introduction

Smart highway integrates and applies advanced information
processing technology, sensing technology, and transmission
technology [1, 2]. These positioning technologies form an
open and common basic platform for monitoring vehicles.
Smart highway are aimed at being efficient, convenient, safe,
and green, combined with various open operation manage-
ment and service modes [3], and it provides reliable traffic
network service [4, 5] for the rapid transportation of people
and goods, provides free communication pipeline service
for the vehicle to vehicle [6] or vehicle to road interaction,

provides full-time responsive emergency service for emer-
gencies, and provides refined and independent travel service
for travelers.

The tunnel project shortens the road distance and
reduces the sloping road, so it significantly improves the traf-
fic capacity. Due to the natural electromagnetic shielding
effect of the tunnel on radio signals, there is no satellite
positioning signal in the tunnel. Therefore, the navigation
and positioning service in the tunnel has always been an
important problem in the construction of a smart highway.
To actively respond to the ideas and development strategy
of smart highway construction and improve the industry
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localization service, a new solution should be proposed to
solve the problem of navigation and positioning service in
the highway and tunnel without changing the terminals or
increasing the complexity of terminals.

Positioning technology in highway and tunnel is a recog-
nized difficulty in both the industry and academia. The exist-
ing positioning technologies mainly contain Bluetooth [7, 8],
Wi-Fi [9], Radio Frequency Identification (RFID) [10],
ZigBee [11], ultra-wideband (UWB) [12–14], infrared, ultra-
sonic, etc. Because the traditional UWB technology uses the
uplink request mode [15], there is a serious delay problem
when six channels are used in the system. This kind of delay
problem makes the traditional UWB not suitable for the pre-
cise positioning under high-speed driving or the common
precise positioning under the action of multiple vehicles.

To achieve the goal of accuratepositioning in thehigh-speed
tunnel and solve the problem of navigation and positioning in
the tunnel, this paper uses the downlink time difference of
arrival (DL-TDoA) technology based onUWBprotocol to con-
struct the real-time high-speed positioning system. According
to the difference of signal locating time to different monitoring
stations, the distance of the signal source can be determined.
The advantages of the proposed DL-TDoA system contain no
signal-coupling problem, low equipment complexity, and high
positioning accuracy. This edge computing system shortens
the response time, reduces network pressure, and provides an
improved user experience [16, 17].

There is no phase ambiguity in the proposed DL-TDoA
system, so the direction-finding baseline cannot be subject
to restrictions. The traditional direction-finding method
needs to calculate the azimuth angle by the phase, but the
phase measurement has the uncertainty of the 2π period.
Thus, these traditional methods often use the method that
the antenna baseline is smaller than the signal wavelength
to avoid the 2π period. However, the wavelength of the
high-frequency signal is short, which makes the test antenna
close to each other. This way, the high-frequency signal is
easy to produce a signal coupling that leads to measurement
error. In the proposed DL-TDoA system, each monitoring
station only needs one antenna, which fundamentally solves
the problem of signal coupling. In each DL-TDoA monitor-
ing station, the system only needs to configure the monitor-
ing antenna and receiver. The requirement of monitoring
stations for the antenna is low, even if different monitoring
stations use different kinds of antennas. Direction finding
antenna is a group of the antenna array, where each antenna
in the array is required to keep consistent. Inconsistent
antenna arrangement will affect the accuracy of direction
finding, which cause high system cost and interfere with
monitoring performance. In the DL-TDoA monitoring
station, the positioning accuracy depends on the accuracy
of time measurement and vehicle speed. To verify the accu-
racy of DL-TDoA, this paper uses the real-time kinematic
(RTK) system to measure the real vehicle trace. Through
using a series of comparative experiments, the errors of vehi-
cle speed are displayed in the experiment part. Finally, the
system shows that DL-TDoA has high accuracy on the high-
ways and tunnels and the mean errors of 11.96 cm, 37.11 cm,
50.06 cm, and 87.03 cm in the scenarios of static tests and

30 km/h, 60 km/h, and 80 km/h in dynamic tests, respec-
tively, which satisfy the requirements of RTLS.

Specifically, the major contributions include the following:

(1) In the proposed edge computing system, our method
not only focuses on the structure of the accurate posi-
tioning system but also on the frequency and errors
the system requires and the DL-TDoA brings, respec-
tively. Based on the DL-TDoA concept, this paper
provides the edge calculating equations that were
used in the system and experiment

(2) Some bridge nodes, anchor nodes, and devices for
highway positioning and tunnel positioning are
introduced. These devices are used in commerce
and gain great effects

(3) To evaluate the performance of our approach, we
implement all approaches in a true ground, Xishatun
test ground. The experimental results show that our
approach achieves higher accuracy and efficiency as
well as the baseline result of RTK

This paper is organized as follows. In Section 2, some
related work is introduced. In Section 3, the proposed DL-
TDoA system and how to process data are described. In
Section 4, the experiment devices and scenario analysis are
presented. We analyze the performance of the experiment
results using the proposed DL-TDoA technology and the
reference technology, RTK. Section 5 concludes this paper.

2. Related Work

For outdoor real-time positioning, technologies, such as GPS,
Beidou [18], inertial navigation, wheel ranging, and ground
pseudo base station, have been developed already perfectly.
This kind of technology can be combined with a real-time
kinematic (RTK) system and can be applied to vehicle naviga-
tion and automatic driving in the outdoor environment.
However, the research [19] shows that the above-mentioned
technology does not apply to the precise positioning and nav-
igation under the high-speed driving conditions in a closed
environment such as a tunnel. The cost of some technologies
such as inertial navigation is expensive, which is not suitable
for the construction and implementation of large-scale
projects. To solve the problem of precise positioning in this
special case, an indoor real-time high-speed positioning tech-
nology is needed.

Bluetooth is a kind of radio technology that supports
short-distance communication (generally within 10m) of
equipment. It can exchange wireless information among
many devices including mobile phones, wireless headset,
and notebook computer. The transmission distance of
Bluetooth is 10 cm to 10m [20]. The Bluetooth connection
process involves multiple information transmission and ver-
ification processes, repeated data encryption, and decryption
process and authentication process for each connection [21].
This process is a great waste and delay for device computing
resources, which cannot meet the needs of real-time posi-
tioning. Moreover, the security of the encryption algorithm
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used in the process of Bluetooth data transmission also needs
to be improved.

Radio Frequency Identification (RFID) is a kind of auto-
matic identification technology. It can realize noncontact
two-way data communication through radio frequency and
read and write the recording media (electronic tag or radio
frequency card) by using radiofrequency mode. RFID is used
in access control, parking control, production line automa-
tion, and material management. RFID technology has some
disadvantages: the technology maturity is not enough and
the security is not strong enough [22]. RFID technology
appeared a short time ago and is not mature in technology.
The RFID tag has the characteristics of retroreflection, which
makes it difficult to apply in metal, liquid, and other com-
modities. The security problems faced by RFID technology
are mainly manifested in the illegal reading and malicious
tampering of RFID electronic tag information.

ZigBee is a wireless network protocol with low speed and
short-distance transmission. The main features of ZigBee are
low speed, low power consumption, low cost, supporting a large
number of network nodes, supporting a variety of network
topologies, low complexity, fast, and reliable [23]. The combina-
tion of 802.15.4 standardmakes its products have the character-
istics of low power consumption, easy networking, and short
distance interconnection. Therefore, its application in sensor
networks or the Internet of things has considerable advan-
tages, but its security and anti-interference performance are
lower than those of similar technologies. Despite its excellent
performance, ZigBee is also limited by distance.

Infrared communication technology is suitable for low-
cost, cross-platform, point-to-point high-speed data connec-
tion, especially for embedded systems. Infrared transmission
is wireless and cannot transmit too far. There must be no
obstacles in the middle, that is to say, it cannot pass through
the wall, almost unable to control the progress of informa-
tion transmission.

Ultra-wideband (UWB) is a new type of wireless com-
munication technology, initially used for military purposes.
UWB mainly uses a very short pulse signal to transmit
data, which can ensure high-speed communication, but
the transmission power is very small [24]. UWB does
not need to use the carrier of the traditional communica-
tion system but transmits and receives very narrow pulses
with nanosecond or below to transmit data, so it has the
bandwidth of GHz order. The main advantages of UWB
include low power consumption, insensitive to channel
fading, strong anti-interference ability, no interference to
other equipment in the same environment, strong penetra-
tion (positioning in the environment penetrating a brick
wall), high security, low system complexity, and accurate
positioning. Therefore, UWB technology can be applied
to indoor static or moving objects and human positioning,
tracking, and navigation and can provide very accurate
positioning accuracy.

Download time difference of arrival (DL-TDoA) is a new
patented technology of downlink broadcast ultra-wideband.
It is a method of positioning by using time difference [25].
The distance of the signal source can be determined by mea-
suring the time when the signal arrives at the monitoring sta-

tion. The advantage of DL-TDoA is that there is no phase
ambiguity, so the direction-finding baseline can be unlimited.
DL-TDoA has the characteristics of low complexity, for
TDoA monitoring station only needs to configure the moni-
toring antenna and receiver, and the requirements for the
antenna are not high, even if different monitoring points use
different antennas. The positioning accuracy of the TDoA
detection station depends on the accuracy of time measure-
ment. Through the optimized algorithm, the calculation error
of time difference is in the order of 100ns. Comparingwith the
other positioning algorithms, likeMDS-MAP [26], DL-TDoA
outperforms at high-speed calculating.

From the aspect of positioning technology, no matter the
positioning accuracy, security, anti-interference, power con-
sumption, etc., the combination technology based on Beidou,
DL-TDoA, and visual positioning is one of the most ideal
precision positioning and navigation technologies under
high-speed driving.

To verify the accuracy of DL-TDoA, an ultrahigh-precision
positioning technology is needed for comparison. RTK is a
commonly used high-precision GPS measurement and posi-
tioning technology. RTK can obtain centimeter-level ultra-
precision outdoor positioning results [27]. Through the carrier
phase dynamic real-time difference method, the accuracy of
positioning and measurement is greatly improved. The
RTK method is less affected and limited by visibility, climate,
season, and other factors and can implement high-precision
positioning in complex terrain areas [28]. Therefore, this
paper uses RTK as a comparative reference technology.

3. Automated RTLS Using DL-
TDoA Technology

This section describes the proposed automated location solu-
tion using a DL-TDoA technology for precise vehicle posi-
tioning under highway and tunnel scenarios. The designed
architecture of the system is briefly introduced in Sections
3.1–3.3. Section 3.4 introduces the scenario constructions of
highway and tunnel. Section 3.5 describes the hardware
devices such as tags, anchors, and applications in detail.

3.1. The Comparison with DL-TDoA and Traditional UWB.
The main advantages of traditional UWB are low power
consumption, insensitive to channel fading, strong anti-
interference ability, no interference to other equipment in
the same environment, especially when facing lots of vehicles
on channel highways, strong penetration (positioning in the
environment penetrating a brick wall), and high positioning
accuracy. DL-TDoA inherits the excellent features of UWB
and develops its new features of real-time positioning. As
shown in Figure 1, tradition UBW utilizes the time difference
algorithm to calculate the distances between the vehicle and
bridge nodes. The UWB router transfers the time differences
to the location computing server to calculate the position.
DL-TDoA relies on edge computing to reduce the server cal-
culating pressure. In the DL-TDoA framework, the sensor
owns edge computing ability to calculate the distances
between anchor nodes and the positioning sensor. The sensor
transmits the position data to the bridge node with a 4Hz
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upload and download frequency. Then, the router and server
just transfer and save the date and the server avoids com-
puting any positioning information. In DL-TDoA, the
computing work is assigned to every vehicle to calculate
its position, in which way, only one bridge node uploads
data while traditional UWB has more than one bridge
node. Anchor nodes use the broadcasting protocol, which
avoids the time of network verification and save the fee
of the public network. Highway and tunnel positioning
systems require real-time data so DL-TDoA is better than
the traditional UBW to satisfy the real-time requirement
and provides a smart mesh network to reduce the comput-
ing for the server.

In the traditional UWB system, the data from the posi-
tioning tag or sensor is calculated by the server so there is
some uploading time. When the car opens the navigation
system in the tunnel, the positioning tag has to request the
position data from the server so there is some downloading
time. The delay of upload and download prevents the tradi-
tional UWB system from becoming a real-time positioning
system. However, the proposed DL-TDoA uses the edge
computing mechanism to obtain a real-time position without
any more delay. Moreover, DL-TDoA also uploads the posi-
tion data to the server for mobile monitoring and analysis.
DL-TDoA utilizes the frequency of 1/2/4Hz to upload, which
can be configured by needs, while the USB frequency for DL-
TDoA edge computing and navigation can reach 26Hz with-
out uploading. Traditional UWB cannot serve the navigation
applications. Due to the edge computing and the release of
server consumption in DL-TDoA, the capacity of the anchor
nodes and bridge nodes has no limitations while that of tra-
ditional UWB is usually less than 300 vehicles. DL-TDoA
uses the anchor nodes and bridge nodes to form the ad hoc
network, which utilizes the local network and requires a
low price compared with the station using the public net-
work. Therefore, the real-time and low price DL-TDoA
solves the problems that the highway and tunnel real-time
positioning bring.

3.2. Automated Highway RTLS Overview by Using DL-TDoA.
As described in Figure 2, the proposed automated location

solution mainly contains 6 groups of devices, including
various tags, anchor or bridge nodes, exchangers, routers,
networks, and RTLS server. Several common tags are listed
in the bottom part of the figure, such as sensor tag, badge
tag, asset tag, and a positioning unit. These tags are con-
nected to the wireless infrastructure network (IPV6 mesh),
which consists of massive anchor and bridge nodes. The data
collected by tags are uploaded to the exchanger through the
infrastructure network. When these data continue uploading
from the exchanger to the router, their transmission range is
converted from a personal domain network to a public
domain network. After these data arrive at the RTLS through
the network, a series of applications, software, information
broad, report, and network services use these data to display
locations and analyze results.

According to the mathematical principle, the locus of a
moving point whose distance difference from two fixed
points is constant is a hyperbola. To determine a point in
three-dimensional space, at least three distance differences
and four observation points are needed. Therefore, there
should be at least four observation stations for positioning.

In the DL-TDoA edge computing tag, the practicability
of the localization algorithm affects the result of localiza-
tion. Assume that the coordinate of the target, a vehicle,
is ðx, y, zÞ. Now, the DL-TDoA system has at least M + 1
anchor nodes, and one of these nodes is the main station
S0 while the others are the substation Si, and the coordi-
nates are ðxi, yi, ziÞ, i = 0, 1, 2, 3,⋯,M. Suppose that the
time of electromagnetic radiation from the target to each
station is ti, i = 0, 1, 2, 3⋯M. The time difference between
the arrival times of each substation and that of the main
station can be written as πi, i = 1, 2, 3,⋯,M. By multiply-
ing the time difference of arrival by the speed of light, the
distance difference between the vehicle and each substation
to the terminal can be obtained:

Δri = cπi, ð1Þ

where c represents the theoretical speed of light. The
distance difference can also be obtained directly from the
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Figure 1: The difference between DL-TDoA and UWB.
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distance between the target and the main station minus
the distance between the target and the substation:

Δri = ri − r0 =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − xið Þ2 + y − yið Þ2 + z − zið Þ2

q

−
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x − x0ð Þ2 + y − y0ð Þ2 + z − z0ð Þ2

q
:

ð2Þ

In equation (2), the part of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx − x0Þ2 + ðy − y0Þ2 + ðz − z0Þ2

q

equals r0; the next equation is obtained:

Δri + r0ð Þ2 = r2i = x − xið Þ2 + y − yið Þ2 + z − zið Þ2: ð3Þ

Since r0 is an unknown parameter, the inequality is reduced
to a linear equation and r0 is eliminated. Subtract r20 from
both sides of the formula:

Δr2i + 2Δrir0 = 2 x x0 − xið Þ + y y0 − yið Þ + z z0 − zið Þ½ �
+ x2i + y2i + z2i
� �

− x20 + y20 + z20
� �

:
ð4Þ

Let di represent the distance of each station, d2i = ðx2i +
y2i + z2i Þ, then

Δr20 + 2Δrir0 = 2 x x0 − xið Þ + y y0 − yið Þ + z z0 − zið Þ½ � + d2i − d20:

ð5Þ

It can be sorted out:

Δrir0 +
Δr2i − d2i + d20

2 = x x0 − xið Þ + y y0 − yið Þ + z z0 − zið Þ,
ð6Þ

where i = 1, 2, 3,⋯,m of the above equation represents the
number of anchor nodes and x, y, z are the unknown
numbers, so the above equation is rewritten as the follow-
ing matrix:

x0 − x1 y0 − y1 z0 − z1

⋮ ⋮ ⋮

x0 − xm y0 − ym z0 − zm

2
6664

3
7775

x

y

z

2
6664

3
7775

=

Δr1

⋮

Δrm

2
6664

3
7775r0 +

Δr21 − d21 + d20
2
⋮

Δr2i − d2i + d20
2

2
6666664

3
7777775
:

ð7Þ

The matrix of formula (7) can be divided into

A =
x0 − x1 y0 − y1 z0 − z1

⋮ ⋮ ⋮

x0 − xm y0 − ym z0 − zm

2
664

3
775, ð8Þ
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Figure 2: The architecture of the proposed automated location solution using DL-TDoA.
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B = Cr0 +D =
Δr1

⋮

Δrm

2
664

3
775r0 +

Δr21 − d21 + d20
2
⋮

Δr2i − d2i + d20
2

2
666664

3
777775
: ð9Þ

According to the linear properties of linear equations,
the solution set of AX = B is the sum of the solution sets
of AX = Cr0 and AX =D. When m = 3, A is a square
matrix. According to the Cramer rule, its solution can be
expressed as

xij =
Aj

�� ��
Aj j , ð10Þ

where Aj is the determinant obtained by replacing the jth
column element in a with a constant term. The new equa-
tion can be obtained:

x = a1r0 + b1,
y = a2r0 + b2,
z = a3r0 + b3,

8>><
>>:

ð11Þ

where ai is the solution set of AX = C and bi is the solu-
tion set of AX =D. Then, replace the x, y, z variables of
equation (12) with those in equation (11):

r20 = x − x0ð Þ2 + y − y0ð Þ2 + z − z0ð Þ2, ð12Þ

r20 = a21 + a22 + a23
� �

r20 + 2r0 a1b1 + a2b2 + a3b3 − a1x0 − a2y0 − a3z0ð Þ
+ x0 − b1ð Þ2 + y0 − b2ð Þ2 + z0 − b3ð Þ2:

ð13Þ
Suppose α = ða21 + a22 + a23Þ, β = ða1b1 + a2b2 + a3b3 − a1

x0 − a2y0 − a3z0Þ, and γ = ðx0 − b1Þ2 + ðy0 − b2Þ2 + ðz0 − b3Þ2
, then the final equation is

r0 =
−β ±

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 − 4αγ

p
2α : ð14Þ

When r0 has two solutions, two positioning results are
obtained, that is, the positioning is fuzzy, so the observation
station needs to be added. When r0 has a solution, the tar-
get position can be uniquely determined. When r0 has no
solution, the position cannot be determined. After r0 is
obtained, x, y, z can be found in equation (11). Through
the edge calculation of the positioning tag on the vehicle,
the position information returned by the DL-TDoA algo-
rithm is calculated in the tag to carry out accurate position-
ing processing.

3.3. RTK and DL-TDoA Data Format Processing. RTK
positioning system (high-precision GPS measurement and
positioning technology), as a comparative technology, DL-
TDoA data should be transformed into RTK format in the
same coordinate. The original longitude and latitude of

RTK data are transformed as international format: degrees,
minutes, and seconds. Since the original RTK data collection
is based on the geodetic coordinate system, the WGS-84
ellipsoid datum algorithm transforms the coordinate system
of the data from the geodetic coordinate system to a x, y, z
plane coordinate system. In this case, the origin of the coor-
dinate system is not the origin specified by the test site, so it
is necessary to translate the data to the coordinate system
centered on the specified origin. The data on the other side
is DL-TDoA data. The data of DL-TDoA is the data of the
plane coordinate system, but the data needs to be rotated to
the same x, y, z direction the same as RTK data. Since the
uplink DL-TDoA frequency is 4Hz, while the RTK upload
frequency is 26Hz, it is necessary to use the difference com-
pensation method to find the missing values, to achieve the
same frequency as RTK. As the RTK and DL-TDoA antenna
cannot be fixed at the same position on the vehicle, there is a
physical error to compare the traces. Therefore, the data from
DL-TDoA should manually minus the error distance. Now,
the RTK and DL-TDoA data are in the same coordinate,
and no outside errors do not come from algorithms.

3.4. Highway and Tunnel Scenario Setup. As shown in
Figure 3(a), the highway simulation environment is selected
in the Xishatun test ground. The green area is the test area,
and the two ends are the start point and the endpoint, respec-
tively. At this time, the area is a straight barrier-free road, and
there is no signal occlusion. The test area is described
(Figure 3(b)). First of all, the acceleration part and decelera-
tion part of the vehicle are green areas, and the green area
is not included in the data analysis plan, because the main
test of DL-TDoA is still focused on driving at a constant
speed. The total length of the test area is 130-150m, and
the length of the DL-TDoA positioning test area is 100m.
Nodes are set in the gantry area as shown in the test
(Figure 3(c)). Due to the natural conditions of the test area,
the distance between the gantries is not the same. The inter-
val is about 8m or 30m. To increase the positioning effect,
the test area requires some artificial anchor points, which
may not be fixed on the gantry because the number of gan-
tries is fixed. Therefore, temporary anchor points for tripod
support are added on both sides of the road in Figure 3(d)
(green anchor points are temporary anchor points while
red ones are fixed anchor points fixed on gantry). Anchors
7 and 8 are bridge nodes, which link to the public network
to upload the positioning track. The accuracy of DL-TDoA
on the highway is verified to determine whether it can per-
form well in the tunnel.

The arrangement of anchor nodes and bridge nodes on
both sides of the tunnel is shown in Figure 4. Because there
are rocks and walls on both sides of the tunnel, it is more
effective to arrange joints on the wall. Anchor nodes and
bridge nodes are arranged alternately to obtain a better ad
hoc network.

3.5. Anchor and Tag Devices. To solve the time-consuming
and labor-consuming problem of coordinate measurement
in the anchor node, the self-positioning module of the anchor
node is developed in this paper. After the installation of the
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equipment, the system can automatically measure the coordi-
nates of anchor nodes, which establish a coordinate system
and simplify the construction process. Figure 5 displays three
common anchor node devices, including wall-mounted
anchor nodes, roof anchor nodes, and three defense anchored
nodes. The wall-mounted anchor node in Figure 5(a) can be

hanging fixed on the vertical wall. The roof anchor node in
Figure 5(b) is always fixed with clamps or screws on indoor
ceilings. The three-defense anchor node in Figure 5(c) adopts
a screw fixation method that can be installed in both indoor
and outdoor environments. All three kinds of anchor nodes
are powered by PoE supply.

Overall lenght 130~150 m Road width
15 m

35 m
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8 m8 m
8 m 8 m
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network

Connect
network
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(d)

Figure 3: Anchor and bridge node deployment for the DL-TDoA highway test. (a) Test area: Xishatun test ground. (b) The test area
includes three parts: the acceleration zone, the test area, and the deceleration zone. (c) Gantry distances. (d) The distribution of anchor
and bridge nodes.
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Figure 4: The distribution of anchor and bridge nodes in the tunnel test.

(a) (b) (c)

Figure 5: Three common anchor node devices adopted in the proposed solution. (a) Wall-mounted anchor node. (b) Roof anchor node. (b)
Three-defense anchor node.
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In the proposed solution, the wireless network connects
the anchor nodes, where each anchor node only needs PoE
power. About 15% of anchor nodes in the network need to
be connected to the switch. In the construction process of
the proposed solution, all wireless networks make the
deployment of anchor nodes easier and the construction cost
is greatly reduced. Based on the calculation of the same
number of base stations, the cost of construction and auxil-
iary materials of our solution will be saved by about 70%.
Moreover, because most anchor nodes need power supply
tightly, they will be more flexible in the location selection
of base stations.

The DL-TDoA algorithm proposed in this paper can use
the tag to calculate the location information, making the
capacity of the network theoretically unlimited. In the actual
application scenario, it is enough to support a large number
of tags. Based on wireless communication technology,
anchor nodes automatically form an IPv6 mesh network,
which has very flexible scalability. If there exists a deployed
base station under the environment, the newly installed base
station will automatically join the existing mesh network if
the location area needs to be increased.

Figure 6 displays seven common tags and positioning
units, including badge tag, asset tag, general tag, sensor tag,
safety vest, positioning unit, and V7 development board. In
Figure 6(a), the badge tag is always used for tracking person-
nel. The device owns one button with an alarm function.
When the alarm is triggered, the device makes a sound, its
LED stroboscopic alarm, and its electronic screen display.
The device is wearable and with a single rechargeable lithium
battery. Figure 6(b) displays an asset tag that is always
used to track assets or objects with low moving frequency.
The device can be fixed on objects, which also contains
one alarm button and an LED stroboscopic alarm. The
general tag in Figure 6(c) is always used to track vehicles
or people, which can be fixed to objects or carried by peo-

ple. The device owns an LED stroboscopic alarm with a sen-
sor interface. The sensor tag in Figure 6(d) integrates a
positioning module that can collect and upload sensor data
with time and space labels. The device supports integration
in the third party to design personalized products. The safety
vest as shown in Figure 6(e) owns a wearable positioning
label with light prompt and alarm function. It is suitable for
the production environment of various industries: lithium
battery (rechargeable) power supply. The positioning unit
in Figure 6(f) contains complete core positioning functions,
the firmware is preloaded, and the development of various
application interfaces is supported. Support the design of
personalized labels or other products on the third-party
PCB. The PCB of the V7 development board in Figure 6(g)
integrates a positioning module that provides multiple inter-
faces for the third party. Its external power supply is required
as no more than 3.6V through the USB power supply.

Each tag has its computing power and can calculate the
location information independently. Considering the real-
time requirement in RTLS, our tags can compute the location
information by themselves, to achieve almost zero delays. For
scenes with high real-time requirements, such as anticollision
and unmanned driving, the proposed system has great advan-
tages. The proposed solution has realized the active control of

(a) (b) (c)

(d) (e) (f) (g)

Figure 6: Seven common tags and units adopted in the proposed solution. (a) Badge tag. (b) Asset tag. (c) General tag. (d) Sensor tag. (e)
Safety vest. (f) Positioning unit. (g) V7 development board.

Table 1: Device list used in test.

No. Device name Count No. Device name Count

1 Bridge node 2 7 Router 1

2 Anchor node 16 8 Distance meter 2

3 Location server 1 9 Total station 1

4 PoE exchanger 1 10 Laptop 2

5 Network cable 200m 11 PoE extender 2

6 V7 general tag 4
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a forklift and other machinery in the storage field and has
made a lot of technical reserves for unmanned driving.

4. Experiments and Scenario Analysis

The verification experiment of this paper is divided into two
application scenarios: highway and tunnel internal test. The
devices used in the experiment are listed in Table 1. We use
2 bridge nodes, 16 anchor nodes, 1 location server, 1 PoE
exchanger, 4 V7 general tags, 1 router, 2 distance meters, 1
total station, 2 laptops, and 2 PoE extenders. Moreover, a
200m network cable is used in the experiment.

4.1. Scenario 1: Highway Static Test. Before the test, the
devices and sensors are fixed on gantries and connected to
the IPV6 network and local network. As shown in
Figures 7(a) and 7(b), the anchor and bridge nodes are fixed
on gantries. To verify that the proposed DL-TDoA is
accurate enough, first of all, the static position comparative
experiments are needed. Testers prepare a triangle bracket
(Figure 7(c)), where the RTK positioning sensor and DL-

TDoA positioning sensor are alternated. The fixed position
of the triangle bracket guarantees the same position for both
two positioning sensors so there are no sensor physical posi-
tion errors. Testers choose several positions to collect the
position data for future comparisons. Figure 7(d) shows that
the positioning sensor connects the laptop directly in the
static test scenario. Static test data is collected by local
USB transmission.

The RTK data obtained after the fixed-point test will be
converted into a plane coordinate system (using WGS-84
ellipsoid datum). It is easy to transform the RTK from the ori-
gin of the plane coordinate system to the coordinate system
with the fixed point of the test field as the origin. For the data
of DL-TDoA, the plane coordinate system is used as the north
direction of the y-axis, and the original coordinate system
adopted by DL-TDoA is rotated. Because the sensor positions
of RTK and DL-TDoA are the same, the position difference
between RTK and DL-TDoA antenna is removed and the
coordinates are corrected. Finally, the distance difference
between RTK and DL-TDoA is calculated point to point,
and the average value of the distance difference is calculated

(a) (b) (c) (d)

Figure 7: Scenario was set up. (a) Installing anchor nodes. (b) Fixed nodes. (c) Testing in different positions. (d) Collecting data.
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to get the final result. Figure 8(a) shows the RTK and DL-
TDoA data in the same rectangular coordinate system. Black
points represent RTK while the white points present the DL-
TDoA data. As shown in the figure, the majority of the tested
positions is overlapped and provides excellent accuracy. For
some point, only the DL-TDoA data can be seen, which
proves RTK and DL-TDoA data is full the same under the
millimeter unit. Figure 8(b) shows the error under static posi-
tioning. It is seen from Figure 8(b) that the maximum error is
less than 200mm and the minimum error is close to 0mm.
The maximum distance error is 193.12mm, and the mini-
mum distance error is 14.43mm. The average error of RTK
and DL-TDoA was 119.64mm.

4.2. Scenario 1: Highway Dynamic Test. For the dynamic test,
RTK and DL-TDoA sensors are fixed on the top of the vehi-
cle. As shown in Figure 9(a), there is a 20 cm distance
between two kinds of antennas, which causes the deviation

when tracing the trajectory of two motions. Therefore, com-
paring with the static test, when processing the data, testers
are required to manually modify the deviation, by simply
subtracting 20 cm. Another problem is that RTK transmits
the data with a 26Hz frequency while the frequency of DL-
TDoA is only 4Hz. Tester manually finds the same position
in the same frame. These two problems are the main differ-
ences between the static and dynamic tests. Figures 9(b)
and 9(c) are the start and end positions for the dynamic test.
Then, the vehicle goes through the gantries, which are fixed
with DL-TDoA anchor nodes and bridge nodes. The overall
distance of the dynamic test is 100m.

In the dynamic test, three comparative experiments are
set to speeds of 30, 60, and 80 km/h, respectively. For the
dynamic data format, due to the deviation between RTK
and DL-TDoA antenna, testers are supposed to minus the
distance of that error on the coordinate. Another problem
this paper has mentioned is that the uploading frequency of

DL-TDoA
antenna

RTK satellite
antenna

RTK 4G
antenna

(a)

(b)

(c)

Figure 9: Dynamic scenario was set up.
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RTK and DL-TDoA is different so testers need to manually
find the same frame that both RTK and DL-TDoA have
uploaded the data for the future comparisons and analysis.
Figure 10 shows the comparisons of 30, 60, and 80 km/h,
respectively, and the initial positions are found by testers so
there might be some incorrect initial points. However, what
we need to focus on is the trend of the lines, whether it is con-
sistent with the RTK of the comparison sample. For the first
and second figures of Figure 10 of 30 km/h, DL-TDoA has
the same trend with RTK so the tester might not find the cor-
rect point but the results are still good. As for the third figure
of Figure 10 (1), of 30 km/h, the DL-TDoA data nearly over-
laps the RTK data but with a little fluctuation. Thatmeans tes-
ters find the correct initial point, and within the speed of
30 km/h, DL-TDoA performs as well as RTK. In the figures
of 60 km/h in Figure 10, (1) shows that RTK has more lag
fluctuation than DL-TDoA while the other two ((2) and (3))
show the DL-TDoA performs well. As for (1) of 80 km/h of
Figure 10, it is obvious that the testersfind awrong initial posi-
tion of DL-TDoA. However, compared with 30 and 60 km/h,
the DL-TDoA positioning algorithm under the speed of

80 km/h performs worst. In conclusion, the higher the speed
of the vehicles, the lower the accuracy of the test.

Table 2 proves that when the speed of vehicles goes up,
the maximum errors and mean errors increase. However,
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Figure 10: The comparisons of RTK and DL-TDoA with the speed of 30, 60, and 80 km/h, respectively.

Table 2: Maximum, minimum, and mean of errors of 30, 60, and
80 km/h, respectively.

Speed (km/h)
Maximum
error (mm)

Minimum
error (mm)

Mean
error (mm)

30

742.81 101.25 355.03

775.68 117.57 418.85

623.41 7.13 246.60

60

1126.77 45.41 961.23

647.23 20.96 302.65

845.97 52.01 205.75

80

1958.08 405.62 1306.81

1496.90 53.26 951.28

1493.73 62.79 789.23
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the minimum errors do not depend on speed. To ensure the
safety and accurate positioning, the maximum errors are the
most important data this paper needs to focus on. In conclu-
sion in Table 3, when the vehicle goes through the test area with
30, 60, and 80km/h, the mean errors are 37.11, 50.06, and
87.03 cm, respectively, which give an acceptable and useful
result for future tunnel positioning without RTK comparison.

4.3. Scenario 2: Tunnel Test. In Figure 11, testers set up the
scenario in a tunnel and use the same devices and sensors
in the dynamic test. One driver drives the car and goes

through the tunnel. Due to the unavailable RTK service, the
data only comes from the DL-TDoA system. After convert-
ing the data to lines drawn on Figure 12 and checking with
the real driving route, the detected trace is nearly the same
accuracy as the highway dynamic test.

5. Conclusions

This paper proposed a DL-TDoA technology inherited from
UWBwireless protocol to realize accurate vehicle positioning
systems in highway and tunnel scenarios. Compared with

Table 3: The average mean of errors of 30, 60, and 80 km/h, respectively, and delay.

Test scenario Average mean error comparing with RTK (cm) Positioning frequency (Hz) Delay (ms)

Static 11.96 10 <50
30 km/h 37.11 26 <50
60 km/h 50.06 26 <50
80 km/h 87.03 26 <50

Figure 11: The tunnel scenario was set up.

Figure 12: Tunnel test result by using DL-TDoA.
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traditional positioning technology, the most important
advantages of DL-TDoA technology are its high time effi-
ciency and strong anti-interference capability during data
transmission. Without a cumbersome connection process,
DL-TDoA utilizes simple devices and distributed processing
methods to realize a reliable, large capacity, and scalable
wireless network. As shown by the test results in two scenar-
ios, regarding RTK as the standard reference position, the
location accuracy from DL-TDoA is less than 1 meter and
frequency keeps stable at 4Hz, 26Hz. Also, the coverage rate
of the DL-TDoA system achieves 100% in the tunnel
scenario, which means all areas of the tunnel will be covered
by the signals. In the tunnel scenario, the positioning accu-
racy of centimeter level can be obtained and the dynamic
return can be achieved even when the vehicle system is driv-
ing at high speeds. In the future, other kinds of complex road
scenes will be tested by the proposed DL-TDoA system.
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In the practical application of large-scale photovoltaic module monitoring, adopting wireless sensor network (WSN) technology is a
method worth researching. With increasing nodes in the wireless sensor network, widely existing clock skew, increased
geometrically, is bringing about greater energy consumption. Due to the random distribution of nodes, in order to improve the
transmission efficiency and reduce the computational load of the coordinator, the node processor needs to the use edge
computing for preliminary analysis. This paper puts forward an improved energy-efficient reference broadcast synchronization
algorithm (ERBS). This algorithm firstly calculates the average phase offset of nonadjacent nodes in the network after receiving a
message. It then uses the least square method to solve the clock skew to achieve high-precision synchronization of the whole
network. Simulation results show that compared with RBS, the time synchronization precision of ERBS is greatly improved and
synchronization times are greatly reduced, decreasing energy consumption significantly.

1. Introduction

With the development of microelectromechanical system
(MEMS), wireless communications, Internet of Things, big
data, and AI transforming distributed sensing, edge comput-
ing, and communication into wireless sensor nodes at a low
cost and low power consumption is becoming the focus of
research. These sensor nodes transmit data packets and form
the network via multihop communication collaboration,
which has been widely used in home appliance automation,
military surveillance, environment, and human health mon-
itoring [1–3]. However, in most practical applications, wire-
less sensor networks have some limitations such as limited
energy, unreliability, and large-scale sensor nodes. The study
on time synchronization protocol with effective energy and
time synchronization precision is one of the key points in
the current research [4, 5]. Clock synchronization is a basic
service that provides the concept of common time in any dis-
tributed system. In particular, in different application envi-
ronments, wireless sensor networks need clock

synchronization of different precisions because it needs to
provide a common time base for different nodes to handle
the distributed tasks. The precision of time synchronization
is necessary for various tasks including data fusion, locating
and tracking power management, and effective media access
control [6]. As sensor network nodes are used operationally
at once and will be in operation for a long time after deploy-
ment, it is common to periodically set sensor network nodes
to sleep mode to save battery power. Maintaining a relative
time base is very important for waking up sensor nodes so
that the success rate of data exchange can be improved.
Therefore, a simple and efficient clock synchronization
mechanism is likely to be used, where all timestamps use
the same time base instead of multiple local clocks. For such
a synchronization protocol, the two most important parame-
ters that conflict with each other are high synchronization
precision and low power consumption. In many applications,
minimum synchronization errors must be maintained, need-
ing resynchronization start-ups many times, increasing
power consumption. Therefore, it is necessary to balance
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synchronization precision and energy consumption in the
application.

Edge computing refers to an open platform integrating
network, computing storage and application core capabilities
at the edge of the network near the object or data source to
provide edge intelligent services nearby, so as to meet the
key requirements of industry digitization in terms of agile
connection, real-time business, data optimization, applica-
tion intelligence, security, and privacy protection. In terms
of privacy protection, based on bilinear pairing and Paillier
homomorphic encryption, Zhao et al. designed a data aggre-
gation scheme for edge computing. The scheme can not only
realize the batch processing of data but also protect the integ-
rity and source authentication of vehicle organization net-
work data. It can improve the network data processing
efficiency and reduce communication costs while protecting
users [7]. Based on the consideration of the safety of auto-
matic driving technology, Xiong et al. proposed an IDP
architecture for VANET, which has a high detection accuracy
and high efficiency of data processing, and can improve the
safety of automatic driving. The effectiveness of its architec-
ture in preventing VANET intrusion in a complex environ-
ment is verified by a case study [8]. Considering the
security of point-to-point transaction, Nawaz et al. built a
concept verification intelligent contract platform by using
edge computing technology. Compared with other platforms,
the intelligent contract platform does not need intermediary
in data transaction and can reduce the space occupied by it as
much as possible under the premise of ensuring the owner-
ship of data and user privacy [9]. In order to improve the
computational efficiency, Wu et al. proposed an online opti-
mization algorithm based on device data analysis, maximiz-
ing fairness and throughput balance and using Lyapunov
and convex optimization to improve the effectiveness of
resource allocation through numerical simulation, aiming
at the randomness of wireless mobile edge traffic arrival,
the time coupling of uplink and downlink decision-making,
and the incompleteness of system state knowledge [10]. In
view of the delay problem of terminal equipment processing
dense data, on the basis of multiaccess edge calculation
method, Li et al. through the establishment of mixed integer
nonlinear programming model, and then using genetic algo-
rithm to optimize, the stable convergence solution was
obtained, which improved the data calculation efficiency of
terminal equipment and effectively reduced the energy con-
sumption of equipment [11]. Zakarya et al. put forward the
resource management technology of game theory to improve
the efficiency of data processing and effectively reduce the
cost of equipment and energy consumption [12]. Zeng et al.
proposed a fast search algorithm for the optimal pricing
strategy of vehicle edge computing server based on the
genetic algorithm by analyzing the interaction between the
vehicle and edge computing server. Through simulation
and comparison with other schemes, the efficiency of the
algorithm was verified and the calculation cost was reduced
[13, 14]. In real-time business, Zhai and others proposed a
service framework based on environment and resource con-
straints and a dynamic edge service migration algorithm.
Through modeling and simulation, the temperature of the

service framework and the effectiveness of the algorithm in
reducing traffic were verified. However, its algorithm also
has certain limitations. The data migration process has a cer-
tain delay, and the migration process will consume corre-
sponding resources, which will limit the efficiency of data
migration to a certain extent [15]. Arunan et al. introduced
a self-adaptive feature extraction fault detection and fault
identification protection scheme based on edge calculation
feature extraction for monitoring fault current of a micro-
grid. Through simulation and comparison, the effectiveness
and strong noise resistance of this method in power grid pro-
tection are verified [16, 17]. On the basis of pervasive edge
computing, Pei and others proposed a nonorthogonal multi-
pervasive edge computing power allocation framework and a
total power optimization algorithm for the internet of vehi-
cles. This framework can minimize the system delay, and
the effectiveness of the optimization algorithm is verified by
simulation analysis [18]. Quan et al. proposed a multiagent
deep reinforcement learning algorithm based on the delay
problem of vehicle edge computing. By maximizing the dis-
tributed communication, computing, and path planning,
the scalability of the algorithm was verified by experiments,
which reduced the service delay and data migration cost
[19, 20].

With the expansion of WSN, the number of network
nodes has increased dramatically. A feature of traditional ref-
erence broadcast synchronization (RBS) algorithms is that
error sources are concentrated mainly in the processing time
of receiving nodes and higher synchronization precision [21–
23], but with the increasing network overhead, it will influ-
ence the energy consumption of the whole system [24, 25].

This paper will complete the collection and transmission
of parameters using WSN in the process of photovoltaic
module monitoring. Photovoltaic module monitoring makes
more demands on nodes as the source node is applied as the
receiver in the photovoltaic module. Therefore, an improved
ERBS algorithm is proposed based on the analysis of the RBS
algorithm. The ERBS algorithm firstly calculates the average
phase offset of nonadjacent nodes in the subnet of photovol-
taic module monitoring after receiving a message. Then, it
will solve the clock skew by the least square method. In the
process of solving clock skew, the influence of environmental
temperature will be considered in photovoltaic module mon-
itoring and the synchronization precision of the whole net-
work can be achieved, providing the basis for photovoltaic
module monitoring and fault diagnosis. Different applica-
tions have different requirements for various supporting
technologies of WSN. This paper studies the WSN time syn-
chronization method for photovoltaic module monitoring
field. The proposed ERBS algorithm can effectively reduce
network energy consumption and enhance the reliability of
network time synchronization on the basis of ensuring syn-
chronization accuracy. It can be applied in large-scale WSN
construction.

2. Problem Description

RBS is a typical synchronization method based on a receiver-
receiver mechanism. It can synchronize a set of child nodes
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that receive a beacon message from a common sender (the
reference node is the parent node). Figure 1 is a schematic
diagram of the RBS synchronization mechanism. A parent
node P and other nodes, A and B, within the communication
range of the parent node will complete a group of
synchronization.

As shown in Figure 2, it is assumed that the parent node
(P) periodically sends reference broadcast beacons. Nodes A
and B receive the ith beacon sent by the parent node (P) at
local time TAð2,iÞ and TBð2,iÞ, respectively. Nodes A and B
record the arrival time of the broadcast group and exchange
timestamps with each other.

Assuming that Xi
ðPAÞ represents an uncertain delaying

part (random delay), dðPAÞ represents the certain delaying
part from node P to node A (propagation delay), then
TAð2,iÞ can be recorded as

TA 2,ið Þ = T1,i + d PAð Þ + X PAð Þ
i + φ PAð Þ + ω PAð Þ T1,i − T1,1ð Þ, ð1Þ

where T1,i is the sending time of the parent node and
φðPAÞ and ωðPAÞ are the clock phase offset and frequency offset
of node A compared to parent node P. In the same method,
the arrival time of node B is

TB 2,ið Þ = T1,i + d PBð Þ + X PBð Þ
i + φ PBð Þ + ω PBð Þ T1,i − T1,1ð Þ, ð2Þ

where dðPBÞ, Xi
ðPBÞ, φðPBÞ, and ωðPBÞ represent fixed delay,

random delay, clock phase offset, and frequency offset of
node B to the reference node, respectively. From formulas
(1) and (2), we can get

TA 2,ið Þ − TB 2,ið Þ = φ BAð Þ + ω BAð Þ T1,i − T1,1ð Þ + d PAð Þ − d PBð Þ + X PAð Þ
i − X PBð Þ

i ,

ð3Þ

Among them φðBAÞ ≜ φðPBÞ − φðPAÞ and ωðBAÞ ≜ ωðPBÞ −
ωðPAÞ are phase offset and frequency offset of nodes A and
B while receiving the ith broadcast group from the parent
node, Xi

ðPAÞ and Xi
ðPBÞ are random variables of a normal dis-

tribution with a mean value of μ and variance of σ2/2. Elson
et al. proved that after receiving the reference message, the
phase offset of the local time difference between any two
receiving nodes follows Gaussian distribution that μ = 0, σ
= 11:1μs [21].

The RBS algorithm uses the broadcast characteristics of
the wireless channel to send multiple reference broadcast
synchronization messages to the sender and the receiving
nodes adjust their own time by calculating the local time dif-
ference of receiving synchronization messages and exchang-
ing timestamps, so synchronization is achieved.

The main error source of RBS algorithms is the time
delay of the receiver, and its biggest feature is to eliminate
the sending time delay and access time delay of the reference
broadcast message on the critical path from the sending node
to the receiving node. Therefore, the time synchronization of
the receiving node will be closer. While solving the synchro-
nization problem of WSN, the accessing time of channels in
the media access control (MAC) layer is the biggest source
of error, so it is very important to further study the defects
in the RBS algorithm and find an improved algorithm.

3. Design of ERBS Algorithm

Due to the characteristics of phase offset and frequency offset
of the RBS algorithm [26, 27], the realization of the ERBS
algorithm can be divided into two steps. The first step is to
estimate the uncertain phase offset and the second is to esti-
mate the frequency offset of nodes. In estimating frequency
offset, the influence of temperature on synchronization preci-
sion needs to be considered and then the overall evaluation
can be conducted on the performances of the improved
algorithm.

Clock drift is accumulated in one period, and random
delay is closely related to timestamps. Figure 3 shows the
relationship between synchronization error, clock skew, and
random delay, which applies to discussions about the ERBS
algorithm. In Figure 3, measurement modeling refers to the
establishment of the functional relationship of the measure-
ment model according to clock drift and random delay. Cal-
culation of the estimated value refers to estimating the
relationship between synchronization error and clock drift
by linear regression based on the measurement model of
timestamps. Taylor approximation expansion refers to the
linearization of nonlinear calculations based on the relation-
ship among synchronization error, clock drift, and random
delay, which can reduce computational complexity and
improve the execution efficiency of the algorithm on the pre-
mise of ensuring synchronization precision and energy con-
sumption [28, 29]. The absolute error refers to the
phenomenon that the node may lead or lag the master node
in the synchronization process, and the adoption of absolute
error is to solve this problem. The analysis of the synchroni-
zation error source shown in Figure 3 provides effective sup-
port for the design of the ERBS algorithm.

In a WSN composed of photovoltaic module monitoring
nodes, each monitoring subnet contains n + 1 nodes (gener-
ally set as 200 ≤ n ≤ 500) when the parent node of the subnet
sends a message (mainly including the photovoltaic module
ID, voltage, current, temperature, and timestamp). Under
the application background, commonly used RBS algorithms
require each node in the monitoring subnet to exchange
information with other n nodes and then calculate the time
difference by exchanging information. With the increase of

P

A B

Parent node

Receiver Receiver

Figure 1: Schematic diagram of the RBS synchronization
mechanism.
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n, to achieve time synchronization of the whole network, the
amount of information exchanging between nodes has
increased sharply, putting enormous pressure on the whole
WSN communication overhead. Aiming to increase energy
consumption caused by synchronization data interaction in
the RBS algorithm, the ERBS algorithm was improved
accordingly.

The specific implementation steps of the ERBS algorithm
are as follows:

(i) Numbering n receiving nodes in the photovoltaic
module monitoring subnet

(ii) The parent node sends an information packet con-
taining the photovoltaic module ID, voltage, cur-
rent, temperature, and timestamp

(iii) n receiving nodes receive packets, and the local ref-
erence time is determined according to the time of
receiving the packets

(iv) The information packets containing timestamps are
received by the node interactions

(v) Each receiving node calculates the offset value of the
timestamps based on the received information
packets

(vi) The receiving node first calculates the phase offset
using the estimation method

(vii) Further calculations of the frequency offset are per-
formed considering the working temperature of
photovoltaic modules

3.1. Estimation of Phase Offset. Figure 4 shows the estimation
of the phase offset of three receiving nodes. Compared to the
traditional RBS algorithm with an increasing number of
nodes and sent messages, the increase of algorithm execution
time for the ERBS algorithm is not obvious, the growth of
algorithm complexity is limited, and the increase of the net-
work’s energy consumption is limited. The main reason is
that the ERBS algorithm gave up any information interaction
between two nodes, and it did not focus on the information
transmission of nonadjacent nodes, effectively saving the
amount of data interaction and improving the energy effi-
ciency of time synchronization [30, 31].

Local time

Node P

Node A

Node B

T1,1

TA (2,1)

TB (2,1)
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TB (2,i)
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Figure 2: Schematic diagram of clock synchronization RBS model.
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Figure 3: Analysis of synchronization errors.
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While estimating the phase offset, the focus is to calculate
two nonadjacent nodes. Assuming that as p and q, p ∈ n, q ∈ n
, and p − q ≠ ±1: because it is nonadjacent, Tr,k represents the
recorded local time, while node r receiving the information
packet k, among that r ∈ n.m represents the amount of infor-
mation, and φ represents the phase offset.

φ = 1
m
〠
m

k=1
Tp,k − Tq,k
� �

: ð4Þ

Otherwise, according to literature [21], assuming that the
phase offset follows Gaussian distribution with an average of
0 and variance of σn if the condition is φ then the measure-
ment value of phase offset is x = ½x1, x2,⋯xN �T , and the con-
ditional probability density function is

p x ∣ φð Þ = 1ffiffiffiffiffiffi
2π

p
σn

� �N

exp −〠
N

i=1

x − φð Þ
2σ2

n

" #
: ð5Þ

Then, the probability density function φ is

p φð Þ = 1ffiffiffiffiffiffi
2π

p
σ
exp −

φ − μð Þ2
2σ2

" #
: ð6Þ

We assume that the condition is

C =
ðφ−r
−∞

p φ ∣ xð Þdφ +
ð∞
φ+r

p φ ∣ xð Þdφ = 1 −
ðφ+r
φ−r

p φ ∣ xð Þdφ:

ð7Þ

When C is the minimum value, the right side integral is
the maximum. If bφ is the estimated value of the phase offset,
then the necessary condition for the maximum value is

∂ ln p φ ∣ xð Þ
∂φ

����
φ=bφ

= 0: ð8Þ

Formula (8) is the biggest posterior equation of φ:

p φ ∣ xð Þ = p x ∣ φð Þp φð Þ
p xð Þ , ð9Þ

p xð Þ =
ð+∞
‐∞

p x, φð Þdφ =
ð+∞
−∞

p x ∣ φð Þp φð Þdφ: ð10Þ

By getting the logarithm towards formulas (9) and (10)
and partial derivative of φ, the solution definition of bφ is as
follows:

∂ ln p x ∣ φð Þ
∂φ

+ ∂ ln p φð Þ
∂φ

� 	

φ=bφ
= 0: ð11Þ

Because φ conforms to the Gaussian distribution, the
equation above can be simplified as

∂ ln
1/

ffiffiffiffiffiffi
2π

p
σn


 �N
exp −∑N

i=1 xi − φð Þ2/2σ2n
� �h i� 


∂φ

+ ∂ ln
1/

ffiffiffiffiffiffi
2π

p
σ


 �
exp − φ − μð Þ2/2σ2� �n o

∂φ
= 0:

ð12Þ

After further simplifying, we can get

〠
N

i=1

xi − φ

σ2n
+ μ − φ

σ2 = 0: ð13Þ

Setting φ = bφ , then

bφ = 〠
N

i=1

xi
σ2
n
× σ2nσ

2

Nσ2 + σ2n
: ð14Þ

Formula (14) is the estimated value of phase offset.

3.2. Estimation of Clock Frequency Offset. The clock drift of
WSN nodes is caused by changes in the frequency of the crys-
tal oscillator. The counter will reduce by one for each oscilla-
tion. When it is reduced to 0, one interrupt process is
generated, which can realize the sending of a packet. During
this process, if the crystal oscillator has a larger clock skew,
the timestamp carried by the sending packet will have a large
error, resulting in the network time synchronization generat-
ing an offset value, which is more than a set. After realizing
one interrupt process, the counter will reload the starting
value from the hold register. It is assumed ρ is the maximum
drift speed; if two clocks drift in opposite directions relative
to UTC, the possible difference value is 2ρΔt during the time
Δt after synchronization. For a WSN operating system,
assuming the difference between every two clocks does not
exceed δ, then it must resynchronize at least within δ/2ρ. In
this algorithm, the local time of node i at the physical time

Send

Receive

Receive

Receive

Figure 4: Diagram of the estimation of the phase offset of the ERBS
algorithm.
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t is defined as

Ti tð Þ =
1
f0

ðt
t0

f i tð Þdt + σi, ð15Þ

f0 is nominal frequency, f iðtÞ is the real frequency of the
crystal oscillator, in usual cases that f iðtÞ ≠ 1; σi is the time
offset of node i accumulated before moment t; and t and t0
are real physical times. In the short term, the frequency of
the crystal oscillator is fixed, assuming that f iðtÞ = ν, we
can get a more simplified time model.

y = vx + σ, ð16Þ

where ν represents the frequency drift of nodes and σ
represents the initial phase offset of nodes. Based on formula
(16), a linear model is adopted to realize parametric fitting
through the least square method.

v = �y − σ�x, ð17Þ

σ = ∑n
i=1 xi − �xð Þ yi − �yð Þ
∑n

i=1 xi − �xð Þ2 = ∑n
i=1xiyi − n�x ⋅ �y
∑n

i=1x
2
i − n�x2

: ð18Þ

By fitting parameter r like formula (19), the compensa-
tion of clock frequency drift can be completed.

r =
σ2xy
σxσy

= ∑n
k=1 xk − �xð Þ yk − �yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑n
k=1 xk − �xð Þ2

q
·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

k=1 yk − �yð Þ2
q : ð19Þ

The above discussion is one that assumes that the output
frequency of the crystal oscillator has a stabilized value. The
reality is that, no matter what the model the oscillator is, it
has its clock parameters. For example, the clock frequency
of a quartz crystal oscillator changes by 40 ppm, which means
that in every second the derivation of the clock will reach
40ms due to different nodes, that is to say, each oscillator
has different migration parameters of -20~20 ppm. This is
similar to the core processor adopted in the photovoltaic
modules monitoring system; it externally uses a 32 kHz crys-
tal oscillator that deviates between 5 and approximately
30 ppm.

Additionally, the temperature and humidity of the envi-
ronment, vibration, and the working voltage of the node
influence the crystal oscillator, especially in the working envi-
ronment of photovoltaic modules, where the performance of
temperature parameters are very obvious. Figure 5 shows
changes in temperature over time (the curve monitoring in
situ temperature in a photovoltaic system from 8.00 a.m. to
6.00 p.m.). The sensor network nodes integrated with the
components are very sensitive to the temperature parameter
and in time synchronization; it is necessary to consider the
influence of temperature on the precision of synchronization.

Based on the above discussion, the relational expression
between clock skew and the temperature is shown as

Si n½ � = Sit0 + ki ti n½ � − t0ð Þ + ωi n½ �, ð20Þ

where sit0 is the clock skew of the reference temperature of
node i at moment t0, ki is the shift coefficient of the node, ti
½n� is the temperature of node i in the nth sampling interval,
ωi½n� is the random shift noise brought by other environmen-
tal elements and quantization error, and it follows the Nð0,
σ2
ωÞ normal distribution [32, 33]. In this paper, every sensor

node has a temperature sensor that can measure the real-
time environmental temperature. According to the parame-
ter manual of the crystal oscillator, you can check the influ-
ence of reference temperature on the clock skew. However,
due to different photovoltaic modules, different nodes have
a different clock skew and drift coefficient that is related to
the air humidity, the node’s supply voltage, and the life of
the crystal oscillator. In different application backgrounds,
these factors need to adopt different calibration methods.

Considering the influence of temperature on clock fre-
quency offset, to obtain complete-time synchronization, it is
necessary to estimate the clock frequency offset based on
the estimation of the clock phase offset. Based on formula
(3) in the assumed model of clock frequency offset, TBð2,iÞ is
known and the set of the observed quantity of delay between
node A and node B can be expressed as follows:

Uk′ = TA 2,ið Þ − bωTA 1,ið Þ = d′ + φ + Xk′ , ð21Þ

Vk′ = bωTB 4,ið Þ − TB 3,ið Þ = d′ − φ + Yk′ , ð22Þ

Among them,Xk′ = ωXk, Yk′ = ωYk, and d′ = ωd, after fur-
ther observation, the Gaussian delay model is used to con-
duct a joint estimation of phase offset and frequency offset
towards the information model described in equations (21)
and (22), and the following expressions can be obtained:

bω =
TB 2,ið Þ + TB 3,ið Þ


 �
/2


 �
− TB 2,jð Þ + TB 3,jð Þ


 �
/2


 �

TA 1,ið Þ + TA 4,ið Þ

 �

/2

 �

− TA 1,jð Þ + TA 4,jð Þ

 �

/2

 � ,

ð23Þ

bφ = TB 2,ið Þ + TB 3,ið Þ

 �

/2

 �

− bω TA 1,ið Þ + TA 4,ið Þ

 �

/2

 �

:

ð24Þ
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Figure 5: Curve showing changes in temperature over time.
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4. Analysis of Simulation Results

4.1. Simulation Environment and Settings of Parameters. To
verify the effectiveness of the improved ERBS algorithm,
the mathematical model of node clocks has been established
using the software environment MATLAB, whose parameter
of the crystal oscillator is -30~30 ppm. The interrupting

counting value of nodes is 921600 per second and there are
three nodes, the parent node P, node A, and node B. The
round number of synchronizations changes from 2 to
approximately 50 and the simulations are synchronized
1000 times. After 1000 repeated experiments, the average
synchronization error value can be obtained. Meanwhile, a
synchronous experimental test platform with one reference
node and two receiving nodes is set up on-site. The experi-
mental time is from 8.00 a.m. to 6.00 p.m. The curve of tem-
perature changes during the experiment is shown in Figure 5.
The reference node broadcasts a beacon periodically every
second. The receiving node will timestamp the received bea-
con, transmit the result to the coordinator, and then connect
with the PC via RS232 for real-time processing of online data.
After the broadcasting node sends the data, the receiving
node returns one beacon immediately. The coordinator will
collect all the beacons with timestamps and analyze the inter-
vals of beacons, the numbers of every synchronization
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Table 1: Comparison of single-hop synchronization precision.

Synchronization
algorithm

Average
error
(μs)

Maximum
error (μs)

Minimum
error (μs)

Standard
deviation

(μs)

RBS 41.09 131.45 0.009 29.89

ERBS 13.92 52.89 0.007 11.09
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beacon, and measurement numbers. To eliminate the influ-
ence of different datasets on the synchronization algorithm,
the measurement of synchronization errors will adopt the
same standard of beacon including the ID of photovoltaic
modules, voltage, current, temperature, timestamps, and
other data. To open the timestamps at the MAC layer,
CC530 is used to offer initial frame data and chip timers
are used to produce local timestamps.

4.2. Analysis of Time Synchronization Precision. While set-
ting rounds of synchronization n that change from 2 to
approximately 50, the average synchronization errors of the
RBS and ERBS algorithms are shown in Figure 6. The average
synchronization errors of the RBS and ERBS algorithms are
40~50μs and 10~20μs, respectively. The analysis found that
the average synchronization errors of the RBS and ERBS
algorithms are not affected much by n. The main reason is
that these two algorithms only use data with a single-wheel
timestamp to calculate the time deviation value. In general,
the ERBS algorithm shows obvious improvement in synchro-
nization precision.

Table 1 shows the single-hop synchronization precision
of the RBS and ERBS algorithms when the round of synchro-
nization is n = 20. The ERBS algorithm has the lowest error
average and best stability of synchronization precision
mainly because it calculates the average phase offset towards
nonadjacent nodes, which makes full use of statistic features
of time synchronization data, reducing the complexity of the
operation process.

To further analyze the performances of the algorithm, if
there is no timestamp on the MAC layer, Figure 7 shows
the average synchronization error. Due to the large access
delay and the software operating delay of the sending node,
compared with Figure 6, the accuracy of the algorithm
decreases to varying degrees, with an increase of about
10μs. However, compared with the RBS algorithm, the

increase of the ERBS algorithm’s average errors is the smal-
lest. The simulation results show that random delay and
operating system delay can be reduced by adding timestamps
at the MAC layer, and this method influences clock skew so
that the compensation of clock skew can be realized. Of
course, in the network of too large scale, this algorithm may
have the limitation of serious precision decline, mainly
because it saves too much data exchange between adjacent
nodes, and the statistical characteristics of time synchroniza-
tion data and the method of adding timestamp in MAC layer
are not enough to solve this problem, so it is not necessarily
applicable in large-scale WSN network.

In the process of wireless transmission, the packet loss
rate is always an important factor affecting synchronization
precision. The influence of bit error rates in different groups
on synchronization precision is simulated by the experimen-
tal addition of timestamps at MAC and analyzing the change
regulations between synchronization precision and packet
loss rate. Figure 8 shows the synchronization precision in
cases of different packet loss rates. Observation found that
with the increase of packet loss rate, the average error of
the RBS algorithm increased significantly because it depends
on the surrounding nodes. When the packet loss rate of data
reaches 10%, the average synchronization error increases
more than 20 times. The results can be a good reference for
the design of a photovoltaic module monitoring system.

4.3. Analysis of the Minimum Mean Square Error of Clock
Skew. The ultimate goal of parameter estimation is to look
for the reachable minimum mean square error to provide
support for the design of an estimator. However, the best
mean squared error (MSE) design in theories is very difficult.
Figure 9 shows the curves between phase offset MSE of the
RBS and ERBS algorithms and rounds of synchronization
and variance.
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As can be seen from Figure 9, when n increases and the
variance decreases, the MSE of the clock phase offset gradu-
ally decreases. This is because when n increases, a more local
data timestamp of nodes participates in the estimation of
phase offset, thus reducing system synchronization error.

Figure 10 is the relationship between clock frequency off-
set MSE and rounds of synchronization and synchronous
interval cycles whose variance is one. As can be seen from
the figure, with the increase of round synchronization n
and synchronous interval cycles, the MSE of the clock fre-
quency gradually decreases. However, the increase of syn-
chronization rounds will lead to greater message overhead,

so the increase in the synchronous interval cycle can also
reduce synchronization efficiency. Therefore, it is necessary
to make overall considerations and find a balance point
between the MSE of clock frequency, rounds of synchroniza-
tion, and synchronous interval cycles. As mentioned above,
in Figure 11, when the MSE of clock frequency decreases, it
is still necessary to increase the rounds of synchronization
n and the synchronous interval cycles, which reflect the
importance of considering these factors from other aspects.

4.4. Analysis of Comparison of Energy Consumption. For the
energy efficiency of large-scale networks, the ERBS algorithm
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performs better. Figure 12 quantitatively analyzes the rela-
tionship between the number of nodes and the synchroniza-
tion data packets in a synchronization cycle. In the case of the
same number of nodes, data packets transmitted synchro-
nously by the ERBS algorithm are fewer than that of the
RBS algorithm, thus achieving better energy efficiency.

To further analyze the energy consumption of the RBS
and ERBS algorithms, simulations with 300 nodes have been
conducted. The result is as shown in Figure 13. The analysis
found that with the increase in nodes, the energy consump-
tion of both algorithms increased. However, compared with
the RBS algorithm, the increase of energy consumption of
the ERBS algorithm was smaller and was only one-third of
the RBS. This is due to the fact that the information exchange
between adjacent nodes is not considered, thus reducing the
number of data exchange nodes and saving energy consump-
tion. When the number of nodes increases, the energy con-
sumption of the ERBS algorithm increases steadily, which is
beneficial in solving the problem of large-scale WSN time
synchronization.

5. Conclusion

Aiming at the practical application background of photovol-
taic module state monitoring, this paper analyzes and dis-
cusses the problems with the RBS algorithm. Though the
RBS algorithm has high synchronization precision, it is costly
in terms of the network. This paper puts forward an energy-
efficient WSN time synchronization algorithm, ERBS. The
phase offset and frequency offset of the nodes can be solved
by estimating signal parameters, effectively saving partial net-
work expenses. The differences between the ERBS and RBS
algorithms are synchronization precision, the minimum
mean square error of clock skew, and energy consumption;
this was put forward by a MATLAB simulation platform
through comparison and validation. Simulation results show

that the synchronization precision of the ERBS algorithm is
27.17μs higher than that of the RBS algorithm. Compared
with the RBS algorithm, the improved ERBS algorithm can
be applied to the synchronous topology structure of large-
scale photovoltaic module monitoring with higher synchro-
nization precision and lower energy consumption. After fur-
ther expansion, it can be applied to other large-scale state
monitoring scenarios [34, 35].
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With the development of the energy Internet, power communication services are heterogeneous, and different power
communication services have different business priorities. The power communication services with different priorities have
different requirements for network bandwidth and real-time performance. For traditional unified service, a scheduling method
cannot meet these service requirements at the same time, and electric power communication network cannot guarantee the
quality of service. Therefore, how to make full use of the time-varying characteristics of communication resources to meet the
business needs of different priorities and achieve the goals of high resource utilization and transmission quality has become one
of the urgent problems in the power communication network. For this reason, in order to adapt to the real-time congestion of
the network, we have designed a packet scheduling method based on the dynamic adjustment of service priority, which
dynamically adjusts the priority of the power service on the node; in addition, an evaluation method for the trust value of
wireless forwarding nodes is introduced to improve the security of data transmission; and finally, we valuate the channel quality
to establish a reasonable and efficient packet scheduling mechanism for services of different priorities. Simulation results show
that this method improves the communication performance of high-priority services and improves the spectrum resource
utilization of the entire system.

1. Introduction

With the development of energy Internet, based on the tradi-
tional power communication facilities, a large number of
mobile heterogeneous terminal nodes are distributed on the
edge of the network, forming a mobile self-organizing net-
work. Mobile ad hoc network is a kind of distributed wireless
ad hoc network. Data packets are transmitted in the way of
multihop forwarding in the connected links of the network.
With flexible architecture, it is used to carry power commu-
nication network services, which has become a trend in the
future.

Due to the continuous development of intelligent power
distribution network and the increase of distribution and
consumption communication service types and traffic, the
existing wireless network resources cannot adapt to the
large-scale deployment of smart grid. The QoS indicators of
power communication services include data rate, delay, and
packet loss rate. By ensuring transmission bandwidth and
reducing transmission delay, packet loss rate, and delay jitter,
the quality of service can be improved. Compared with the
general communication network, the service of power com-
munication network is more heterogeneous, and the quality
of service (QoS) requirements of different services are also
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very different. Control service has high requirements for
delay and reliability [1–4]. For example, distribution automa-
tion and distributed power control services need to have
channel protection and communication load control func-
tions, so it is necessary to establish low delay and high data
rate communication between substation and intelligent
power equipment; power information collection service of
users does not require high real-time performance and trans-
mission rate [5, 6], but the communication volume is large,
and the information security requirements are high.

Smart grid introduces the concept of dynamic adjust-
ment of service priority to solve the problems of spectrum
resource shortage and low spectrum utilization rate faced
by smart grid [7–9]. For power communication service prior-
ity adjustment, the existing methods cannot dynamically
adjust the priority level of data packets according to the
real-time congestion state of the network; for the scheduling
of service packets, the traditional scheduling mechanism
lacks consideration of channel resource changes and cannot
provide reliable quality assurance for low-priority services
under the condition of real-time changes of available channel
transmission resources [10, 11]. Therefore, the improved
routing algorithms include on-demand QoS routing algo-
rithm, QoS routing algorithm based on fuzzy control, and
opportunistic scheduling algorithm with packet delay guar-
antee [12]. In addition, most of the existing packet schedul-
ing mechanisms only consider the absolute priority of high-
priority services, ignoring the relative priority of other ser-
vices, which cannot meet the requirements of providing dif-
ferentiated QoS services for heterogeneous services in the
intelligent power communication network.

Therefore, how to use efficient service scheduling algo-
rithm to make full use of the time-varying characteristics of
communication resources, to support the future intelligent
distribution and utilization of power communication edge
data transmission, and to meet the requirements of high
resource utilization and transmission quality, has become
one of the problems to be solved urgently in power commu-
nication network. Therefore, this paper studies a dynamic
priority-based power wireless communication service packet
scheduling mechanism to adapt to the operation require-
ments of the future intelligent power distribution and utiliza-
tion communication network.

The main contributions of this article are as follows:

(1) According to the communication requirements and
service characteristics of the intelligent power distri-
bution and utilization wireless communication net-
work, in consideration of the service QoS
requirements and importance, we design a complete
dynamic adjustment algorithm of power wireless
communication service packet priority to adapt to
the different states in the network operation and
ensure the quality of service

Based on the dynamic adjustment algorithm of power
wireless communication service packet priority, we compre-
hensively consider the real-time change of network transmis-
sion resources; then, an evaluation method for the trust value

of wireless forwarding nodes is introduced to improve the
security of data transmission; and finally, we valuate the
channel quality to establish a reasonable and efficient packet
scheduling mechanism for services of different priorities,
ensure the QoS requirements of various services, and opti-
mize the system utilization rate.

(2) The reminder of this article is organized as follows. In
Section 4, the system model is proposed, and the
packet scheduling mechanism of power communica-
tion service based on dynamic priority is discussed in
Section 5. Simulation process is given and discussed
in Section 6. Finally, we conclude this paper in Sec-
tion 7

2. Related Work

At present, most researches on service routing are in-depth
research on the above-mentioned key technologies including
node mobility model, message forwarding mechanism, and
congestion control mechanism. This section will introduce
the following twomainstream routing algorithms and the lat-
est research on mainstream algorithms.

2.1. Routing Based on Delivery Probability. Lindgren et al.
proposed a routing strategy based on delivery probability
[13, 14], namely, PRoPHET routing. The node records its
own historical information, and when the nodes meet, they
share each other’s historical information and transfer infor-
mation. Use this information to evaluate network informa-
tion, thereby predicting the contact probability of a node to
other nodes. Suppose that node S holds a message and its des-
tination node is D. When node S encounters node B, if the
probability of contact between node B and node D is greater,
the router thinks that node B is more likely to deliver message
m to node C. Node A copies and forwards the message to
node B; otherwise, node S does not forward it. That is, in this
routing mechanism, the transmission of service is more
inclined and will be delivered to nodes that have greater con-
tact with the destination node. Among them, the calculation
of contact probability mainly has two parameters: one is the
attenuation weight γ, and the other is the transfer weight β.
The contact probability of two frequently connected nodes
is updated and increased each time they meet. When two
nodes do not meet within a certain time interval, the contact
probability between the two nodes becomes smaller under
the effect of the attenuation weight. If node S is in contact
with node B, node B is in contact with node D, but node S
is not in contact with node D, and the existence of the trans-
fer weight will bring the probability of contact between S and
D to a certain value. Although the PRoPHET method selects
the node of the infected message, its copy amount in the net-
work is still unlimited, and it is still easy to cause network
congestion and cause network performance deterioration.
For the vehicle opportunity network [15, 16], Du et al. com-
bined the message transfer strategy of the PRoPHET protocol
with the message replication control strategy of the jet wait-
ing protocol, which effectively controlled the number of rep-
lications, thereby reducing the overhead. Bai et al. proposed a
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Bayesian network-based method to estimate the contact
probability between network nodes, which improves the
accuracy of the contact probability estimation, thereby
improving the performance of routing.

2.2. Routing Based on Different Business Requirements. The
definition of business distinction can be divided into two
types, one is the distinction of the same type of business
due to different contents, such as the priority of rescue infor-
mation when a disaster occurs. The other is business differen-
tiation caused by different business types, such as text,
picture, or video services.

Mashhad and Capra considered a general model for mea-
suring the priority of messages [17] and modeled user’s inter-
est in messages in two ways: users can define the objects they
are interested in (people-centered) or the content of interest
(in content as the center). Regarding service differentiation
caused by different service types, different types of services
have different QoS requirements such as bandwidth, packet
loss rate, and delay. The research focuses on the QoS guaran-
tee of different services. Although the network provides three
different QoS classes: accelerated, normal, and batch, to dis-
tinguish messages, if you simply prioritize messages based
on their QoS class, applications that belong to the lower class
will not be able to get it. To the transmission opportunity.
Some research focuses on how to solve the sorting problem
between different classes. Tajima et al. defined the data
arrival rate as the data arrival rate of all data that reached
the target node [18] and the rate of all data that was deleted
due to timeout but did not reach the target node. It is called
the data loss rate. Determine the data discarded by the node
when the data in the buffer is full, estimate the data loss rate
and data arrival rate of the entire network, and modify the
buffer partition ratio according to the deletion rate of the pri-
ority category [19–21]. Xu et al. proposed the concept of ref-
erence probability. The meeting node defines different
reference probabilities for different data packet priorities. If
the reference probability of the meeting node is greater than
the forwarding probability of the sending node, the data
packet is forwarded; otherwise, it is not forwarded [22–24].
But these strategies do not adapt to the dynamic changes of
the network. If resources are insufficient to meet all con-
straints, the strategy will still allocate resources proportion-
ally and may not meet any category of requirements or
even the highest priority requirements. On the other hand,
if resources are sufficient, it may unnecessarily continue to
favor higher-level classes, restricting lower-level classes to
achieve high performance. Considering the above problems,
Matzakos et al. proposed a routing algorithm to adapt to
resource allocation in a dynamic environment [25–27] and
defined constraints to optimize network-wide performance
while satisfying the QoS constraints of a single category, but
the contagion strategy it uses consumes a large resource con-
sumption, and scheduling information needs to be provided
globally [28, 29], which is not suitable for the actual applica-
tion of delay-tolerant networks.

Therefore, the subject researches an opportunistic rout-
ing planning algorithm based on business priority in a
dynamic network that can use local information.

The above research focuses on the services differentiated
by content, and the research focuses on how to differentiate
the services and determine their priorities. However, low-
priority services may not get transmission opportunities for
a long time, which is not always feasible in the actual power
communication network. In order to fill this research gap,
we focus on the priority dynamic adjustment algorithm for
power communication services and propose a dynamic
scheduling mechanism for service data packets to solve com-
plex service routing problems.

3. System Model

In the intelligent distribution communication network
involved in this chapter, the elements that need to be investi-
gated include the services with different priorities in the net-
work, network spectrum resources, and the network behavior
(channel access, backoff, and handover).

3.1. Service Description Model. In the network, each service
will have a service description model to describe its con-
straint information and application attribute information,
as shown in Figure 1.

(1) Type: basic description of service, such as voice, text,
picture, and important notice

(2) Size: for the description of service size, too large ser-
vice description will cause the increase of network
transmission cost, such as occupying too much
cache space and occupying longer transmission
time

(3) DelayGoal: if the current network can support the
goal of delay, the algorithm will determine the min-
imum number of copies based on the target delay

(4) LossGoal: if the desired service quality of the service
is to be achieved, the goal of packet loss rate of the
service needs to be greater than the current network
packet loss rate

(5) DalayAccept: if the current network cannot support
the target delay of the service, the number of copies
will be determined based on the maximum accep-
tance delay

(6) LossAccept: the target packet loss rate and maxi-
mum accepted packet loss rate, the target delay,
and the maximum accepted delay form the service
quality range of the service. If the network cannot
support the demand for service quality, the service
request can be rejected

(7) PriLevel: this indicates that the user wants the ser-
vice level provided by the network. There are three
priority levels: H, M, and L

(8) DownFlag: accepting the downgrade sign indicates
that a certain quality of service can be downgraded
when the network is congested
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(9) Down: when the network is in congestion, it is set to
1 to indicate that the service is downgraded. When
the network is in a good state, down is set to 0

(10) Copies: the maximum number of copies of service
description. The more the copies of service descrip-
tion, the larger the buffer space occupied, and the
more the network resources required. So we need
to preallocate the number of copies of service
description

(11) CurCopys: it represents the number of copies of the
service description owned by the current node

(12) CurForwardTimes: the number of times the service
description was forwarded during the wait step

(13) ForwardTimes: the number of times the service
description can be forwarded during the wait step

3.2. The Specific Priority of Service. Electric power communi-
cation network services can be divided into production con-
trol area services and management information area services
according to their categories. The specific priority of service
is shown in Table 1.

3.3. Network Spectrum Resources. The resource of cognitive
wireless network is network spectrum resource. Since each
service is assigned an authorized channel, the channel set
can be represented as F= fF1, F2,⋯FMg.

3.4. Network Behavior. Each service uses idle spectrum
resources for data transmission. However, if high-priority
service reappears during low-priority service information
transmission, low-priority service should be immediately dis-
carded from the channel or switched to other channels to
continue transmission. Therefore, low-priority service’s net-
work connectivity is affected by high-priority service’s behav-
ior, and its services are often in the state of interruption or
switching. The spectrum of low-priority service available
links is different and dynamic due to the activity of high-
priority service.

4. Algorithm Design

4.1. Service Priority Dynamic Adjustment Strategy. In order to
maximize the delivery rate, this section mainly solves two
problems related to spray wait routing algorithm.

(1) When multiple messages coexist in the local buffer
and the node is unable to determine whether the
node and the meeting node will forward all messages
long enough, it should decide which message to send
first

(2) If a new message arrives at the node’s buffer and
overflows, a drop decision should be made between
messages, that is, which message to discard

In order to solve the above two problems, we set a priority
for messages in the internal queue of the node to determine
the ordering and discarding of messages. The queue priority
of messages in a node is a complex function of the number of
message copies, the remaining number, and the priority of
the message itself [17].

Priorityi = ΔP = f TTLi, Ci,Wið Þ: ð1Þ

Table 2 shows the parameters and explanations involved
in this section.

The meeting time of a node with other N − 1 nodes in the
network is Ii, i ∈ f1, 2, 3,⋯,N‐1g. The encounter time sat-
isfies the exponential distribution, and the parameter is λe
[30]. Therefore, the minimum encounter time is Imin =
mini∈f1,2,3,⋯,N−1g,

λmin =
1

E Iminð Þ =
N‐1
E Ið Þ : ð2Þ

The calculation [30] of PðiÞ is shown in formula (3). The
delivery probability of message i is composed of the probabil-
ity PðTiÞ that message i has been delivered and the probabil-
ity PðRTiÞ that message i will be delivered within the
remaining time RTi.

P ið Þ = P Tið Þ + 1 − P Tið Þð ÞP RT ið Þ: ð3Þ

Assume that the number of nodes that receive message i
be miðTiÞ and the number of nodes currently holding the
message i be niðTiÞ; the probabilityPðTiÞthat messageihas
been delivered is:

P Tið Þ = mi Tið Þ
N − 1

, ð4Þ

where 1‐PðRTiÞ means that the message i is delivered not
only in Ti but also in the remaining time RTðTTLi − TiÞ

DalayAccept LossGoal

32bit

LossAccept

CurForwardTimesForwardTimesDown
flag

DownPriLevelType

Copies CurCopies 4 4

DelayGoal

Size 2 2 21 1

Figure 1: Service description model.
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probability that will pass. Assume that RTi is long enough to
spray all copies. The Ci copy of message i will continue to be
transmitted to the log2Ci node until the number of copies is
reduced to 1. In addition, the interval between adjacent infec-
tions can be estimated as EðIminÞ. Every EðIminÞ time unit,
one node will receive the message. Wi is the initial business
priority weight of the message i, and Wd is the downgrade
weight. ðRTiÞ can be expressed as follows:

P RTið Þ = 1 −
Ylog2Ci

k=0
e−λeni Tið Þ WiWdRTi−kE Iminð Þ½ �

= 1 − e−λeni Tið Þ log2Ci+1ð ÞWiWdRTi− 1/ 2 N−1ð Þλeð Þð Þ log2Ci log2Ci+1ð Þ½ �:

ð5Þ

Combine the above formulas:

P ið Þ = mi Tið Þ
N − 1

+ 1 −
mi Tið Þ
N − 1

� �

� 1 − e−λeni Tið Þ log2Ci+1½ �WiWdRTi− 1/ 2 N−1ð Þλeð Þð Þ log2Ci log2Ci+1ð Þ
� �

:

ð6Þ

Global success rate P is calculated as

P = 〠
k tð Þ

i=1
P ið Þ: ð7Þ

Derivative is calculated as

ΔP = 〠
k tð Þ

i=1

ϑP
ϑni Tið ÞΔni Tið Þ

� �
: ð8Þ

The priority adjustment queue proposed in this section is
to maximize the delivery rate. When nodes meet, cancel the
service i; if the injection is carried out, the number of nodes
holding the message in the network will increase, ΔniðTiÞ =
1; if not, the number of nodes holding the message will
increase. If there is injection, the number of nodes holding
the message does not change, ΔniðTiÞ = 1. The priority
adjustment queue proposed in this section is to maximize
the delivery rate. The priority of message i is exactly the
derivative of the delivery rate P.

Ui = 1 −
mi Tið Þ
N − 1

� �
λe

� log2Ci + 1ð ÞWiWdRTi −
1

2 N − 1ð Þλe
log2Ci log2Ci + 1ð Þ

� �
× e−λeni Tið Þ log2Ci+1ð ÞWiWdRTi− 1/ 2 N−1ð Þλð Þð Þ log2Ci log2Ci+1ð Þ½ �:

ð9Þ

The calculated priority is a composite function of the
number of message copies, the remaining TTL, and the ser-
vice priority of the message itself, which can estimate the
message more accurately. In most cases, the large number

Table 1: Electric power wireless communication business priority.

Power communication network services
division

Specific services
Services
priority

Production control
area services

Control area
services

Energy management system (EMS), relay protection system, security
automatic control system, etc.

First-level
services

Emergency power demand response system
Second-level
services

Noncontrol area
services

Electric energy metering system, relay protection and fault recording
information management system, etc.

Third-level
services

Management information area services
Management information system (MIS), office automation system (OA),

customer service system, etc.
Fourth-level
services

Table 2: Network parameters.

Symbol Description

DN tð Þ Total number of messages in the network (excluding copies)

C Maximum number of copies of a message

Ci Number of copies of message i on the node

Ui Priority of message i on the node

Wi Service priority weight for message i

Wd Service priority weight

I Time when a node meets another node in the network, following an exponential distribution f xð Þ = λee
‐λex

E Ið Þ Expectation of meeting time

λe Exponential distribution parameter for meeting time λe = 1/E Ið Þð Þ
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of remaining copies of messages and the remaining TTL indi-
cate that the scope of message infection is small, and these
messages should have higher priority.

Each node can calculate the priority of messages in the
buffer. Therefore, the node can schedule the sending order
and make the discard decision according to the priority. Each
node manages its buffer in a distributed way, which means
that each node only cares about the priority in its own buffer.
When two nodes meet, they only consider which message to
send between messages in the buffer and which message to
delete when the overflow occurs.

In formula (10), miðTiÞ is the number of nodes that
receive message i; niðTiÞ is the number of nodes currently
holding the message now. Assume that diðTiÞ is the number
of nodes that have discarded the message:

ni Tið Þ =mi Tið Þ + 1‐di Tið Þ: ð10Þ

In order to accurately estimate diðTiÞ, each node main-
tains one piece of information of the discard history, includ-
ing node ID, list of discarded messages, and record collection
time.

Assume that the size of the above data structure is negli-
gible compared to the size of the message. The discard queue
contains all discarded message ID, and the record time is the
generation time of the record. When nodes meet, they
exchange and update their records. Only the source node
can modify the record time and only if a new discard occurs
in its buffer. When two nodes meet, exchange and update
their respective discard history information. After a period
of time, each node can estimate diðTiÞ.

The estimation of miðTiÞ is obtained by the binary char-
acteristic of the binary spray and waiting routing algorithm.
The binary spray and waiting routing algorithm is shown in
Figure 2. In the whole process, the time when the message
is sprayed is recorded, so we can estimate the message trans-
mission process of each node.

The current number of copies of message i is Ci, the ini-
tial number of copies is c, and then the height of the tree can
be obtained.

h = log2
c
Ci

: ð11Þ

Messages are sprayed into a binary tree after a period of
time.

mi Tið Þ = 〠
h‐1

k=1
2 tn‐tkð Þ/E Iminð Þ½ � + 1: ð12Þ

4.2. Trust Value of the Node. For secure communication, only
nodes with high trust values should be selected for communi-
cation. If the computing task is forwarded by a wireless node
with a low trust value, the node may take malicious actions,
such as discarding data packets. Therefore, every mobile
device should interact with a wireless with a high trust value
to avoid potential security threats. In order to calculate the
trust value of the forwarding node, we introduce the node

trust value for evaluation. In this article, we use real numbers
between 0 and 1 to evaluate the trust value of cooperative
user nodes.

Similar to [31], we use node honesty and node capacity to
calculate direct trust. Since the mobile communication chan-
nel between the mobile device and the forwarding node is
unstable and noisy, the communication behavior of the wire-
less node has considerable uncertainty. We use a subjective
logic framework to deal with uncertainty. In the subjective
logic framework, the trust value of the mobile device n to
the mobile node xktcan be described as the triple ωn→k = f
bn→k, dn→k, vn→kg, where bn→k, dn→k, and vn→k represent
trust, distrust, and uncertainty, respectively. In particular,
the relationship between them is determined by the following
formula:

bn→k, dn→k, vn→k ∈ 0, 1½ �,
bn→k + dn→k + vn→k = 1:

ð13Þ

Based on the trust model of [32], node honesty (NH) can
be given by the following formula:

NHn→k = bn→k + ξvn→k, ð14Þ

where 0 ≤ ξ ≤ 1 is a constant representing the degree of influ-
ence of trust uncertainty, and

bn→k = 1 − vn→kð Þ αn→k

αn→k + βn→k
,

dn→k = 1 − vn→kð Þ βn→k

αn→k + βn→k
,

vn→k = 1 − ln→k,

ð15Þ

where αn→k and βn→k are the number of successful and failed
communications, respectively. ln→k represents the quality of
the communication link, which refers to the probability of
packet success. Packet loss is caused not only by the mobile
communication channel but also by malicious nodes.

E(Imin)

E(Imin)

Figure 2: Spraying binary tree process.
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Therefore, the values of αn→k and βn→k can be recalculated as

αnewn→k = αn→k + Pplr
n→k × αn→k + βn→kð Þ,

βnew
n→k = βn→k − Pplr

n→k × αn→k + βn→kð Þ,
ð16Þ

where Pplr
n→k is the packet loss rate. Similar to [31], the

packet loss rate is estimated by the following formula:

Pplr
n→k = 1 −

∑c
bω bð Þ × ω bð Þ
∑c

bω bð Þ , ð17Þ

where ωðbÞ is the weight value of the historical link state, and
let link = ðωð1Þ, ωð2Þ,⋯, ωðbÞÞ be the historical link state
record. The weighted value is given by ωðbÞ = 2b/cðc + 1Þ,
where b and c are the serial number and status record num-
ber of ωðbÞ in the link, respectively.

On the other hand, we assume that all wireless nodes
have the same initial energy consumption rate and energy
level. When a malicious node launches a malicious attack, it
can always consume abnormal energy. Note that the initial
energy consumption level of the nodes is the same. There-
fore, we measure the trust of the node by the degree of change
in the energy consumption level and judge whether the node
is a malicious node. Let Ppen

n→k be the energy consumption rate,
which is achieved by using the ray projection method [33]
(Ppen

n→k ∈ ½0, 1�). Then, the node capability (NC) is given by

NCn→k =
1 − Ppen

n→k, if Eres
n→k ≥ θ,

0, otherwise,

(
ð18Þ

where Eres
n→k and θ are the remaining energy and energy

threshold of a node, respectively.
Direct trust values of nodes are calculated based on sub-

jective logic; in this work, we evaluate the trust value of a
node by a real number ranging from 0 to 1. Like most litera-
ture, such as [34, 35], the trust threshold is set 0.5. In other
words, the node is trustworthy when its trust value is higher
than 0.5; otherwise, it is not trustworthy. Then, the direct
trust of the node is defined as

Ddirect
n→k =

0:5 + NHn→k − 0:5ð Þ × NCn→k, if NHn→k ≥ 0:5,

NHn→k × NCn→k, otherwise:

(

ð19Þ

To avoid potential security risks, we should only choose
nodes with high trust values for communication. Each mobile
device interacts with a node with a high degree of trust to obtain
the trust value of each node and the priority of the service. The
higher priority service should choose the node with the higher
trust value to communicate for safer service communication.

4.3. Channel Quality Assessment. In power communication
networks, we assume that different channels have the same
bandwidth in the initial state, but processing services will
occupy a certain amount of channel bandwidth resources.

The routing algorithm metrics for communication services
mainly include link stability, channel switching times, time
delay, and bandwidth [12]. In addition to the above factors,
the impact of high-priority services on low-priority services
should also be examined, such as frequent link interruption
and reestablishment and interference released by lower-
priority services when higher-priority services occupy chan-
nels. In order to comprehensively evaluate the channel quality,
three concepts of channel connectivity, reliability, and stability
are defined as parameters to measure channel quality.

(1) Connectivity: system connectivity indicates whether
the channel is connected between the user node and
the base station at the current scheduling time. When
the value of Li,j is 1, it means that the channel Fj is
available for service; when it is 0, it means that the
channel is not available

(2) Reliability: whether a channel is available for power
communication services depends not only on connec-
tivity but also on whether the channel is interfered by
other services, sensor errors, and channel switching

Interference received from higher priority services: In the
power communication network, if a higher priority service
appears, the current service transmitted on the channel will
be interfered by the higher priority service. Let Gi,j be the
probability that the current service is interfered by higher pri-
ority services in channel Fj; then, the probability of not being
interfered can be expressed as

1 −Gi,j =
Y
x>ið Þ

1 −Gx,j
� 	

: ð20Þ

For the interference caused by detection errors, when
detecting the channel Fj, two detection errors may occur,
namely, false detection and missed detection. UseH1 to indi-
cate that the channel is occupied by high-priority services,H0
to indicate that there is no service in the channel, and Pe to
indicate the probability of error detection, that is, PeðH1 ∣
H0Þ. This probability indicates that the high-priority service
does not appear, but a detection error has occurred, and the
cognitive node considers that the high-priority service
appears and therefore causes the probability that the low-
priority service in the channel is discarded or switched to
other available channels for transmission. Pl represents the
probability of missed detection, that is, PlðH0 ∣H1Þ. This
probability indicates that missed detection occurred when
high-priority services appeared, and the cognitive node did
not process the low-priority services transmitted in the chan-
nel, resulting in high-priority services and low-priority ser-
vices, the probability of a collision. Therefore, for channel
Fj, the probability of detection error is

Ej = Pe H1 ∣H0ð Þ + Pl H0 ∣H1ð Þ: ð21Þ

When a service loses its current channel, the system will
allocate another available channel to the user. This will cause
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interference from the switched user to the original user in the
new channel. Therefore, T j can be used to represent the
interference caused during channel switching.

The available channel resource information can be
obtained from the information exchange between neighboring
nodes. For node i, the reliability of channel Fj can be obtained
by calculating two types of interference probabilities:

Ki,j = 1 − Gi,j
� 	

1 − T j

� 	
: ð22Þ

(3) Channel stability: stability refers to the ratio of the
time when there is no service in the channel and the
total time within a period of time. The channel state
can be modeled as an ON-OFF model, which is an
alternate update process. ON (occupied by business)
and OFF (idle) duration obey the exponential distri-
bution of parameters λ and μ, respectively [36],
which are represented by TON and TOFF random var-
iables. In the model, the process of business from ON
to OFF to ON in the channel is regarded as a cycle;
then, the stability Wj of channel Fj is the update
period length from ON to OFF to ON and the refer-
ence value of the relative stable update period length,
the ratio of R. Wj can be expressed as

Wj =
E TONð Þ + E TOFFð Þ

Rj
=
1/μPUj + 1/λPUj

Rj
=
μPUj + λPUj

μPUj λPUj Rj

,

ð23Þ

where TON is the length of time that the channel is occupied
by the service, TOFF is the length of time that the channel
does not have a service, μPUj is the number of times the chan-

nel Fj is occupied by the service in a unit time, and λPUj is the
number of times the channel is idle in a unit time.

In summary, for node i, the channel quality parameter
Vi,j of channel Fj can be expressed as

Vi,j = Li,j γKi,j + 1‐γð ÞWj


 �
= Li,j γ 1 − Zj

� 	
1 −Gi,j
� 	

1 − Ej

� 	
1 − T j

� 	
+ 1‐γð ÞWj


 �
,

ð24Þ
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Figure 3: Priority-based channel scheduling strategy.

Start

Service packet scheduling

End

No

Yes

Channel quality assessment

Node trust evaluation

Node buffer capacity sufficient?

Down = 1

Dynamic adjustment and ranking of
service priority in nodes

Figure 4: Flow chart of power wireless communication service
packet scheduling mechanism based on dynamic priority.

Table 3: Simulation parameter setting.

Simulation parameters Parameter value setting

Number of nodes 100

Simulation time (simulation) 24 h

Message TTL 30min

Node minimum speed 0.5m/s

Node maximum rate 1m/s

Node communication range 20m

Minimum number of copies L 8

Initial constant Pini 0.75

Decay weight γ 0.97

Transfer weight β 0.25

Message size range [100, 300] kb
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where γ is the weighting coefficient, which can be adjusted
according to the network characteristics and service require-
ments and at the same time can reflect the network’s empha-
sis on reliability and channel stability.

4.4. Packet Scheduling Mechanism. Due to the different access
channel capabilities of different priority services, the traffic block-
ing situation is also different [37]. Here, we can divide into three
kinds of services according to the service priority: high-priority
service (HS),medium-priority service (MS), and low-priority ser-
vice (LS). For LS, when all the channels are occupied by HS and
MS packets, blocking occurs. It should be noted that the packets
here contain packets (HS) whose priority is raised to a higher pri-
ority through a dynamic priority adjustment strategy. Each ser-
vice uses idle spectrum resources to transmit data packets. If
high-priority service appears again in the information transmis-
sion process of low-priority service, the low-priority service
should be discarded from the channel or switched to other chan-
nels to continue transmission. In addition, the channel occupied
by lower priority traffic should be selected as far as possible to
prevent frequent handoff. The specific channel access, backoff,
and handover strategies are shown in Figure 3.

As shown in Figure 3, at t0 time, each service occupies the
free frequency bands F1, F2, and F3 for data transmission; at
t1 time, the authorized high-priority service (HS) access of F2
forces the interruption of medium-priority service (MS)
communication on F2. MS backoff and access channel are
occupied by the lowest priority service LS. At this time, the
least priority LS data in the system is discarded. After a neg-
ligible delay time, at t3 time, the system is in a stable state.

To properly schedule the packets, we select the optimal
channel allocation decision through genetic algorithm (GA)
and encode the entire channel allocation matrix by the mini-
mum interval coding scheme. An individual in GA corresponds
to a channel allocation scheme; the individual with the highest
fitness in each generation population (channel allocation
matrix) is taken as the optimal solution of the system.

4.5. Overall Flow of Algorithm. In this paper, the power com-
munication service packet scheduling mechanism based on
dynamic priority is proposed, which is divided into four
steps: the dynamic adjustment strategy of service priority,
evaluation of node trust value, channel quality assessment,
and the scheduling of service packet, thus forming a complete
power communication service data transmission process.

In the first part, the dynamic adjustment strategy of ser-
vice priority determines the priority queue of the service in
the node by comprehensively considering the TTL of the
message in the node, evaluating the number and priority of
the current copies of the service packet.

In the second part, we introduce the trust value evalua-
tion method of wireless forwarding nodes to improve the
security of data transmission.

In the third part, the channel quality is comprehensively
evaluated from the three perspectives of channel connectiv-
ity, reliability, and stability.

In the fourth part, a flexible and efficient packet schedul-
ing mechanism is designed for different priority services to
allocate communication channels efficiently and improve
the utilization of the system.

The algorithm is shown in Figure 4.

5. Simulation

This project is based on the simulation platform ONE and
establishes the experimental simulation of the network. The
node’s movement model is a random walk model. The spe-
cific parameter settings of the node are shown in Table 3.

In the experiment, according to the different require-
ments of different services for network performance, three
types of services are defined: emergency service, data flow
service, and best effort service. It is defined as H class, the tar-
get delay is 800-1200 s; M class, the target delay is 1200-
1800 s; and L class, the target delay is 1800-3000 s. The ratio
of the number of messages generated by the system in the
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Figure 5: Delivery rate of the H service.
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network simulation is 1 : 3 : 6. The algorithm proposed in this
paper is abbreviated as PDAS. The experimental comparison
algorithms include priority insensitive spray wait routing
with congestion control (CSAW) and priority aware routing
QoS policy [25]. QoS policy adapts to resource allocation in a
dynamic environment and defines constraints that optimize
network-wide performance while satisfying the QoS con-
straints of a single category. However, the contagion strategy
it uses consumes a lot of resources, and scheduling informa-
tion needs to be provided globally, which is not suitable for
delay-tolerant networks. Practical application.

5.1. Simulation Experiment Index. In this paper, the perfor-
mance of the network ismeasured bymessage delivery rate, aver-
age delay, packet loss rate, and network overhead. The calculation
methods of these four indicators are slightly different from those
of traditional network service quality-related indicators.

(1) Delivery rate: the ratio of the total number of mes-
sages successfully delivered to the destination node
to the total number of messages generated by the
source node. A copy of the same message counts as
one message

(2) Packet loss rate: the ratio of the total number of
dropped packets to the total number of messages suc-
cessfully delivered to the destination node. Different
copies of the same message count as multiple packets.
The higher the packet loss rate, the worse the network
performance

Packet loss rate = total number of droppedmessages
the total number of messages received

ð26Þ

(3) Network overhead: it is determined by the total num-
ber of forwarding messages and the total number of
messages successfully delivered to the destination
node. Copies of all messages included in the total
number of forwards of all messages

5.2. Simulation Results. The simulation mainly verifies the
performance of the algorithm under different network
resources. When the cache space in the network is insuffi-
cient, it will cause network congestion and affect the quality
of service. Therefore, the simulation experiment mainly com-
pares the routing conditions in different buffer spaces to
compare the performance of routing algorithms.

It can be seen from Figure 5 that using PDAS can effec-
tively improve the delivery rate of class H services. In addi-
tion, even when the network load is heavy, the delivery rate
can be maintained at about 90%. This is the highest priority
service in the channel. It can seize the channel occupied by
other services and get more transmission opportunities.

As can be seen from Figure 6 after the adoption of PDAS,
the delivery rate of class M and class L services has also
improved. This is because when the network load is heavy,
with the increase of queuing delay, the priority level of the
packets to be transmitted is increased according to the prior-
ity dynamic adjustment strategy, so as to obtain more trans-
mission resources.

Figure 7 shows the relationship between the packet loss
rate and the number of channels. It can be seen that when
the network resources are sufficient, the packet loss rates of
all algorithms are gradually reduced. Because QoS policy
algorithm uses infection algorithm, the redundancy of service
messages in the network will still be higher than that of the
spray wait routing algorithm. Therefore, even in the case of
sufficient network resources, the packet loss rate of the QoS
policy algorithm for low-priority services is still relatively
high.

Figure 8 shows the relationship between network over-
head and channel number. It can be seen that in the case of
lack of network resources, the cost of the whole network is
relatively large. With the increase of the number of channels,
the network overhead of the PDAS algorithm proposed in
this paper is low. In the PDAS algorithm, the priority of traf-
fic and channel resources will be dynamically adjusted before
entering the route, which can reduce the redundant forward-
ing times and reduce the network overhead. Because the QoS
policy algorithm uses the infection algorithm, it is difficult to

Delivery rate =
the total number of messages successfully delivered to the destination node

the total number of messages generated by the source node
ð25Þ

Network overhead =
the total number of forwarding of all messages‐the total number of messages successfully delivered to the destination node

the total number of messages successfully delivered to the destination node
ð27Þ
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control the redundancy of service messages in the network,
but excessive redundancy will increase the number of mes-
sages to be forwarded, which will lead to larger network over-
head. Although the CSAW algorithm limits the number of
copies of service messages, it does not adjust the channel,
so there will be unnecessary forwarding, resulting in
increased network overhead.

6. Conclusions

In order to provide reliable QoS guarantee for different ser-
vices under the real-time change of spectrum resources in
power communication network, this paper proposes a com-
munication service scheduling method based on dynamic

priority. This method solves the problem that the traditional
scheduling mechanism only considers the absolute priority of
services and ignores the relative priority among services,
which cannot meet the requirement of intelligent power
communication network to provide differentiated QoS ser-
vices for heterogeneous services. The simulation results show
that by using the proposed method, the system can ensure the
communication performance of services with high QoS
requirements without interference and improve the utiliza-
tion of the whole system. The power wireless communication
network scenarios involved in this article have a certain
degree of promotion and provide theoretical support for
ensuring the QoS for power communication services. How-
ever, there are still some differences between the scenario
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set in this article and the actual network. Besides, we will con-
sider channel multiplexing to realize simultaneous data
transmission of multiple services in future research.
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