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Green technology innovation is essential to promoting not only the construction of ecological civilization but also the fun-
damental means of achieving sustainable development. Taking research and development (R&D) investment, CO2 emissions, and
other related factors into account, this study constructed an extended logarithmic mean Divisia index (LMDI) decomposition
model for the change in the number of green technology patent applications to quantify the contribution of each driving factor
based on green patent applications data in China from 2000 to 2017. )e results indicated that economic scale, R&D efficiency,
R&D reaction, and green patent share play positive roles in promoting green patent applications in China, among which R&D
efficiency is the most significant contributor. By contrast, carbon intensity plays a dampening role. )e conclusions of this study
could provide a theoretical foundation for China to formulate targeted green technology innovation management policies,
promotion measures, and related R&D strategies.

1. Introduction

Climate change and CO2 emissions mitigation have drawn
global attention in recent years. Human beings have made
considerable efforts to mitigate the impact of climate change
and environmental degradation [1–3]. Documents such as
the United Nations Framework Agreement on Climate
Change, Kyoto Protocol, and Paris Protocol have emphasized
the importance of CO2 emissions reduction in the fight
against climate change. Technological innovation is key to
driving energy saving and CO2 emission reduction, and this
idea has gained a wide societal consensus [4–6]. )e theme
of World Intellectual Property Day 2020 was Innovate for a
Green Future, which stressed on innovation being crucial to
creating a greener tomorrow. Climate change has far-
reaching effects for everyone, and innovation in green
technology sectors will be vital to address this global chal-
lenge successfully [7, 8].

Growth in energy markets slowed in line with weaker
economic growth in 2019. China was the exception, with its
energy consumption accelerating in 2019. China was by far

the biggest driver of energy, accounting for more than three-
quarters of net global growth in 2019 [9].)e nation was still
the country with the world’s highest CO2 emissions, how-
ever, accounting for 28.8%. As the largest CO2 emitter, the
nation has more and more challenges in CO2 emission
reduction and sustainable development. As a result, China
plays a crucial role in tackling climate change. China has
made an ambitious aim to have CO2 emissions peak before
2030 and achieve carbon neutrality before 2060.

Figure 1 shows the trend of China’s annual gross do-
mestic product (GDP) growth rate and CO2 emissions from
2000 to 2019. China’s GDP growth rate increased annually
until 2007; however, it dramatically slowed in 2008 because
of the worldwide financial crisis. After 2008, the nation’s
GDP growth rate gradually decreased. )e bars illustrate
CO2 emissions from 2000 to 2019 in China. Notably, CO2
emissions have continued to grow despite the reduced
economic growth rate since 2008. As China is facing re-
straints on its resources and the environment, how to bal-
ance the relationship between environmental protection and
economic development is especially important [5, 10–12].

Hindawi
Mathematical Problems in Engineering
Volume 2021, Article ID 6672656, 11 pages
https://doi.org/10.1155/2021/6672656

mailto:skd992057@sdust.edu.cn
https://orcid.org/0000-0002-6845-8451
https://orcid.org/0000-0002-1613-1414
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6672656


Green technology innovation helps balance the relationship
between environmental protection and economic develop-
ment; however, it is also key to building a sustainable society,
which is becoming more important around the globe, es-
pecially in China [7, 13–15].

In fact, it was a weak sustainable development model
until the 12th Five-Year-Plan period in China was released,
which, for the first time, focused on the concept of strong
sustainability. Green growth was popular afterwards in-
cluding the advocacy of green innovation [16]. China has
introduced the new development concepts for the 13th Five-
Year Plan, which has placed “innovative” and “green” de-
velopment in an important position. )e focus of innovative
development is to address the issue of growth drivers,
whereas the focus of green development is to address the
issue of harmony between humankind and nature. China has
transformed its economy from a high-speed growth stage to
a high-quality development stage, and the organic combi-
nation of innovation-driven and green development is a
critical way to achieve high-quality development. As a
crucial method in promoting the construction of ecological
civilization and green development, green technology in-
novation has both technology spillovers and environmental
externalities in China. Under the principles of innovative
and green development, exploring the driving factors of
green technology innovation is of marked significance to
promote the development of green technology and the
formulation of related policies.

)e purpose of this paper is to explore the determinants
of green patent applications in China from 2000 to 2017
through the logarithmic mean Divisia index (LMDI) analysis
framework. Our study not only examines the influencing
factors of green patent applications in China but also
evaluates the effects of CO2 emissions and the efficiency of
R&D expenditure.

)e remainder of this paper is arranged as follows.
Section 2 reviews the relevant and informative literature.

Section 3 explains the LMDI decomposition method and
data source. Section 4 covers the empirical results from the
decomposition analysis of green technology patent appli-
cations in China. Finally, Section 5 comes to conclusions and
proposes policy implications.

2. Literature Review

Braun first proposed the concept of green technology [17].
With the increasingly severe problems of global climate
change and environmental degradation, more scholars have
begun to pay attention to green technology innovation.
)ese studies have focused on the definition and mode of
green technology innovation and its motivation, efficiency,
and influencing factors. )e research scope of these studies
has involved the country level, industrial level, or firm level
[4, 18–23]. In terms of factors affecting green technology
innovation, numerous scholars have studied the impact of
environmental regulations on green technology innovation
and drawn valuable conclusions [24, 25]. Most conclusions
are consistent with the Porter hypothesis viewpoint [26],
which suggests that the environmental regulation has a
positive role in promoting green technology innovation
[27–30]. Some scholars’ conclusions, however, are incon-
sistent with the Porter hypothesis [31, 32]. )eir studies
found that (1) environmental regulations will have an in-
hibitory effect on enterprises’ competitiveness, and (2) such
regulations will have only a tenuous promotional effect on
green technology innovation. In addition to the influence of
environmental regulation factors, some scholars consider
the impact of alternative factors—economic development
level, R&D investment, CO2 emissions, and government
subsidies—on green technology innovation [3, 33–37].
However, the relationship between CO2 emissions and R&D
investment in green technologies has rarely been discussed.

)e measurement of green technology innovation in-
cludes three primary indicators: the amount of R&D,

0

2

4

6

8

10

12

14

16

(%)

0

2000

4000

6000

8000

10000

12000

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18

20
19

CO2 emissions (million tonnes)
GDP growth rate (%)

Figure 1: Trends of GDP growth rate and CO2 emissions in China in 2000–2019. Data source: China Statistical Yearbook (2020) and BP
Statistical Review of World Energy (2020).
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number of green patents, and green total-factor produc-
tivity; these represent the input, output, and performance of
green technology innovation, respectively. Since Lanjouw
and Mody [29] first introduced patent data into the study of
green technology innovation, research in this field has
reached constructive results [33, 38–40]. To explore the
effect of green technologies, patent data has been used
[41–44]. However, because of incomplete green patent
statistics, studies on technological innovation based on
China’s green patents are still limited [3, 18, 33, 44, 45]. Fujii
used patent data combined with the LMDI method to study
the determinants of green technology inventions in China
from the 9th Five-Year Plan to the 12th Five-Year Plan and
focused on analyzing the differences in green technology
development priorities during each five-year plan [44]. Chen
and Lin made a decomposition analysis of patenting in
renewable energy technologies from an extended LMDI
approach based on three Chinese five-year-plan periods
[46].

From the perspective of research methods, decompo-
sition analysis has been widely utilized to quantify the
variations in energy consumption and CO2 emissions.)ere
are primarily two categories of the decomposition approach:
structure decomposition analysis (SDA) and index de-
composition analysis (IDA). SDA is widely used in revealing
the role of structure change [47]. IDA can be implemented
using either the Laspeyres index or the Divisia index. Ang
proposed the logarithmic mean Divisia index (LMDI)
method [47]. In contrast, the LMDI method does not
produce unexplained residual terms, handles zero values,
and is easy to conduct for comparative studies [49]. Because
of its merits, the LMDI method is widely applied in energy
and environmental science to address issues such as climate
change and energy security [10, 48, 50–52]. In general, the
LMDI method is rarely used to decompose green patent
counts. Based on patent data, researchers have applied the
extended LMDI method to study green chemical [43], bi-
ological [35], food waste management [53], fishery [54], and
artificial intelligence technologies [21]. Cho and Sohn not
only used LMDI decomposition to evaluate the impact of
changes in CO2 emissions on green R&D investment and
related patents but also compared the primary factors
driving green patent applications in France, Germany, Italy,
and the United Kingdom [42]. Fujii and Managi applied the
LMDI method to study China’s sustainable green technol-
ogy; the study considered the decomposed factors, including
the priority of specific green technology, share of green
patents, R&D share, and GDP scale [44].

Although countless efforts have beenmade to explore the
factors influencing green technology innovation, this study
highlights a few gaps in the literature. First, the majority of
previous studies have focused on environmental regulations;
however, little attention has been paid to the CO2 emissions
and R&D activities factors. Second, most of the previous
literature has centered on the presentation of econometric
results but has rarely applied the patent decomposition
method. Most importantly, much of the previous research
has investigated green technologies in developed countries
but rarely discussed them in developing countries.

To fill in the previously mentioned gaps, this paper
identifies the central drivers behind China’s green tech-
nology innovation and focuses on CO2 emissions and R&D
activities based on an extended LMDI decomposition
analysis. Moreover, this paper evaluates China’s underlying
policies and implemented measures and discusses the role of
R&D activities in green technology innovation.

Our study’s contributions are as follows. First, we extend
the LMDI by introducing CO2 emissions and R&D activities
into green technology patent decomposition study. Second,
we discuss the decomposition results through two ways:
time-series decomposition analysis and period-wise
decomposition analysis, which may provide a lot of new
information for policy makers. In this regard, this study can
provide insights for formulating different policies.

3. Methodology and Data

)e LMDI method can be used for either multiplicative or
additive decompositions [47]. Although the two decom-
position forms’ results are different, the same conclusions
can be drawn in regard to analyzing influencing factors. In
this study, we used the additive LMDI method because it is
easy to examine the number of green patent application
changes influenced by each factor.

)rough expanding the Kaya identity [55] and high-
lighting the influence of carbon emissions and R&D ac-
tivities on green technology innovation, this paper builds an
additive LMDI decomposition model to decompose the
influencing determinants of green technology innovation
output change in China. We use this method to study the
driving factors of green technology innovation because it can
wholly decompose the changes in green technology inno-
vation into five factors—economic scale, carbon emission
intensity, R&D response, R&D efficiency, and green patent
shares—and can effectively avoid problems, such as endo-
geneity, which may arise when using regression analysis.

3.1. Model Construction. As opposed to previous studies,
this paper takes carbon emission intensity, R&D response,
and R&D efficiency as essential factors of the extended
LMDI decomposition framework. )ere are no definite
study conclusions about the time lag between environmental
changes and R&D investment changes. To achieve the goals
of the Kyoto Protocol or Paris Protocol, countries often
determine the amount of R&D investment in the current
year based on the previous year’s CO2 emission level. Some
studies consider a one-year time lag between R&D invest-
ment and CO2 emissions [42]. Besides considering the
impact of GDP on R&D investment, this study includes the
one-year time lag of GDP and CO2 emissions in the de-
composition model as driving factors of green technology
innovation.

In related studies, the indicators for measuring green
technology innovation output included chiefly new product
sales revenue and green patent quantity; however, new
product sales revenue is more suitable for the enterprise
level, and the impact of factors such as marketing strategies
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on sales revenue cannot be excluded. )erefore, this study
uses the number of green patent applications as a mea-
surement of green technology innovation. Patents are also
closely related to R&D activities. Some studies have shown
that a time lag of approximately one to two years exists
between R&D investment and patent applications [55–57],
while other studies have found that a strong correlation lies
between patent applications and R&D investments with a
very little lag. In particular, a study by Brunnermeier and
Cohen has shown there is no time difference between R&D
investment and environmental patent applications [48];
therefore, this study does not consider the time lag between
them.

We applied a patent decomposition analysis approach to
identify the driving factors associated with green patent
applications. Based on the existing literature [37, 46] and
combined with the actual situation of green development in
China, we used five indicators to decompose green patents.
)e detailed process of the patent decomposition method is
expressed as follows:

PGREENt � GDP(t−1) ×
CO2(t−1)

GDP(t−1)

×
R&Dt

CO2(t−1)

×
PTOTALt

R&Dt

×
PGREENt

PTOTALt

,

(1)

where PGREEN is the number of green patent applications;
GDP denotes the gross domestic product; CO2 is carbon
emissions; R&D is a research and development investment;
PTOTAL is the total number of patent applications.

Subsequently, (1) is further simplified as follows:

PGREENt
� G(t−1) × I(t−1) × Rt × Et × St, (2)

where G is the gross domestic product, which indicates the
economic scale; I is the intensity of carbon emissions, which
indicates CO2 emissions per unit of GDP; R is the R&D
reaction, which shows the response of R&D expenditures
with the changes in CO2 emissions; E is R&D efficiency,
which indicates the green patent output per unit of R&D
input; S is defined as the total number of green patent
applications divided by the total number of patent appli-
cations, which yields the share of green patent applications.
)is indicator shows the direction of technological inno-
vation. )e higher the proportion, the more apparent the
green tendency of technological innovation. Equation (2)
explains that the number of green patent applications is
affected by economic scale, CO2 emission intensity, R&D
reaction, R&D efficiency, and green patent share.

According to the LMDI additive decomposition, the
changes in the number of green patent applications from the
base year B to a target year T can be represented as follows:

ΔPGREEN � P
T

GREEN
− P

B

GREEN
� ΔPgdp + ΔPint + ΔPrea

+ ΔPeff + ΔPstr.
(3)

Equation (3) denotes that the change in the number of
green patent applications can be decomposed into economic

scale effect (ΔPgdp), carbon emission intensity effect (ΔPint),
R&D reaction effect (ΔPrea), R&D efficiency effect (ΔPeff ),
and green patent share effect (ΔPstr), which, respectively,
indicate the contribution value of each factor to the change
of green patent applications. If the decomposition effect is a
positive value, then, it will have a favorable driving impact
on the green technology innovation output. If it is a negative
value, then, it exerts a negative impact on green technology
innovation output.

)e LMDI decomposition method includes an additive
version and a multiplicative version that produces similar
results. In this paper, we applied the additive decomposition
method for decomposing changes in the number of green
patent applications. )e calculation process is shown as
follows:

ΔPgdp � ωi ln
G

T− 1

G
B−1􏼠 􏼡,

ΔPint � ωi ln
I

T− 1

I
B−1􏼠 􏼡,

ΔPrea � ωi ln
R

T

R
B

􏼠 􏼡,

ΔPeff � ωi ln
E

T

E
B

􏼠 􏼡,

ΔPstr � ωi ln
S

T

S
B

􏼠 􏼡,

(4)

where ωi is the estimated weight, which is the conventional
processing method of the additive LMDI approach, and this
weight is defined as

ωi �
P

T
GREEN − P

B
GREEN

ln P
T
GREEN − ln P

B
GREEN

. (5)

Following the decomposition approach, we also apply
contribution rate analysis to further study the changing
impact of drivers of the green patent over time. )e con-
tribution rate of each driving force is calculated by the
following equations:

CRgdp �
ΔPgdp

ΔPGREEN
× 100%,

CRint �
ΔPint

ΔPGREEN
× 100%,

CRrea �
ΔPrea

ΔPGREEN
× 100%,

CReff �
ΔPeff

ΔPGREEN
× 100%,

CRstr �
ΔPstr

ΔPGREEN
× 100%.

(6)
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3.2. Data. To apply the previously mentioned additive form
of the LMDI method, we collected the necessary data related
to GDP, CO2 emissions, R&D expenditure, and patent data.
Patent data usually include two types: patent applications
and patent grants. Patent application data can reflect in-
ventors’ R&D activities and R&D strategies, and patent grant
data represent the number of qualifying patent applications
that are primarily used to examine the diffusion of tech-
nologies. Because patent grants are often granted long after
the submission of the patent application, patent grant data
can easily cause information distortion and are subject to
human factors, such as differences between patent agencies
in various countries, which causes uncertainty.)erefore, we
use patent application data as the measurement of green
technology innovation. Green patent application data come
from the China National Intellectual Property Adminis-
tration (CNIPA) patent search and analysis system.
According to the international patent classification number
corresponding to the World Intellectual Property Organi-
zation’s (WIPO) list of green technologies, China’s green
patent invention and green utility model patents are counted
to obtain the data on green patent applications from 2000 to
2017. China’s R&D investment data and the total number of
patent applications are taken from the China Statistical
Yearbook on Science and Technology (2001–2018). To
correspond to the green patent statistics, total patent data
include the number of patent applications for green patent
invention and green utility model patents. )e R&D in-
vestment data include R&D expenditures of R&D institu-
tions, universities, and large- and medium-sized industrial
enterprises. )e CO2 emission data were compiled using the
BP Statistical Review of World Energy (2001–2018), and the
GDP data come from the China Statistical Yearbook
(2001–2018). R&D expenditures and GDP were deflated
based on the 2000 price to eliminate the influence of price
fluctuations and make the yearly indicators comparable.

As previously mentioned, to reflect the time lag, how-
ever, the GDP and CO2 emissions values used were from
1999 to 2016. )e data used, including the R&D expenditure
and related patent application data, referred to the interval
from 2000 to 2017.

4. Results and Discussion

4.1. Trends of Green Patent Applications in China.
Figure 2 shows the number and share of green patent ap-
plications in China from 2000 to 2017. During this period,
the number of green patent applications in China increased
by 52.16 times. It has maintained an especially rapid growth
since 2010. Economic growth has gradually slowed in China
after the 2008 financial crisis, but the number of green patent
applications maintains a relatively fast-growing trend. Al-
though the proportion of green patents to total patent ap-
plications is not high, it has increased from 4.87% in 2000 to
8.31% in 2017, indicating clear growth potential.

4.2. LMDI Analysis. In general, there are two types of de-
composition analysis mode: the period-wise manner and the

time-series manner. )e period-wise manner compares
indices between the first and last years of a given period
without considering the details during different periods.
Time-series analysis can compare the indices on an annual
basis. To better analyze the influencing factors of green
technology innovations, we employed the period-wise and
time-series forms to study the driving factors that can
change the number of green patent applications in China.

4.2.1. Period-Wise Decomposition Analysis. We analyzed the
five determinants of green patent applications from 2000 to
2017. Following the five-year plan in China, we subdivided
the study period into four intervals of five years and one
period of one year, 2016-2017. )e determinants of green
patent applications and their relative contribution value and
contribution rate are presented in Table 1 and Figure 3.

As shown in Table 1, the number of green patent ap-
plications in China dramatically increased by 238,473 from
2000 to 2017, especially in 2011–2015 (12th Five-Year Plan)
and 2016-2017. Overall, economic activity, R&D reaction,
R&D efficiency, and green patent share played promoting
roles in the increased number of green patent applications
from 2000 to 2017. Among the positive effects, the R&D
efficiency factor is the dominant factor, and economic ac-
tivity is the second most important factor affecting green
patent applications. By contrast, carbon emission intensity
played a negative role in the increased number of green
patent applications.

Differences exist in various intervals. We applied the
contribution rate to investigate each factor’s contribution
degree. As shown in Figure 3, the contribution rate fluc-
tuated during the study period of 2000–2017. During
2000–2005, the contribution rate of the R&D reaction effect
was negative, indicating an inhibiting effect on the increased
number of green patent applications in comparison with
other positive drivers. By contrast, the carbon emission
intensity effect was positive in this period. Nevertheless,
from 2006 to 2017, the carbon emission intensity effect
played a negative role, and the R&D reaction effect played a
promoting role in the increased number of green patent
applications. Besides the 2016-2017 period, the green patent
share had a significant contribution to the change in green
patent applications, accounting for 61.44%.

4.2.2. Time-Series Decomposition Analysis. Compared with
the period-wise decomposition, using the time-series mode
to decompose the change factors of green technology patent
applications year by year can provide more detailed infor-
mation. Table 2 shows the time-series decomposition results
of the changes in the number of green patent applications in
2000–2017.

)e results show that all influencing factors contributed
differently to the change in green patent applications in
various years and grew involved in largely disparate influ-
ence with respect to time series. Based on the results in
Table 2, further analysis of the change in influence factors
based on China’s actual situation was conducted as follows.
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Table 1: Period-wise decomposition results of green patent applications in China in 2000–2017.

Effect
5-year intervals Full period

2000–2005 2006–2010 2011–2015 2016-2017 2000–2017
ΔPgdp 3320.52 11955.35 31372.04 14054.50 91669.06
ΔPint 320.23 −5516.17 −18759.84 −15373.43 −30566.62
ΔPrea −121.15 4998.94 16346.27 15779.27 29674.96
ΔPeff 3300.80 13544.22 45270.81 5080.47 115686.95
ΔPstr 205.59 6419.66 14046.73 31136.19 32008.65
ΔPGREEN 7026 31402 88276 50677 238473
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Figure 2: Trends of green technology patent application in China in 2000–2017. Data source: China and Global Patent Examination Inquiry
from the CNIPA.
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Figure 3: )e contribution rate of each factor in the changes in the number of green patent applications in China during different periods.
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(1) Economic Scale Effect. Innovation and economic devel-
opment complement each other. Innovation is an important
driving force for economic growth. An increase in the level
of economic development can provide a better environment
and better conditions for technology innovation. Green
technology innovation needs economic support. Generally
speaking, the higher the level of economic development, the
greater the amount of R&D investment, and the more the
innovation output. China became the third-largest economy
in the world in 2007 and the second largest in 2011, but
growth has recently slowed.)e decomposition results show
that the economic scale has a significant positive role in
promoting green technology innovation output, with an
average contribution rate of 32.35%. As shown by the orange
line in Figure 4, significant differences lie in the level of
economic scale effect. In 2004-2005, the contribution rate of
economic scale effect on green patent applications sharply
decreased, which may be a byproduct of the 2003 SARS
outbreak. Due to the impact of the 2008 financial crisis,
China’s economic development has slowed; this has since
reduced the impact of economic development on the
number of China’s green technology patent applications.

(2) Carbon Emission Intensity Effect. Looking at Table 2,
carbon emission intensity has a negative impact on green
patent applications, except in the periods of 2003-2004,
2004-2005, and 2005-2006 (demonstrated by the blue line in
Figure 4). In particular, the carbon emission intensity effect
accounted for a reduction of approximately 33.9% in patent
applications in 2012-2013. To date, China has become the
country with the largest carbon emissions rate in the world.
China must control its CO2 emissions and reduce its carbon
emissions intensity to achieve its low-carbon development
goal.

(3) R&D Reaction Effect. R&D reaction refers to the response
of R&D activities to changes in CO2 emissions. With the

promulgation and implementation of China’s environ-
mental regulation measures, CO2 emissions control has
become an important measure. To achieve energy conser-
vation and emission reduction targets, investment funds for
R&D continue to increase, thereby promoting green tech-
nology innovation output. Since the 12th Five-Year Plan
(2011–2015) espcially—with the country’s attention turned
towards climate change, environmental issues, and deter-
mination of CO2 emission targets—green technology in-
novation has been significantly affected. According to the
decomposition results in Table 2, the R&D reaction effect is
generally positive, except in the periods of 2003-2004, 2004-
2005, 2005-2006, and 2011-2012.

(4) R&D Efficiency Effect. )e decomposition results show
that the R&D efficiency effect is the dominant driving force

Table 2: Year-by-year decomposition analysis results of green patent applications in China in 2000–2017.

Year
Economic activity CO2 emission

intensity R&D reaction R&D efficiency Green patent share Total

ΔPgdp CRgdp (%) ΔPint CRint (%) ΔPrea CRrea (%) ΔPeff CReff (%) ΔPstr CRstr (%) ΔGreen
2000-2001 391.4 85.1 −293.4 −63.8 284.5 61.9 351.4 76.4 −274.0 −59.6 460
2001-2002 458.6 30.5 −187.4 −12.5 229.8 15.3 582.5 38.7 420.6 28.0 1504
2002-2003 630.2 43.5 −0.7 −0.1 60.1 4.2 909.4 62.8 −151.1 −10.4 1448
2003-2004 797.1 103.4 581.2 75.4 −573.6 −74.4 −180.7 −23.4 146.9 19.1 771
2004-2005 972.8 34.2 674.9 23.7 −556.3 −19.6 1604.7 56.4 146.9 5.2 2843
2005-2006 1414.1 45.3 335.0 10.7 −183.1 −5.9 1029.3 32.9 529.7 17.0 3125
2006-2007 1982.0 51.4 −480.2 −12.5 699.3 18.1 539.0 14.0 1117.8 29.0 3858
2007-2008 2876.2 44.4 −1124.5 −17.3 253.7 3.9 2942.4 45.4 1536.2 23.7 6484
2008-2009 2748.5 28.1 −2187.2 −22.4 2105.9 21.5 4785.9 48.9 2329.9 23.8 9783
2009-2010 3613.7 32.0 −1852.2 −16.4 2291.0 20.3 6555.8 58.1 668.7 5.9 11277
2010-2011 5438.6 32.9 −2532.3 −15.3 1992.7 12.0 14176.3 85.6 −2517.3 −15.2 16558
2011-2012 6541.9 33.2 −832.2 −4.2 −228.8 −1.2 11941.1 60.6 2274.1 11.6 19696
2012-2013 6801.9 46.7 −4935.6 −33.9 4852.7 33.4 13410.4 92.2 −5578.3 −38.3 14551
2013-2014 7835.2 51.7 −5016.6 −33.1 4531.6 29.9 −2728.9 −18.0 10523.8 69.5 15145
2014-2015 9198.6 23.7 −9396.5 −24.2 8908.9 22.9 21062.4 54.2 9110.7 23.4 38884
2015-2016 11398.3 27.5 −12310.2 −29.7 11990.3 29.0 31135.7 75.2 −805.1 −1.9 41409
2016-2017 14054.5 27.7 −15373.4 −30.3 15779.3 31.1 5080.5 10.0 31136.2 61.4 50677
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Figure 4: )e trend of contribution rate of economic scale and
carbon emissions intensity factors to China’s green patent appli-
cations increase from 2000 to 2017.
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for the change in green patent applications, with a high
contribution rate of 47.47%. Table 2 presents that the in-
crease in R&D efficiency from 2000 to 2001 on green patents
was only 351.4 and that the contribution value from 2015 to
2016 was as high as 31,135.7, indicating that China has
continuously improved its R&D efficiency in the past ten
years. )e contribution rate of R&D efficiency to the change
in green patents from 2003 to 2004 is negative; both in-
novation activities and innovation efficiency were affected,
where the 2003 SARS outbreak might also have had an
influence. )e downwind pressure on China’s economic
development may have caused the negative effect of R&D
efficiency in 2013-2014. Although the effect of R&D effi-
ciency fluctuated during the study period, it showed an
overall upward trend, indicating that the efficiency of green
technology innovation in China was consistently improving.
R&D investment was more effectively used, which also
benefits from a series of technological innovation incentive
policies that China implemented.

Notably, R&D effects (i.e., R&D reaction effect and R&D
efficiency effect) played a dominant role in the increased
number of green patent applications. Figure 5 demonstrates
that the two effects’ contribution rate shows approximately
the same trend. )erefore, increasing investment in R&D
activities and improving R&D efficiency are of substantial
significance to improving the output of green technology
innovation in China.

(5) Green Patent Share Effect. )e green patent share effect
also plays a positive role in promoting green technology
innovation. Although the effects of green patents fluctuated
during the study period (and even showed negative values
in specific years), the overall trend was upward. )e
maximum value was 10523.8 in 2013-2014, and the min-
imum value was 146.9 in 2004-2005. )is indicates that the
proportion of green technology innovation output was
increasing with the rising market demand for green
technology products and the growing importance of green
technology innovation.

5. Conclusions and Implications

5.1. Conclusions. )is study has examined the main influ-
encing factors contributing to green patent applications in
China from 2000 to 2017. We developed the extended LMDI
method to decompose and analyze the contributions of the
main influencing factors, which include economic scale,
carbon emission intensity, R&D reaction, R&D efficiency,
and green patent share factors. )e main conclusions are as
follows.

First, taking the number of green patent applications as
an indicator for green innovation output and based on the
statistical data from 2000 to 2017, the number of green
patent applications in China showed an upward
trend—especially after 2010, maintaining rapid growth.

Second, the results of the LMDI additive decomposition
based on the period-wise manner indicate that all of the
factors, except the carbon emission intensity effect, are
positive factors on the growth of China’s green patent ap-
plications. Of these positive factors, the R&D efficiency effect
and economic scale effect contribute the most to the growth
of China’s green technology patents. Among the positive and
negative effects, R&D efficiency and carbon emission in-
tensity effect are the most prominent, which indirectly re-
flects modern climate change and environmental
deterioration; that is, improving R&D efficiency and re-
ducing carbon emissions are important measures to pro-
mote China’s green technology innovation.

)ird, the year-by-year decomposition analysis results
show that all influencing factors contributed differently to
the change in green patent applications in various years and
grew involved in largely disparate influence with respect to
time series. In most years, carbon emission intensity has a
negative impact on green patent applications. Notably, the
contribution rate of R&D reaction effect and R&D efficiency
effect shows approximately the same trend, and the two
effects played a dominant role in the increased number of
green patent application.

5.2. Policy Implications. From the previously mentioned
findings, we can better understand the trend of China’s
green technology innovation and clarify the importance of
carbon emissions, R&D efficiency, economic development,
and other factors for green technology innovation. We can
then formulate targeted management policies, governance
measures, and R&D strategies. Based on these conclusions,
we propose the following policy recommendations.

First, China must accelerate the construction of a
market-oriented green technology innovation system and
promote the development of green technology innovation
activities. With increasingly prominent domestic environ-
mental problems and the ongoing pressure of international
climate negotiations (e.g., Kyoto Protocol and Paris Agree-
ment), international green competition is likely to change
the current national comparative advantage. To solve
practical problems, undertake international obligations, and
enhance international competitiveness, China must accel-
erate the construction of a market-oriented green
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Figure 5:)e trend of contribution rate of R&D activities factors to
China’s green technology innovation output from 2000 to 2017.
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technology innovation promotion system. In May 2019, the
National Development and Reform Commission and the
Ministry of Science and Technology jointly issued the
Guiding Opinions on the Construction of Market-Oriented
Green Technology Innovation System. )is was the first
instance in which China published opinions on how to
construct a system for green technology innovation, and the
system is of considerable value. )e system suggested the
government formulate a series of policies to guide, stimulate,
and guarantee (1) green technology innovation, such as fi-
nancial measures as well as science and technology policies
and the popularization and application of achievements; (2)
policies to encourage green production and the green
transformation and upgrading of industries; and (3) green
financial policies and green import and export policies to
stimulate innovation subjects’ enthusiasm and to improve
the quality of green innovation.

Second, China should increase investment in green
technology R&D to improve R&D efficiency. )is study
demonstrates that R&D factors, especially R&D efficiency,
are important factors affecting the output of green tech-
nology innovation. Although China’s R&D investment has
been increasing in recent years due to its large-scale market,
the investment is too scattered, and most enterprises’ R&D
expenditure is relatively low. )erefore, the government
should increase R&D investment related to the environment
and designate relevant incentive mechanisms so that en-
terprises can actively become the source of R&D funds and
the main body of implementation.

)ird, China needs to improve environmental regulatory
policies and accelerate innovation in environmental regu-
latory tools. As opposed to previous studies, which mainly
considered the impact of environmental regulation on green
technology innovation, this study included carbon emissions
in the decomposition framework of innovation output in the
green technology department. )e study found the intensity
of carbon emissions inhibited the output of green tech-
nology innovation. )erefore, China still must strengthen
environmental regulation, reduce carbon emission intensity,
and balance environmental protection and economic de-
velopment. Enterprises should be encouraged to carry out
green technology innovation by further improving envi-
ronmental regulation policies, innovating environmental
regulation tools, and using diversified environmental reg-
ulation methods. At the same time, China should pay at-
tention to strengthening the cooperation between
environmental regulation policy tools and relevant policies
(such as finance and innovation policies).

Finally, China must strengthen the protection of intel-
lectual property rights.)e primary objectives are to take the
strictest measures to protect intellectual property rights,
reduce the risk of infringement on enterprises’ R&D in-
vestment, maintain and protect the achievements and
benefits of enterprise green technology innovation, and fully
mobilize enterprise enthusiasm for green technology
innovation.

We believe the novel decomposition analysis applied in
this study is useful for understanding changes in green
patent application activities in China. Additionally, a

comparison of carbon intensity effect, R&D reaction effect,
and R&D intensity effect are helpful for understanding the
influencing factors of green technology innovation. A lim-
itation of this study is the difficulty of clarifying the effects of
policies and subsidies on green technology innovation ac-
tivities. )erefore, further research is needed to develop a
research framework to consider the previously mentioned
factors. In addition, the green patent includes numerous
types of green technologies; thus, further studies are needed
to consider various green patent classifications.
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Dynamic electric vehicle routing problem (DEVRP) is an extension of the electric vehicle routing problem (EVRP) into dynamic
logistical transportation system such that the demand of customer may change over time. *e routing decision of DEVRP must
concern with the driving range limitation of electric vehicle (EV) in a dynamic environment since both load degree and battery
capacity are variable according to the time-varying demands.*is paper proposes an adaptive memetic algorithm, where a special
encoding strategy, an adaptive local search operator, and an economical random immigrant scheme are employed in the
framework of evolutionary algorithm, to solve DEVRP efficiently. Numeric experiments are carried out upon a series of test
instances that are constructed from a stationary VRP benchmark. *e computational results show that the proposed algorithm is
more effective in finding high-quality solution than several peer algorithms as well as significant in improving the capacity of the
routing plan of EVs in dynamic transportation environment.

1. Introduction

In recent years, electric vehicles (EVs) have begun to widely
apply into the logistical transportation systems due to their
advantages of energy consumption and low pollution [1].
For example, there are about 2000 EVs, accounting for 10%
in total, which are operated by the French electricity dis-
tribution company ENEDIS in 2016. However, EVs usually
have a short driving range of 100–150 miles due to the
technology bottleneck of battery [2]. Furthermore, the en-
ergy consumption of EVs is varied with the load degree, the
speed, and even the road slope that may cause their driving
range to be significantly lower [3]. In reality, the logistical
transportation systems are often dynamic. For example, the
request of a new customer arrives dynamically or the de-
mand of an old customer can change over time. When
deciding the route plan of an EV fleet in these dynamic
environments, the influence of dynamic load degree upon
the driving range must be considered due to the time-
varying delivery requests. Figure 1 illustrates the route ex-
ecution of a single EV in a dynamic logistical transportation
system. Before an EV leaves the depot O time t0, an initial

route plans to visit the currently known requests
(A, B, C, D, E). While EV executes its route, a new request X

arrives at time t1 and the initial route is adjusted to fulfill it.
However, the increased load by new arrival request X limits
the driving range of EV that causes its inevitable return to
depot O once for recharging. Finally, the real executed route
of EV is (A, B, C, X, O, D, E). *erefore, the routing plan of
EVs in dynamic logistical transportation system becomes
distinctively different from the traditional vehicle routing
problem (VRP) in the literature as we will demonstrate
throughout this paper.

In this paper, a special dynamic electric VRP (DEVRP) is
investigated for the optimal routing plan of a fleet of EVs so
that they can serve a set of customers with time-varying de-
mands while minimizing the total driving distance of EVs.
Obviously, DEVRP can be regarded as an extension of electric
VRP (EVRP) into dynamic transport environment. Recently, a
lot of researchers have begun to focus on EVRPs due to the
wide application of EVs in the logistical transportation field
[4–9]. Schneider et al. [10] studied an EVRPwith timewindows
and changing stations in order to minimize the total travel
distance by a homogenous EV fleet. Felipe et al. [11] proposed
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several heuristics that were constructed within the framework
of simulated annealing algorithm for an EVRP with multiple
charging technologies and partial recharges. Goeke and
Schneider [12] considered a full charging policy with a linear
charging function approximation in the routing problem of a
mixed electric and conventional vehicle fleet. Lin et al. [13]
discussed the effect of vehicle load on battery consumption in
EVRP. Keskin and Çatay [14] investigated the application of an
adaptive large neighborhood search algorithm for an EVRP
that allowed partial recharging. Montoya et al. [15] designed a
hybrid metaheuristic for EVRP, in which the battery-charge
level was defined as a nonlinear function of the charging time.
Zhang et al. [16] utilized an ant colony algorithm for solving an
EVRP with the objective of minimizing the energy con-
sumption of EVs. Jie et al. [17] presented a two-echelon
capacitated EVRPwith battery swapping stations and utilized a
hybrid algorithm that combined column generation and
adaptive large neighborhood search to determine the delivery
strategy under battery consumption limitations. It is noticeable
that the current relevant literature on EVRP were concerned
with the recharging operations of EVs along their route or the
utilization efficiency of battery during the transport course.
However, most researches only considered EVRPs as static
optimization problems; that is, all customer demands were
given as constant. As shown by the example in Figure 1,
rerouting an EV must consider the influence of its driving
range with load degree once a new customer demand arrives,
which is not involved if a traditional vehicle is used.

According to the method proposed by Pillac et al. [18],
there are four categories of VRPs. *e first is the static and
deterministic VRP, where all input is known beforehand and
vehicle routes do not change once they are in execution [19].
*e second is the static and stochastic VRP, which is
characterized by input partially known as random variables
(Gendreau et al.) [20]. *e third is the dynamic and de-
terministic VRP, where part or all of the input is unknown
and revealed dynamically during the design or execution of
the routes [21]. *e final is the dynamic and stochastic VRP
that has part or all of the input unknown and revealed the
exploitable stochastic knowledge dynamically during the
execution of the routes [22].

*e investigated problem in this paper belongs to the
third category; however, the routing algorithm of DEVRP is
significantly complicated due to the influence of EVs’ driving

range varying with their load degree in dynamic environment.
For DEVRP, an effective optimization algorithm should track
these environmental changes and adapt the best routing
scheme of an EV fleet to the changes accordingly. *erefore,
we will investigate the applications of an adaptive memetic
algorithm (MA) for DEVRP in this paper. *e contributions
of this study can be summarized as follows:

(i) We extend EVRP into dynamic delivery transport
environment, which is more general and practical,
and present a special DEVRP, where the driving
range of EV is limited by the variable load degree
according to the time-varying demand requests.

(ii) We propose an adaptive MA method to solve the
investigated DEVRP. *e proposed method intro-
duces a special individual representation strategy,
an adaptive local search (LS) operator, and an
economical random immigrant scheme into the
framework of evolutionary algorithm (EA).

(iii) We validate the performance of the proposed
method using a series of test instances constructed
from a stationary VRP benchmark.

*e rest of this paper is outlined as follows. Section 2
formally provides the investigated DEVRP. Section 3 de-
scribes the proposed MA method in detail. Section 4 con-
structs DEVRP test suites from a stationary VRP benchmark
and evaluates empirically the performance of the proposed
MA for DEVRPs.*e final section concludes this paper with
discussions on future works.

2. Problem Definition

In this section, we provide a formal description of the
DEVRP, in which a homogenous fleet of EVs start from a
single depot and deliver the goods to a set of customers. Each
EV has a fixed load capacity and limited driving range.While
EV is traveling, the battery charge level decreases propor-
tionally with the distance traversed and the current load
degree. All EVs must return to the depot for the battery
recharging. *e demands of customers may change during
the design stage. As a consequence, the delivery routes may
have to be revised to accommodate the corresponding
changes of demands.

A

O
B

C
D

E

X

A

O
B

C
D

E

X

A

O
B

C
D

E

Route plan of EV
Route plan of traditional vehicle

t0 t1 t1

Figure 1: Example of dynamic EV routing.
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Let I � 1, . . . , n{ } be the set of nodes representing the
customers and 0 a node representing the depot. Each cus-
tomer has a time-varying demand qt

i over the design horizon
[t, T] with t> 0. *e DEVRP is defined on a directed and
complete graph G � (V, A), where V � 0{ }∪ I and
A � (i, j): i, j ∈ V, i≠ j􏼈 􏼉 represents the set of arcs con-
necting vertices of V. Each arc (i, j) has two associated
nonnegative values: a travel distance dij and a battery
consumption bij. All EVs have a battery of capacity Q and a
maximal load capacity Cmax. Note that bij can be calculated
by the following formulation:

bij �
qcur − qemp

qful − qemp
· ef · dij, (1)

where ef represents the engine efficiency of EV, and qcur, qful,
and qemp represent the load degrees with the current, full,
and empty statuses of EV on arc (i, j), respectively.

*e additional assumptions in the investigated DEVRP
are given as follows:

(1) Each EV starts with the full-battery capacity from the
depot

(2) Each EV route ends at the depot
(3) Each customer node is visited once by only an EV

route
(4) Driving speed on each arc is constant
(5) *e battery is recharged to full each time after

returning to the depot
(6) No time window constraint is considered for the

delivery service and the battery recharging

*e purpose of DEVRP investigated in this paper is to
decide an optimal delivery route plan so as to minimize the
total travel distance of EVs as well as adapting to the time-
varying demands of customers during the design stage.
Considering that the traditional exact or approximation
methods for large-scale VRPs are not very exciting, an
adaptive memetic algorithm will be proposed for solving this
problem efficiently and the detailed algorithmic designs will
be given in the next section.

3. Proposed MA Method for DEVRP

3.1. General Framework of MA. In the EA community, MA
can be regarded as a hybrid metaheuristic method inspired
by Darwinian principles of natural evolution and Dawkins’
notion of a meme, defined as a unit of cultural evolution that
is capable of local refinements. Within the framework of a
MA, EA operators are responsible for global rough search
and LS operators (an LS is also called a meme) are used for
local refinement. Due to the advantage of maintaining an
efficient balance between exploration and exploitation, MAs
have been successfully used to solve a lot of complex op-
timization problems [23–26]; however, they are rarely
considered for dynamic optimization problems [27, 28].

*e proposed MA in this paper is a class of EA-based
hybrid metaheuristic, which can be expressed by the pseu-
docode in Figure 2, where pop size, pc, and pm are the

population size, crossover probability, and mutation proba-
bility, respectively. Within this MA, a population of pop size
chromosomes are generated randomly and then evaluated at
the initialization step. *en, an elite chromosome, i.e., the
chromosome with the best fitness, is improved by an LS op-
erator. At each subsequent generation, the chromosomes
undergo a binary tournament selection, where two chromo-
somes are selected randomly from the current population and
the best one is taken for one parent, and the selected chro-
mosome undergoes an order crossover (OX) operation with a
probability pc. After crossover is executed, a 2-OPTmutation
operator is performed for each newly generated offspring
chromosome with a probability pm. *en, the pop size best
chromosomes among all the parents and offspring are selected
to proceed into the next generation, and an elite chromosome
in the newly generated population is refined in the LS oper-
ation. If the immigrant scheme is used, a certain number of
immigrants are generated randomly and replace the worst
chromosomes in the current population in order to improve
the exploration capacity of MA in dynamic environment.

3.2. Individual Representation. How to express a chromo-
some using a proper encoding method is a basic work when
designing an MA for VRP. A good representation scheme
can help the algorithm obtain high-quality solutions easily,
while an improper representation may make it hard for an
algorithm to achieve even feasible solutions.

Prins [29] proposed a simple and effective encoding
scheme of GA for VRP, where each chromosome is defined as a
sequence of N customer nodes, just like in most GAs for
traveling salesman problem (TSP). *is encoding scheme can
be viewed as a giant tour performed by one vehicle of infinite

Figure 2: Framework of the proposed MA for DEVRP.
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capacity if only the same vehicle performs all trips one by one.
*en, an optimal split procedure can partition a given chro-
mosome into the best VRP solution. Based on this encoding
mechanism, we develop a permutation encoding scheme in
MA for the investigated DEVRP. Note that the evaluation of a
chromosome is time-costing since the splitting procedure, as
shown in Figure 3, is known as an exact algorithm in O(N).
*us, the evaluation number will be considered as the time
index in the proposed MA for DEVRP in this paper.

3.3. Local Search. In many heuristic methods for the routing
problems, the inverse operation, where two nodes are selected
from a segment which is reversed, is often employed as the local
move technique, as shown in Figure 4. *e quality of a
neighbor generated by executing one inversion can be esti-
mated by a parameter Δ, which is calculated by the formula
Δ � (ac + b d) − (ab + c d). Obviously, the smaller the value
of Δ is, the higher the quality of the new generated solution is.

In the original inversion scheme, the sequence between
two different nodes chosen randomly in a single tour is
reversed. Since there are existing multiple tours in the VRP
solution, the inversion can be divided into two ways: single-
tour-based inversion (SI) and multiple-tour-based inversion
(MI). *e former starts from choosing a single tour and
reverses the sequence between two different nodes in the
chosen tour. In the latter, the tours are not considered in
isolation, and paths and nodes are allowable to exchange
between different tours.

An example of SI and MI is presented in Figure 5, where
node 3 and node 6 are selected from single (SI) and multiple
(MI) tours and the sequence between them is reversed. It is
easy to see that SI can always help a solution s make a single-
tour local improvement, which means that one local move in
SI always occurs in a smaller area around s, and MI can
perform one move in a wider range upon s. Obviously, each
local move makes a biased search and hence may be efficient
for some classes of problems but not for others. *erefore,
how to develop an efficient LS operator and avoid utilizing
inappropriate local move becomes a very important issue.

Here, we design an adaptive LS (ALS) method for the
investigated DEVRP according to an effective learning
mechanism [30] in order to utilize SI and MI operators effi-
ciently. In our proposed ALS method, SI and MI are both
allowed to work together and selected by probability to gen-
erate a neighbor of an individual at every step of an LS op-
eration on every iteration of the algorithm. In order to obtain
the advantages of both of them during different periods when
they are effective, an adaptive learning strategy is used to adjust
their execution probabilities according to the improvement
each inversion operator has achieved on every LS step.

Let psi and pmi denote the probabilities of applying SI and
MI to generate a neighbor of an individual that is used for local
search, respectively; psi + pmi � 1. At the start of this strategy,
psi and pmi are both set to 0.5, which means giving a fair
competition chance to each inversion operator. As each in-
version move always makes a biased search, the inversion
operator which produces more improvements should be given
a greater selection probability. Let η denote the improvement

degree of the selected individual when one inversion operator is
used to refine it and η can be calculated by

η �
fimp − fini|

fini
, (2)

where fimp is the final fitness of the selected individual for
the local refinement after executing one LS operation and
fini is its initial fitness before the local refinement. At each
generation, the degree of improvement of each inversion
operator is calculated when a predefined number of itera-
tions is achieved, and then psi and pmi are recalculated to
proceed with the local improvement in the next generation.

Suppose ηsi(t) and ηmi(t), respectively, denote the total
improvement of SI and MI at generation t. *eir selection
probabilities psi(t + 1) and pmi(t + 1) at generation (t + 1)

can be calculated orderly by the following formulae:

psi(t + 1) � psi(t) + δ · ηsi(t),

pmi(t + 1) � pmi(t) + δ · ηmi(t),

psi(t + 1) �
psi(t + 1)

psi(t + 1) + pmi(t + 1)
,

pmi(t + 1) � 1 − psi(t + 1),

(3)

where δ signifies the relative influence of the degree of the
improvement on the selection probability. *e proposed

Figure 3: Algorithm for the splitting procedure.
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inverse-based LS operator can be expressed by the pseu-
docode in Figure 6.

From Figure 6, it can be seen that SI and MI are used to
generate a certain number of s’s neighbors, which compose a
neighbor set S, by probability. For each neighbor s′ in S, the
corresponding value of Δ(s, s′) is calculated to estimate the
effect of this local move. It is noticeable that the quality of s′
is only estimated by the value of Δ(s, s′) rather than its
fitness f(s′), which differs from the general LS method as
shown in Figure 1. *is is because that the evaluation of
fitness is too time-consuming (see the relevant description in
Section 2.1), while the total evaluation number in each
generation is always limited. Finally, the best neighbor s∗

with the smallest value of Δ would be evaluated and replace s
if its fitness is lower than f(s).

3.4. Increasing Population Diversity. *e major problem
when EAs are applied for dynamic optimization problems
is that the converging population cannot adapt to the
changing environments. *e random immigrant scheme,
where the population is partially replaced by the new-
generated chromosomes at every generation, is a simple
and efficient scheme for EAs in dynamic environments
since it can introduce a constant diversity into the pop-
ulation [31, 32]. Obviously, it is more helpful to migrate
random chromosomes into a converging population than a
spread-out one. *us, it is not necessary to always inject a
constant number of random chromosomes into the pop-
ulation at every generation.

Here, we propose an economical random immigrant
scheme for the proposed MA, where the immigrant ratio ri

of every generation can be calculated based on the value of a
population diversity index ξ. *e index ξ can be calculated as
follows:

ξ � min
fave − fbest

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

fave
, 1􏼨 􏼩, (4)

where fbest and fave are the best and average fitness among
the fitness values of the population, respectively. *e index ξ

is a fitness-based measurement of population diversity, and
it can be seen as a measurement of the convergence degree of
an algorithm. If ξ⟶ 1, there is a high population diversity
and therefore the algorithm is far from convergence; if
ξ⟶ 0, there is a low population diversity, which means
that the convergence is approaching.

With the definition of ξ, the immigrant ratio ri can be
calculated by the following formula:

0

8

1

2 3

7 6

5

4

0

8

1

2 6

7 3

4

5

0

8

1

2 3

7 6

5

4

0

8

1

2 6

7 3

4

5

Figure 5: An example of SI and MI operators.

a c

d b

a c

d b

Figure 4: An example of inversion operator.

Figure 6: Pseudocode for the ALS method.
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ri � min α · (1 − ξ) · (ri max − ri min) + ri min , ri max{ },

(5)

where ri max and ri min are, respectively, the predefined
maximum and minimum value of ri and are preset constant
to control the decreasing or increasing speed of ri. From this
formula, it is easy to understand that less random immi-
grants could be introduced into the population in the
presence of higher diversity (i.e., when ξ⟶ 1) as a result of
ri⟶ ri min. However, when the population is converging
(i.e., when ξ⟶ 0), ri⟶ ri max, which increases the level
of random immigrants with a great degree.

4. Experimental Study

4.1. Dynamic Test Environment. In this section, the behaviors
of investigated algorithms are examined on a series of DEVRPs
which are constructed based on an instance from VRPLIB
(http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/). In
the basic VRP instance eil51, one depot node and N � 50
customer nodes are defined by the points in the plane and the
cost for each edge (i, j) is the Euclidean distance between node i

and node j. For each EV, themaximal load capacity is set to 160
and the capacity of battery is set to 20kWh.

According to the generated method of dynamic opti-
mization problems by Wang et al. [33], the dynamics of
DEVRPs is defined as follows: every τ generations, the
demands of ρ × N customers change according to a random
Gaussian variable. More formally, a change of a single
customer can be described as follows:

qi(t) � min max qmin, 15 + 8 · N(0, 1)􏼈 􏼉, qmax􏼈 􏼉, (6)

where qi(t) denotes the demand of customer i at time t,
qmax � 160 and qmin � 1 denote the allowable maximum and
minimum demand of a customer, respectively, and N(0, 1)

denotes a normal distribution random number in (0, 1). In
fact, qmax is equal to the capacity of an EV, while qmin is set to
1 in order to ensure that the demand of each customer is
nonnegative. Moreover, the mean demand and variance of
all customers is 15 and 8, respectively, in the original data set.
According to this constructing method, the parameter τ
controls the speed of changes while ρ ∈ (0.1, 1.0) controls
the severity of changes. A bigger ρ means more severe
changes while a smaller τ means more frequent changes.

In this study, the change speed parameter τ is set to 50,
100, and 200, respectively, which means that the environ-
ment changes very fast, in the moderate speed, and slowly,
respectively. *e change severity parameter ρ is set to 0.1,
0.5, and 1.0, respectively, in order to examine the perfor-
mance of algorithms in dynamic environments with dif-
ferent severities: from slight change ρ � 0.1 to moderate
variation ρ � 0.5 to intense change ρ � 1.0. In order to study
the behavior of algorithms in randomly changing envi-
ronment, we also set ρ to be a random number uniformly
distributed in (0.0, 1.0), i.e., ρ � rand. In total, a series of 12
different dynamic problems are constructed from each
stationary test problem.*e dynamics parameter settings are
summarized in Table 1.

4.2. Experimental Design. Experiments are carried out in
order to study the major features of our proposed MAs and
to compare their performance with several other peer al-
gorithms. *e following abbreviations represent the algo-
rithms considered in this paper.

(1) SGA: A simple GA
(2) SGAr: A simple GA with restart from scratch

whenever the environment changes
(3) RIGA: SGA with the traditional random immigrants’

scheme
(4) MA-Inverse: MA with the simple reverse-based LS

operator
(5) MA-Swap: MA with the simple swap-based LS

operator
(6) MA-Insert: MA with the simple insert-based LS

operator
(7) MA-ALS: MA with our proposed ALS operator
(8) MAr-ALS: MA-ALS with a simple restart scheme
(9) RIMA-ALS: MA with the ALS operator and our

proposed economical random immigrant scheme

*e following parameters are used in all algorithms: the
population size (pop_size) is set to 100 for all MAs, but is set to
120 for SGA, SGAr, and RIGAbecause the LS operation inMAs
may be executed by ls size � 20 steps per generation. It is easy
to see that the total number of evaluations per generation is
always 120 for all algorithms.*e order crossover probabilitypc

equals 0.8 and the inversion mutation probability pm is set to
0.2 for all GAs and MAs. *e specific parameters in our
proposed algorithms are set as follows: α � 1.0, ri max � 0.1,
and ri min � 0.01 for the random immigrant scheme, while
Δ � 0.98, ls size 1 � 5, and ls size 2 � 5 in the ALS operator.

For each experiment of an algorithm on a test problem,
30 independent runs were executed with the same set of
random seeds. For each run of an algorithm on a DOP, 10
environmental changes were allowed and the best-of-gen-
eration fitness was recorded per generation. *e overall
offline performance of an algorithm is defined as the best-of-
generation fitness averaged across the number of total runs
and then averaged over the data gathering period, as for-
mulated below:

FBG �
1
G

􏽘

G

i�1

1
R

􏽘

R

j�1
FBGij

⎛⎝ ⎞⎠, (7)

where G is the number of generations i.e., G � 10 · τ, R � 30
is the total number of runs, and FBGij

is the best-of-gen-
eration fitness of generation i of run j.

Table 1: *e index table for dynamic parameter settings.

τ Environmental dynamic index
50 1 2 3 4
100 5 6 7 8
200 9 10 11 12
ρ⟶ 0.1 0.5 1.0 rand
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4.3. Experimental Study on the Effect of LS Operators. In the
experimental study on LS operators, we investigate the
performance of MAs with different LS operators, with the
aim of examining the effect of our proposed operator in
Section 3. In particular, five different algorithms, including
MA-ALS, MA-Inverse, MA-Swap, MA-Insert, and SGA, are
tested on the stationary instance of DEVRP. For each run of
an algorithm on each problem, the maximum allowable
number of generations was set to 200. *e experimental
results are shown in Figure 7, where the data were also
averaged over 30 runs.

From Figure 7, it can be seen that the performance of
four MAs is always better than that of SGA on the stationary
EVRP. *is is because the LS operators can improve the
performance of an algorithm significantly. *e similar re-
sults have been obtained by many researchers. It is no-
ticeable that the behavior of differentMAs is different during
the running course. MA-Insert, MA-Inverse, and MA-Swap
significantly outperform SGA at the early iterative stage of
running the algorithms, while their behavior becomes a little
disappointing at the late iterative stage. However, MA-ALS
almost performs much better than other algorithms on the
whole course of running. *is is because three different LS
operators are employed and selected to execute local im-
provements for an individual with an adaptive mechanism
in MA-ALS. Obviously, our proposed LS operator, which
combines the features of two inverse operation in an
adaptive learning strategy, can improve the individual more
efficiently than each of the three single LS operators. *e
result that MA-ALS outperforms significantly other algo-
rithms shows the efficiency of the proposed ALS operator.

4.4. Experimental Study on the Performance of MAs on
DEVRPs. In the experiments on DEVRPs constructed in
Table 1, we attempt to compare the performance of our
proposed algorithm RIMA-ALS with some other peer al-
gorithms, including SGAr, RIGA, MA-ALS, and MAr-ALS
described in Section 4.2.

*e experimental results with respect to the overall
offline performance are presented in Table 2 and plotted in
Figure 8. *e corresponding statistical results of comparing
algorithms by the one-tailed t-test with 58 degrees of
freedom at a 0.05 level of significance are given in Table 3. In
Table 3, the t-test results regarding Alg. 1 − Alg. 2 are shown
as “s+,”, “s− ,” “+,” or “− ” when Alg. 1 is significantly better
than, significantly worse than, insignificantly better than, or
insignificantly worse than Alg. 2, respectively. From Table 2,
Table 3, and Figure 8, several results can be observed and are
analyzed below.

First, RIMA-ALS significantly outperforms other peer
algorithms on most DEVRPs, as indicated in the relevant t-
test results in Table 3.*is result validates our expectation of
the proposed MA for solving DEVRPs. In RIMA-ALS, the
ALS operator can make a sufficient exploitation for the best-
fitness chromosome. Many researches in the literature often
utilize the LS technique to refine each chromosome in the
current population. *is is too costly or impossible for an
MA in dynamic environments considering that the total cost

per iteration in terms of evaluations is always limited. *e
ALS operator is only applied for the best-fitness chromo-
some in our proposed algorithm and can always help the
algorithm keep tracking a changing high-quality solution,
which is obviously feasible, especially on real-world appli-
cations. Moreover, the population is also introduced a
certain degree of diversity by the economical random im-
migrant scheme, which can help the algorithm adapt well to
environmental changes, especially when the environment is
subject to significant changes. More relevant analysis on the
effect of the operators in RIMA-ALS will be explained in the
late experimental analysis.

Second, MAr-ALS performs much worse than MA-ALS
and RIGA, but it is better than SGAr on all dynamic
problems. Given the perfect restart scheme, MAr-ALS does
not reuse any information from the past population, but
only restarts to search the equivalent problem from a ran-
dom initial state when an environmental change occurs. It is
easy to understand that MAs or GAs with the restart scheme
always take too much cost to reachieve the high-fitness
solutions. *e result that MAr-ALS significantly under-
performs MA-ALS and RIGA on DEVRPs indicates the
importance of reusing the useful information in the past
population for MA in dynamic environments. *e reason
why MAr-ALS outperforms SGAr lies in that the ALS op-
erator can help the algorithm obtain the high-fitness solu-
tion more quickly, which has been obtained in the
experiment in the last section.

*ird, MA-ALS always performs well on most DEVRPs,
even outperforms RIMA-ALS on DEVRP when τ � 200 and
ρ � 0.1. *is happens because that a new environment is
close to the previous one when the value of ρ is very small. It
is much advantageous to execute sufficient exploitation for
the elite chromosome in the current population when a
slight environmental change occurs in terms of severity.
When ρ increases to 0.5 or 1.0, MA-ALS is significantly
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on the stationary problem.
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Table 2: Experimental results of all peer algorithms on DEVRPs.

Dynamics Algorithms
τ ρ SGAr RIGA MA-ALS MAr-ALS RIMA-ALS
50 0.1 1026.93 ± 7.05 659.91 ± 15.15 616.16 ± 17.85 872.54 ± 10.28 610.53 ± 11.79
50 0.5 1022.74 ± 8.74 654.29 ± 12.97 616.40 ± 16.78 872.31 ± 10.55 608.07 ± 15.39
50 1.0 1023.24 ± 7.80 660.73 ± 13.88 621.13 ± 14.89 872.15 ± 8.97 612.98 ± 11.96
50 rand() 1022.43 ± 9.44 659.25 ± 20.74 616.70 ± 13.86 871.43 ± 9.34 606.87 ± 12.21
100 0.1 891.90 ± 8.14 613.56 ± 14.70 585.51 ± 15.45 777.13 ± 9.32 584.08 ± 12.20
100 0.5 892.85 ± 7.17 606.41 ± 10.91 589.58 ± 10.59 776.26 ± 6.86 582.60 ± 10.81
100 1.0 892.03 ± 6.72 610.34 ± 9.08 586.30 ± 12.12 771.01 ± 11.20 581.57 ± 11.15
100 rand() 893.47 ± 10.15 607.56 ± 12.51 588.22 ± 10.51 774.04 ± 9.83 583.07 ± 10.67
200 0.1 766.86 ± 8.25 586.05 ± 12.56 566.39 ± 9.74 687.77 ± 8.47 566.78 ± 12.63
200 0.5 765.06 ± 6.99 581.79 ± 13.65 566.90 ± 8.96 688.89 ± 9.67 566.41 ± 13.10
200 1.0 766.04 ± 6.46 582.32 ± 7.53 569.22 ± 7.30 686.49 ± 6.17 564.33 ± 9.02
200 rand() 767.29 ± 6.76 585.65 ± 9.15 567.11 ± 10.42 685.89 ± 8.56 566.82 ± 11.36
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Figure 8: Experimental results of all GAs and MAs on DEVRPs.

Table 3: *e t-test results of comparing algorithms regarding the overall offline performance.

t-test result DEVRP instances
τ � 50, ρ⟹ 0.1 0.5 1.0 Rand()
RIMA-ALS− MAr-ALS s+ s+ s+ s+

RIMA-ALS− MA-ALS + s+ s+ s+

RIMA-ALS− RIGA s+ s+ s+ s+

MAr-ALS–MA-ALS s− s− s− s−

MAr-ALS–RIGA s− s− s− s−

MAr-ALS–SGAr s+ s+ s+ s+

MA-ALS–RIGA s+ s+ s+ s+

RIGA–SGAr s+ s+ s+ s+

τ � 100, ρ⟹ 0.1 0.5 1.0 rand()
RIMA-ALS− MAr-ALS s+ s+ s+ s+

RIMA-ALS− MA-ALS + s+ s+ s+

RIMA-ALS− RIGA s+ s+ s+ s+

MAr-ALS–MA-ALS s− s− s− s−

MAr-ALS–RIGA s− s− s− s−

MAr-ALS–SGAr s+ s+ s+ s+

MA-ALS–RIGA s+ s+ s+ s+
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beaten by RIMA-ALS, which shows the necessity of
maintaining the sufficient population diversity for MAs in
dynamic environments. Since it is usually not possible to
judge the strength and weakness of an environmental change
in advance, the proposed random immigrant scheme is a
good choice when MAs are applied for DOPs; notice that
RIMA-ALS always performs better than MA-ALS on all
DEVRPs when ρ � rand.

Finally, the environmental parameters affect the per-
formance of algorithms. *e performance of all algorithms
increases when the value of τ increases from 50 to 100 to 200.
When τ becomes larger, algorithms have more time to find
better solutions before the next change. However, the per-
formance of algorithms hardly changes with the increasing
or decreasing of the value of ρ.

5. Conclusion

In this paper, an adaptive MA is proposed for addressing a
special DEVRP that is characterized by the time-varying
customer demands during the route design stage, under the
consideration of the influence of the variable load degree
upon the driving range of EVs. In the proposedMAmethod,
there are three major algorithmic schemes. *e first is to
develop a splitting procedure to translate an individual with
simple permutation-based representation to a solution of
DEVRP. *e second is to propose an ALS operator that
utilizes two different inverse-based LS operations, that is, SI
and MI, in an adaptive cooperation way. *e last is to
employ an economical random immigrant scheme to
maintain a sufficient population diversity for the proposed
algorithm to adapt well to the changing environment.

From the experimental results based on a series of DEVRPs,
which are constructed from a stationary instance of VRP, the
following conclusions can be drawn on the dynamic test
problems. Firstly, MAs with the ALS operator enhanced by the
suitable diversity technique can exhibit a better performance in
solving DEVRPs. For most test problems, RIMA-ALS, which
hybridizes GA with the ALS operator and the economical
random immigrant scheme, outperforms other peer algorithms.
Secondly, the ALS operator can help the algorithm execute a
robust local refinement since it employs multiple LS operators
via an adaptive cooperation mechanism. In our experiments,
MA-ALS performsmuch better than otherMAswith a single LS
operator for the stationary instance of VRP. *irdly,

maintaining a sufficient population diversity and reusing the
past information efficiently are both important for MAs in
dynamic environments. For most DEVRPs, RIMA-ALS always
performs better than MA-ALS and MAr-ALS, while MA-ALS
outperforms MAr-ALS. Finally, the environmental parameter
can affect the performance of algorithms. In our experiments,
algorithms perform better with the increase of the frequency of
changes, while the influence of the severity of change seems very
limited. Generally speaking, the experimental results indicate
that the proposed algorithm, where an EA is hybridizedwith the
ALS operator and an economical random immigrant scheme,
seems a good optimizer for DEVRPs.

For the future work, it is straightforward to examine the
performance of our proposed algorithm for more DEVRP
instances. For example, a mixed fleet of EVs or multiple
charging stations can be considered in DEVRPs. Another
interesting research topic is to investigate the effect of hy-
bridizing the other LS operations, such as those especially
used for EVRPs, within this adaptive learning way. In ad-
dition, it is also valuable to carry out the sensitivity analysis
on the effect of parameters, e.g., α, Δ, etc., on the perfor-
mance of the proposed algorithm in the future.
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+is paper investigates active damping of LCL filter resonance in grid-connected inverters with only inverter current feedback
control, since it only needs to sample one current to realize both current control and inverter protection. +e traditional single-
loop inverter current control (SLICC) can damp the LCL filter resonance actively. However, if the control delay is considered in
digital control, the system stability will depend on the ratio of the LCL resonance frequency fres to the sampling frequency fs, and
the valid damping region is only up to fs/6. Considering that the design region of the LCL resonance frequency fres is up to fs/2 ,
the system can easily become unstable due to the LCL resonance frequency shifting. +us, this paper proposes an improved active
damping method based on SLICC, including the asymmetric regular sampling method and delay compensation method. +e
improved sampling method minimizes the control delay without introducing a switching ripple, and the delay compensation
method further compensates for the delay effect. With a proper parameter design, the upper limit of the valid damping region is
extended up tofs/2, which can cover all the possible resonance frequencies, and it has inherent robustness against grid-impedance
variation. Finally, a few simulations in MATLAB/SIMULINK and experiments based on a 6 kW prototype are performed to verify
the theoretical analysis.

1. Introduction

Recently, the renewable energy distributed generation
technique is attracting more and more attention, to deal
with the increasing concern of the exhaustion of fossil
fuels and the environmental pollution. Grid-connected
inverters are the key devices to connect the distributed
systems to the power grid [1]. As the grid-connected
inverter is controlled by the pulse width modulation
(PWM), the output current contains an amount of
switching harmonics. +e LCL filter is widely used due to
its better attenuation capability of the switching har-
monics and cost advantage compared with L filter.
However, the LCL filter is a third-order low-damping
system, which challenges the stability of the whole
system [2].

In order to stabilize the system, a variety of active
damping techniques without power losses have been devel-
oped. Generally, the traditional active damping techniques
can be classified into two modes based on whether an ad-
ditional sensor is needed, except for the essential sensors of
the control current and grid voltage: the single-loop and the
multiloop feedback control. +e multiloop feedback control
methods introduce additional damping terms into the current
control loop by sensing additional variables, such as capacitor
current [3–6] or capacitor voltage [7]. Due to their flexible
and efficient implementation, these methods have been
widely used. However, requiring additional sensors increases
the hardware cost and affects the system’s reliability. Alter-
natively, a state observer can be used to simplify the system
hardware effectively [8, 9], but it is sensitive to system pa-
rameter uncertainties and variations [10].
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Simultaneously, the single-loop feedback control
methods can avoid these problems and have increasingly
been studied in [11–25], including inverter current control
and grid current control. In [11], it is first pointed out that
the inverter current contains capacitor current component
so that the inverter current control can promise stable
operation. Moreover, inverter current control is beneficial to
the instantaneous overcurrent protection for the inverter,
which is more convenient to be implemented and popular in
industrial applications [12]. But good damping can be
achieved only when the resonance frequency is low enough.
In order to increase the damping, an active damping inner
loop control is introduced. It is implemented by extracting
the high-frequency components of the inverter current or
grid current to simulate the capacitor current [13–15], and
the first-order High Pass Filter (HPF) is the most popular
filter. However, when the control current is the grid current,
it may not be able to introduce sufficient damping since the
high-frequency components have been filtered by the filter
capacitor, which might result in the need to compromise
between the resonance frequency offset and the resonance
suppression ability [16].

On the other hand, the control delay is introduced in
the digital control implementation process, and it has a
significant influence on all active damping techniques
[17–19]. +e system stability will depend on the ratio of the
LCL resonance frequency fres to the sampling frequency
fs. For the single-loop feedback control without active
damping inner loop or the multiloop feedback control, the
critical frequency is fs/6 [17, 18], while it can increase to
fs/3 at most when adopting the active damping inner loop
[20]. +us, the LCL resonance frequency must be away
from the critical frequency to enhance the system damping.
Unfortunately, considering the potential variation of the
grid inductance, the LCL resonance frequency may shift to
the critical frequency; thus, the system stability cannot be
promised [21–23]. Hence, how to decrease the control delay
and increase the critical frequency is a research focus in
recent years.

+e control delay is reduced by adjusting the sampling
instant [17] or multisampling [12], but the sampling instant
may be no longer the switching instant of the power tube. It
is easy to introduce the switching frequency harmonics into
the control loop and deteriorate the system stability [16].
Alternatively, the filter-based methods are presented in
[24–26]. By inserting a digital filter in the forward path, the
frequency characteristics around the LCL resonance fre-
quency can be changed. But such a solution relies on the
accuk6rate filter parameters; the variation of grid inductance
may greatly affect the system stability.+us, it is very difficult to
enhance the system stability only by reducing the control delay
or introducing digital filters. +erefore, in [22], a robust
method including the double-sampling double-loading
(DSDL) mode and a lead grid current control part is proposed,
and a similar method based on the inverter current control is
proposed [16]. +e DSDL mode minimizes the control delay
and the lead control part further compensates for the delay
effect. However, the active damping inner loop can be
equivalent to a second-order filter since a first-order HPF is in

series with a first-order lead control part in it.+us, the order of
the system control is increased. +e amplitude and phase
characteristics of high-order filters vary more sharply and
widely, making the parameters design more difficult [15].

In this paper, an improved SLICC is proposed. +is
method extends the valid damping region up to fs/2, im-
proving the system stability margin greatly without in-
creasing the control algorithm complexity and system cost.
And it has inherent robustness against grid-impedance
variation. +e remainder of this paper is organized as fol-
lows. In Section 2, the control scheme and the mathematical
model of a three-phase grid-connected inverter with an LCL
filter are presented at first. +e equivalent impedance model
of the SLICC considering the control delay is established,
and the detailed system stability analysis is given in Section
3. In Section 4, an improved SLICC for extending the valid
damping region up to fs/2 is proposed. Moreover, a step-by-
step parameter design procedure is presented. Section 5
shows the simulations and experimental results and Section
6 summarizes the conclusions.

2. System Modeling and Description

Figure 1 shows the circuit diagram and control scheme of a
three-phase grid-connected inverter with an LCL filter and a
constant DC voltage source Udc, where C is the filter ca-
pacitor and L1 and L2 are the filter inductance of the inverter
side and the grid side, respectively. Considering the worst-
case condition, where no passive damping of the resonance
exists and the system becomes more unstable, the parasitic
series resistances of its filter inductor and filter capacitor are
all neglected here. ug is the grid voltage, and it has been
assumed as balanced, which then allows per-phase diagrams
to be used for analysis. i1 and i2 are the inverter and grid
current, respectively. In this paper, to reduce the impact on
the low-frequency stability of the system, the synchronous
reference frame phase-locked loop (SRF-PLL) with low
bandwidth has been employed to synchronize the inverter to
the point of common coupling (PCC) voltage [20].

+e overall control structure for per-phase based on
SLICC is depicted in Figure 2. For simplicity, the equivalent
gain of the inverter is set to 1. GPR(s) is the current con-
troller, whose notation is given as follows [10]:

GPR(s) � Kp +
2Krωis

s
2

+ 2ωis + ω2
0
, (1)

where Kp and Kr are the proportional and resonance gains,
respectively, ωi is the bandwidth of the resonance term, and
ω0 is the grid fundamental angular frequency.

Generally, the digital signal processor (DSP) is intro-
duced to control the grid-connected inverter, and the most
common mode for PWM is the single-update mode. +us,
the computation and PWM delays should be considered.
Specifically, Gd1(s) represents the computation delay, which
is one sampling period in the traditional sampling scheme.
Gd2(s) is the PWM delay, caused by the zero-order hold
(ZOH) effect. +us, the total delay in the system can be
expressed as [17]
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Gd(s) � e
− 1.5sTs , (2)

where Ts is the sampling cycle of the digital control system.
GLCL(s) is the transfer function of the LCL filter under

SLICC strategy, as shown in the following equation:

GLCL(s) �
L2Cs

21
+ 11

L1L2Cs
3

+ L1 + L2( 􏼁s
. (3)

3. Impedance-Based Analysis

+is section generalizes the physical circuit property of the
SLICC by presenting an impedance-based analysis [27]. For
demonstrating circuit properties realized by SLICC, the
control diagram is redrawn as in Figure 3(a) by sensing the
voltage of the inverter-side inductance instead of the inverter
current, and the equivalent circuit of LCL filter can be shown
as Figure 3(b). +is informs that the SLICC is equivalent to a
virtual impedance Zv(s) connected in series with the in-
verter-side inductance. +e expression of Zv(s) can be
written as

Zv(s) � GPR(s)e
− 1.5sTs . (4)

+us, the equivalent virtual impedance Zv(s) can be
shaped by varying GPR(s) and Gd(s). Since the resonance
term ofGPR(s)mainly affects the frequency characteristics of
the system at the fundamental frequency [19], the equivalent
virtual impedance Zv(s) is simplified as Kpe− 1.5sTs for
simplicity.

If the control delay Gd(s) is neglected, the equivalent
virtual impedance is a constant positive resistance with a
value of Kp, which damps the LCL resonance peak.
+erefore, the SLICC can provide inherent damping to
stabilize the system [18].

When the control delay Gd(s) is incorporated, the fre-
quency expression of the equivalent virtual impedance is
yielded as

Zv(jω) � Kp cos 1.5ωTs − j sin 1.5ωTs( 􏼁

� Rv(ω) + jXv(ω).
(5)

It shows that the control delay changes the constant
positive resistance to a virtual impedance which is composed
of resistance and reactance, whose frequency characteristics
are shown in Figure 4, and fs is the sampling frequency.+e
equivalent virtual resistance Rv(ω) could be positive or
negative depending on the frequency range, whose critical
frequency fR is fs/6. Similarly, the equivalent virtual re-
actance Xv(ω) could be inductive or capacitive and its
critical frequency fX is fs/3. +e negative Rv(ω) will add
open-loop right-half-plane (RHP) poles to the system, in-
troducing a nonminimum-phase closed-loop behavior to the
system, which can impair the overall system stability and
robustness [20]. +e existence of Xv(ω) will shift the LCL
resonance frequency fres [16]. As the damping effect, that is,
stability of system, is determined by Rv(ω) [22], the critical
stable frequency of the traditional digital control system
adopting SLICC is fs/6. When the actual LCL resonance
frequency fres is up to fs/6, the system will be unstable due
to the lack of necessary damping for the LCL resonance peak.
+erefore, the control delay Gd(s) plays a decisive role in the
stability of digital control system.

To identify the critical frequency fR of Rv(ω) when the
control delay varies, Gd(s) can be rewritten as e− λsTs (nor-
mally 0< λ≤ 1.5). When Rv(ω) is assumed to zero, it leads to

cos(λ · 2πx) � 0, (6)

where x is the ratio of the critical frequency fR to the
sampling frequency fs.

Figure 5 shows the relationship between x and λ
according to (6). As shown in Figure 5, the critical frequency
gradually increases as the control delay decreases. In par-
ticular, when the control delay decreases to e− 0.5sTs , the
critical frequency reaches the upper limit of the LCL res-
onance frequency design value, that is, fs/2. +at is, if the
control delay can be reduced to e− 0.5sTs , the system stability
can be ensured with the SLICCwithin the design range of the
LCL resonance frequency.

Due to the inherent characteristics of the digital control
system, reducing the control delay to e− 0.5sTs can only be
realized by increasing the sampling frequency. In this case,
the sampling frequency should be increased to three times its
original value [12]. However, it may lead to problems that
introduce the switch ripple into the control loop and
multiple intersections between the modulated wave and the
carrier [3]. +at makes the method impractical.

4. Proposed Active Damping Method

Based on the above discussions, there is a need to decrease
the control delay and compensate for its side effects. In this
section, an improved active damping method based on
SLICC is proposed, which includes the asymmetric regular
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sampling method and the delay compensation method. +e
proposed active damping method can extend the valid
damping region up to fs/2, improving the system stability
and robustness. +e traditional SLICC has inherent ro-
bustness against grid-impedance variation, since the grid-
impedance decreases the LCL resonance frequency [18]. +e
proposed active damping method can inherit this feature
due to no additional active damping inner loop in the
control loop.

4.1. Asymmetric Regular Sampling Method. In the digital
control system, in order to avoid the influence of switching
noise, the signal sampling and update are operated at the
peak or valley of the triangular carrier. +e sampling signals
are sent to the DSP; then the modulation waveform is ob-
tained by calculating these signals with the control algo-
rithm. Meanwhile, to avoid the phenomenon of multiple

intersections between the modulation waveform and the
triangular carrier, the calculated modulation waveform is
updated at the next sampling instant, as shown in
Figure 6(a). +e computation delay is the duration between
sampling instant of the signal and update instant of the
corresponding calculated modulation waveform, which is
equal to e− sTs . +e PWM is often modeled as a ZOH, so the
PWM delay is considered as half of the sampling period,
which is equal to e− 0.5sTs . +us, the total control delay in the
control loop is e− 1.5sTs .

In order to directly reduce the control delay, the
asymmetric regular sampling method is adopted, as shown
in Figure 6(b). Instead of sampling and updating the signals
one time in a control period, this method samples and
updates twice time, which means that the signal sampling
and update are operated at the peak and valley of the tri-
angular carrier. Since the sampling frequency and update
frequency are both doubled, the control delay is reduced to
e− 0.75sTs , without changing the switching frequency and
introducing the switching ripple. It is worth mentioning
that, since the sampling frequency is doubled, this method
requires a higher precision current sensor.

4.2. Analysis and Design of Delay Compensation Method.
As shown in Figure 5, when the control delay is e− 0.75sTs , the
critical frequency of the equivalent virtual resistance is
around fs/3. In this section, the delay compensationmethod
is further introduced to compensate for the delay effect,
realizing fR ≥ (fs/2) and ensuring that the system has a
sufficient stability margin at fres.

Considering that the controller needs to be discretized,
the simplest form of the delay compensator can be expressed
as [22]

GC1 �
1

1 + e
− 0.5ksTs

, (7)

where k� 1, 2, ..., m. Since the sampling frequency has
doubled, the minimum delay in the control loop is e− 0.5sTs .
+en the equivalent virtual impedance can be expressed as

Zv1(jω) � KP

e− 0.75sTs

1 + e−0.5ksTs

􏼌􏼌􏼌􏼌􏼌􏼌s�jω

�
Kp A1(ω) + jB1(ω)( 􏼁

C1(ω)

� Rv1(ω) + jXv1(ω),

(8)

where

Zv
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–
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Figure 3: Equivalent control diagram and circuit of control diagram with SLICC strategy.
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A1(ω) � cos 0.75ωTs 1 + cos 0.5 kωTs( 􏼁 + sin 0.75ωTs sin 0.5 kωTs,

B1(ω) � cos 0.75ωTs sin 0.5 kωTs + sin 0.75ωTs 1 + cos 0.5 kωTs( 􏼁,

C1(ω) � 2 + 2 cos 0.5 kωTs.

⎧⎪⎪⎨

⎪⎪⎩

(9)

In order to ensure fR ≥ (fs/2), the equivalent virtual
resistance should be positive within the interval of (0,
(fs/2)]; thus, the constraints are derived as

A1(ω)> 0, C1(ω)> 0, f ∈ 0, 0.5fs( 􏼁,

A1(ω)≥ 0, C1(ω)> 0, f � 0.5fs.
􏼨 (10)

+erefore, k is within the interval of [1, 2). Figure 7 shows
the frequency-domain characteristics of Rv1(ω) and Xv1(ω)

with different k values. As can be seen in Figure 7, when
k� 1, Rv1(ω) decreases as the frequency increases and de-
creases to 0 at fs/2. +at means there is no damping at fs/2,
and the more the LCL resonance frequency fres closer to
fs/2, the smaller the stability margin. However, the LCL
resonance frequency fres can be designed close to fs/2, and
the change of the filter inductance L and the filter capacitorC
may shift the actual LCL resonance frequency toward fs/2,
worsening the system stability margin.

In contrast, when k� 1.5, Rv1(ω) stays constant within
the interval of (0, fs/2], which means the system has a
sufficient stability margin whatever the LCL resonance
frequency fres is. However, k� 1.5 cannot be implemented
in digital control system, and the only practical case would
be k� 1. Nevertheless, the main goal of the above analysis is
that there is a value that can satisfy the delay compensation
requirements. As illustrated in [4, 21, 22], the delay com-
pensation method works through compensating the lagging
phase.+us, we canmimic the delay compensator GC1 by the
lead compensator.

Figure 8 shows the Bode diagram of the delay com-
pensator GC1 for different k (k� 1, 1.5).+e leading phases at
fs/2 are 45° and around 66°, respectively. Apparently, the
leading phase at fs/2 when k� 1.5 is much larger than it
when k� 1 that is why the system can be more stable when
k� 1.5. To compare the performance of the lead compen-
sator with the delay compensator, the leading phases at fs/2
are the same; that is, θ1 � 45° and θ2 � 66°. And the

attenuation of the transmission coefficient of the open loop
is fully compensated, as shown in Figure 8. +e form of the
compensator can be expressed as [12]

GC2 �
Ts + 1
αTs + 1

, (11)

where α and T are

α �
1 − sin θ
1 + sin θ

,

T �
1

2πf
��
α

√ .

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(12)

+us, the equivalent virtual impedance of the system can
be expressed as

Zv2(s) � KPGC2|s�jω

�
Kp A2(ω) + jB2(ω)( 􏼁

C2(ω)

� Rv2(ω) + jXv2(ω),

(13)

where
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Figure 6: Implementation principle of different sampling method. (a) Symmetry regular sampling method. (b) Asymmetric regular
sampling method.
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A2(ω) � 1 + αT
2ω2

􏼐 􏼑cos 0.75ωTs +(1 − α)Tω sin 0.75ωT,

B2(ω) � (1 − α)Tω cos 0.75ωTs − 1 + αT
2ω2

􏼐 􏼑sin 0.75ωTs,

C2(ω) � 1 +(αTω)
2
.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

Figure 9(a) shows the frequency-domain characteristics
of Rv1(ω) and Rv2(ω); Figure 9(b) shows the frequency-
domain characteristics ofXv1(ω) andXv2(ω). As can be seen
from Figure 9(a), through the same leading phase at fs/2,
Rv2(ω)|θ�45° is always greater than Rv1(ω)|k�1 within the
interval of (0, fs/2). +is is because the lead compensator
can provide a bigger leading phase. What is more,
Rv2(ω)|θ�45° is greater than Rv1(ω)|k�1.5 within the interval of
(0, 0.4fs), and the range can be extended to (0, fs/2) by
increasing the leading phase. +us, the system can achieve
more effective damping when the lead compensator is in-
troduced, and the parameters design procedure can be more
flexible.

It is worth mentioning that Xv2(ω)|θ�45° is always greater
than Xv1(ω)|k�1 within the interval of (0, fs/2), even greater
than Xv1(ω)|k�1.5, as shown in Figure 9(b). And Xv2(ω) can
be greater within high-frequency interval by increasing the
leading phase θ. +is is because of the amplitude amplifi-
cation effect of the lead compensator, resulting in shifting
the actual resonance frequency fres toward fs/2, decreasing
the stability margin of the system. +us, the leading phase θ
should be designed carefully.

4.3. Design Guideline for the Proposed Active Damping
Method. In this section, a step-by-step parameter design
procedure considering the phase margin (PM) and the
gain margin (GM) of the system is summarized as
follows:

Step 1. Consider the requirements of the power level
and the current limit of the inverter; the switching
harmonic suppression ability, the filter inductances L1
and L2, and filter capacitance C are preliminarily de-
termined [1].

Step 2. Set the cutoff frequency fc according to the
sampling frequency fs, low-frequency harmonic sup-
pression ability, and overshoot constraint. As reported
in [10], to achieve an overshoot within the reasonable
range, f0 <fc < 4%fs is expected with PM1 at fc over
60°, where f0 is the fundamental grid frequency.
Step 3. Specifically, Kp is related to fc by [5]

Kp � 2πfc L1 + L2( 􏼁. (15)

When PR controller is adopted, the magnitude of the
loop gain at f0 should be bigger than 75 dB, ensuring
that the amplitude error is less 1% at the rated power
[5]. Once fc is specified, Kp and Kr can be determined.
Step 4. Draw the Bode diagram of the open-loop
transfer function of the overall system with the
asymmetric regular sampling method only. Generally,
the PM2 at fres is expected within the interval of [30°,
60°], and GM> 5 dB is expected [5]. +en examine the
actual PM2 and GM. If the actual PM2 or GM is not
satisfied, go back to Step 3 and slightly decrease Kp and
Kr.
Step 5. If the actual PM2 or GM cannot be satisfied only
by decreasing Kp and Kr, introduce the delay com-
pensator and examine the actual PM2 and GM. Go back
to Step 3 and slightly decrease Kp and Kr if necessary.
Step 6. If the actual PM2 or GM still cannot be satisfied,
introduce the lead compensator and set the leading
phase θ at fs/2 to be � π/4. Go back to Step 3 and
slightly decrease Kp and Kr if necessary. If it is not
satisfied again, increase the leading phase according to
the difference between the actual PM2 and the preset
value, and further slightly decrease Kp and Kr. If it is
still not satisfied, go back to Step 1 and slightly decrease
the LCL resonance frequency and repeat the other steps
until the system stability requirements are met. +e
flowchart can be shown in Figure 10.

+e parameters are designed according to the design
procedure, as shown in Table 1. Figure 11 shows Bode di-
agram of the overall system with the designed parameters,
and the stability requirements are satisfied, since PM1 � 70°,
PM2 � 31°, and GM� 6.5 dB.

5. Simulation and Experiment Results

5.1. Simulation Results. To verify the above analysis and the
proposed active damping method, a simulation model based
on Figure 1 is built in the MATLAB/SIMULINK, and the
main system parameters are shown in Table 1.

For verifying the analysis of the critical frequency of the
SLICC, the LCL resonance frequency fres is selected as
0.24fs by intentionally increasing the filter capacitance C to
9.4 μF. Figure 12 shows the simulated grid current for this
case. As shown in Figure 12(a), when fres is bigger than the
critical frequency of the traditional SLICC, that is, fs/6, the
system cannot be stabilized. After decreasing the control
delay by adopting the asymmetric regular sampling method,
the system can be stabilized while the grid current still
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Figure 10: +e flowchart of the step-by-step parameter design procedure.

Table 1: System simulation parameters.

Parameter/unit Value
L1/mH 2
L2/mH 0.6
C/uF 4.7
fs/kHz 10
f0/Hz 50
Udc/V 750
ug/V 220
ωi π
Kp 10
Kr 1000
α 0.17
T 7.7e− 3
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Figure 11: Bode diagram of the overall system.
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contains oscillation, indicating that the system stability
margin is insufficient.

When further adopting the delay compensator, the
current oscillation rapidly decays, indicating that the system
stability margin has been increased, as shown in
Figure 12(b). It is worth mentioning that, under this con-
dition, there is little difference between the results of the
delay compensator and the lead compensator (not shown in
Figure 12). +at means when the LCL resonance frequency
fres is relatively low, the system stability margin under the
two methods has little difference, which is consistent with
the analysis in Section 4.

When the filter capacitance C is regularly designed
according to the design guidance, it equals 4.7 μF, as shown
in Table 1. In this case, fres � 0.34 fs, which is close to the
critical frequency when the control delay decreases to
e− 0.75sTs , that is, around fs/3. Figure 13 shows the simulated
grid current for this case. With adopting the asymmetric
regular sampling method, the control delay reduces to
e− 0.75sTs , and the system still cannot be stabilized, as shown
in Figures 13(a) and 13(b).

+e system can be stabilized when further adopting the
delay compensator, as shown in Figure 13(a). However, the
current still contains high resonance frequency harmonics,
which makes the current cannot meet the requirements of
total harmonic distortion (THD). Comparatively, when
adopting the lead compensator, there is no obvious oscil-
lation in the steady state, as shown in Figure 13(b). It in-
dicates that, at a high level of the LCL resonance frequency,
the system has a higher stability margin when adopting the
lead compensator.

In addition, the robustness of the proposed active
damping method is verified by shifting the LCL resonance
frequency. Figure 14 shows the contrastive simulation re-
sults under the proposed method with the delay compen-
sator and the lead compensator. +e LCL resonance

frequency reaches 0.4fs by decreasing the filter capacitor C
to 75% designed value. +e resonance frequency harmonics
increase significantly with the delay compensator, as shown
in Figure 14(a). Comparatively, with the implementation of
the lead compensator, the resonance frequency harmonics
increase slightly, as shown in Figure 14(b). Compared to the
results shown in Figure 13, it indicates that the higher the
resonance frequency, the greater the advantage of the lead
compensator, verifying the effectiveness of the analysis and
the proposed method.

5.2. Experiment Results. In order to verify the above sim-
ulation results, a 6 kW three-phase grid-connected inverter
prototype is built in the laboratory, as shown in Figure 15.
In practice, the PR controller is decomposed into a direct
integrator and a feedback integrator, and they are dis-
cretized with a forward difference and backward difference
separately [10]. +e delay compensator and the lead
compensator are discretized with Tustin transform with
prewarping to match the frequency responses at fres [5].
+us, the discretized controller can be implemented in a TI
TMS320F28335 DSP. +e main system parameters are
shown in Table 1.

Figure 16(a) shows the grid current with the asymmetric
regular sampling method adopted only. +ough the grid
current contains large oscillation, the system can be stabi-
lized when the actual LCL resonance frequency fres is close
to the critical frequency. +at is because of the damping
effects of the parasitic series resistances of the filter inductor
and filter capacitor in the prototype, leading to the difference
between Figures 13 and 16(a).

Figures 16(b) and 16(c) show the grid current with the
delay compensator and the lead compensator, respectively.+e
system stability margin is improved after introducing the delay
compensator, and the oscillation rapidly decays, as shown in
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Figure 12: Simulation waveforms of the grid current when fres � 0.24 fs with different control strategies. (a) Only the asymmetric regular
sampling method. (b) +e proposed active damping method.
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Figure 16(b). But the resonance frequency harmonics still
cannot meet the standards of THD. Comparatively, when
adopting the lead compensator, there is no obvious oscillation
in the steady state, as shown in Figure 16(c). It indicates that

when the system has a high level of LCL resonance frequency, a
higher stability margin can be achieved by adopting the lead
compensator, verifying the effectiveness of the proposed
method and the simulation results.

0 0.02 0.04 0.06 0.08
–20

–10

0

10

20

t (s)

i 2 
(A

)
Without delay compensator 

λ = 0.75 λ = 0.75
With delay compensator 

(a)

0 0.02 0.04 0.06 0.08
–20

–10

0

10

20

t (s)

i 2 
(A

)

λ = 0.75 λ = 0.75
Without lead compensator With lead compensator 

(b)

Figure 13: Simulation waveforms of the grid current when fres � 0.34 fs with the proposed active damping method. (a) Delay compensator.
(b) Lead compensator.

0 0.02 0.04 0.06 0.08
–20

–10

0

10

20

t (s)

i 2 
(A

)

(a)

0 0.02 0.04 0.06 0.08
–20

–10

0

10

20

t (s)

i 2 
(A

)

(b)

Figure 14: Simulation waveforms of the grid current with the proposed active damping method when C decreases. (a) Delay compensator.
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6. Conclusions

+is paper studies active damping method for LCL-filtered
three-phase grid-connected inverters based on SLICC.
+rough systematic impedance-based analyses, it has been
shown that the control delay has changed the equivalent virtual
resistance of the SLICC, and the critical frequency of the
equivalent virtual resistance locates within the range of the LCL
resonance frequency. To ensure the stability of the SLICC, an
improved active damping method is proposed. +e damping
region is widened to (0, fs/2), which can cover all the possible
resonance frequencies. A step-by-step design procedure con-
sidering the different resonance frequency range is also for-
mulated. Particularly, the delay compensator may be unable to
provide sufficient PM within the interval of high resonance
frequency, and the lead compensator could further improve the
system stability. +e simulation and experimental results show
the effectiveness of the proposed active damping method. To
mimic the delay compensator more precisely when the control
delay is equal to e− 0.75sTs is the future work.

Data Availability

+e data that support the findings of this study are included
within the article.

Conflicts of Interest

+e authors declare no conflicts of interest regarding the
publication of this paper.

Acknowledgments

+is work was supported in part by the National Natural
Science Foundation of China (no. 61563034), the Interna-
tional S&T Cooperation Program of China (no.
2014DFG72240), and the Higher School Science and
Technology Floor Plan in Jiangxi Province under Grant no.
KJLD14006.

References

[1] F. Blaabjerg, R. Teodorescu, M. Liserre, and A. V. Timbus,
“Overview of control and grid synchronization for distributed
power generation systems,” IEEE Transactions on Industrial
Electronics, vol. 53, no. 5, pp. 1398–1409, 2006.

[2] W. M. Wu, Y. Liu, Y. B. He, H. S.-H. Chung, M. Liserre, and
F. Blaabjerg, “Damping methods for resonances caused by
LCL-filter-based current-controlled grid-tied power inverters:
an overview,” IEEE Trans. Power Electron.vol. 32, no. 6,
pp. 4395–4410, 2017.

[3] D. Pan, X. Ruan, C. Bao, W. Li, and X. Wang, “Capacitor-
current-feedback active damping with reduced computation
delay for improving robustness of LCL-type grid-connected
inverter,” IEEE Transactions on Power Electronics, vol. 29,
no. 7, pp. 3414–3427, 2014.

[4] X. Li, X. Wu, Y. Geng, X. Yuan, C. Xia, and X. Zhang, “Wide
damping region for LCL-type grid-connected inverter with an
improved capacitor-current-feedback method,” IEEE Trans-
actions on Power Electronics, vol. 30, no. 9, pp. 5247–5259,
2015.

t (4ms/div)

ia ib ic
i 2 

(1
0A

/d
iv

)

(a)

t (4ms/div)

i 2 
(1

0A
/d

iv
)

ia ib ic

(b)

t (4ms/div)

i 2 
(1

0A
/d

iv
)

ia ib ic

(c)

Figure 16: Experimental waveforms of the grid current when fres � 0.34 fs with different control strategies. (a) Only the asymmetric regular
sampling method. (b)+e proposed active damping method with the delay compensator. (c)+e proposed active damping method with the
lead compensator.

10 Mathematical Problems in Engineering



[5] Y. L. Ma, L. Xu, X. H. Wang, Y. Y. He, X. B. Ruan, and
F. X. Liu, “Passivity-based design of capacitor-current-feed-
back active damping for lcl-filtered inverter considering
computation delay reduction,” in Proceedings of the 2020 IEEE
11th International Symposium on Power Electronics for Dis-
tributed Generation Systems (PEDG), pp. 364–369, Dubrov-
nik, Croatia, September 2020.

[6] Z. Miao, W. Yao, and Z. Lu, “Single-cycle-Lag compensator-
based active damping for digitally controlled LCL/LLCL-Type
grid-connected inverters,” IEEE Transactions on Industrial
Electronics, vol. 67, no. 3, pp. 1980–1990, 2020.

[7] J. Jo, H. An, and H. Cha, “Stability improvement of current
control by voltage feedforward considering a large synchro-
nous inductance of a diesel generator,” IEEE Transactions on
Industry Applications, vol. 54, no. 5, pp. 5134–5142, 2018.

[8] B.Wang, Y. Xu, Z. Shen, J. Zou,C. Li, andH. Liu, “Current control
of grid-connected inverter with LCL filter based on extended-state
observer estimations using single sensor and achieving improved
robust observation dynamics,” IEEE Transactions on Industrial
Electronics, vol. 64, no. 7, pp. 5428–5439, 2017.

[9] A. Mohammad, M. Alaa, and K. Muhieddin, “Current control
and active damping for single phase LCL-filtered grid con-
nected inverter,” Journal of Control Science and Engineering,
vol. 2020, Article ID 3164601, 12 pages, 2020.

[10] D. Pan, X. Ruan, X. Wang, H. Yu, and Z. Xing, “Analysis and
design of current control schemes for LCL-type grid-con-
nected inverter based on a general mathematical model,” IEEE
Transactions on Power Electronics, vol. 32, no. 6, pp. 4395–
4410, 2017.

[11] Y. Tang, P. C. Loh, P. Wang, F. H. Choo, and F. Gao, “Ex-
ploring inherent damping characteristic of LCL-filters for
three-phase grid-connected voltage source inverters,” IEEE
Transactions on Power Electronics, vol. 27, no. 3, pp. 1433–
1443, 2012.

[12] X. Zhang, P. Chen, C. Yu, F. Li, H. T. Do, and R. Cao, “Study
of a current control strategy based on multisampling for high-
power grid-connected inverters with an LCL filter,” IEEE
Transactions on Power Electronics, vol. 32, no. 7, pp. 5023–
5034, 2017.

[13] J. M. Xu, S. J. Xie, J. R. Kan, and L. Ji, “An improved inverter-
side current feedback control for grid-connected inverters
with LCL filters,” in Proceedings of the 9th International
Conference on Power Electronics and ECCE Asia, pp. 984–989,
Seoul, South Korea, June 2015.

[14] M. Hanif, V. Khadkikar, W. Xiao, and J. L. Kirtley, “Two
degrees of freedom active damping technique for $LCL$ filter-
based grid connected PV systems,” IEEE Transactions on
Industrial Electronics, vol. 61, no. 6, pp. 2795–2803, 2014.

[15] J. Xu, S. Xie, and T. Tang, “Active damping-based control for
grid-connected $LCL$ -filtered inverter with injected grid
current feedback only,” IEEE Transactions on Industrial
Electronics, vol. 61, no. 9, pp. 4746–4758, 2014.

[16] L. Zhou, J. M. Guerrero, X. Zhou et al., “Inverter-current-
feedback resonance-suppression method for LCL-type DG
system to reduce resonance-frequency offset and grid-in-
ductance effect,” IEEE Transactions on Industrial Electronics,
vol. 65, no. 9, pp. 7036–7048, 2018.

[17] J. M. Gonzalez, C. A. Busada, and J. A. Solsona, “A robust
controller for a grid-tied inverter connected through an LCL
filter,” IEEE Journal of Emerging and Selected Topics in In-
dustrial Electronics, vol. 2, no. 1, pp. 82–89, 2021.

[18] C. Zou, B. Liu, S. Duan, and R. Li, “Influence of delay on
system stability and delay optimization of grid-connected

inverters with LCL filter,” IEEE Transactions on Industrial
Informatics, vol. 10, no. 3, pp. 1775–1784, 2014.

[19] J. Wang, J. D. Yan, L. Jiang, and J. Zou, “Delay-dependent
stability of single-loop controlled grid-connected inverters
with LCL filters,” IEEE Transactions on Power Electronics,
vol. 31, no. 1, pp. 743–757, 2016.

[20] X. Wang, F. Blaabjerg, and P. C. Loh, “Grid-current-feedback
active damping for LCL resonance in grid-connected voltage-
source converters,” IEEE Transactions on Power Electronics,
vol. 31, no. 1, pp. 213–223, 2016.

[21] Z. Xin, X. Wang, P. C. Loh, and F. Blaabjerg, “Grid-current-
feedback control for LCL-filtered grid converters with en-
hanced stability,” IEEE Transactions on Power Electronics,
vol. 32, no. 4, pp. 3216–3228, 2017.

[22] X. Zhou, L. Zhou, Y. Chen et al., “Robust grid-current-
feedback resonance suppression method for LCL-type grid-
connected inverter connected to weak grid,” IEEE Journal of
Emerging and Selected Topics in Power Electronics, vol. 6, no. 4,
pp. 2126–2137, 2018.

[23] N. N. N. Nam, N.-D. Nguyen, C. Yoon, M. Choi, and Y. I. Lee,
“Voltage sensorless model predictive control for a grid-
connected inverter with LCL filter,” IEEE Transactions on
Industrial Electronics, vol. 1, p. 1, 2021.

[24] E. Rodriguez-Diaz, F. D. Freijedo, J. C. Vasquez, and
J. M. Guerrero, “Analysis and comparison of notch filter and
capacitor voltage feedforward active damping techniques for
LCL grid-connected converters,” IEEE Transactions on Power
Electronics, vol. 34, no. 4, pp. 3958–3972, 2019.

[25] R. Pena-Alzola, M. Liserre, F. Blaabjerg, R. Sebastian,
J. Dannehl, and F. W. Fuchs, “Systematic design of the lead-
lag network method for active damping in LCL-filter based
three phase converters,” IEEE Transactions on Industrial
Informatics, vol. 10, no. 1, pp. 43–52, 2014.

[26] W. Yao, Y. Yang, Y. Xu, F. Blaabjerg, S. Liu, and G. Wilson,
“Phase reshaping via all-pass filters for robust LCL-filter active
damping,” IEEE Transactions on Power Electronics, vol. 35,
no. 3, pp. 3114–3126, 2020.

[27] J. Sun, “Impedance-based stability criterion for grid-con-
nected inverters,” IEEE Transactions on Power Electronics,
vol. 26, no. 11, pp. 3075–3078, 2011.

Mathematical Problems in Engineering 11



Research Article
Energy Cooperation Optimization in Residential Microgrid with
Virtual Storage Technology

Jun Tang,1 Chen Yang,1 Changsen Feng ,2 Junting Li,1 Xiaowen Gu,1 and Xuelei Jiang1

1State Grid Suzhou Power Supply Company, Suzhou 215004, China
2College of Information Engineering, Zhejiang University of Technology, Hangzhou 310023, China

Correspondence should be addressed to Changsen Feng; fcs@zjut.edu.cn

Received 25 September 2020; Revised 15 October 2020; Accepted 19 January 2021; Published 29 January 2021

Academic Editor: Omar Jacobo Santos Sanchez

Copyright © 2021 JunTang et al.*is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

*e power balance of the tie-line is crucial to the stable operation of a community microgrid. *is paper presents a power
fluctuation smoothing method of the microgrid tie-line based on virtual energy storage technology. Firstly, the structure
characteristics and the energy coupling mode of the combined heat and power system is systematically analyzed. Considering the
operating characteristics of heat pumps, micro gas turbines, and buildings’ heat storage characteristics, a virtual energy storage
model is established. Secondly, the target power of the tie-line is determined with the storage state indexes into consideration.
Subsequently, a power allocation strategy which takes into account the correction of equipment state mapping set is proposed to
allocate the tie-line power fluctuations to heat pumps, micro gas turbines, and supercapacitors. Simulation results show this
method can realize the coupling coordination between heat and power energy and ensure the smoothing effect of the power
fluctuations. Meanwhile, the control flexibility of the combined heat and power system can be enhanced, and the microgrid’s
operating economy can be improved.

1. Introduction

Along with the popularization and application of renewable
energy, the distributed power supply system composed of
wind power and photovoltaic can form a user-oriented
community microgrid [1–3]. During the past decade, the
combined heat and power (CHP) system has gained in-
creasing concerns and is regarded as the key of the com-
munity microgrid to meet users’ multiple demands for
electricity and heat [4, 5]. Renewable energy and traditional
energy are collaboratively utilized to provide system opti-
mization management and regulation in the community
microgrid [6–8]. In the traditional mode, the community
microgrid generally realizes the power balance of the tie-line
through the configuration of battery energy storage to en-
sure the security operation of the system, but this will in-
crease the operation cost due to the high price of the battery
energy storage. Coordinated control of heat and power
energy can smooth the tie-line’s power fluctuations and
realize multienergy supply and cascade utilization, and

therefore the overall investment costs of the microgrid can
be reduced [9–11].

At present, battery energy storage system (BESS) [12, 13]
and supercapacitors [14, 15] are widely utilized in the energy
cooperation optimization [16–18]. In [19], the optimal
performance function is presented to obtain the control
sequence of the BESS, while with the total electricity cost
minimized and the battery’s lifetime simultaneously ex-
tended. Hierarchical control, composed of centralized and
distributed control mode, is proposed in [20] to minimize
bus voltage deviation and maximize the utilization of the
hybrid energy storage system’s utilization capacities, re-
spectively. Although the power fluctuations could be ef-
fectively smoothed by the BESS, its popularity is still limited
by the high investment cost [21, 22].

Heat pumps, micro gas turbines, and other heating
equipment can achieve coordinated control of heat and
power energy through electric-thermal conversion and CHP
technology, while with the power fluctuations of the tie-line
smoothed and the thermal demand of the microgrid satisfied
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[23, 24]. In [25], switching of switches state of heat pumps
can effectively reduce the numbers of energy storage charge
and discharge conversion and smooth power fluctuations of
the microgrid tie-line. An electrothermal joint model, which
aims at reducing the power fluctuations of the tie-line and
the operating cost of the microgrid, is established in [26].
However, this condition does not consider the impact of heat
production on user comfort. *e above research mainly
focuses on single heating equipment, and the deep coupling
of heat and power energy demand further investigation. In
order to furtherly explore the advantages of energy com-
plementarity and collaborative control of the CHP system, it
is necessary to comprehensively consider various types of
heating equipment, andmake full use of the flexibility of heat
energy regulation to smooth the power fluctuations of the
tie-line.

In the CHP system, the microgrid energy control
centre increases/reduces the heat power to regulate the
electric power of the heat pumps and the power output of
the micro gas turbines, thus undertaking the smoothing
power fluctuations of the tie-line. Due to the heat insu-
lation effect of building walls, the response speed of in-
door temperature to electric power changes is relatively
slow. *us, its heat storage characteristics can be com-
pared to the charging/discharging characteristic of energy
storage [27, 28].

Given this background, this paper is devoted to
addressing the power fluctuations of microgrid tie-line
considering the virtual energy storage. *e structure of the
community microgrid is introduced and virtual storage is
modeled considering the characteristics of the CHP system
and the heat storage characteristics of buildings. Also, the
allocation strategy of power fluctuations of microgrid tie-
line is presented to determine the output power of micro gas
turbines, heat pumps, and supercapacitors, and therefore the
power fluctuations smoothing can be realized and the
comprehensive utilization efficiency of energy can be im-
proved. *e contributions could be summarized as follows:

*e energy coupling mode of the CHP microgrid is
analyzed.

*e operating characteristics of heat pumps, micro gas
turbines, and heat storage characteristics of buildings are
elaborately analyzed, and then a virtual energy storage
model is established.

A strategy for smoothing community microgrid tie-line
power considering the virtual storage technology is
presented.

A correction factor is designed to determine the final
output power based on the equipment state mapping set.

*e remainder of this paper is given as follows. Section 2
proposed the structure of the community microgrid, in-
cluding the microelectricity network and microthermal
network. In Section 3, the heat pumps, micro gas turbines,
supercapacitor, and virtual energy storage are modeled. *e
tie-line’s target power is determined in Section 4, and the
allocation strategy of the target power of the tie-line is
detailed in Section 5. *e simulation results of the presented
model are described in Section 6. *e final section gives the
conclusions.

2. System Structure of Community Microgrid

*e community microgrid structure is depicted in Figure 1,
which includes the microelectricity network and micro-
thermal network. Distributed generation such as wind
power and photovoltaic generate and input electric energy
into the microelectricity grid, and supercapacitors are used
to smooth the power fluctuations of the tie-line of the
microgrid. *e micro gas turbines input electric energy to
the microelectricity network by burning natural gas and
recycle the waste thermal energy through the absorption
heat engine to generate heat and input it to themicrothermal
network, so as to realize the cogeneration of heat and power.
Based on electric-thermal conversion technology, the heat
pumps can convert low-quality thermal energy in the en-
vironment into high-quality thermal energy, in which part of
electric energy is consumed by the heat exchanger and
compressor and thermal energy are output to microthermal
network. *e electric energy and thermal energy are finally
transmitted to the community to meet the demand for
electric power and thermal energy on the user side. *e
power flow and heat flow are marked with green and red in
Figure 1, respectively.

Ptie−line(t) � PEL(t) + PHP(t) + PSC(t)

− Pwind(t) − PPV(t) − PMT(t).
(1)

*e electric power balance equation of community
microgrid at time t is described in equation (1), where
Ptie-line(t) is defined as real-time power of tie-line at time
t, and the value of energy flowing into the microgrid is
positive and negative otherwise. Psc(t) represents the
charging/discharging power of the supercapacitors at
time t and is positive with charging and negative with
discharging. Pwind(t) and Ppv(t) denote the output of wind
power and photovoltaic at time t, respectively. PMT(t) and
PHP(t) represent the power of micro gas turbines and heat
pumps at time t, respectively. PEL(t) represents the load
demand of the community at time t:

QTL(t) � QHP(t) + QMT(t). (2)

*eheat power balance equation is described in equation
(2), where QTL(t) represents heat demand power of users at
time t in the microgrid and QHP(t) and QMT(t) denote the
heat power of heat pumps and micro gas turbines at time t,
respectively.

3. Modeling of Virtual Energy Storage

*e air conditioning load is assumed as the heat demand in
the microgrid. Since the user’s demand for temperature is
adjustable, the heat pumps and micro gas turbines can
change heat demand to participate in the power smoothing
of tie-line, which is similar to the charging/discharging
characteristics of the energy storage system. *erefore, heat
pumps and micro gas turbines can form a virtual storage
system. *e output can be adjusted to smooth power
fluctuations of tie-line and ensure that the room temperature
is reasonable.
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3.1. Micro Gas Turbine. Under the condition of CHP co-
generation, the electric power and heat power of the micro
gas turbine are shown as follows:

PMT(t) � Pgas(t) × ηMT,

QMT(t) � cMT × ηheat × PMT(t) × COPMT,
(3)

where PMT(t) and QMT(t) represent the electric power and
heat power of the micro gas turbine at time t, respectively;
Pgas(t) denotes the gas power injected into the micro gas
turbine at time t; ηMT represents the power generation ef-
ficiency of the micro gas turbine; cMTand ηheat represent the
cogeneration ratio and heat transfer efficiency of the micro
gas turbine; and, COPMT is the heating energy efficiency
coefficient of the micro gas turbine.

3.2. Heat Pump. *e heat pump can convert low-grade heat
energy into high-grade heat energy by consuming a small
amount of electric energy.*e real-time power consumption
of the heat pump changes correspondingly with the working
fluid flow:

COPHP �
QHP

PHP
,

QHP(t) � CHP × ρHP × v(t) × ΔTHP,

(4)

where COPHP is the heating energy efficiency coefficient of
heat pump, CHP and ρHP represent the specific heat and
density of heat pump working fluid, v(t) denotes the flow of

heat pump working fluid at time t, and ΔTHP is the tem-
perature difference before and after one working cycle.

3.3. Super-capacitor. *e state of charge (SOC) of the
supercapacitors can be described as follows:

SOCSC(t) � SOCSC(t − 1) +
PSC(t)

ESC
,

SOCSC min ≤ SOCSC(t)≤ SOCSC max,

(5)

where SOCSC(t) represents the SOC of supercapacitors at
time t, ESC is the capacity of the supercapacitors, and
SOCSC_max and SOCSC_min are the upper limit and lower
limit of the SOC of supercapacitors, respectively.

3.4. Virtual Energy Storage. Based on the laws of thermo-
dynamics [29, 30], the heat balance equation of the virtual
energy storage system can be described as

dQ

dt
� ρ × C × V ×

dTinside

dt
, (6)

where Q represents the indoor heat, ρ and C are the air
density and specific heat capacity of air, respectively; and V
and Tinside represent the indoor air capacity and the indoor
temperature, respectively.

Heat pumps and micro gas turbines provide heat to
users, and the indoor heat is also related to heat transfer and
heat radiation caused by indoor and outdoor temperature
differences. Equation (6) can be furtherly expressed as

Supercapacitor
Photov
oltaic
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Heat 
exchanger
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Figure 1: Energy flow in community microgrid combined with heat and power system.
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ρ × C × V ×
dTinside

dt

� QHP(t) + QMT(t) +(t) × Swindow × kS

+ kwall × Swall + kwindow × Swindow( 􏼁

× Toutside(t) − Tinside(t)􏼂 􏼃,

(7)

where kwall and kwindow are heat transfer coefficients of wall
and window [29], respectively; Swall and Swindow are the area
of wall and window, respectively; I(t) represents the solar
radiation power at time t; ks is the radiation coefficient,
which is related to the glass material [1].

Suppose only a single type of heating equipment (e.g.,
heat pump) is applied to participate in smoothing power
fluctuations. In that case, the tie-line’s instantaneous power
change will directly affect the heating equipment’s heat
power, causing the room temperature’s instability on the
user side. *is control mode is accessible, but the control
effect is not satisfying. Nevertheless, the cogeneration
system in this paper includes two types of equipment, heat
pumps and micro gas turbines. When the power fluctua-
tions of the tie-line are positive, the heat pumps can un-
dertake parts of the fluctuations component by increasing
the compressor’s power, and the rise of heat production
causes the increase in room temperature on the user side.
Simultaneously, the micro gas turbines can bear another
part of power fluctuations by reducing natural gas injection
power, and the drop in heat production can cause room
temperature reduction (the analysis of tie-line power
fluctuation being negative is similar). *rough coordinated
control of heat pumps and micro gas turbines, the range of
room temperature variation on the user side is smaller and
the effect of temperature control can be greatly enhanced.
As a result, compared with a single type of heating
equipment, the virtual energy storage composed of heat
pumps and micro gas turbines has higher control flexibility
and heating stability.

4. Determination of Target Power of
Microgrid Tie-Line

*e microgrid energy control centre comprehensively
considers the real-time power of renewable energy, user
load, and the state of supercapacitors and virtual energy
storage and then determines the target power of the tie-line.

State indexes of virtual energy storage and super-
capacitors are introduced to measure the ability of
smoothing fluctuating power of the tie-line:

ST(t) �
Tinside(t) − Tinside0􏼂 􏼃 × 2
Tinside_max − Tinside_min

,

SSC(t) �
SOCSC(t) − SOCSC0􏼂 􏼃 × 2
SOCSC max − SOCSC min

,

(8)

where ST(t) and SSC(t) represent the state indexes of virtual
energy storage and supercapacitors, respectively. Tinside-max and
Tinside-min are the upper and lower limit of room temperature;
Tinside0 is the target reference value of room temperature, and
the value is specified as (Tinside-max+Tinside-min)/2 in this paper.
Similarly, SOCSC0 represents the target reference value of the
supercapacitors’ SOC and the value is set as
(SOCSC_max+ SOCSC_min)/2. It can be seen that the value range
of both the virtual energy storage state index and the super-
capacitors state index is [−1, 1].When the value is close to 1, the
energy release characteristic is strong, but the energy ab-
sorption characteristic is very weak. When the value is close to
−1, it indicates that the energy absorption characteristic is
robust, but the energy release characteristic is weak. When the
energy storage state index is close to 0, it means that it has
strong energy charging/discharging characteristics, which can
be used as an ideal index of smoothing tie-line power.

*e weighted sliding average filter algorithm is used to
smooth the power fluctuations and determine the tie-line’s
target power. When the state index of virtual energy storage
or supercapacitors is good, it means the capacity of charging/
discharging is relatively strong, and the number of filtering
should be increased correspondingly to improve the
smoothing effect of power fluctuations.When the state index
is poor, the number of filtering shall be decreased to reduce
the smoothing effect of power fluctuations, so as to ensure
that the virtual energy storage and supercapacitors are in an
appropriate state:

N(t) � 2 − SSC(t − 1) × ST(t − 1)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼐 􏼑 × Nbase, (9)

whereN(t) is the number of sliding average filtering at time t
and Nbase is defined as the base value of sliding average
filtering.

In order to improve the effectiveness of the sliding av-
erage filter algorithm for smoothing the power fluctuations
of the tie-line, a weight factor is introduced to ensure the
algorithm focuses more on the power near time t and
weakens the power influence away from time t. *e ex-
pression of the weight factor can be described as follows:

β(k) � 1 − λ × 1 −
k

N
􏼠 􏼡, k � 1, 2, . . . , N, (10)

where β(k) is the weight factor, λ is the slope of the weight
factor, and the larger the value is, the more obvious the effect
of weight factor is, that is, more emphasis is placed on the
power of tie-line in the adjacent time t when filtering. In this
paper, λ is taken as 0.5. *e target power of the tie-line at
time t can be expressed through the sliding average filter
algorithm:

Ptie−line0(t) �
􏽐

N,t
k�1,t�t−N+1β(k) × Ptie−line(t)

􏽐
N
k�1 β(k)

, (11)

where Ptie-line0(t) represents the tie-line’s target power at
time t.
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*e flowchart of the sliding average filtering algorithm to
determine the tie-line’s target power of the microgrid at time
t is shown in Figure 2.

5. Allocation Strategy of Power Fluctuations of
Microgrid Tie-Line

After determining the tie-lines target power, the difference
between real-time power and the tie-line’s target power is the
power fluctuations of tie-line, which should be smoothed by
heat pumps, micro gas turbines, and supercapacitors. *e
power smoothing target of the microgrid tie-line at time t is
shown in the following equation::

Ptie−line(t) − Ptie−line0(t)

� PSC(t) + PHP(t) − PHP,N(t) − PMT(t) + PMT,N(t)

� PSC(t) + ΔPHP(t) − ΔPMT(t),

(12)

where Ptie-line0(t) is the target power of tie-line at time t;
ΔPHP(t) and ΔPMT(t) represent the power component of the
heat pumps and the micro gas turbines participating in
smoothing the power fluctuations of the tie-line at time t,
respectively; and PHP,N(t) and PMT,N(t) are the rated oper-
ating power of heat pumps and micro gas turbines at time t,
respectively.

Supercapacitors have the fastest power response speed
and can bear high-frequency components of power fluc-
tuations. For the heating equipment in the cogeneration
system, the heat pumps and micro gas turbines have a ca-
pacity margin for smoothing power: the heat pumps have the
slowest power response speed and can bear the low-fre-
quency components in the power fluctuations by regulating
the compressor output [11].*e power response speed of the
micro gas turbines is between the supercapacitors and the
heat pumps, and therefore the micro gas turbines can un-
dertake the intermediate-frequency components of power
fluctuations by regulating the injection power of natural gas.

Firstly, according to the different power response speeds
of heat pumps, micro gas turbines, and supercapacitors, the
corresponding low-pass filtering time constant is deter-
mined and the preoutput components of heat pumps, micro
gas turbines, and supercapacitors can be obtained, respec-
tively. Secondly, considering the output constraints of heat
pumps and micro gas turbines, the SOC of supercapacitors,
and virtual energy storage state, the equipment state map-
ping set is introduced to carry out real-time equipment
correction preoutput.

5.1. Preoutput Calculation Based on Low-Pass Filtering.
*e power fluctuations of the tie-line are firstly low-pass
filtered to obtain the preoutput of the heat pump, which is
the low-frequency component. *en, the remaining me-
dium-high frequency power fluctuations are filtered simi-
larly, and the preoutput of micro gas turbines and
supercapacitors can be determined. *e expressions of the
preoutput of the heat pumps, micro gas turbines and
supercapacitors are shown in the following equations:

ΔPHP_ref(t) �
λHP

λHP + Δt
× ΔPHP_ref(t − 1)

+
Δt

λHP + Δt
× Ptie−line(t) − Ptie−line0(t)􏼂 􏼃,

(13)

ΔPMT_ref(t) �
λMT

λMT + Δt
× ΔPMT_ref(t − 1)

+
Δt

λMT + Δt
× Ptie−line0(t) − Ptie−line(t) + ΔPHP_ref(t)􏽨 􏽩,

(14)

PSC_ref(t) � Ptie−line(t) − Ptie−line0(t) − ΔPHP_ref(t)

+ ΔPMT_ref(t),
(15)

where ΔPHP_ref, ΔPMT_ref, and PSC_ref are the preoutput of
the heat pumps, micro gas turbines, and supercapacitors,
respectively. λHP and λMT are the filtering time constant of
heat pumps and micro gas turbines, respectively. Δt is de-
fined as the system sampling interval.

5.2. Preoutput Correction Based on State Mapping Set.
*e above preoutput calculation is based on the power
response characteristics of heat pumps, micro gas turbines,
and supercapacitors, without considering the virtual energy
storage state and the SOC of supercapacitors.*e equipment
state mapping set and correction factor are introduced to
modify the preoutput.

Start

Input Tinside (t – 1) Input SOCSC (t – 1)

Calculate ST (t – 1) Calculate SSC (t – 1)

Determine N (t)

Calculate β (k), k = 1, 2, …, N

Determine Ptie-line0 (t) 

Output Ptie-line (t) — Ptie-line0 (t)

End

Figure 2: Flowchart of target power smoothing strategy.
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Input parameters of the heat pump state mapping set, the
gas turbine state mapping set, and the supercapacitor state
mapping set are shown in the following equations, re-
spectively, and their values are per unit values:

xHP,1(t) �
ΔPHP(t − 1)

PHP,N

, (16)

xHP,2(t) � xMT,1(t) � ST(t − 1)

�
Tinside(t − 1) − Tinside0

Tinside_max − Tinside_min􏼐 􏼑/2
,

(17)

xMT,2(t) �
ΔPMT(t − 1)

PMT,N

, (18)

xSC,1(t) � SSC(t − 1)

�
SOCSC(t − 1) − SOCSC0

SOCSC_max − SOCSC_min􏼐 􏼑/2
,

(19)

xSC,2(t) � Ptie−line(t) − Ptie−line(t − 1). (20)

*e heat pumps preoutput correction is based on the
heat pumps’ real-time running state and virtual energy
storage state index. When the power fluctuations of the tie-
line are positive, if xHP,1 (t) is high, it indicates that the
compressor’s output is weak to increase and strong to de-
crease, so the correction factor should be reduced to avoid
severe overload of the heat pumps; if xHP,2(t) is close to 1,
that is, the room temperature is close to the allowed upper
limit, at this time the compressor output should be cut down
and the heat power of the heat pumps should be reduced to
avoid room temperature exceeding the allowed upper limit.
When the power fluctuations of the tie-line are negative, if
xHP,1(t) is low, the compressor output reduction capacity is
very weak, and the correction factor should be increased to
avoid a light load of the heat pumps; and if the room
temperature is close to the lower limit, the compressor
output should be increased and the heat power of heat
pumps should be increased to avoid room temperature
exceeding the lower limit.

*e micro gas turbines preoutput correction is based on
the virtual energy storage state index and natural gas in-
jection power state. When the power fluctuations are pos-
itive, if xMT,2 (t) is high and the micro gas turbines have a
strong lowering capacity, it is necessary to reduce the cor-
rection factor to avoid excessive natural gas injection power
and if the virtual energy storage state index xMT,1 (t) is close
to 1, the heating power of the micro gas turbines should be
reduced to avoid room temperature exceeding the allowed
upper limit. *e analysis of negative power fluctuations of
the tie-line is similar.

*e preoutput correction of the supercapacitors is based
on the SOC and the power fluctuations of the tie-line. When
the power fluctuations are positive, if xSC,1(t) is high, the
correction factor should be reduced accordingly to reduce
the supercapacitors’ output, so as to avoid the SOC ex-
ceeding the allowed upper limit. Considering the

supercapacitors’ fast power response speed, if the positive
fluctuation rate of the tie-line xSC,2(t) is large, the correction
factor should be increased correspondingly to increase the
output of the supercapacitors.*e analysis of negative power
fluctuations of the tie-line is similar.

Due to the space limit, this paper only presents the heat
pump state mapping set when the power fluctuations of the
tie-line are positive, as shown in Table 1. Input parameters
xHP,1(t) are divided into 5 state intervals, [−0.1, −0.05),
[−0.05, −0.02), [−0.02, 0.02], [−0.02, 0.02], (0.02, 0.05], (0.05,
0.1], and xHP,2(t) are divided into 3 state intervals, [−1, −0.5),
[−0.5, 0.5], (0.5, 1], and can therefore map to 15 states. μHP(t)
is defined as the correction factor and ΔμHP(t) is the vari-
ation of the correction factor of heat pumps at time t
compared with that at time t− 1. Each state corresponds to a
specific value of ΔμHP(t), of which the set of values are {−3μ0,
−2μ0, −μ0, 0, μ0, 2μ0, 3μ0}, and μ0 represents the unit basis of
the correction factor and is a fixed constant. *e expressions
of μHP(t) and ΔPHP(t) are shown in the following equations,
respectively:

μHP(t) � μHP(t − 1) + ΔμHP(t), (21)

ΔPHP(t) � 1 + μHP(t)􏼂 􏼃 × ΔPHP_ref(t). (22)

Similar to equation (22), the expressions of the corrected
output component of micro gas turbines and supercapacitors
are shown in the following equations, respectively:

ΔPMT(t) � 1 + μMT(t)􏼂 􏼃 × ΔPMT_ref(t), (23)

PSC(t) � 1 + μSC(t)􏼂 􏼃 × PSC_ref(t). (24)

To sum up, the smoothing community microgrid tie-line
power procedure considering the virtual energy storage
technology is shown in Figure 3. *e target power of the tie-
line can be determined by the weighted sliding average
filtering algorithm. *e preoutput components of heat
pumps, micro gas turbines, and supercapacitors can be
obtained through low-pass filtering, respectively. Consid-
ering the constraints of the equipment and the virtual energy
storage state’s running state, the correction factor is intro-
duced to determine the final output based on the equipment
state mapping set.

6. Case Study

*e topology structure of the community microgrid is
shown in Figure 4. *e capacity of supercapacitors is
50 kWh, and the charging/discharging limit is 50 kW. *e
capacity of heat pumps and micro gas turbines is 50 kW and
100 kW, respectively. *e target reference value of room
temperature is 22°C. *e daily power curve of microgrid
equipment and environment temperature curve are dis-
played in Figures 5 and 6, respectively.

*e power fluctuations smoothing results of the com-
munity microgrid are depicted in Figure 7(a). *e com-
parison of target power output before and after smoothing is
shown in Table 2. Referring to [31, 32], the day-ahead
regulation reserve price is $15.68/MWh, and the regulation
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Table 1: State mapping set of heat pumps (Ptie-line(t)≥ 0).

xHP,1
xHP,2

[−1, −0.5) [−0.5, 0.5] (0.5, 1]
[−0.1, −0.05) 3μ0 2μ0 μ0
[−0.05, −0.02) 2μ0 μ0 0
[−0.02, 0.02] μ0 0 −μ0
(0.02, 0.05] 0 −μ0 −2μ0
(0.05, 0.1] −μ0 −2μ0 −3μ0
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Figure 7: Power and SOC of microgrid equipment: (a) with micro gas turbine and (b) without micro gas turbine.
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reserve cost per year can be estimated, as shown in Table 2.
After applying the micro gas turbines, heat pumps, and
supercapacitors, the microgrid power output characteristics
is greatly improved. Compared with supercapacitors’ output
characteristics, the heat pumps and micro gas turbines have
a slower response speed and are used to compensate for the
low-frequency and middle-frequency component of target
power fluctuation, respectively. *e supercapacitors bear the
high-frequency of power fluctuations after being smoothed
by heat pumps and micro gas turbines.

Comparatively, the target power curve when the micro
gas turbines do not participate is displayed in Figure 7(b).
Under this condition, the heat pumps compensate the low-
frequency fluctuations component, while the super-
capacitors undertake the high-frequency component. It can
be found that the SOC of supercapacitors is very close to the
allowable upper and lower limits of SOC. At this time, the
supercapacitors’ installed capacity should be increased
correspondingly to improve the overall charging/discharg-
ing capacity of the cogeneration system to bear the target
power fluctuation and extend the service life of the super-
capacitors. In addition, by comparing the room temperature
curves in Figures 7(a) and 7(b), it can be seen that the micro
gas turbines can adjust the injection power of natural gas and
correspondingly change the power to bear power fluctua-
tions. Meanwhile, the effect of heat power on room tem-
perature is opposite to that of heat pumps. *erefore, the
range of room temperature variation on the user side is
smaller and the temperature control effect is improved
through the coordinated control of heat pumps and micro
gas turbines.

*e power smoothing effect of the community
microgrid tie-line is shown in Figure 8. Based on the sliding
average filtering algorithm, the target power of the tie-line
is determined, and the preoutput of the micro gas turbine
and heat pump is modified according to the state mapping
table. It can be found from Figure 8 that the power
smoothing effect of the tie-line is significantly improved
with the cooperation of supercapacitors, heat pumps, and
micro gas turbines.*emore consistent the actual power of
the tie-line is with the target power, the less reserve capacity
the system needs and the better the economic benefit of the
community microgrid is. *e case study verifies the cor-
rectness and effectiveness of the power smoothing method

for community microgrid tie-line with virtual energy
storage.

7. Conclusions

In this paper, a virtual energy storage model is established
considering the heat storage capacity of buildings on the user
side of the community microgrid, and a power smoothing
method of community microgrid tie-line for cogeneration
system is proposed. *is method is no longer limited to
single heating equipment, and coordinated control of heat
pumps and micro gas turbines can smooth the power
fluctuations more effectively and ensure the user side room
temperature in a reasonable range. Coordination between
the virtual energy storage and supercapacitors can achieve
deep coupling between electric energy and thermal energy
and reduce electric energy storage equipment’s capacity cost.
*e coordination of heat pumps, micro gas turbines, and
supercapacitors can significantly improve the energy control
flexibility of microgrid and the comprehensive utilization
efficiency of electricity, heat, and other energy.

Data Availability

*e data used to support the study are available within the
article.

Table 2: Target power output before/after smoothing.

Parameter Maximum rate of power change
(kW/min)

Sum of power change rate
(MW/min)

Regulation reserve cost per year
(US dollar)

Before 121.93 7.83 746.87
After 8.34 1.83 174.55
Percentage decline (%) 86.1 76.6 76.6
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Figure 8: Smoothing effect of the tie-line power.
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+e main control objective of a DC microgrid with a multibus structure is to stabilize the bus voltage and maintain the power
balance of the whole system. An adaptive droop control strategy for multibus DC microgrid based on consensus algorithm is
proposed. It is based on platform multiagent system, which is realized by network protocol. Under the condition of a
weak communication network, the bus at all levels can realize regional power autonomy through packet consensus
protocol. A hybrid simulation platform composed of Jade, MacSimJX, and Simulink is built to verify the effectiveness of the
control strategy.

1. Introduction
Nowadays, microgrid is one of the most innovative fields in
the power industry. Future microgrid can be used as an
energy balance unit of distribution network and as inde-
pendent power grid to supply community. DCmicrogrid has
the advantages of less conversion times and simple control
structure at the same time. It is not necessary to track the
phase and frequency of voltage, and the eddy current loss
and reactive power compensation in transmission process
are not required, which is a more ideal solution for a
microgrid system based on new energy generation.

DC bus voltage is the only indicator reflecting the power
balance in DCmicrogrid [1]. +erefore, the important goal of
DC microgrid control is to balance the input and output
power of the system through the coordinated control of the
whole system, thus maintaining the stability of DC bus
voltage.+e energy coordinated control method based on DC
bus signal proposed in reference [2] can only achieve basic
power and energy distribution. +e DC Bus Signal (DBS)
control method cannot achieve ideal power distribution
effect because the bus voltage varies with the operating
point, the line impedance is unknown, or the distribution is
inhomogeneous [3]. However, the point-to-multipoint cen-
tralized communication control has strict requirements on

the real time performance of the communication network,
and its structure is not suitable for the DC microgrid system
with microsources and scattered loads. +erefore, the dis-
tributed multiagent (MA) consensus and coordination con-
trol based on sparse communication network and point-to-
point has attracted more and more attention [4]. In 2004,
olfati saber first systematically proposed the theoretical
framework of a multiagent network consensus problem and
gave the basic form of consensus control protocol [5]. +en,
Ren and Beard [5] studied the consensus problem of directed
weighted networks with fixed topology and switched topology
and pointed out that when the system topology contains
directed spanning tree, the system can achieve consistency.
Compared with literature [6], this conclusion is less con-
servative. +en, a lot of research and analysis show that the
performance of the consensus algorithm is closely related to
the connectivity of the network topology. +e authors of
[4, 7–10] studied the correlation between the connectivity of
the communication network and the control gain and the
algorithm boundary weight in the microgrid. Among the
studies, literature [4] analyzed the limitations of traditional
noncommunication control, proposed an adaptive droop
control strategy based on discrete consensus, and realized
high-precision load distribution and voltage regulation by
taking the average voltage difference of the whole network as
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the consensus optimization goal. +e authors of [7, 8, 11]
studied the application of consensus algorithm in DC
microgrid clusters connected by shared common connection
points (PCC), including the implementation of consensus
algorithm in the average output current of each microgrid
unit and the acquisition of core bus voltage. Literature [9]
obtained the global information of the total injected power of
nodes and the total number of control terminals participating
in optimization, calculated the power and voltage reference
values of the local converter station satisfying the specific
objective function, and realized the global autonomous
decentralized control.

+e abovementioned research on DC microgrid con-
sensus is based on a single bus structure, and its optimal
control objective is unique. For the regional DC microgrid
power supply system in island mode, the double-layer bus
structure carries out the high-voltage and low-voltage hi-
erarchical design for the single bus structure, which im-
proves the security and compatibility of low-voltage
equipment power supply [12], which is more practical than
the single bus structure. Reference [13] proposed a coor-
dinated control strategy for the dual bus DC microgrid.
According to the voltage signals of the two buses, the co-
ordinated control strategy and energy management scheme
for each microsource and energy converter between the two
buses were formulated. However, due to its dependence on
the bus voltage signal to judge the working state of the
system, high-precision power distribution could not be
achieved.

Yu et al. first studied the group consensus problem of
distributed multiagent [14] and obtained some conditions
and criteria to ensure the system to achieve group consis-
tency. +rough comparative experiments, it was shown that
the information interaction among subsystems in the
multiagent system can accelerate the convergence speed of
the consensus of each subsystem. At the same time, reference
[15] studied the grouping consensus problem of multiagent
based on discrete time. +is is of positive significance to the
research on the consensus control of DC microgrid with
multibus structure. On this basis, a group consensus control
strategy based on multibus DC microgrid is proposed in this
paper. Compared with the traditional single bus structure
consensus control strategy, it enhances the system com-
patibility and power allocation optimization ability.

2. Hierarchical Control of a Multibus
DC Microgrid

2.1. %e Problems in the Droop Control without Line
Resistance. +e +evenin equivalent model of the double-
bus six-node DC microgrid is shown in Figure 1. +e tra-
ditional control equation of resistive droop is as follows [4]:

Uoi � Uref − RdiIoi, i � 1, 2, . . . , node, (1)

where Uoiis the output voltage of the converter; Uref is the
reference value of the output voltage; Ioi is the output
current; Rdi is the control coefficient of resistance droop; and
node is the total number of nodes. +e intermediate energy

converter is considered as an ideal energy transmission unit,
and it can be seen from equation (1) that to achieve regional
power autonomy of the multibus, the output power of the
converter should be distributed proportionate to its rated
power, and the output voltage and current of each node
should meet the following relation:

Ioi

Ioj
�

Rlinej + Rdj

Rlinei + Rdi
� ni−j, i≠ j, (2)

where ni−jis the rated power ratio of the converter i and j;
Rlinei, Rlinej is the i and j equivalent line impedance between
the converter, corresponding port, and PCC point; Figure 1
shows the equivalent line impedance between high- and low-
voltage buses. It can be seen that when the impedance of the
line is complex, the fixed resistive droop control coefficient
cannot always meet equation (2), and when the output
power of the microsource increases, the output voltage may
exceed the limit of ±5% bus voltage variation.

2.2. Hierarchical Control of Multibus Coordination. +e
traditional resistive droop control has inherent contradic-
tion between voltage regulation and load proportion dis-
tribution, so it is necessary to adjust the control parameters
twice, that is, hierarchical control of a DC microgrid.

In this paper, the coordinated layered control of mul-
tibus is divided into two layers, namely, equipment level
control and system level control, as shown in Figure 2,
where, ihi, ili and vDChi, vDCli are the sampling values of the
current and voltage at the terminals of the high- and low-
voltage bus converters. ΔUhi and ΔUli are the difference
between the output voltage state variable of the converter
corresponding to the high- and low-voltage bus and the
average value of the subnet. In order to avoid the circulating
current between nodes in the network and the microsource
can adapt to the load power output, the main goal of sec-
ondary regulation is to monitor the output voltage and
current of each microsource in real time and adjust its
output according to the load capacity of the microsource; at
the same time, the high-voltage and low-voltage DC buses
are each other’s hot standby microsources, and they can
adjust the power of each other under the premise of surplus
capacity making timely supplement.

When adjusting the voltage, the microsource in the
network should be adjusted to the average voltage of the
high- and low-voltage subnetworks synchronously, as
shown in the following equation:

ΔU � Uref −
1
n

􏽘

ns

i�1
Uoi, (3)

where ns is the total number of nodes corresponding to the
subnet.

On this basis, the resistive droop coefficient is changed
by the load capacity of each microsource, and its output
current is distributed proportionally.

When the number of system nodes increases, it becomes
difficult to calculate the target control parameters of qua-
dratic coordination. Compared with centralized control,
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distributed control can share the computing pressure of a
multinode control system. +erefore, the discrete grouping
consensus algorithm is applied in this paper to synchro-
nously calculate the voltage and current control quantities
required by high- and low-voltage DC busbars, and the
correction quantity of the resistance droop coefficient sat-
isfying each microsource is obtained through the infor-
mation interaction within and between networks.

3. Discrete Group Consensus Algorithm

In the multiagent coordination control, in order to ensure
that the target tasks can be distributed and coordinated, the
state of all agents needs to be consistent at all times.
However, under the influence of environment, state, and
even time, the consistent state value of the system will
change accordingly. In addition, when multiple different
tasks are coordinated by multiple agents, different consistent
results will appear, which is the problem of multiagent
grouping consensus algorithm. In reference [14], a first-
order linear multiagent group consensus protocol is for-
mulated based on the assumption of degree balance.
However, due to the strict assumption that the communi-
cation equivalent effect is 0 in internetwork communication,
it is not practical. Reference [15] weakens the assumption

and no longer requires the communication equivalent effect
to be 0, but it needs new node adjacency weights and as-
sumptions, which still has great limitations. Literature [16],
on the basis of its research, formulates a continuous system
grouping consensus protocol that is not limited by the
abovementioned assumptions, but does not consider the
discrete case. Due to the inherent discrete characteristics of
data transmission in agent communication and the asyn-
chronous communication mechanism of the Java Agent
development framework (JADE), the following discrete
packet consensus protocol is considered to be applied in the
implementation of the system.

In the first-order discrete multiagent bipartite network
with n + m agents, n agents and m agents belong to two
different consensus convergence values, and their corre-
sponding nodes belong to two independent system sub-
graphs G1 and G2, respectively. +e system equation is as
follows [18]:

_xi[k + 1] � _xi[k] + ui[k], i � 1, 2, . . . , n + m, (4)

where xi[k] and ui[k] are, respectively, the state value and
control input of the ith agent at time k. +e discrete packet
control protocol applied is as follows:

ui[k] �

α 􏽘
vj∈N1i

aij xj[k] − xi[k]􏼐 􏼑 + 􏽘
vj∈N2i

aijxj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i, j ∈ GL1,

α 􏽘
vj∈N2i

aij xj[k] − xi[k]􏼐 􏼑 + 􏽘
vj∈N1i

aijxj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i, j ∈ GL2,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where aij is the corresponding element of the system adjacency
matrix; GL1 � 1, 2, . . . , n{ }and GL2 � n + 1, n + 2, . . . , n + m{ }

are the node sequence sets contained in the submatrix of the
system Laplacian matrix, which comes from the 2 subsystems
described in the division diagram [17], respectively, and the
corresponding node set is N1i and N2i, respectively. α is the
system control gain; 􏽐vj∈Nθi

aij(xj[k] − xi[k])(θ � 1, 2) rep-
resents the interaction between nodes in the subsystem;
􏽐vj∈Nθi

aijxj[k](θ � 1, 2) represents the combined influence
from other grouped nodes.

For the multiagent network system equation (4), ap-
plying the packet control protocol equation (5), the fol-
lowing equation can be obtained:

x[k + 1] �
In − αL1 αΩ1

αΩ2 Im − αL2
􏼢 􏼣x[k], (6)

Ω1 �

a1(n+1) a1(n+2) · · · a1(n+m)

a2(n+1) a2(n+2) · · · a2(n+m)

⋮ ⋮ ⋮
an(n+1) an(n+2) · · · an(n+m)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Ω2 �

a(n+1)1 a(n+1)2 · · · a(n+1)n

a(n+2)1 a(n+2)2 · · · a(n+2)n

⋮ ⋮ ⋮
a(n+m)1 a(n+m)2 · · · a(n+m)n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)
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In equation (6), L1 and L2 are Laplacian matrices cor-
responding to subgraphs G1 and G2 and In and Im are the
corresponding dimensional identity matrices. +e same
assumptions as in reference [19] are adopted:

Assumption 1: for all nodes i in subgraph G1,
􏽐

n+m
j�n+1aij � 0 is satisfied; for all nodes j in subgraph G2,

􏽐
n
j�1 aij � 0 is satisfied

Assumption 2: both system subgraphs G1 and G2 have
directed spanning trees corresponding to them

In the actual control system, the convergence perfor-
mance of the consensus algorithm is an important perfor-
mance index of the control strategy. In the single-objective
consensus discrete control system, the value of the boundary
weight ε is determined by the maximum and submaximum
eigenvalues of the Laplacianmatrix Ls of the system, which is
a necessary condition for the fast convergence of the con-
sensus algorithm, as shown in the following equation:

ε �
2

λ1 Ls( 􏼁 + λn−1 Ls( 􏼁
. (8)

For the discrete grouping consensus algorithm shown in
equation (5), the corresponding control gain α determines
whether the system can achieve consistency, as well as fast. It
can be obtained by solving the Linear Matrix Inequality
(LMI) of the error system based on the topological structure
of the system, as shown in the following equations [20]:

P In+m− 2 + αF( 􏼁
T

In+m−2 + αF P− 1
⎡⎢⎣ ⎤⎥⎦≻02(n+m−2) ×(n+m−2), (9)

F �
−L1 Ω1

Ω2 −L2
􏼢 􏼣, (10)

where P is a positive definite matrix and has
P ∈ R(n+m− 2)×(n+m− 2).

4. Adaptive Droop Control Based on Group
Consensus Algorithm

4.1. %e Overall Architecture of the Control Strategy. In this
paper, each unit in the DC microgrid is regarded as an
independent agent. Meanwhile, each subsystem can utilize
the autonomy and inspiration of the MA system itself to
adapt to the control requirements of the decentralized and
complex DC microgrid.

During the execution of the control strategy, each agent
monitors the output voltage and current of its power unit in
real time and collects the information needed by the control.
+e high-voltage and low-voltage bus agents interact with
each other in their own network and obtain the secondary

control commands of voltage and current required by each
agent through the group consensus algorithm. At the same
time, the information exchange between bus boundary
nodes can optimize the secondary control performance of
the whole system and initiate energy exchange proposal
when the power of high- and low-voltage buses is unbal-
anced. In addition, the system still has the consistent and
universal “plug and play” feature, which makes adaptive
adjustment when the system topology changes. +e
equipment level control is responsible for the autonomous
regulation of voltage and current, which is completed by the
PI controller, as shown in the following equation:

d �
Kic

s
+ Kpc􏼒 􏼓 Iref − Ii( 􏼁,

Iref �
Kiv

s
+ Kpv􏼒 􏼓 Vref − Vi − IiRd( 􏼁,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

where s is the Laplacian operator; d is the PWM duty ratio;
Iref is the reference value of current; Vref is the voltage
reference value; Kic and Kpc are current PI controller pa-
rameters; Kiv and Kpv are voltage PI controller parameters;
and Rd is the control coefficient of resistive droop.

Resistive droop control can lead to better current dis-
tribution and system damping, but fixed resistive droop
coefficient Rd cannot bring accurate current distribution.
+erefore, the group consensus algorithm is introduced into
the system level control to adaptively adjust the resistive
droop coefficient by obtaining the average current of the
whole network and the average voltage difference of the
buses at all levels, so as to realize high-precision load dis-
tribution and voltage regulation of the whole network.

4.2. Consensus Iteration of Network Voltage Restoration.
+e control of resistive droop will inevitably bring about the
drop of output voltage of the microsource. +erefore, the
adaptive algorithm should first consider the recovery of
high- and low-voltage bus voltages. +is requires the voltage
data of each agent in each subnet to be acquired and pro-
cessed separately by the group consensus algorithm. +e
local pressure difference can be obtained from the following
equation:

ΔUi � Uref − Uoi. (12)

Among them, ΔUi is the local voltage difference of the
microsource and Uoi is the output voltage of the
microsource.

+e local pressure difference is used as the initial value in
the agent and the local pressure difference state variables of
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high- and low-voltage buses are updated by the following
equation:

ΔUhi[k] � α 􏽘
vj∈Nhi

aij ΔUhj[k] − ΔUhi[k]􏼐 􏼑 + 􏽘
vj∈Nli

aijΔUhj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i ∈ Lh,

ΔUli[k] � α 􏽘
vj∈Nli

aij ΔUlj[k] − ΔUli[k]􏼐 􏼑 + 􏽘
vj∈Nhi

aijΔUlj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i ∈ Ll.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(13)

After several iterations, the local pressure difference state
variables of each agent will converge to the average local
pressure difference ΔUh[∞] and ΔUl[∞] of the high- and
low-voltage bus, respectively.

4.3. Correction of the Droop Coefficient. Because the rated
power of the microsource is not the same and its ability to
provide external current is also quite different under dif-
ferent working conditions, after obtaining the average
pressure difference of each subnet, the output of each

microsource should be adjusted according to its load ca-
pacity. Equation (14) is used to calculate the per-unit value of
each microsource:

I
∗
i �

Ii

IiN

, (14)

where IiN is the current rating of the ith microsource.
Similar to voltage consensus iterations, information is ex-
changed through neighbor nodes. According to equation
(15), the current control reference values of high- and low-
voltage bus I∗h ref and I∗l ref are calculated:

I
∗
h ref[k] � α 􏽘

vj∈Nhi

aij I
∗
hj[k] − I

∗
hi[k]􏼐 􏼑 + 􏽘

vj∈Nli

aijI
∗
hj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i ∈ Lh,

I
∗
l ref[k] � α 􏽘

vj∈Nli

aij I
∗
lj[k] − I

∗
li[k]􏼐 􏼑 + 􏽘

vj∈Nhi

aijI
∗
lj[k]⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, ∀i ∈ Ll.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(15)

Also, the resistive droop coefficient Rd of the corre-
sponding microsource is updated accordingly:

Rd[k + 1] �
UN − Uoi[k]

I
∗
i [k]IiNUN

, (16)

where Rd[k + 1] is the coefficient of resistive droop at the
k+ 1th calculation; Uoi[k] and I∗i [k] are the actual output
voltage and output current per-unit value of the corre-
sponding high-low voltage bus microsource during the kth
calculation. IiN is the output current rating of the micro-
source. UN is the bus voltage rating.

5. Simulation and Analysis

In this paper, a hybrid simulation platform based on JADE,
MacSimJX, and Simulink is established to verify the effec-
tiveness of the proposed control strategy. +e structure of
the microgrid is shown in Figure 3. JADE can build a real

MA environment in the local area network. It uses the
standard agent communication language ACL (Agent
Communication Language) to realize the interaction of the
contract network between agents [17]. +e five microsource
agents are located in two computers in the local area net-
work, and they are interconnected through the TCP/IP
protocol of multiple virtual machine terminals. An island
DC microgrid model containing 3 high-voltage micro-
sources MGH1-MGH3, 2 low-voltage microsources MGL1
and MGL2, and 3 constant power loads is built in Simulink,
and it communicates with JADE through the MacSimJX
interface. Each microsource works in the maximum power
point tracking mode, and the high- and low-voltage bus
voltages are set to 380V and 48V, respectively. +e system
parameters are shown in Table 1.

5.1. Performance Analysis of Agent Group Consensus
Algorithm. +e communication topology of each agent in
Figure 3 is shown in Figure 4. Assuming that the
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MGH1 MGH2 BaH

High-voltage bus

Low-voltage bus

Load1

Load3Load2

Agent1 Agent2 Agent3

Agent4 Agent5

MGL1 BaL

Figure 3: Structure of a DC microgrid with two buses.

Table 1: Parameters of a DC microgrid.

Microsource Line impedance/Ω Output voltage/V Output current/A
MGH1 0.2 383 8.55
MGH2 0.3 379 8.43
MGH3 0.4 375 7.91
MGL1 0.2 50 20.35
MGL2 0.5 46 20.06

Agent1 Agent3

Agent2

Agent4

Agent5

High-voltage bus
agent

High-voltage bus
agent

Figure 4: Communication topology structure of agents.
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communication weights are all 1, the Laplacian matrix of
each subnet can be obtained as

L1 �

0 −1 −1

0 2 0

0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

L2 �
1 −1

−1 1
􏼢 􏼣.

(17)

From equations (6), (7), (9), and (10), combined with the
Cone-Complementarity Linearization (CCL) algorithm, the
system control gain α � 0.3917 can be obtained. +e con-
vergence characteristics of the consensus algorithm under
different control gains are as shown in Figure 5. It can be
seen from the simulation results that when α deviating from
the optimal solution, the number of iterations of voltage
consensus convergence increases significantly, resulting in a
decrease in algorithm performance. Among them, the α
partial largeness makes the stability of the system worse, and
even the consensus convergence cannot be achieved.

5.2. Load Disturbance Analysis. +e high-voltage bus of the
original system of the DC microgrid has a load of 7 kW, and
the low-voltage bus has a load of 1 kW.+e redundant power

of the system’s high-voltage bus is 2.1 kW during normal
operation. +e load disturbance analysis is that the high-
voltage bus suddenly increases the load of 3KW.

When the sudden load increase is greater than the re-
dundant load capacity of the high-voltage bus, the output
current and voltage of the microsource are as shown in
Figures 6 and 7, respectively. +e high- and low-voltage bus
converters work in Boost mode, and the low-voltage bus
energy supplements the high-voltage bus. +e system rea-
ches power balance in 0.35 s, and the voltage returns to the
rated level.

5.3. Communication Failure Analysis. Intranetwork com-
munication failure conditions have been described in lit-
erature [19]; here, we consider the case of internetwork
communication failures. When the communication link
between the two subnets is disconnected, that is, when both,
as in equation (6), Ω1 and Ω2 are zero matrixes, the system
microsource current and voltage are as shown in Figures 8
and 9, respectively. In the absence of boundary node
communication, the proportional distribution of the power
of the high- and low-voltage buses of the system under the
same control gain takes more time; the bus voltage recovery
is also affected by the same effect, and it takes 0.17 s to
recover to the rated level.
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6. Conclusions

+is paper proposes a distributed collaborative control
strategy for an island DC microgrid based on group con-
sensus, and the conclusions are as follows:

(a) +e performance of the grouped discrete consensus
algorithm under the action of different control gains
is quite different, and the CCL algorithm can quickly
and accurately determine the gain value suitable for
the system.

(b) +e application of the group discrete consensus
algorithm can make each subsystem achieve their
respective consensus convergence faster and has
positive significance for the correction control of the
secondary current and voltage of the island DC
microgrid with a multibus structure.

(c) +e system as a whole and each subnet has the “plug
and play” feature of distributed power. When the
system power changes suddenly, the distributed
power in the group communicates through neighbor
nodes, the distributed power outside the group
communicates through internetwork nodes, and the
power needs in the network are proportionally borne
by its own ability, which improves the adaptability
and reliability of the overall system.
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,e classical recursive three-step filter can be used to estimate the state and unknown input when the system is affected by
unknown input, but the recursive three-step filter cannot be applied when the unknown input distribution matrix is not of full
column rank. In order to solve the above problem, this paper proposes two novel filters according to the linear minimum-variance
unbiased estimation criterion. Firstly, while the unknown input distribution matrix in the output equation is not of full column
rank, a novel recursive three-step filter with direct feedthrough was proposed. ,en, a novel recursive three-step filter was
developed when the unknown input distribution matrix in the system equation is not of full column rank. Finally, the specific
recursive steps of the corresponding filters are summarized. And the simulation results show that the proposed filters can
effectively estimate the system state and unknown input.

1. Introduction

,e traditional Kalman filter [1] and its extension can re-
cursively estimate the state of the linear system with process
noise and measurement noise. ,e time-domain recursive
filter brings greater convenience for continuously processing
input data, so it can play a more important role in control
theory and engineering. ,e Kalman filter requires the noise
to be stationary white noise, but this supposition is some-
times not feasible because unknown input may not be white
noise and cannot be measured.

In the fields of environmental monitoring [2] and dis-
turbance suppression [3, 4], the system equation or output
equation contains unknown input owing to environmental
impacts and improper selection of model parameters. In
recent decades, the problem of state estimation with un-
known input has received extensive attention.

For continuous-time systems, the necessary and suffi-
cient conditions for the existence of optimal state filters have
been established [5–7]. Furthermore, the steps to reconstruct
unknown input are also quite complete [8, 9]. For the state
estimation problem of discrete-time systems, an early

solution was to add an unknown input vector to the system
state vector. ,en, the Kalman filter was used to estimate the
augmented state. However, the scenarios of using this so-
lution are limited to that the dynamical evolution of un-
known input is known [10, 11]. In order to reduce
computation costs of the augmented state filter, Friedland
[11] proposed the two-stage Kalman filter in which the state
estimation and unknown input estimation are decoupled.
Although this filter has been successfully applied in some
instances, it is still limited to the requirement that the dy-
namic evolution of unknown input is available. When the
unknown input only affects the system equation, Kitanidis
[5] developed an optimal recursive state filter which can
estimate the system state without prior knowledge of the
unknown input. And the stability and convergence condi-
tions of the above filter were raised by Darouach and
Zasadzinski [12]. Further, Darouachet al. [13] extended this
filter. So, the filter is valid when unknown input is directly
feedthrough to the output equation; that is, the unknown
input affects both the system equation and output equation.

Although the above methods can get the estimation
value of the system state, they all ignore obtaining the
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estimation value of unknown input, which is necessary in
some practical applications.

Hsieh [14] established a robust two-stage Kalman filter
(RTSKF). For systems without direct feedthrough of un-
known input to output, it can give the joint state and un-
known input estimation. But the optimality of the unknown
input estimation has not been proven. Furthermore, Gillijns
and De Moor [15] proposed a recursive three-step filter
(RTSF), which gave a proof that the unknown input esti-
mation is optimal. And the form of the unknown input
estimation obtained by RTSF is consistent with that of
RTSKF. On the other hand, Gillijns and De Moor [16]
extended RTSF so that it is still valid for linear discrete-time
systems with direct feedthrough.

Despite the fact that the above filters can solve the
problem of simultaneously estimating system state and
unknown input, they are based on a precondition: the
distribution matrix of unknown input must be of full col-
umn rank.

For systems with direct feedthrough, if the distribution
matrix of unknown input in output equation is not of full
column rank, Cheng et al. [17] presented an unbiased
minimum-variance state estimation (UMVSE). ,is method
transforms the output equation by singular value decom-
position of the distribution matrix. ,en UMVSE is applied
to address the problem of state estimation for the new
system. However, this method omitted the estimation of
unknown input. Hsieh [18] used an extension of RTSF
(ERTSF) to estimate the unknown input and state under the
assumption that the distribution matrix is not of full column
rank, but some parameters in ERTSF were obtained by
experience.,is paper put forward the novel recursive three-
step filter with direct feedthrough (NRTSF-DF) which can
give estimation value of the state and unknown input under
the same assumption. And compared with ERTSF, the
parameter of NRTSF-DF can be exactly obtained. For sys-
tems without direct feedthrough, the problem of filter design
with unknown input still exists though there are few related
literature studies about it. Similar to NRTSF-DF, the novel
recursive three-step filter (NRTSF) is proposed in this paper.
,e novel filters can achieve a simultaneous estimation of
the system state and unknown input under the condition
that the unknown input distribution matrix is not of full
column rank.

In recent years, the research of estimating system state
with unknown input is concentrated on nonlinear systems.
Based on the EKF structure, the filters estimating the state of
the nonlinear systemwere designed in [19, 20]. Furthermore,
by making some improvements on UKF [21], study [22]
obtained the filter with RTSF form. And the filter can es-
timate the state and unknown input simultaneously.

,is paper is organized as follows: in Section 2, the
problem is formulated. Section 3 deals with the design of the
optimal filter for the system with direct feedthrough, and the
specific structure of NRTSF-DF is summarized. Next, the
optimal filter for the system without feedthrough is estab-
lished in Section 4. ,e structure of NRTSF is also obtained.
Finally, Section 5 demonstrates the effectiveness of the
proposed filters through simulation.

2. Problem Formulation

Consider the linear discrete-time-varying system:

xk � Ak−1xk−1 + Gk−1dk−1 + wk−1, (1)

yk � Ckxk + Hkdk + vk, (2)

where xk ∈ Rn is the state vector, dk ∈ Rm is an unknown
input vector, and yk ∈ Rp is the measurement. ,e process
noise wk ∈ Rn and the measurement noise vk ∈ Rp are as-
sumed to be mutually uncorrelated, zero-mean, white
random signals with known covariance matrices,
Qk � E[wkwT

k ]≥ 0, and Rk � E[vkvT
k ]> 0, respectively. ,e

time-varying matrices Ak, Gk, Ck, and Hk are known with an
appropriate dimension. ,roughout the paper, the condi-
tions that (Ak, Gk) is observable and that x0 is independent
of wk and vk are satisfied. And the unbiased estimate 􏽢x0 �

E(x0) with Px
0 � E[(x0 − 􏽢x0)(x0 − 􏽢x0)

T] is known.
,e optimal filtering problem of the above system is to

obtain the unbiased optimal filtering sequence of un-
known input 􏽢d0|0, . . . , 􏽢dk|k􏽮 􏽯 and state 􏽢x0|0, . . . , 􏽢xk|k􏽮 􏽯 re-
cursively based on the initial estimate 􏽢x0, the covariance
matrix Px

0 , and the sequence of measurement
y0, y1, . . . , yk􏼈 􏼉. If Hk � 0, the system is transformed into a
linear discrete-time-varying system without direct feed-
through of unknown input to output. ,en, the corre-
sponding optimal filtering problem is transformed to
obtain the unbiased optimal filtering sequence of un-
known input 􏽢d0|1, . . . , 􏽢dk−1|k􏽮 􏽯 and state 􏽢x0|0, . . . , 􏽢xk|k􏽮 􏽯

under the corresponding conditions.

3. NRTSF-DF

,e RTSF proposed by Steven Gilljins in [16] can solve the
state and unknown input estimation problem of linear
system (1)-(2) while rank(Hk) � m, k � 0, 1, . . .. When the
unknown input distribution matrix in the output equation is
not of full column rank, that is, rank(Hk) � rk <m, we
consider a NRTSF-DF design method. ,e following is the
derivation process.

If rank(Hk) � rk ≤m, perform full rank decomposition:

Hk � HkTk, (3)

where Hk ∈ Rp×rk , Tk ∈ Rrk×m, and rank(Hk) � rank
(Tk) � rk. ,e full rank decomposition steps are given in
Appendix.

Defining the virtual unknown input by dk � Tkdk, then
Hkdk � Hkdk. If the estimation value of dk is expressed as
􏽢
dk|k, the minimal norm estimation value of unknown input
dk is

􏽢dk|k � T
+
k

􏽢
dk|k, (4)

where T+
k is the Moore–Penrose inverse of Tk. ,en, original

output equation (2) is rewritten as

yk � Ckxk + Hkdk + vk, (5)

where dk ∈ Rrk is the virtual unknown input vector.
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Based on the system state equation (1) and output
equation (5), we consider NRTSF-DF of the form

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1 + Gk−1
􏽢dk−1|k−1, (6)

􏽢
dk|k � Mk yk − Ck􏽢xk|k−1􏼐 􏼑, (7)

􏽢xk|k � 􏽢xk|k−1 + Lk yk − Ck􏽢xk|k−1􏼐 􏼑, (8)

where the matrices Mk ∈ Rrk×p and Lk ∈ Rn×p still have to be
determined.

3.1. Time Update. Let 􏽢xk−1|k−1 and 􏽢dk−1|k−1 denote the op-
timal unbiased estimates of xk−1 and dk−1 given measure-
ment sequence y0, y1, · · · , yk−1􏼈 􏼉; then, the time update is

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1 + Gk−1
􏽢dk−1|k−1. (9)

,e error in the estimate 􏽢xk|k−1 is given by

􏽥xk|k−1 ≜xk − 􏽢xk|k−1 � Ak−1􏽥xk−1|k−1 + Gk−1
􏽥dk−1 + wk−1,

(10)

where 􏽥xk|k ≜xk − 􏽢xk|k and 􏽥dk ≜dk − 􏽢dk|k. Consequently, the
covariance matrix of 􏽢xk|k−1 is given by

P
x
k|k−1 ≜E 􏽥xk|k−1􏽥x

T
k|k−1􏽨 􏽩 � Ak−1 Gk−1􏼂 􏼃

P
x
k−1|k−1 P

x d
k−1|k−1

P
dx
k−1|k−1 P

d
k−1|k−1

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦
A

T
k−1

G
T
k−1

⎡⎢⎣ ⎤⎥⎦ + Qk−1, (11)

with Px
k|k ≜E[􏽥xk|k􏽥xT

k|k], Pd
k|k ≜E[􏽥dk

􏽥d
T

k ], (Px d
k|k)T � Pdx

k|k

≜E[􏽥dk􏽥xT
k|k].

3.2. Virtual Unknown Input Estimation. In this section, the
estimation of the virtual unknown input dk is considered.

3.2.1. Unbiased Virtual Unknown Input Estimation.
Defining the innovation 􏽥yk ≜yk − Ck􏽢xk|k−1, it follows from
(5) that

􏽥yk � Hkdk + ek, (12)

where ek is given by

ek � Ck􏽥xk|k−1 + vk. (13)

Owing to 􏽥xk|k−1 is unbiased, E[ek] � 0 and
E[􏽥yk] � HkE[dk]. So, we can obtain an unbiased estimate of
the virtual unknown input dk from 􏽥yk.

Theorem 1. Suppose 􏽢xk|k−1 is unbiased; then, (6) and (7)
calculate the unbiased value of dk if and only if Mk satisfies
MkHk � Irk

.

Proof. ,is process is similar to the proof of ,eorem 1 in
[16], so it is omitted.

From ,eorem 1, rank(Hk) � rk is a necessary and
sufficient condition for an unbiased virtual unknown input
estimator of form (7). ,e matrix Mk � (H

T

k Hk)− 1H
T

k

corresponding to the least-squares (LS) solution of (12)
satisfies ,eorem 1. But from the Gauss–Markov theorem,
the LS solution is not necessarily minimum-variance as a
result of

􏽥Rk ≜E eke
T
k􏽨 􏽩 � CkP

x
k|k−1C

T
k + Rk ≠ cI, (14)

where c is a positive real number. □

3.2.2. MVU Virtual Unknown Input Estimation. An MVU
estimate of dk is calculated by weighted LS (WLS)
estimation.

Theorem 2. Let 􏽢xk|k−1 be unbiased, and let 􏽥Rk and H
T

k
􏽥R

−1
k Hk

be nonsingular; then, for

M
∗
k � H

T

k
􏽥R

− 1
k Hk􏼒 􏼓

− 1
H

T

k
􏽥R

−1
k , (15)

(4) is the MVU estimator of dk. 2e variance of the optimal
virtual unknown input estimate is

P
∗d
k|k � H

T

k
􏽥R

− 1
k Hk􏼒 􏼓

− 1
. (16)

Proof. ,is process is similar to the proof of ,eorem 2 in
[16], so it is omitted.

We use 􏽢
d
∗

k|k to express the optimal virtual unknown
input estimate corresponding to M

∗
k and let 􏽥

d
∗
k ≜ dk −

􏽢
d
∗

k|k.
,en, 􏽥

d
∗
k is given by

􏽥
d
∗
k � I − M

∗
k Hk􏼐 􏼑dk − M

∗
k ek � −M

∗
k ek. (17)

□

3.3. Measurement Update. In the last step, we use mea-
surement yk to update 􏽢xk|k−1. Using (8) and (12), we find that

􏽥xk|k � I − LkCk( 􏼁􏽥xk|k−1 − LkHkdk − Lkvk. (18)

Consequently, (8) is unbiased for all dk if and only if Lk

contents

LkHk � 0. (19)

Suppose Lk satisfy (19), from (18):

P
x
k|k � I − LkCk( 􏼁P

x
k|k−1 I − LkCk( 􏼁

T
+ LkRkL

T

k . (20)

So, we can calculate Lk by minimizing the trace of (20)
under the unbiasedness constraint of (19).
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Theorem 3. Lk is given by

L
∗
k � K

∗
k I − HkM

∗
k􏼐 􏼑, (21)

where K∗k � Px
k|k−1C

T
k

􏽥R
−1
k minimizes the trace of (20) under

the constraint of (19).

Proof. ,is process is similar to the proof of ,eorem 3 in
[16], so it is omitted.

We use 􏽢x∗k|k to express the state estimate corresponding
to L
∗
k . From (7) and (21),

􏽢x
∗
k|k � 􏽢xk|k−1 + K

∗
k I − HkM

∗
k􏼐 􏼑 yk − Ck􏽢xk|k−1􏼐 􏼑 � 􏽢xk|k−1 + K

∗
k yk − Ck􏽢xk|k−1 − Hk

􏽢
d
∗

k|k􏼒 􏼓. (22)

,en, we consider the expressions of P∗xk|k ≜E[􏽥x∗k|k􏽥x∗Tk|k]

and P∗xd
k|k ≜E[􏽥x∗k|k

􏽥
d
∗T
k ], where

􏽥x
∗
k|k ≜xk − 􏽢x

∗
k|k � I − L

∗
k Ck􏼐 􏼑􏽥xk|k−1 − L

∗
k vk. (23)

From (20) and (21), we obtain

P
∗x
k|k � P

x
k|k−1 − K

∗
k

􏽥Rk − HkP
∗d
k|kH

T

k􏼒 􏼓K
∗T
k . (24)

Using (23) and (17), it follows that

P
∗xd
k|k � −P

x
k|k−1C

T
k M
∗T
k � −K

∗
k HkP

∗d
k|k. (25)

Furthermore, by 􏽢dk|k � T+
k

􏽢
dk|k, we can get

P
d
k|k � T

+
k P
∗d
k|k T

+
k( 􏼁

T
P

x d
k|k � P

dx
k|k􏼐 􏼑

T
� −KkHkP

∗d
k|k T

+
k( 􏼁

T
.

(26)□

3.4. Summary of NRTSF-DF Equations. In order to reflect
NRTSF-DF clearly, summarize it as follows:

3.4.1. Time Update. Based on the unbiased estimates 􏽢dk−1|k−1
and 􏽢xk−1|k−1, the state estimates and corresponding variance
matrix from the time instant k−1 to k are obtained:

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1 + Gk−1
􏽢dk−1|k−1,

P
x
k|k−1 � Ak−1 Gk−1􏼂 􏼃

P
x
k−1|k−1 P

x d
k−1|k−1

P
dx
k−1|k−1 P

d
k−1|k−1

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦
A

T
k−1

G
T
k−1

⎡⎢⎣ ⎤⎥⎦ + Qk−1.

(27)

3.4.2. Estimation of Virtual Unknown Input. Calculate the
rank of Hk, make full rank decomposition of Hk, and cal-
culate the virtual unknown input estimates 􏽢

dk|k and cor-
responding variance matrix at time instant k:

􏽥Rk � CkP
x
k|k−1C

T
k + Rk,

Mk � H
T

k
􏽥R

− 1
k Hk􏼒 􏼓

− 1
H

T

k
􏽥R

−1
k ,

􏽢
dk|k � Mk yk − Ck􏽢xk|k−1􏼐 􏼑,

P
d
k|k � H

T

k
􏽥R

− 1
k Hk􏼒 􏼓

− 1
.

(28)

3.4.3. Measurement Update. Calculate the state estimate 􏽢xk|k

and corresponding variance matrix at time instant k:

Kk � P
x
k|k−1C

T
k

􏽥R
−1
k ,

Lk � Kk I − HkMk( 􏼁,

􏽢xk|k � 􏽢xk|k−1 + Lk yk − Ck􏽢xk|k−1􏼐 􏼑,

P
x
k|k � P

x
k|k−1 − Kk

􏽥Rk − HkP
d
k|kH

T

k􏼒 􏼓K
T
k ,

P
xd
k|k � P

dx
k|k􏼒 􏼓

T

� −KkHkP
d
k|k,

􏽢dk|k � T
+
k

􏽢
dk|k,

P
d
k|k � T

+
k P

d
k|k T

+
k( 􏼁

T
,

P
x d
k|k � P

dx
k|k􏼐 􏼑

T
� −KkHkP

d
k|k T

+
k( 􏼁

T
.

(29)

Also, note that if Hk is of full column rank, letting Hk �

Hk and Tk � Im, RTSF is obtained.

4. NRTSF

If Hk � 0, systems (1) and (2) are transformed into a linear
discrete-time-varying system without direct feedthrough of
unknown input to output. It can be expressed as

xk � Ak−1xk−1 + Gk−1dk−1 + wk−1, (30)

yk � Ckxk + vk. (31)

,e classical filter proposed by Gilljins and De Moor in
[15] can solve the state estimation problemwhen Hk � 0, but
the application conditions to use this filter are that the
unknown input distribution matrix Gk−1 in the system
equation must meet rank(Gk−1) � m, k � 1, 2, . . ..

When the unknown input distribution matrix is not of
full column rank, that is, rank(Gk−1) � rk <m, then the
classical filter cannot be used. Similar to Section 3, we can
also consider an NRTSF design method. ,e following is the
NRTSF derivation process.

If rank(Gk−1) � rk ≤m, perform full rank
decomposition:

Gk−1 � Gk−1Tk−1, (32)

where Gk−1 ∈ Rn×rk , Tk−1 ∈ Rrk×m, and
rank(Gk−1) � rank(Tk−1) � rk. ,e full rank decomposition
steps are given in Appendix.
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Defining the virtual unknown input by dk−1 � Tk−1dk−1,
then Gk−1dk−1 � Gk−1dk−1. Because the unknown input is
estimated with one step delay, the estimation value of dk−1 is
expressed as 􏽢

dk−1|k and the minimal norm estimation value
of the unknown input dk−1 is

􏽢dk−1|k � T
+
k−1

􏽢
dk−1|k, (33)

where T+
k−1 is the Moore–Penrose inverse of Tk−1. ,en,

original system equation (30) is rewritten as

xk � Ak−1xk−1 + Gk−1dk−1 + wk−1, (34)

where dk−1 ∈ Rrk is the virtual unknown input vector.
Based on the system state equation (34) and output

equation (31), we consider NRTSF of the form

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1, (35)

􏽢
dk−1|k � Mk yk − Ck􏽢xk|k−1􏼐 􏼑, (36)

􏽢xk|k � 􏽢xk|k−1 + Lk yk − Ck􏽢xk|k−1􏼐 􏼑, (37)

where the matrices Mk ∈ Rrk×p and Lk ∈ Rn×p still have to be
determined. Compared with the previous section, the ob-
vious difference is that the second step in NRTSF calculates
the value of virtual unknown input dk−1|k, while the previous
filter yields an estimate of virtual unknown input dk|k.

4.1. Time Update. Let 􏽢xk−1|k−1 express the optimal unbiased
estimates of xk−1 given measurement sequence
y0, y1, . . . , yk−1􏼈 􏼉; then, the time update is

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1. (38)

Similarly, the covariance matrix of 􏽢xk|k−1 is given by

P
x
k|k−1 ≜Ak−1P

x
k−1|k−1A

T
k−1 + Qk−1 , (39)

with Px
k|k ≜E[􏽥xk|k􏽥xT

k|k], 􏽥xk|k ≜xk − 􏽢xk|k.

4.2. Virtual Unknown Input Estimation. ,e derivation idea
in this section is the same as Section 3.2 except that the time
index of unknown input is different.

4.2.1. Unbiased Virtual Unknown Input Estimation.
Defining the innovation 􏽥yk ≜yk − Ck􏽢xk|k−1, it follows from
(31), (34), and (35) that

􏽥yk � CkGk−1dk−1 + ek, (40)

where ek is given by

ek � Ck Ak−1􏽥xk−1|k−1 + wk−1􏼐 􏼑 + vk. (41)

Due to the fact that 􏽢xk|k−1 is unbiased, we can obtain an
unbiased estimate of the virtual unknown input dk−1 from
􏽥yk.

Theorem 4. Suppose 􏽢xk−1|k−1 is unbiased; then, (35) and (36)
calculate the unbiased value of dk−1 if and only if Mk satisfies
MkCkGk−1 � Irk

.

Proof. ,is process is similar to the proof of,eorem 1, so it
is omitted.

,e matrix corresponding to the LS solution of (40)
satisfies,eorem 4. But from the Gauss–Markov theorem, it
is not necessarily minimum-variance as a result of

􏽥Rk ≜E eke
T
k􏽨 􏽩 � Ck Ak−1P

x
k−1|k−1A

T
k−1 + Qk−1􏼐 􏼑C

T
k + Rk

� CkP
x
k|k−1C

T
k + Rk ≠ cI,

(42)

where c is a positive real number. □

4.2.2. MVU Virtual Unknown Input Estimation. ,rough
weighted LS estimation, we obtain an MVU estimate of dk−1.

Theorem 5. Let 􏽢xk−1|k−1 be unbiased and let 􏽥Rk and FT
k

􏽥R
−1
k Fk

be positive definite; then, for

Mk � F
T
k

􏽥R
− 1
k Fk􏼐 􏼑

− 1
F

T
k

􏽥R
−1
k , (43)

where Fk ≜CkGk−1, (33) is the MVU estimator of dk−1. 2e
variance of the corresponding input estimate is

P
d
k−1|k � F

T
k

􏽥R
− 1
k Fk􏼐 􏼑

− 1
. (44)

Proof. ,is process is similar to the proof of,eorem 2, so it
is omitted. □

4.3. Measurement Update. First, the estimator must satisfy
E[􏽢xk|k − xk] � 0, which can be expressed as

E 􏽢xk|k−1 + Lk CkAk−1xk−1 + CkGk−1dk−1 + Ckwk−1 + vk − Ck􏽢xk|k−1􏼐 􏼑 − Ak−1xk−1 − Gk−1dk−1 − wk−1􏽨 􏽩 � 0. (45)

Consequently, (37) is unbiased for all possible dk−1 if and
only if Lk satisfies

LkCkGk−1 − Gk−1 � 0. (46)

Let Lk satisfy (46); then, Px
k|k is given by

P
x
k|k � I − LkCk( 􏼁 Ak−1P

x
k−1|k−1A

T
k−1 + Qk−1􏼐 􏼑 I − LkCk( 􏼁

T
+ LkRkL

T

k

� Lk
􏽥RkL

T

k − P
x
k|k−1C

T
k L

T

k − LkCkP
x
k|k−1 + P

x
k|k−1.

(47)

So, we can calculate Lk by minimizing the trace of (47)
under the unbiasedness constraint of (46).
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Theorem 6. Lk is given by

Lk � Kk + I − KkCk( 􏼁Gk−1Mk, (48)

where Kk � Px
k|k−1C

T
k

􏽥R
−1
k minimizes the trace of (47) under

the constraint of (46).

Proof. ,is process is similar to the proof of,eorem 3, so it
is omitted.

Substituting (48) in (37) yields the equivalent state
update:

􏽢xk|k � 􏽢xk|k−1 + Kk + I − KkCk( 􏼁Gk−1Mk􏽨 􏽩 yk − Ck􏽢xk|k−1􏼐 􏼑.

(49)

Form (47) and (48),

P
x
k|k � P

x
k|k−1 − Kk

􏽥RkK
T
k + I − KkCk( 􏼁Gk−1P

d
k−1|kG

T

k−1 I − KkCk( 􏼁
T
.

(50)

□

4.4. Summary of NRTSF Equations

4.4.1. Time Update. Based on the unbiased estimates
􏽢xk−1|k−1, the state estimates and corresponding variance
matrix from time instant k−1 to k are obtained:

􏽢xk|k−1 � Ak−1􏽢xk−1|k−1,

P
x
k|k−1 � Ak−1P

x
k−1|k−1A

T
k−1 + Qk−1.

(51)

4.4.2. Estimation of Virtual Unknown Input. Calculate the
rank of Gk−1, make full rank decomposition of Gk−1, and
calculate the virtual unknown input estimates 􏽢

dk−1|k and
corresponding variance matrix at time instant k:

􏽥Rk � CkP
x
k|k−1C

T
k + Rk,

Fk � CkGk−1,

Mk � F
T
k

􏽥R
− 1
k Fk􏼐 􏼑

− 1
F

T
k

􏽥R
−1
k ,

􏽢
dk−1|k � Mk yk − Ck􏽢xk|k−1􏼐 􏼑,

P
d
k−1|k � F

T
k

􏽥R
− 1
k Fk􏼐 􏼑

− 1
.

(52)

4.4.3. Measurement Update. Calculate the state estimate 􏽢xk|k

and corresponding variance matrix at time instant k:

Kk � P
x
k|k−1C

T
k

􏽥R
−1
k ,

Lk � Kk + I − KkCk( 􏼁Gk−1Mk,

􏽢xk|k � 􏽢xk|k−1 + Lk yk − Ck􏽢xk|k−1􏼐 􏼑,

P
x
k|k � P

x
k|k−1 − Kk

􏽥RkK
T
k + I − KkCk( 􏼁Gk−1P

d
k−1|kG

T

k−1 I − KkCk( 􏼁
T
,

􏽢dk−1|k � T
+
k−1

􏽢
dk−1|k.

(53)

5. Example

In this section, we consider the state and unknown input
estimation problem when the system is interfered by dk as
well as zero-mean Gaussian white noise. Specifically, the
estimation problem we consider were given in Du [23]. ,e
parameters for the linear system are given by

A �

0.5 2 0 0 0

0 0.2 1 0 1

0 0 0.3 0 1

0 0 0 0.7 1

0 0 0 0 0.1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

G �

1 0 0

0 0 0

0 1 0

0 0 0

0 0 0.1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

C � I5,

H �

0 0 1

0 0 0

0 1 0

0 0 0

0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

R � 10− 2
×

1 0 0 0.5 0

0 1 0 0 0.3

0 0 1 0 0

0.5 0 0 1 0

0 0.3 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Q � 10− 4
×

1 0 0 0 0

0 1 0.5 0 0

0 0.5 1 0 0

0 0 0 1 0

0 0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(54)

,e unknown input dk � [d1kd2kd3k]T used in this ex-
ample is given in Figure 1.

,e results of using NRTSF-DF to estimate the unknown
input are presented in Figure 2. From Figure 2, NERTSF-DF
can estimate the unknown inputs d2k, d3k but has no effect
on d1k.,e reason is that the direct feedthroughmatrix Hk is
not of full column rank and, therefore, there is no infor-
mation about the unknown input d1k in the measurement.

Since the unknown input only affects the first three
elements of the system state, we only plot the true value and
estimated value of the first, second, and third element of state
vector xk in Figure 3. And the estimation errors of x1k, x2k,
and x3k are shown in Figure 4. It can be seen from the figure
that the state estimation value can track the true value.
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Figure 3: Continued.
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For the linear system without direct feedthrough of

unknown input to output, let H �

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

and

G �

1 0 0
0 0 0
0 1 0
0 0 0
0 0 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

; then, the system is transformed into a linear

discrete system without direct feedthrough.
,e results of using NRTSF to estimate the unknown

input are shown in Figure 5. ,e NRTSF has no effect on d3k

because Gk−1 is not of full column rank. And there is no
information about the unknown input d3k in the system
state. Furthermore, there is no information about the d3k in
measurement.

Figures 6 and 7 show the true value, estimation value,
and the estimation error of the first three elements of the
state vector, respectively. From the figure, NRTSF is
effective.

6. Conclusion

,is paper discusses the problem of joint state and unknown
input estimation for linear systems with an unknown input
and proposes two novel filters, respectively, in accordance
with the linear minimum-variance unbiased estimation
criterion. For systems with direct feedthrough, a novel re-
cursive three-step filter with direct feedthrough is proposed.
,is filter can solve the problem that the classical recursive
three-step filter cannot be used when the unknown input
distribution matrix is not of full column rank. For the sit-
uation that unknown input only affects system equation and
the distribution matrix is not of full column rank, a novel
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recursive three-step filter is proposed.,e simulation results
show that both of the proposed filters can effectively estimate
the unknown input and system state.

Appendix

,ere is a known matrix Hk ∈ Rp×m. If rank(Hk) � rk <m,
then there is rk order subformula inHk, and the determinant
of the subformula is nonzero. By swapping rows and col-
umns of the matrix Hk, the subformula is located at the

subblock 􏽥H11 of 􏽥Hk �
􏽥H11

􏽥H12
􏽥H21

􏽥H22
􏼢 􏼣, while the rank of 􏽥Hk is

equal to the rank of Hk. Since the rk order subblock is
nonsingular, the matrix 􏽥Hk can be expressed as

􏽥Hk �
􏽥H11

􏽥H21

⎡⎣ ⎤⎦ I 􏽥H
−1
11

􏽥H12􏽨 􏽩. (A.1)

In other words, there are nonsingular matrices
Dk ∈ Rp×p and Fk ∈ Rm×m satisfying

DkHkFk �
􏽥H11

􏽥H21

⎡⎣ ⎤⎦ I 􏽥H
−1
11

􏽥H12􏽨 􏽩. (A.2)

And then,

Hk � D
−1
k

􏽥H11

􏽥H21

⎡⎣ ⎤⎦ I 􏽥H
−1
11

􏽥H12􏽨 􏽩F
−1
k � HkTk, (A.3)

where Hk � D−1
k

􏽥H11
􏽥H21

􏼢 􏼣 and Tk � I 􏽥H
−1
11

􏽥H12􏽨 􏽩F−1
k are

nonsingular matrices of rank rk.
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To solve the localization failure problem of terrain-aided navigation (TAN) system of the autonomous underwater vehicle (AUV)
caused by large area of underwater flat terrain in the Arctic, a navigation system with relocation part is constructed to enhance the
robustness of localization. (e system uses particle filter to estimate the AUV’s position and reduce the nonlinear noise dis-
turbance, and the prior motion information is added to avoid the mismatching caused by the similar altitude of low-resolution
map. Based on the estimate data and the measured altitude data, the normalized innovation square (NIS) is used to evaluate the
differentiation of terrain sequence, and the differentiation is used as a judgment of whether the AUV is in the switch location. A
simulation experiment is carried out on the 500m resolution underwater map of the Arctic.(e results show that adding the prior
motion information can restrain the divergence of the estimator; NIS can accurately reflect the sharp change of terrain sequence.
After the relocation process, the AUV can still maintain the positioning accuracy within 2 km after running 50 km in the area
including flat and rough terrain.(is research solves the problem of localization errors in the Arctic flat terrain in the system level
and provides a solution for the application of underwater navigation in the Arctic.

1. Introduction

(e Arctic region has a vast water area and rich natural
resources. However, the ice and snow covered on the surface
of the water have hindered the application of GPS in the
Arctic underwater navigation, reduced the large-scale
navigation ability of underwater vehicles in Arctic waters,
and increased the difficulty of underwater information
collection [1, 2]. In addition, the limited energy carried by
AUV limits the use of high-power navigation equipment.
Although there are many research on the efficient utilization
of batteries and controllers [3–6], low-power navigation
mode is still needed for AUV continuous operating under a
large area of Arctic ice. TAN uses the real-time altitude
information to match the prior DEM (digital elevation map)
and obtains the optimal calculated position through the
optimization estimation method [7–9]. Since it is not

necessary to deploy external auxiliary sensors to obtain
global positioning reference posture, only a prior DEM and a
low-power sensor which obtaining altitude are needed. With
these advantages, TAN technology has been widely used
[10–12].

TANwas first used in cruise missiles and has been widely
used in underwater navigation [13, 14]. (e early TAN
system mainly used terrain contour matching (TERCOM)
technology to obtain positioning information through al-
titude dataset matching. TERCOM technology is relatively
mature, but it cannot effectively deal with process noise and
observation noise [15, 16]. Among the three common re-
gression filtering methods, Kalman filter [17, 18], point mass
filter [19, 20], particle Filter (PF) [21, 22], Kalman filter
requires the observation to be Gaussian distribution; it is not
suitable for the application in non-Gaussian parameter
situation. (e point mass filter can solve the expression of
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non-Gaussian observations, but it needs to calculate the
whole posterior distribution space, which requires a large
amount of calculation. Compared with point mass filter, the
PF method has less computation and has a resampling
mechanism to maintain the diversity of sampling and can
deal with the ubiquitous nonlinear noise, which has been
widely used [23–27]. Georgios [28] used the PF method to
build the TAN system and carried out a long-range navi-
gation accuracy test in the Southern Ocean. Based on the
DEM with the resolution of 50m, the positioning accuracy
of TAN is within 200m in multiple tests when the average
moving distance of AUV is greater than 100 km, which can
meet the needs of accurate positioning of underwater ve-
hicles in a large-range operation.

(e DEM of TAN and the underwater altitude detected
by AUV both have noise disturbance, which will affect the
positioning accuracy [29]. In extreme cases, when the noise
disturbance is very large or when the terrain environment
changes, it will lead to the failure of positioning. (e
commonly solutionis is to use the hypothesis-test method to
calculate the confidence level of the state estimate HUGIN
AUV uses the chi-square test method to estimate the con-
fidence degree of the system and then makes a trade-off for
the TAN estimation value [30].

At present, the resolution of the Arctic underwater DEM
is only 500m [31], and the low-resolution map has a large
error with large noise, which affects the estimation of the
location of AUV [32]. Salavasidis et al. [33] utilize the bi-
linear interpolation method to improve the resolution of the
map, but it cannot eliminate the map noise. In addition,
there are more flat terrain areas in the Arctic terrain, and the
flat terrain with few features reduces the positioning ability
of TAN, which leads to positioning failure. At present, there
are many methods to improve the accuracy in a flat area;
Aringnonsen and Hagen [34] utilize the pockmarks in the
flat terrain as a sign to improve the positioning accuracy.
Enns and Morrell [35] utilize the Viterbi algorithm to
calculate the Bayesian dataset to obtain the most likely
position of the present motion. Shandor and Stephen [36]
adjusting the measurement variance to eliminate the over
matching position and reducing the mismatching in the flat
area. But more generally, in a large area of flat area, the
deviation and matching value of altitude in all directions are
similar.

When an AUV moves from a flat area to a rough terrain
area, a robot kidnapping problem occurs. In the robot
kidnapping problem, timing of triggering relocation is
important [37]. In terrain aided navigation, it is necessary to
accurately determine the switch location of flat terrain and
rough terrain. Variance analysis can be used to distinguish
the planeness of terrain, and the NIS method can produce
more accurate results [38, 39]. Houts et al. [40] used the NIS
window to estimate the confidence of PF filtering results and
judge the change of terrain according to the confidence. (e

results show that the NIS window filtering method can
effectively reduce the impact of noise disturbance and can
accurately positioning the abnormal. By improving the
weight distribution of PF and optimizing the likelihood
function, the robustness of the system can be enhanced and
the influence of flat terrain can be reduced slightly, but the
positioning error caused by large flat terrain still cannot be
solved [41, 42].

To eliminate positioning errors in the TAN system
caused by the large area of flat terrain in the Arctic, this
paper proposes a TAN positioning framework with the
relocation system. (e NIS is used to construct the confi-
dence evaluation item to accurately judge the moment when
AUV enters the rough area. Based on the accumulated
navigation data and the sampled altitude data in the flat area,
the relocation function is constructed, and the relocation
process ensures the convergence of the TAN system when it
leaves the flat area and ensures the accuracy of TAN po-
sitioning in a large scale. In addition, in order to solve the
problem of low-resolution map causing low-terrain differ-
entiation in a large area, a priori motion information en-
hancement method is applied to improve the calculation of
weight to improve the accuracy of positioning estimation.

2. PF Position Estimation System

We use PF to estimate the AUV location; the essence is to use
PF to correct the position on the basis of dead reckoning.
(is paper focuses on the positioning ability of TAN system
in the horizontal plane. (erefore, the simplified two-di-
mensional AUV kinematic model is constructed as the basis
of dead reckoning. In this paper, the sequential importance
sampling and resampling (SISR) algorithm is selected as the
filter of the TAN system to estimate the position of AUV.

2.1. AUV Kinematics. As shown in Figure 1, it is a 3-DOF
kinematic coordinate system of AUV in the horizontal plane
[43]. [v andw] are the velocity and angular velocity of AUV
relative to the body coordinate, [x, y, and θ] is the pose of
AUV relative to the global coordinate, and |v/w| is the radius
of rotation of the AUV around its turning center. (e ki-
nematic model is shown in equation (1), in which the lower
subscript t represents themoment of motion estimation, and
Δt is the step interval time.

xt+1

yt+1

θt+1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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. (1)
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(emovement of AUV ismainly affected by two kinds of
disturbance: one is the fluctuation of control input [v, w]

caused by the noise of airborne sensors such as inertial
navigation and depth gauge; the other is caused by external
factors such as ocean current and water density. (erefore,
process noise can be divided into body noise and envi-
ronmental noise, as equations (2) and (3) show, where 􏽐p is
body noise covariance, 􏽐e is external noise covariance, the
superscript ∧ represents the state with noise, N represents
the normal distribution, ai, (i � 1, 2, 3, 4) is constant coef-
ficient, σ2x is variance in x direction, and σ2y is variance in y

direction.

􏽘
p

�
􏽢v

􏽢w
􏼠 􏼡 �

v

w
􏼠 􏼡 +

N 0, a1v
2

+ a2w
2

􏼐 􏼑

N 0, a3v
2

+ a4w
2

􏼐 􏼑

⎛⎝ ⎞⎠, (2)

􏽘
e

�
􏽢x

􏽢y
􏼠 􏼡 �

x

y
􏼠 􏼡 +

N 0, σ2x􏼐 􏼑

N 0, σ2y􏼐 􏼑
⎛⎝ ⎞⎠. (3)

2.2. Prior Information Enhanced PF(PIEPF) Algorithm

2.2.1. SISR PF Algorithm. In this paper, the widely used SISR
algorithm is used for positioning estimation [44]. (ere are
many descriptions of SISR algorithm in the research liter-
ature. Here, the logic is briefly summarized. PF uses random
distribution to approximate the probability density function
of the system; by iterative calculation, the minimum variance
estimation of the system state is obtained; PF can solve the
state estimation problem of nonlinear system and is widely
used.(e SISR algorithm is shown in Table 1, where x is state
variable, ω is particle weights, y is observation measure-
ments, N are the number of particles, the upper subscript i is
the particle index, and the lower subscript k is the time
dimension.where p( yk|xi

k ) is the likelihood function of
observations and can be expressed as

p yk|x
i
k􏼐 􏼑 �

1
σy

���
2π

√ e
−1/2 yi

k
− yk/σy)2 ,(

(4)

where σy is observation variance.

2.2.2. PIEPF. (e low-resolution map results in similar
terrain altitude in local area, and only using the observation
value cannot effectively distinguish the difference of parti-
cles, which leads to the divergence of filtering. Combining
the prior information of AUV motion and reasonably
considering the influence of stable Arctic current, the par-
ticle weight including prior motion information is calculated
as formula (4).

ωi
k � ωi

k−1p yk|x
i
k􏼐 􏼑p x

i
k|x

i
k−1􏼐 􏼑, (5)

where p( xi
k | xi

k−1 ) is the likelihood function of prior
motion and can be expressed as

p x
i
k|x

i
k−1􏼐 􏼑 �

1
σx

���
2π

√ e
−1/2 Disi

k
/σx)2 ,(

(6)

where Disi
k is the Euclidean distance between each particle

and the prior predicted position.

3. Relocation System

(ere are a large number of flat terrain areas without
terrain features of the Arctic, which will lead to the di-
vergence of TAN positioning. Although scholars have
proposed a variety of methods to improve the positioning
accuracy in the flat area, the improvement is limited, and
it is not suitable for the Arctic with large flat terrain. In
this paper, a TAN system with relocation item is
designed. (e system structure is shown in Figure 2.
When the AUV moves from the flat area to the rough area
and crosses the terrain junction point, the relocation flag
is triggered.

In the process of relocation detection, the key item is to
accurately determine the running area of AUV. However,
the sensor and the prior DEM have large noise. Although the
direct use of the measured altitude for comparative judg-
ment is simple, it cannot eliminate the influence of noise,
which is easy to cause misjudgment and positioning failure.
NIS can evaluate the credibility of the measured values and
reduce noise disturbance. When AUV operates in rough
areas with rich terrain features or flat areas with less terrain

X

Y

θ

O

v/w

(x, y)

Figure 1: (ree degrees of freedom of AUV kinematics.
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features, the measured values are close to the predicted
values, and the NIS values are smaller. However, when the
AUV enters the rough area from the flat area, the wrong
estimated position will lead to a large difference between the
measured value and the estimated value, resulting in a larger
NIS value. In this paper, the NIS is used to construct a
filtering window to estimate the confidence of observation;
when NIS is greater than the threshold value, it indicates that
the AUV enters the rough terrain from the flat terrain, which
leads to the relocation process.

3.1. PF NIS. Innovation 􏽥y represents the difference between
the measurements and the expected value as follows:

􏽥yk � yk − μk, (7)

where y is measurements, μ is expected value, low subscript
k is the moment, and the expected value is the weighted
average of altitude.

μk � 􏽘
M

m�1
ωm

k 􏽢y
m
k , (8)

where 􏽢y is the observations of particles and m is particle
index.

(en, the variance of innovation S is

Sk � Rk + 􏽘
M

m�1
ωm

k 􏽢y
m
k − μk( 􏼁 􏽢y

m
k − μk( 􏼁

T
, (9)

where R is observation variance.
(e NIS can be expressed as

NISk � 􏽥y
T
k S

−1
k 􏽥yk. (10)

Different from variance, NIS is a dimensionless num-
ber, which represents the consistency between the distri-
bution of new observations and the distribution of
observations. (e variance of NIS conforms to the chi-
square distribution, so the reliability of the measurements
can be judged. If the NIS value is relatively large, the
measured value does not fall into a reasonable distribution
range, which indicates that there is a big difference between
the measurements and the predicted value. In order to
further reduce the influence of abnormal measurements,
the average value of NIS in a period of time is used as the
evaluation basis,

NISk �
1
L

􏽘

K

i�K−L+1
NISi, (11)

where L is time length.

3.2. Relocation Range. In order to illustrate the relocation
ability of the TAN system, a simple sampling logic is used to
realize the sampling after relocation. (e method is to ac-
cumulate AUV running distance when the NIS value is
credible. When the NIS value exceeds the threshold value, the
accumulated distance is used as the basis of relocation range.
Search for a similar sampling altitude within the relocation
range to realize the sampling in the observation value. (e-
logical is as follows:

Step 1: If the NIS value is less than the threshold, the
AUV motion distance Dis is accumulated
Step 2:When the NIS value is abnormal, 1.5·Dis is set as
the resampling radius and the present altitude value
Hmk is recorded
Step 3: Within the sampling range, num particles are
uniformly distributed
Step 4: Calculating particles altitude Hsi

k, when the
difference between Hsi

k and Hmk is within the range of
observation noise, the particle is preserved

After the above steps, resampling particles can be filtered
out. After PF iteration, the particles in the wrong position
will disperse rapidly, and the particles in the correct position
can achieve good tracking.

Table 1: Algorithm of SISR PF.

SISR PF
(1) [ xi

k,ωi
k􏼈 􏼉

N

i�1] � SISR[ xi
k−1,ω

i
k−1􏼈 􏼉

N

i�1, yk, N]

(2) FOR i � 1: N

(3) xi
k ∼ p( xi

k|xi
k−1 )

(4) ωi
k � ωi

k−1p( yk|xi
k )

(5) ENDFOR
(6) S � SUM[ ωi

k􏼈 􏼉
N

i�1]

(7) FOR i � 1: N

(8) ωi
k � ωi

kS
− 1

(9) ENDFOR
(10) xi

k,ωi
k􏼈 􏼉

N

i�1 � RESAMPLE[ x
j

k,ωj

k􏽮 􏽯
N

j�1]

TAN

PF filter

Relocation
detection

AUV control

Relocation
flag

Motion state

Figure 2: TAN system.
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4. Simulation

In this paper, simulation is used to verify the effectiveness of
the proposed relocation logic. Based on the Arctic DEM of
500m resolution, a local area close to Alaska in the United
States is selected for the simulation study. (e area contains
rough terrain and flat terrain, which is convenient for
comparative analysis.

4.1. Map Parameters. (e map with longitude range (−180°
and −168°) and latitude range (75° and 79°) is selected as the
research area, as shown in Figure 3(a). In order to facilitate
the analysis, the latitude and longitude map is transformed
into the Cartesian coordinate system through scale con-
version. (e 3D terrain map is shown in Figure 3(b). (e
length, width, and height of the converted map are (800, 250,
and −2.1) km, and the origin point of the map corresponds
to longitude -180° and latitude 75°.

In this paper, the bilinear interpolation is used to refine the
map altitude. (e bilinear method is shown in the following
equation:

f(x, y) �
f Q11( 􏼁

5002
x2 − x( 􏼁 y2 − y( 􏼁 +

f Q21( 􏼁

5002
x − x1( 􏼁 y2 − y( 􏼁

+
f Q12( 􏼁

5002
x2 − x( 􏼁 y − y1( 􏼁 +

f Q22( 􏼁

5002
x − x1( 􏼁 y − y1( 􏼁,

(12)

where f(·) is the altitude function, [x, y, and Q] is coordinate
points, and the cross combination of [x1 and x2] and [y1 and
y2] can form four corner coordinates [Q11,Q12,Q21, andQ22]
around the point to be solved.

4.2. TAN Parameters. (e parameter setting of the TAN
system is shown in Table 2. In order to eliminate the distur-
bance of verticalmotion, theAUV is set to run at a depth of 0m,
and in this situation, the observation noise is not a function of
altitude but noise with a standard deviation of 5m. (e
numerical value conforms to the characteristics of the
acoustic altimeter. In order to fully explore the perfor-
mance of the system, a current disturbance in Y direction of
0.1m/s is added.

4.3. Results and Analyses. Figure 4 shows the positioning
results of the TAN system in rough and flat terrain areas,
respectively.(e running time of each movement segment is
set as 28 h, the running distance is 50 km, and the movement
direction is 180°. It can be seen that although there is the
current disturbance in Y direction, due to the rich terrain
features, it has a good positioning results in the rough area.
(e estimated position calculated by TAN is very close to the
reference path, and the average positioning error is within

1 km. In the flat terrain area, because of the lack of features,
the TAN system cannot be accurately positioning, the
movement path is random, and the positioning error is also
divergent.

Figure 5 shows the comparison of path tracking error
between PIEPF and ordinary PF. It can be seen that the overall
tracking error of PIEPF is small and can effectively track the
path. (e PF method accurately tracks a certain distance and
then diverges, which is caused by the similarity altitude of the
low-resolution terrain. PIEPF method can track in the right
direction with the aid of prior motion information.

Figure 6 shows the NIS values of TAN in different
regions. It can be seen that the NIS values in the rough
terrain area and flat terrain area are both within a 98%
confidence interval. In the rough area, because of the ac-
curate positioning, the observed altitude value is close to
the predicted one, so the NIS value is small. In the flat
terrain area, although it cannot be accurately located,
because the altitude of the flat terrain area is close to the
observation value, the difference is small, so the NIS value is
small.

Figure 7 shows the positioning situation of AUV when
moving from the flat area to rough area. When AUV is
running in the flat area, due to lack of recognizable features,
positioning fails, but the NIS value is kept within the credible
range. When the AUV crosses the critical area and moves
into the rough terrain area, there is a big deviation between
the current measured altitude and the prior estimated one,
which causes NIS anomaly. As can be seen from Figure 7(b),
the NIS value increases rapidly and exceeds the trusted
range.

Figure 8 shows the distribution of resampled particles
and subsequent tracking and positioning. As shown in
Figure 8(a), when the NIS value is abnormal, the cumulative
distance of AUV is about 41 km, and the sampling radius is
1.5× 41� 62 km. Within the sampling radius of 62 km,
10,000 points are evenly sampled and 369 sampling points
are finally accepted. Among them, 3 points are near the
correct position and converge to the correct trajectory after
PF iteration. Particles in other places diverge rapidly.
Figure 8(b) shows the complete path, AUV loss in flat area,
and when it reaches the rough area, it triggers relocation.
After resampling, the AUV can return to the correct
position.

5. Results

In this paper, we consider the characteristics of flat terrain
and rough terrain in the Arctic region and use the NIS to
trigger relocation, and the positioning failure caused by flat
terrain is solved by relocation. (e results show that the
NIS value is sensitive to the area switching, which can
accurately reflect the sharp change of terrain and can be
used as a reliable judgment of the terrain area switching. In
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Table 2: Simulation parameters.

Parameters Value
AUV velocity 0.5m/s
Map resolution 500m
Running depth 0m
PF update frequency 1Hz
Current disturbance
(dx, dy)

(0,0.1m/s)
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Figure 3: (e terrain map of the research. (a) (e selected area. (b) 3D DEM.
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Figure 4:(e localization results of TAN system in different terrain area. (a) TAN positioning path (the white path is the reference path, the
red path is the positioning value in the rough area, and the pink path is the positioning value in the flat area). (b) Positioning error in rough
area. (c) Positioning error in flat area.

Table 2: Continued.

Parameters Value
Body noise (a1, a2, a3, a4) (0.1, 0.1, 0.001, 0.1)

Process noise 6m
Measurement noise 5m
Particle numbers 1000

Initial attitude (200 km, 100 km, 180°)(rough area), (500 km, 100 km, 180°)(flat area), and (290 km, 85 km, 180°)(flat-rough
area)

NIS threshold THD1 5.41 (98% confidence)
NIS time window L 20
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addition, on the basis of the PF framework, adding prior
motion information can effectively avoid the divergence of
filter, and the proposed method can be applied to un-
derwater terrain aided navigation in the Arctic with a
resolution of 500m.

(e following research will further explore the NIS value
characteristics under the condition of large map interfer-
ence, improve the resampling distribution function, and
improve the performance of the TAN system.
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Figure 6: NIS values in different terrain area. (a) In rough area. (b) In flat area.
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A compound control based on active disturbance rejection control (ADRC) scheme and slide mode control (SMC) is proposed to
investigate the attitude tracking problem for a spacecraft with modeling uncertainties, external disturbances, actuator failures, and
actuator saturations simultaneously. A positive term including control input is separated from the system, and then, the active
disturbance rejection concept and the extended state observer (ESO) are applied to deal with the general uncertain item caused by
uncertainties, external disturbances, actuator failures, and actuator saturations. )e sliding mode surface is designed to transform
the attitude tracking problem into attitude stabilization problem. In order to deal with the actuator saturations, a saturation degree
coefficient and its corresponding adaptive law are introduced. Compared to other existing references, the proposed scheme does
not need to know the structure or upper bound information of the inertial matrix uncertainties and external disturbances. Finally,
the stability of the closed-loop system is analyzed by using input to state stability theory. Simulation results are given to verify the
effectiveness of the proposed scheme. More importantly, the proposed technique can also be applied to the attitude stabilization of
other aircraft, such as the attitude of unmanned aerial vehicle and helicopter in maritime rescue.

1. Introduction

With the development of space missions, the reliable control
scheme is significantly important for the rigid spacecraft. As
the part of spacecraft systems, attitude control plays an
important role in spacecraft design and has been studied
extensively under various scenarios [1–5]. )e reliability of
attitude control determines that the planned missions can be
accomplished successfully or not. It is a significant challenge
to obtain a steady attitude when there exist uncertainties,
external disturbances, actuator failures, or saturations.
However, lots of nonlinear control schemes are applied on
attitude control in much literature. In [3, 4], an extended
state observer sliding mode control (SMC) is proposed for
spacecraft attitude control with inertia uncertainty and
external disturbance. In [4, 5], the adaptive SMC is applied
to attitude stabilization with control constraints. In the
above adaptive SMC scheme, it is assumed that the inertia
matrix and the external disturbance are bounded and satisfy

certain conditions. In [6], two quasi-continuous higher-
order sliding controllers are applied to spacecraft attitude-
tracking. In [7], to alleviate chattering and ensure a smooth
control for actuators by SMC, a second-order sliding mode
controller based on anti-unwinding control method is
proposed for the attitude stabilization of a rigid spacecraft.
In [1], nonlinear H∞ robust controller is proposed for F-16
aircraft with mass and moment inertia uncertainties. To
solve the associated Hamilton–Jacobi partial differential
inequality, a special Lyapunov function with mass and
moment inertia uncertainties is considered. A robust control
law based on the mini-max approach and the inverse op-
timal approach is proposed for the attitude control with
external disturbances [8]. In [9], the inverse optimal feed-
back control based on integrator backstepping is proposed
for rigid spacecraft without considering the disturbances and
uncertainties. )e optimal adaptive controller is designed to
achieve attitude tracking for rigid spacecraft [10]. To deal
with the inertia matrix uncertainty and attenuate the
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disturbance, both the adaptive control and the inverse op-
timal control approach are applied. However, the above-
mentioned controls are based on precise analytic structure of
uncertainty to derive online updating algorithms for un-
known but constant parameters in the system.

Actually, the inputs of spacecraft systems are usually
limited, which are known as actuator saturation or input
saturation. In practical systems, input saturation may lead to
instability or unacceptable performance degradation for the
spacecraft’s attitude. To deal with the input saturation, lots of
methods appeared [5, 11–15]. In [11], taking into account
control input saturation, external disturbances, and para-
metric uncertainty, a variable structure control method is
proposed for spacecraft attitude stabilization, which ensures
the fast and accurate response. )ereafter, the continuous
variable structure control approach is presented for attitude
tracking [12]. In [13], two saturated finite-time attitude
controllers based on the homogeneous method are proposed
for rigid spacecraft subject to control input saturation,
without considering the external disturbance and uncer-
tainty. In [14], a saturated attitude control scheme composed
of the quaternion part, the saturated angular velocity part,
and the bounded antidisturbance part was proposed for
spacecraft with bounded disturbances. In [15], two novel
anti-unwinding attitude controllers based on the inverse
optimal approach and unit quaternion are designed for
spacecraft subject to uncertainty and external disturbance.

Note that the abovementioned references concentrate on
the attitude control without actuator fault. In practice, be-
sides the saturation, actuator failures also usually occur in
spacecraft systems. As is known to all, control failures can
lead to performance deterioration, instability, and even
catastrophic accidents. )erefore, it is very important to
design a controller with fault-tolerant capability to improve
the spacecraft system reliability. In order to enhance the
reliability of spacecraft systems, some scholars are focusing
on fault-tolerant attitude control [16–19]. In [20], an
adaptive fault-tolerant control method is proposed for the
spacecraft subjected to two types of faults, without uncer-
tainties and disturbances. In [16], an adaptive backstepping
sliding mode control scheme is designed to achieve attitude
tracking for flexible spacecraft with actuator failures, dis-
turbances, and uncertainties. In [17], an adaptive fault-
tolerant control based on the fuzzy logic system and sliding
mode observers is presented for near-space vehicle without
the bounds of the derivative of the faults. In [18], two in-
tegral-type sliding mode control schemes are used to
compensate actuator faults for spacecraft with external
disturbances.

However, as far as the authors know, few papers focus on
the attitude control for the rigid spacecraft subjected to
uncertainties, disturbances, failures, and actuator saturation
simultaneously. In [2], a nonregression-based indirect ro-
bust approach is presented to achieve attitude tracking when
accounting for uncertainties, disturbances, failures, and
actuator saturation simultaneously. Although the uncer-
tainty is done by its bound, it is assumed that the external
disturbance and the inertia matrix are bounded and satisfy
certain conditions. In [19], a variable structure control is

developed for attitude stabilization of spacecraft with partial
loss of actuator effectiveness fault and actuators saturation.
)en, the authors proposed an adaptive slidingmode control
for spacecraft subjected to partial loss of actuator effec-
tiveness fault, and the control law is modified to ensure that
the control signal never contains saturation [21]. )e neural
network is used to approximate uncertainties and online
updating law to estimate the bound of actuator fault without
any information of the fault. In [22], based on fuzzy logic
and backstepping techniques, a robust adaptive control is
proposed for spacecraft in the presence of uncertainties,
disturbances, actuator failures, and input saturation. Ac-
tually, the spacecraft system with uncertainties, distur-
bances, actuator failures, and actuator saturation
simultaneously is a more complicated uncertain nonlinear
system, whose typical representative is a nonaffine nonlinear
system. In [23–27], the active disturbance rejection tech-
nique presented in [28] is applied to the nonaffine nonlinear
system. )erefore, in this paper, a compound control based
on active disturbance rejection control (ADRC) scheme and
slide mode control (SMC) is designed to achieve attitude
tracking for the spacecraft system. To handle the saturation,
the saturation coefficient is introduced and its adaptive law is
designed. )e main contribution of this paper compared to
others is that the proposed scheme can achieve reliability
against inertia matrix uncertainties, external disturbances,
actuators faults, and saturation. Moreover, the actuator
faults that the scheme can deal with by the proposed scheme
include partial effectiveness loss fault, additive fault, and
total fault. )e proposed scheme does not depend on the
precise analytic structure of inertia matrix and disturbances,
nor depend on their bounds, which can also be applied in
spacecraft systems with time-varying parameters.

)is paper is organized as follows.)e spacecraft attitude
tracking problem and some preliminary results are described
in Section 2. )e compound control scheme is proposed to
achieve the attitude tracking in Section 3. Several simulation
results are presented in Section 4, and conclusions are drawn
in Section 5.

2. Problem Formulation and Preliminaries

2.1. Attitude Dynamics. )e mathematical models of the
rigid spacecraft attitude dynamics are given by [2–4]

J(t) _ω � −ω×J(t)ω + Fu + d(t), (1)

_qυ �
1
2

q×
υ + q0I3( 􏼁ω, (2)

_q0 � −
1
2
qT
υω, (3)

where J(t) ∈ R3×3 is the inertia matrix of the spacecraft
determined by the mass distribution of the spacecraft, and
obviously, it is symmetric positive definite. u ∈ R3×1 is the
actual control torque generated by thrusters. F ∈ R3×1 is the
thruster distribution matrix (for a given spacecraft, F is
available and can be adjusted by changing the locations and
directions of the thrusters [3]). d(t) ∈ R3×1 is the external
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disturbance. q � [qυ; q0] ∈ R4×1 is the unit quaternion vector
representing the spacecraft’s attitude orientation, satisfying
qT
υqυ + q20 � 1, where qυ � [q1, q2, q3]

T and q0 are the vector
part and scalar components, respectively. I3 ∈ R3×3 is the
identity matrix, ω � [ω1,ω2,ω3]

T ∈ R3 is the angular ve-
locity of the spacecraft, and ω× is a skew symmetric matrix of
ω and has the following form:

ω×
�

0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (4)

Remark 1. J(t) may change or be uncertain over time due to
fuel consumptions or onboard mission; therefore, J(t)

should be viewed as uncertain item or unknown item so that
it could not be used directly in control design. It is rea-
sonable to assume the invertible J(t) in the form
J(t) � J0 + ΔJ(t), in which J0is the nominal inertia matrix
and ΔJ(t) is the uncertainty. Compared to the above-
mentioned references, both J0 and ΔJ(t) are unknown here,
which is the most relaxed and simple condition.

Assumption 1. q and ω are available in feedback control
design. In practical, angles and angular velocities can be
measured with relative sensors.

Assumption 2. )e external disturbances d(t) ∈ R3×1 are
bounded.

)e control objective is to make the aircraft track the
desired attitude dynamics when the thrusters are constrained.

)e torques generated by the constrained thrusters can
be described as follows:

u � sat u0( 􏼁 � sat u01( 􏼁, . . . , sat u03( 􏼁􏼂 􏼃
T
,

sat u0i( 􏼁 �
u0i, u0i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ uimax,

uimax, otherwise,

⎧⎨

⎩ i � 1, . . . , 3,
(5)

where u0 is the thruster torque without limitation. )e
function sat(·) is used to describe that the control torques
generated by the thrusters are limited. uimax indicates the
maximum value of the control torque generated by the
thruster.

According to [5, 29], the saturation function can be
expressed as

u � sat u0( 􏼁 � ς u0( 􏼁u0, (6)

with

ς u0( 􏼁 � diag ς1 u01( 􏼁, . . . , ςn u0n( 􏼁􏼂 􏼃,

ςi u0i( 􏼁 �

uimax

u0i

sign u0i( 􏼁, u0i

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌> uimax,

1, otherwise.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

i � 1, . . . , n,

(7)

Obviously, the coefficient ςi( u0i ) ∈ ( 0, 1 ] denotes the
saturation degree of u0i.

Similar to [5], the desired attitude motion is supposed to
be generated by

_qdυ �
1
2

q×
dυ + qd0I3( 􏼁ωd, (8)

_qd0 � −
1
2
qT

dυωd, (9)

where qd � [qdυ; qd0] ∈ R4×1 is the desired unit quaternion
vector of the spacecraft, satisfying qT

dυqdυ + q2d0 � 1, where
qdυ � [qd1, qd2, qd3]

T and qd0 are the vector part and scalar
component, respectively. ωd � [ωd1,ωd2,ωd3]

T ∈ R3×1 is the
desired angular velocity of the spacecraft. As in [3, 5],
ωd and _ωd are assumed to be bounded.

)e goal of the attitude tracking control is to design the
controller so that the attitude in equations (1)–(3) tracks the
desired attitude in equations (8)-(9), that is, to achieve
q⟶ qd and ω⟶ ωd. To analyse the attitude tracking
problem, as in [3, 5], we define attitude orientation error
qe � [qeυ; qe0] ∈ R4×1 and angular velocity error
ωe � [ωe1,ωe2,ωe3]

T ∈ R3×1 as follows:

qeυ � qd0qυ − q×
dυqυ − q0qdυ, (10)

qe0 � qT
dυqυ + q0qd0, (11)

ωe � ω − Cωd, (12)

where C � (q2e0 − qT
eυqeυ)I3 + 2qeυqT

eυ − 2qe0q×
eυ is a rotation

matrix, and note that ‖C‖ � 1 and _C � −ω×
e C.

From equations (1)–(12), the attitude orientation error
qe and angular velocity error ωe can be derived as follows:

J(t) _ωe � −ω×J(t)ω + Fς u0( 􏼁u0

+ d(t) + J(t) ω×
e Cωd − C _ωd( 􏼁,

(13)

_qe �
1
2

q×
eυ + qe0I3

−qT
ev

⎡⎣ ⎤⎦ωe. (14)

It has been proved that through equations (10)–(12), the
aim of q⟶ qd and ω⟶ ωd would be achieved by sta-
bilizing systems (13)-(14) in [29].

In order to stabilize systems (13)-(14), as in [5, 6], the
sliding surface can be selected as follows:

S � ωe + Kqev, (15)

where K � diag[k1, k2, k3] and ki > 0 is a positive-designed
constant.

Differentiating equation (15) and then multiplying by
J(t), we can obtain the following:
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_S � J− 1
−ω×Jω + Fς u0( 􏼁u0 + d(t) + J ω×

e Cωd − C _ωd( 􏼁 +
1
2
JK q×

eυ + qe0I3( 􏼁ωe􏼔 􏼕. (16)

In Section 3, the control u0 will be designed such that
limt⟶∞S � 0. According to Lemma 2.1 in [5], limt⟶∞S �

0 can guarantee limt⟶∞ωe � 0 and limt⟶∞qev � 0.

2.2. Input to State Stability

Lemma 1 (see [29]). Consider the system _x � f(t, x, u);
there exists a C1 function V: R+ × Rn⟶ R+ so that for all
x ∈ Rn and u ∈ Rm, it satisfies

c1(|x|)≤V(t, x)≤ c2(|x|),

|x|≥ χ(|u|)⟹
zV

zt
+

zV

zx
f(t, x, u)≤ − c3(|x|),

(17)

where c1, c2, and χare class κ∞ functions and c3 is a class κ
function.0en, the system is input to state stable (ISS), and for
all t0 and t such that 0≤ t0 ≤ t, the following is satisfied:

|x(t)|≤ β x t0( 􏼁
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌, t − t0􏼐 􏼑 + c sup
t0 ≤ τ ≤ t

|u(τ)|􏼠 􏼡, (18)

where β(·) is a class κL function and c � c−1
1 c2ρ is a class κ

function.

3. Compound Control for Attitude Tracking

)e first case considered here is the spacecraft with only
three thrusters. Actually, there always exist two types of
thruster faults in the practical spacecraft system. )erefore,
partial effectiveness loss fault and additive fault are con-
sidered here. )e second case considered is the spacecraft
with more than three thrusters; however, some of it might
experience losing power totally.

3.1. Spacecraft with Only 0ree 0rusters. As the spacecraft
has only three thrusters, F in equation (1) would be I3. When
partial effectiveness loss fault and additive fault happen, the
attitude dynamics should be described as follows:

J(t) _ω � −ω×J(t)ω + δ(t)u + A(t) + d(t), (19)

where δ(t) � diag[δ1, δ2, δ3]
T ∈ R3×3; δi ∈ ( 0, 1 ] denotes

thruster effectiveness; and when δi � 1 denotes that the
thruster works normally, while δi ∈ (0, 1)indicates that the
thruster loses its effectiveness partially. A(t) � diag[A1(t),

A2(t), A3(t)] ∈ R3×3 indicates the additive fault, and it is
bounded.

)en, the sliding surface dynamics would be described
by

_S � J− 1
−ω×Jω + δ(t)u + A(t) + d(t) + J ω×

eCωd − C _ωd( 􏼁 +
1
2
JK q×

eυ + qe0I3( 􏼁ωe􏼔 􏼕. (20)

According to the active disturbance rejection concept in
[23–26], equation (35) could be changed to the following:

_S � G + B0ς u0( 􏼁u0, (21)

where B0 ∈ R3×3 is a nonsingular matrix selected by the
designer and G is the general uncertain item:

G � J− 1
−ω×Jω + δ(t)u + A(t) + d(t) + J ω×

e Cωd − C _ωd( 􏼁 +
1
2
JK q×

eυ + qe0I3( 􏼁ωe􏼔 􏼕 − B0ς u0( 􏼁u0. (22)

It contains the unknown inertia matrix, external dis-
turbance, and the uncertainties produced by thruster fault.
To facilitate analysis, B0 is chosen as a diagonal matrix.

As in [4, 24–26], in order to deal with G, the extended
state observer (ESO) for equation (21) can be constructed as
follows:
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E � Z1 − S,

_Z1 � Z2 − β1gc1(E) + B0ς u0( 􏼁u0,
_Z2 � −β2gc2(E),

⎧⎪⎪⎨

⎪⎪⎩

gc1(E) � E1, E2, E3􏼂 􏼃
T
,

gc2(E) �

E1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign E1( 􏼁

E2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign E2( 􏼁

E3
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
α1 sign E3( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, 0≤ α1 ≤ 1,

(23)

where E � [E1, E2, E3]
T ∈ R3×1 is the estimation error of the

ESO, Z1 ∈ R3×1 and Z2 ∈ R3×1 are the observer output, and
β1 > 0, β2 > 0, and 1/4β21 > β2 > ‖ _G‖are the observer gains. It
has been proved in [4, 25] that for appropriate values of
β1, β2, gc1(·), andgc2(·), the observer output Z2 approaches
G and Z1 approaches S.

With the uncertainties G estimated by the ESO, the
sliding control law can be designed as

u � sat u0( 􏼁,

u0 � −B−1
0 τS + σsig(S)

r
􏼂 􏼃 − B−1

0 􏽢ρ
S

‖S‖
η + Z2

����
����􏼐 􏼑,

(24)

_􏽢ρ � p0􏽢ρ
3
‖S‖ η + Z2

����
����􏼐 􏼑, 􏽢ρ(0)> 0, (25)

with τ � diag[τ1, τ2, τ3], τi > 0, σ � diag[σ1, σ2, σ3], σi > 0,
and sig(S)r � [|S1|

rsign(S1), . . . , |S3|
rsign(S3)]

T, r ∈ (0, 1),
where p0 > 0 and η> 0 are positive constant parameters
chosen by the designer. Z2 is the state of ESO equation (23),
which can approach G.

Theorem 1. Consider a spacecraft system with partial ef-
fectiveness loss fault and additive fault; meanwhile, the
thrusters are limited, which is stated in equation (19). If
control scheme (24) is implemented, then the control objec-
tives q⟶ qd and ω⟶ ωd would be achieved.

Proof. Construct the Lyapunov function as follows:

Vs �
1
2
STS +

1
2p0

􏽥ρT
􏽥ρ, (26)

where 􏽥ρ � ρ − 􏽢ρ− 1 and p0 > 0 is a designed constant. In view
of equation (21), its time derivative can be given as follows:

_Vs � ST _S +
1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ � ST G + B0ς u0( 􏼁u0( 􏼁 +

1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ.

(27)

Owing to both B0 and ς(u0) being diagonal matrices and
combining with equation (24), equation (27) can be
expressed as follows:

_Vs � ST G + ς u0( 􏼁B0u0( 􏼁 +
1

p0
􏽥ρT

􏽢ρ− 2 _􏽢ρ

� −ST ς u0( 􏼁τS + ς u0( 􏼁σsign(S)
r

( 􏼁

+ STG − STς u0( 􏼁􏽢ρ
S

‖S‖
η + Z2

����
����􏼐 􏼑 +

1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ

� − 􏽘
3

i�1
ςi u0i( 􏼁τiS

2
i − 􏽘

3

i�1
ςi u0i( 􏼁σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

+ STG −
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
􏽘

3

i�1
ςi u0i( 􏼁S

2
i +

1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ.

(28)

As in [30], sinceςi( u0i ) ∈ ( 0, 1 ], then according to the
density property of the real number, there would exist a
constant ρ satisfying

0< ρ≤ min
1≤i≤3

ςi u0i( 􏼁( 􏼁≤ 1. (29)

According to equation (29), it yields

_Vs ≤ − ρ 􏽘
3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠

+ STG −
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
􏽘

3

i�1
ςi u0i( 􏼁S

2
i +

1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ.

(30)

According to equation (25), it is not difficult to note that
􏽢ρ(0)> 0 ensures that 􏽢ρ is always larger than zero. )erefore,
the following can be further obtained:

_Vs ≤ − ρ 􏽘
3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠ + STG

− ρ
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
􏽘

3

i�1
S
2
i +

1
p0

􏽥ρT
􏽢ρ− 2 _􏽢ρ

≤ − ρ 􏽘

3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠ + STG − ρ􏽢ρ η + Z2

����
����􏼐 􏼑‖S‖

+
1

p0
􏽥ρT

􏽢ρ− 2 _􏽢ρ.

(31)

According to equation (25) and ρ � 􏽥ρ + 􏽢ρ− 1in equation
(31), it yields
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_Vs ≤ − ρ 􏽘

3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠ + STG − 􏽥ρ + t􏽢ρ− 1

􏼐 􏼑􏽢ρ η + Z2
����

����􏼐 􏼑‖S‖ +
1

p0
􏽥ρT

􏽢ρ− 2
p0􏽢ρ

3
‖S‖ η + Z2

����
����􏼐 􏼑

≤ − ρ 􏽘
3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠ + STG − η‖S‖ − Z2

����
����‖S‖≤ − ρ 􏽘

3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠

− η‖S‖ +‖S‖ ‖G‖ − Z2
����

����􏼐 􏼑≤ − ρ 􏽘
3

i�1
τiS

2
i + 􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1⎛⎝ ⎞⎠ − η‖S‖ +‖S‖ G − Z2

����
����

≤ − ρ􏽘
3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

− η‖S‖ − ρmin
i

τi‖S‖
2

+‖S‖ G − Z2
����

����.

(32)

)en, ‖G − Z2‖ can be viewed as the disturbance input of
the closed loop system consisting of equations (20), (23), (24),
and (25). When ‖S‖≥ χ(‖G − Z2‖), with χ(‖G− Z2‖) �

1/ρminiτi‖G − Z2‖, equation (32) is smaller than zero.
)erefore, the closed loop system is ISS. Based on Lemma 1, it
is easy to conclude that the estimation error ‖G − Z2‖ by ESO
will affect that whether the dynamic of the sliding mode
converges to the sliding surface S � 0. According to the
principle of ESO, it is shown that Z2 can only converge into a
residual set of G, which means that ‖G − Z2‖ will converge
into a small residual set of zero. )at is to say, the dynamic of
the sliding mode will be restricted to the neighborhood of the
sliding surface. Fortunately, this neighborhood can be re-
duced to any small size by selecting the ESO parameters
β1, β2, gc1(·), ​ andgc2(·) and the controller parameters
τ, σ, and η. Furthermore, τ and σ determine the speed of
convergence and the final error. According to equation (24),
the bigger the parameters τ and σ are, the faster the speed
converging to zero and the smaller the approach error is. □

Remark 2. Obviously, χ(‖G − Z2‖) � 1/ρminiτi‖G − Z2‖ is a
class κ∞ function, so Lyapunov function (26) satisfies
Lemma 1; that is to say, the closed loop system is ISS.

Remark 3. In order to ensure the stability for the dynamic of
the sliding mode and the ability to approach the selected
sliding surface, 􏽢ρ(0) and τi should satisfy 􏽢ρ(0)τi > 1. )e
reason is that _Vs ≤ − ρminiτi‖S‖2 + ‖S‖2 + ‖G − Z2‖

2/4, and
ρ is designed as an incremental function.

Remark 4. B0 determines the effectiveness of the active
disturbance rejection. Although B0 can be selected as an
arbitrary diagonal matrix, the closer B0 is to the real value, the
better the effect of the active disturbance rejection.

Remark 5. As S crosses the zero, the controller in equation
(24) will be discontinuous, which will result in chattering.
)erefore, the bounded layer should be introduced to
eliminate the chattering. As in [5], equation (24) can be
modified as follows:

u0 � −B−1
0 τS + σsig(S)

r
􏼂 􏼃 − B−1

0 􏽢ρ
S

‖S‖ + ε
η + Z2

����
����􏼐 􏼑, (33)

where ε> 0 is the bounded layer, and it should be selected to
be small enough.

3.2. Spacecraft with More than 0ree 0rusters. When the
spacecraft has more than three thrusters, some of which
might suffer from total fault, then the attitude dynamics
would be described as follows [2]:

J(t) _ω � −ω×J(t)ω + FΓu + d(t), (34)

where Γ � diag[Γ1, . . . , Γn] ∈ Rn×n denotes the work status of
the thrusters. Γi � 0 means that the thruster has either totally
failed or been shut down purposely.

Correspondingly, sliding surface dynamics (16) would be
described by

_S � J− 1
−ω×Jω + FΓu + d(t) + J ω×

e Cωd − C _ωd( 􏼁􏼂

+
1
2
JK q×

eυ + qe0I3( 􏼁ωe􏼕.

(35)

Firstly, we can choose B0 as B0 �

1 0 0 0 . . . 0
0 1 0 0 . . . 0
0 0 1 0 . . . 0

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

3×n

.

According to the active disturbance rejection concept in
[23–26], equation (35) could be changed to the following:

_S � G + B0ς u0( 􏼁u0, (36)

where G is the total uncertain item, which can be written as
follows:

G � J− 1
−ω×Jω + FΓu + d(t) + J ω×

e Cωd − C _ωd( 􏼁􏼂

+
1
2
JK q×

eυ + qe0I3( 􏼁ωe􏼕 − B0ς u0( 􏼁u0.
(37)

It contains the unknown inertia matrix, external dis-
turbance, and uncertainties produced by thrusters fault.

And then, it is interesting to find that the sliding dy-
namics can be stabilized with a slight modification to the
above controller, as follows:
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u � sat u0( 􏼁,

u0 � −BT
0 τS + σsig(S)

r
􏼂 􏼃 − BT

0 􏽢ρ
S

‖S‖
η + Z2

����
����􏼐 􏼑,

(38)

_􏽢ρ � p0􏽢ρ
3
‖S‖ η + Z2

����
����􏼐 􏼑, 􏽢ρ(0)> 0, (39)

where all the control parameters are defined as before. )e
stability of the closed loop system can be analyzed by using
the same Lyapunov function. Combining controller (38) and
adaptive law (39), the derivative of the Lyapunov function
can be given as follows:

_Vs � STG − STB0ς u0( 􏼁BT
0 τS + σsig(S)

r
􏼂 􏼃

− STB0ς u0( 􏼁BT
0 􏽢ρ

S
‖S‖

η + Z2
����

����􏼐 􏼑

+
1
p0

􏽥ρT
􏽢ρ− 2

p0􏽢ρ
3
‖S‖ η + Z2

����
����􏼐 􏼑.

(40)

Note that the multiplication of a vector and a diagonal
matrix in equation (40) satisfies the following:

STB0ς u0( 􏼁 � ςdiag STB0􏼐 􏼑with ς � ς1, . . . , ςn􏼂 􏼃. (41)

)en, it is not difficult to calculate the right side of
equation (40) and it can be expressed as

_Vs � − 􏽘

3

i�1
ςi u0i( 􏼁τiS

2
i − 􏽘

3

i�1
ςi u0i( 􏼁σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

+ STG −
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
􏽘

3

i�1
ςi u0i( 􏼁S

2
i + 􏽥ρT

􏽢ρ‖S‖ η + Z2
����

����􏼐 􏼑. (42)

According to equation (39), 􏽢ρ is a positive parameter.
Combining equation (29), we can obtain the following:

_Vs ≤ − ρ􏽘
3

i�1
τiS

2
i − ρ 􏽐

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

+ STG −
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
ρ􏽘

3

i�1
S
2
i + 􏽥ρT

􏽢ρ‖S‖ η + Z2
����

����􏼐 􏼑≤ − ρ􏽘
3

i�1
τiS

2
i − ρ􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

+ STG

−
􏽢ρ η + Z2

����
����􏼐 􏼑

‖S‖
􏽥ρ + t􏽢ρ− 1

􏼐 􏼑 􏽘

3

i�1
S
2
i + 􏽥ρT

􏽢ρ‖S‖ η + Z2
����

����􏼐 􏼑≤ − ρ􏽘
3

i�1
τiS

2
i − ρ􏽘

3

i�1
σi Si

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
r+1

+ ‖S‖ ‖G‖ − Z2
����

����􏼐 􏼑.

(43)

Consider ‖G − Z2‖ as the disturbance input of the closed
loop system consisting of equations (35), (23), (38), and (39).
When ‖S‖≥ χ(‖G − Z2‖), with χ(‖G − Z2‖) � 1/ ρminiτi‖G−

Z2‖, equation (43) is less than zero. )erefore, the entire
closed-loop system is ISS for ‖G − Z2‖, and the following
theorem can be established.

Theorem 2. Consider a spacecraft system; meanwhile, the
thrusters are limited, which is stated in equation (34). If
control scheme (38) is implemented, then the control objec-
tives q⟶ qd and ω⟶ ωd would be achieved.

Remark 6. Similar to Remark 5, in order to eliminate the
chattering, equation (38) can be modified as follows:

u0 � −BT
0 τS + σsig(S)

r
􏼂 􏼃 − BT

0 􏽢ρ
S

‖S‖ + ε
η + Z2

����
����􏼐 􏼑, (44)

where ε> 0 is the bounded layer and it should be selected to
be small enough.

4. Simulation Results

To verify the effect of the scheme proposed above, several
simulations on a spacecraft under various conditions are
conducted. )e limit of thrusters is selected as
uimax ≤ 5N · m. )e initial values for the spacecraft are se-
lected as q(0) � [0.3, −0.2, −0.3, 0.8832]T and ω(0) �

[0, 0, 0]T rad/s . )e initial values for the desired unit qua-
ternion is set to qd(0) � [0, 0, 0, 1]T. )e unknown nominal
inertial matrix and its uncertainties are chosen as

J0 �

20 1.2 0.9

1.2 17 0.4

0.9 1.4 15

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ kg · m2
,

ΔJ � diag[sin(0.1t), 2sin(0.2t), 3sin(0.3t)] kg · m2
,

(45)

and the disturbances are selected as

d(t) �

0.1sin(0.1t)

0.2sin(0.2t)

0.3sin(0.3t)

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦N · m.
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)e ESO parameters are designed as β1 � 70,β2 � 30
andα1 � 0.25. And, the initial states of ESO are set to
Z1(0) � Z2(0) � 0 0 0􏼂 􏼃

T. )e parameters of the control
law in equations (24), (25), (38), and (39) are selected as
K � 2I3, τ � 50I3, σ � 0.01I3, r � 0.3, p0 � 1, η � 20, and
ε � 0.1. )e initial value for adaptive law is set to 􏽢ρ(0) � 0.1.

In order to verify the performance of ESO, the desired
angular velocity is set to a sinusoidal signal, such as ωd(t) �

[0.5sin(πt/100), 0.5sin(2πt/100) , 0.5sin(3πt/100)] rad/s.

4.1. Simulation for Spacecraft with Only 0ree 0rusters.
In this section, it is assumed that thrusters have partial
effectiveness loss fault and additive fault, such as δi(t) �

0.8 + 0.1sin(t) and Ai(t) � 10 + 10sin(t).
Simulation results are given to show the performance of

control law (24). Figure 1 demonstrates the attitude qua-
ternion tracking error. )e attitude quaternion tracking
error curve indicates that the proposed control law achieves
the desired attitude tracking in 5 s. )e spacecraft has
achieved the desired angular velocity in 5 s from the angular
tracking error curve exhibited in Figure 2. From Figures 1
and 2, the validity of the conclusion of )eorem 1 can be
verified such that control law (24) can make the spacecraft
converge to the desired attitude and angular velocity in spite
of the saturation, uncertainties, and disturbances.

From the sliding surface depicted in Figure 3, it could be
drawn that the dynamic of sliding mode converge into the
neighborhood of the sliding surface S � 0 very quickly.
According to equation (15), as S is equal to 0, ωe � −Kqev,
which is exactly reflected in Figures 1 and 2. )e control
torques produced by three thrusters are illustrated in Fig-
ure 4. )ey are limited by uimax � 5N · m . )e adaptive law
depicted in Figure 5 shows that although the parameter 􏽢ρ
cannot converge to a certain constant, its change is very
slow. However, the dynamic of the sliding mode just only
converges into the neighborhood of the sliding surface S � 0
and not converges to S � 0. )e performance of ESO is
illustrated in Figure 6, which verifies that the total influence
produced by the absolutely unknown inertial matrix, ex-
ternal disturbance, and actuator fault can be well estimated
via ESO.

4.2. Simulation for Spacecraft withMore than0ree0rusters.
In this section, three thrusters with fading fault and the other
three with totally failed fault are assumed, which is depicted
as follows [2]:

Γ � diag[0.5, 0.7, 0.7, 0, 0, 0] ∈ Rn×n
. (46)

Assume that the six thrusters are distributed as

F �

1 0 0 0.2 0.1 0.3

0 1 0 0.6 0.5 0.3

0 0 1 0 0.2 0.4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦. (47)

For the simulation purposes, the system’s initial states,
inertial matrix and its uncertainties, disturbances, and other
parameters are all the same as above.

Figure 7 demonstrates the attitude quaternion tracking
error. )e attitude quaternion tracking error curve indicates
that the proposed control law achieves the desired attitude
tracking in 5 s. )e spacecraft has achieved the desired
angular velocity in 5 s from the angular tracking error curve
exhibited in Figure 8. From Figures 7 and 8, the validity of
the conclusion of )eorem 2 could be verified such that
control law (38) can make the spacecraft converge to the
desired attitude and angular velocity in spite of the satu-
ration, uncertainties, and disturbances.

From the sliding surface depicted in Figure 9, it could be
drawn that the dynamic of sliding mode converge into the
neighborhood of the sliding surface S � 0 very quickly.
According to equation (15), as S is equal to 0, ωe � −Kqev,
which is exactly reflected in Figures 7 and 8. )e control
torques produced by six thrusters are illustrated in Figure 10.
)ey are limited by uimax � 5N · m. From Figure 10, it is
obviously deduced that three thrusters show totally failed
fault which is consistent with equation (46).

Define T � FΓς(u)u; then, the control torques for
spacecraft are illustrated in Figure 11. It can be seen that the
applied moment for spacecraft does not exceed the upper
limit. )e adaptive law depicted in Figure 12 shows that
although the parameter 􏽢ρ cannot converge to a certain
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constant, its change is very slow. However, the dynamic of
sliding mode just only converges into the neighborhood of
the sliding surface S � 0 and not converges to S � 0. )e
performance of ESO is illustrated in Figure 13, which verifies
that the total influence produced by the absolutely unknown

inertial matrix, external disturbance, and actuator fault can
be well estimated via ESO.

Based on Figures 1–13, it can be concluded that the
proposed scheme has achieved a good performance on at-
titude tracking by using ADRC and SMC.
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5. Conclusions

In this paper, the attitude tracking problem for a spacecraft
with uncertainties, external disturbances, actuator failures,
and saturations is considered. )e developed scheme for
attitude tracking does not need to know the structure or
upper bound information of the inertial matrix uncertainties
and external disturbances. Based on ADR concept, the total
uncertainties are attenuated by ESO, and the parameter
adaptive method is used to deal with the thruster saturation
problem; meanwhile, the sliding mode control law ensures
the attitude tracking effect. Moreover, the proposed method

can be well accommodated for the spacecraft with part of
thrusters with total fault and saturation. Several simulation
results have proved the effect of the proposed method.
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For high-speed rail with high energy consumption, the recovery and utilization of regenerative braking energy is essential to
improve the energy consumption of high-speed rail. As a technical link, the energy bidirectional feed inductively coupled power
transfer (ICPT) system can realize the regenerative braking energy recovery of the contactless traction power supply system.
Furthermore, considering that the braking energy of the high-speed rail is the largest when entering the station during the whole
line operation, the braking section of the station is mainly considered.-is paper proposes a preset control method for segmented
power supply of the energy bidirectional feed ICPTsystem considering regenerative braking energy recovery. By establishing the
steady-state mathematical model of the bidirectional ICPT system, the influence of the internal phase-shift angles φ1 and φ2 and
the external phase-shift angle c on the operating state of the system is analyzed. To realize system synchronization under the
operation of EMUs, a train brakingmodel is established through force analysis, and a power preset controller is designed to realize
the synchronous control of the power flow of the bilateral system. According to the braking process of the train entering the
station, the switching control method of the segment coil under the different conditions of the single train entering the station and
the multitrain entering the station is proposed to ensure the reliability and flexibility of the train power supply. -e simulation
results of the 350 kW ICPT system simulation model show that the system can operate stably when the power transmission
simulation is switched, and the transmission efficiency can reach 89%, which proves the feasibility of the control method. Energy-
saving estimates show that a single train can recover about 200–300 kWh of electric energy during single braking.-e comparison
with the measured data verifies the accuracy of the modeling in this paper.

1. Introduction

Electrified rail transit system is an important load of the
power system. According to statistics, by the end of 2018,
China’s high-speed railway operation mileage has reached
29000 km, and the total power consumption of the railway in
2018 is up to 71.1 billion kWh, of which high-speed railway
consumes about 40% [1].

Energy-saving operation is the key and difficult point for
the further development of rail transit at present. It is of
great significance to research renewable energy storage in the
field of high-speed railway, heavy-duty railway, long ramp
line, or railway terminal station. As a braking system,

regenerative braking is an effective energy-saving operation
measure. It can reduce the speed by reversing the operation
of the motor. Regenerative braking technology uses the
motor of the train as the generator to convert mechanical
energy into electrical energy and return it to the power grid.
Moreover, according to the analysis of measured data, the
proportion of regenerative energy consumption increases
with the increase of braking initial speed [1]. For high-speed
railway, the recycling of regenerative braking energy is
important to improve the energy consumption of high-
speed railway [2].

In the aspect of high-speed railway traction power
supply, at present, the electric locomotive is mainly driven
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by the catenary, and the excessive meeting of trains will
impact the catenary and onboard electric equipment. In
addition to the impact of extreme weather, the problems of
pantograph wear, spark, and corrosion are also serious. -e
contactless power supply adopts the medium-voltage DC
power supply system, which overcomes the problems of the
traditional single-phase AC contact power supply method
such as bow-to-network coupling, negative sequence, ex-
cessive phase separation, contact line galloping, and complex
regenerative braking energy storage and utilization schemes.
According to the principle of electromagnetic induction,
ICPT technology supplies the electric energy to the loco-
motive in a contactless way through the inductive coupling
between coils. Furthermore, the characteristics of the ICPT
system, such as short distance, high power, and high effi-
ciency, determine its good development prospects in the
field of rail transit [3]. When the train is at rest, Professor
Pugi Luca of Italy proposed the innovative application of
radio energy transmission technology in the railway
“Parking” function (power collection under static state) [4].
South Korea has designed an MW level train contactless
real-time current collection system experimental line, and its
system efficiency can reach 82.7% [5]. Professor Seung Beop
Lee’s team improved the existing ferrite energy transmission
module while meeting the system electromagnetic field
strength, magnetic saturation, and induced voltage, opti-
mized the design framework of railway wireless charging
system, saved construction cost [6], and further improved
the construction feasibility of railway contactless traction
power supply system.

For contact traction power supply system regenerative
braking energy recovery, there are three common solutions:
energy consumption, feedback, and recovery. -e energy-
consuming structure is simple and easy to realize, but this
solution is not energy-saving. -e feedback type is mainly
divided into direct feedback to the power grid and other
trains using the same bridge arm. Although the cost is saved,
the impact on the power grid is large, and the harmonic
problem is serious. Professor Pugi Luca studied the basis of
the existing train model of energy feedback of contact
traction system. Aiming at two trains performing their tasks
in the opposite direction on the same line, considering
feeders and different types of reversible and irreversible
substations, a simple and efficient model was obtained [7].
Besides, a control strategy with feedforward control is in-
troduced into the energy storage system to suppress bus
voltage fluctuations. By introducing a nonlinear interference
observer (NDO), the shortcomings of traditional feedfor-
ward control methods that require remote measurement are
solved [8]. In the recovery scheme, the energy storage device
is used to realize energy storage and dispatching, and peak
and valley reduction can be realized, which is a feasible
scheme [9–14]. For the recycling scheme, some scholars put
forward an energy storage scheme and control strategy of
traction power supply system based on railway power
regulator, which solves the problem of negative sequence
and harmonic current compensation after the energy storage
device is connected to the traction power supply system [15].
Also, a coordinated control strategy is proposed by

combining the supercapacitor with the railway regulator to
solve the problem of runaway discharge of the super-
capacitor [16]. In the aspect of the battery management
system, some scholars proposed an adaptive square root
Unscented Kalman Filter algorithm based on the second-
order -evenin equivalent circuit model, which improves
the accuracy of battery state estimation [17]. -e inter-
vention of the energy storage system increases the utilization
space of the regenerative braking energy of the train. In the
multitrain operation system considering the ground energy
storage system, the research on the energy-saving operation
of the train has a deeper field and significance. In addition,
the hybrid energy storage system has been widely used
because of its high efficiency. Professor Wang Kai’s team
proposed an improved state of charge (SOC) control energy
allocation strategy for the hybrid energy storage system of
electric vehicles (EV), which improves energy utilization and
reduces the battery aging effect [18].

Research on regenerative braking energy recovery of
contactless traction power supply system is very rare. Be-
sides, the traditional ICPT system can only achieve a one-
way flow of energy and complete one-way traction power
supply and cannot provide a feedback channel for regen-
erative braking energy. -erefore, the ICPT system with
energy bidirectional feed is the key to solve the problem of
contactless traction power supply regenerative braking en-
ergy recovery. Its bidirectional energy feedback character-
istic is first proposed to be used in the practical application
environment of V2G [19], which can solve the danger
brought by plug-in charging and achieve the best energy
scheduling. Based on the application background of rail
transit, the forward transmission mode of bidirectional
ICPT system can realize traction power supply, and the
reverse transmission mode provides a recovery channel for
regenerative braking energy. While the traditional disad-
vantages of contact traction power supply system are solved,
it is convenient to realize the feedback, recovery, and uti-
lization of regenerative braking energy, which provides
strong technical support for the early realization of trans-
portation energy Internet.

At present, the common bidirectional ICPT system
control methods need real-time communication to ensure
the synchronization of the bidirectional system, which
brings great economic and technical problems. In this
regard, Professor Udaya K. Madawala proposed a method to
adjust the power flow direction by detecting the active and
reactive power in the resonance network without real-time
communication and only using a controller at the secondary
side, but the current distortion rate is very high [20]. Chen
Kainan’s team at Tsinghua University has made a com-
prehensive study on the bidirectional ICPT system. In [21],
the efficiency optimization control strategy of the bidirec-
tional ICPT system with multiple degrees of freedom is first
proposed. However, it still needs real-time communication
to achieve synchronization. In [22], a method based on
disturbance and observation is proposed to realize the
synchronization of bilateral control signals. Reference [23]
can realize phase synchronization and maximum efficiency
point tracking independent of real-time wireless
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communication. However, the above control strategies still
need weak wireless communication to identify the mutual
inductance value. Combined with the actual situation of
high-speed rail operation, the communication cost is very
high, which is not suitable for the field of rail transit. In terms
of modeling of induction power transmission system,
Professor Pugi Luca’s team innovatively proposed that the
system model should be equivalent to the lumped me-
chanical model, and then the conventional modal analysis
method used to study the mechanical vibration system was
used to optimize it [24], which provided a new idea for the
modeling of bidirectional ICPT system.

In addition, the high-speed rail runs fast, the traction
power is high, and the power supply process is dynamic, so
the design of the power supply coil should ensure the sta-
bility and efficiency of the system. -ere are two types of
power supply coil structure in the ICPTsystem: long rail type
and segmented type. -e structure of the long rail coil is
simple, but there are some problems, such as low utilization
rate, large coil impedance, and electromagnetic compati-
bility. -e single unit capacity of the segmented coil is small,
which can realize time-sharing segmented power supply and
has higher reliability. -erefore, in practical application, the
segmented coil is more ideal [25–27]. At present, the ICPT
system subsection power supply is mainly based on one-way
power flow to load position detection and coil subsection
control research. For the sake of my knowledge, the energy
bidirectional feed ICPT system has not yet shown a typical
subsection power supply scheme.

Given the above problems, this paper divides the re-
generative braking process of the train according to the
characteristic curve, according to the energy flow rela-
tionship of the braking process, through the onboard
controller responsible for the adjustment of the power flow
size and direction of the converter on the side of the train
and the ground controller responsible for the power
control, provides the switching logic to the ground coil
switching, and obtains a sectionalized power supply line
suitable for the regenerative braking energy recovery of the
high-speed railway cycle power preset switching control
method. Firstly, the energy bidirectional feed ICPT system
with a segmented power supply is introduced, and its
steady-state mathematical model is established. -e
relationship between the transmission power and the
phase-shift angle of the converter is analyzed. Secondly, the
three-stage braking model of the train is established by
force analysis. According to the braking model, the power
flow control method is introduced, and the sectional coil
control method for a single train and multitrain operation
is proposed, respectively. Finally, through the establish-
ment of a simulation model in MATLAB/Simulink, the
feasibility of the control method is verified, and the energy-
saving is estimated.

2. Notation

-e notation system is composed of three parts: symbols,
parameters, and decision variables. -e main purpose of the
system is to help query symbols in equations. -e

interpretation of symbols may be repeated in some places in
this paper to achieve better understanding.

Symbols

ICPT: Inductively coupled power transfer
EMU: Electric multiple units.

Parameters

ω: -e angular frequency of converter
M: -e coil mutual inductance
u
·

1: Fourier expansion of primary converter output
voltage
u
·

2: Fourier expansion of secondary converter output
voltage
U
·

1:-e fundamental component in the output voltage
of the primary converter
U
·

2:-e fundamental component in the output voltage
of the secondary converter
I
·

2: -e phasor of current in secondary resonance coil
I2: -e output current
c: -e phase-shifted phase angle between two-side
converter drive signals
φ1: -e internal shifted phase angle between primary
converter drive signals
φ2: -e internal shifted phase angle between sec-
ondary converter drive signals
P1: -e input active power
Q1: -e input reactive power
P2: -e output active power
Q2: -e output reactive power
θP: -e power phase angle
Pin: -e input power considering loss
Pout: -e output power considering loss
ηall:-e overall efficiency of bidirectional ICPTsystem
G: -e train gravity
N: -e rail supporting force
Fq: -e train traction
W0: -e basic resistance
Wf: -e additional resistance
Ws: -e additional tunnel resistance
Wr: -e additional curve resistance
Wi: -e additional ramp resistance
Wz: -e regenerative braking force
v1: -e speed at point 1 by linear interpolation
v2: -e speed at point 2 by linear interpolation
F1: -e traction at point 1 by linear interpolation
F2: -e traction at point 2 by linear interpolation
fq: -e traction per unit weight
m: -e total train mass
g: -e gravitational acceleration
W1:-e regenerative braking force at point 1 by linear
interpolation
W2:-e regenerative braking force at point 2 by linear
interpolation
wz: -e regenerative braking force per unit weight
w0: -e unit basic resistance
v: -e real-time train speed
i: -e slope of the ramp
wi: -e unit ramp additional resistance
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R: -e curve radius
wr: -e unit curve additional resistance
Ls: -e length of the train inside the tunnel
ws: -e additional resistance per unit tunnel
c: -e unit resultant force
a: -e train acceleration
μ: -e high-speed rail slewing weight factor
v0: -e initial speed of regenerative braking
vs: -e speed in each stage of regenerative braking
sn: -e distance of each stage of regenerative braking
t0: -e initial time of regenerative braking
tn: -e time of each stage of regenerative braking
η: -e comprehensive transmission efficiency of
contact traction system
Pz: -e regenerative braking power
Cs: -e train resultant force
Ps: -e traction power
Pref: -e reference power calculated by power model
P0: -e measured power
|Pout:| -e absolute value of the output power
Q: -e total energy can be recovered during regen-
erative braking
Pn: -e power of each stage of regenerative braking.

Decision variables

A: -e empirical constant
ηG: -e transmission efficiency of gearbox
ηM: -e transmission efficiency of traction motor
ηI: -e transmission efficiency of inverter
ηC: -e transmission efficiency of rectifier
ηT: -e transmission efficiency of automotive
transformer.

3. Energy Bidirectional Feed ICPT System

3.1.SystemStructure. -e segmented power supply structure
of the bidirectional ICPT system is shown in Figure 1. -e
system is composed of onboard part and ground part. When
the system is in traction mode, the ground part first obtains
35 kV direct current from the 110 kV AC network side
through the AC/DC link, then obtains the standard 2800V
direct current for the bidirectional ICPT system through the
PET link, and finally passes through the magnetic coupling
coil transmits energy to the vehicle-mounted part. -e
vehicle-mounted part obtains 2800V direct current and then
supplies energy to the electric motor through the DC/AC
link to realize train traction. When the system is in the
regenerative braking mode, the onboard part of the motor
reverses to become a generator, through the AC/DC link to
obtain the standard 2800V direct current for the bidirec-
tional ICPT system, and then the regenerative braking en-
ergy is fed back to the ground part through the magnetic
coupling coil. -e ground part selectively feeds back the
regenerative braking energy to the DC bus through the PET
link or recovers the regenerative braking energy through
energy storage devices such as supercapacitors and batteries.
-e segmented coil structure is adopted to meet the demand
for long-distance power supply of high-speed railway and
improve the transmission efficiency.

3.2. Mathematical Model of Bidirectional ICPT System. As
shown in Figure 2, compared to a unidirectional ICPT
system, there are H-bridge converters composed of MOS-
FETs (or IGBTs) and diodes in antiparallel on both sides of
the bidirectional ICPT system to implement the on-demand
conversion process of electrical energy. In the compensation
network part, this paper adopts a dual LCC type composite
resonance compensation structure, which is more robust
than the typical LC series compensation structure. Com-
pared with the LCL compensation structure, the system
power of the LCC structure is higher under the same pa-
rameters. -erefore, the LCC structure is more suitable for
dynamic bidirectional wireless power supply [28]. In Fig-
ure 2, Lp1 and Ls1 are the coil self-inductance, Cp1, Cp2, and
Lp2 are the primary side resonance compensation capacitors
and inductances, respectively, Cs1, Cs2, and Ls2 are the
secondary side resonance compensation capacitors and
inductances, and Rp and Rs the equivalent resistances of
primary and secondary resonant circuits, respectively. u1
and u2 are the output voltages of the original secondary
converter, i1 and i2 are the currents in the primary and
secondary resonance network, and U1 and U2 are the DC
grid voltage and the train’s equivalent DC power supply
voltage, respectively.

Control methods for power flow can be divided into two
categories. In the first type, the H-bridge converter on one
side works in the inverting state and the controllable
switching devices in theH-bridge converter on the other side
are all turned off, and the diode is used to work in the
rectified state [29], but the work efficiency of this control
strategy is greatly affected by load changes.

Phase-shift control is currently a relatively mature control
method that can be used in dynamic bidirectional wireless
energy transmission systems. When phase-shift control is
used, Figure 3 shows the relationship between the control
signals (S11, S12, S21, and S23) and system variables when the
system is operating in resonance. It can be seen from Figure 3
that φ1 and φ2 are the internal phase-shift angles of the control
signals of the primary and secondary converters and c is the
external shift phase angles between the control signals of the
primary and secondary converters, and the upper and lower
bridge leg switches on and off complementarily with a duty

AC
DC

2800VG1

...

G4

AC
DC

Y ∆

110kV power
system

PET

2800V

SC Batteries

K

Onboard part

Ground part

35kV

Figure 1: Schematic diagram of the bidirectional ICPT system
segmented power supply structure.
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cycle of 0.5 in constant frequency. Besides, in the bidirectional
ICPTsystem, the dead time between drive signals is small and
has a little effect on the power transmission characteristics, so
it is ignored in the following analysis.

-e transmission power of the bidirectional ICPTsystem is
mainly related to the primary and secondary voltages and the
fundamental component of the current. Due to the resonant
operating characteristics, the higher harmonics contribute little
to power transmission. To simplify the analysis, the funda-
mental harmonic approximationmethod can be used [30].-e
simplified model of the fundamental wave of the bidirectional
ICPT system is shown in Figure 4 [28].

It can be seen from the above figure that the output
voltages u1 and u2 of the primary and secondary full bridges
are replaced by their fundamental components _u1 and _u2,
which can be obtained by Fourier series expansion:

_u1 �
2

�
2

√

π
U1 sin

φ1
2
∠0,

_u2 �
2

�
2

√

π
U2 sin

φ2
2
∠ − c.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(1)

Since the bidirectional ICPT system can be used as a
good filter for the first harmonic at the resonance frequency,
based on the basic harmonic analysis method, when the
bidirectional ICPT system is in resonance, u1 and u2 can be
expressed as

_U1 � Rp
_I1 + jωM _I2,

_U1 � Rs
_I2 + jωM _I1.

⎧⎨

⎩ (2)

By substituting (2) into (1), the fundamental component
of i2 can be derived as
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To achieve high-efficiency operation of the bidirectional
ICPTsystem, the value of the out-shifted phase angle c is set
to π/2 when the power is transferred in the forward di-
rection, and the value of the out-shifted phase angle c is set
to when the power is transferred in the reverse direction 3π/
2 [28]. -erefore, in order to achieve the synchronous
control of the bilateral preset controller and achieve the
expected phase synchronization state, the working state with
c equal to π/2 or 3π/2 is set as the control index of the preset
controller.

By analyzing the output current I2, it can be obtained
that the power is affected by the phase-shift angle. From (3),
the relationship between the output current I2 and the in-
ternally shifted phase angles φ1 and φ2 and the externally
shifted phase angle c is

I2 �
4

�
2

√
ωMU1 sin φ1/2( 􏼁sin φ2/2( 􏼁sin c
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4
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RpU2sin

2 φ2/2( 􏼁
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2
􏽨 􏽩

.

(4)

As shown in Figure 5, the maximum value of I2 is ob-
tained when c is equal to π/2 (the minimum value is ob-
tained when c is equal to 3π/2); that is, when the phase-shift
angle is π/2 or 3π/2, the forward or reverse transmission
power is maximum and the transmission efficiency is op-
timal, which verifies the accuracy of the modeling in this
paper.
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Figure 2: Topology structure of bidirectional ICPT system.
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Because the braking model proposed in this paper
corresponds to the real-time power model of the train, the
actual control object is the flow and flow direction of active
power and reactive power.-erefore, according to equations
(2) and (3), the active power and reactive power output by
the system can be expressed as
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-e power phase angle is defined here to make the
external phase-shift angle c between converters consistent
with the flow direction of output power [20].

θP � arccos
P2�������

P
2
2 + Q

2
2

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (6)

When the system is fully tuned, the reactive power can be
ensured to be zero by adjusting the power phase angle θP to 0
or π. -erefore, when θP is 0 or π, it corresponds to the
maximum value of the forward and reverse transmissions of
the system. Combining the above analysis, it can be con-
cluded that θP of 0 or π corresponds to c of π/2 or 3π/2.

According to [29], the input and output power of the
primary and secondary sides of the bidirectional ICPT
system should be expressed as (if the switching loss is
considered)

Pin � P1 + Ploss p,

Pout � P2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − Ploss s.

⎧⎨

⎩ (7)

To simplify the analysis, the switching loss is ignored.
-us, the overall work efficiency of the system can be
expressed as follows:

ηall �
Pout

Pin
�

P2
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌

P1
. (8)

Based on the above mathematical analysis of the bidi-
rectional ICPTsystem, the control method more suitable for
the application background of this paper is to control the
output side (i.e., train side) to work at 0 or π power angle θP,
so as to ensure the high efficiency of the system while
eliminating the communication channel to achieve bilateral
phase synchronization.

4. EMU Brake Model

4.1. EMUParameters. -is article uses CR400BF EMU as an
example for calculation. -e specific parameters are shown
in Table 1 [31]. It has the advantages of the good overall
performance of the car body, high safety, and reliability and
is currently the world’s highest speed EMU operating.

Under normal circumstances, EMUs use a combination
of regenerative braking and electropneumatic braking. To
verify the proposed control strategy, this paper assumes a
pure regenerative braking method to analyze the braking
process of the train at the station.

4.2. Force Analysis of EMU. -is paper uses a single-particle
train model for analysis, as shown in Figure 6.

Except for gravity G and rail support force N, there are
mainly traction force Fq, basic resistance W0, additional
resistance Wf (including additional tunnel resistance Ws,
curve additional resistance Wr, and ramp additional resis-
tance Wi), and braking force Wz in the direction of train
movement.
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Figure 5: Relationship between I2 and c.
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-e traction force Fq of the train is determined by the
traction characteristic curve of the train, which is generally
obtained by the manufacturer or the traction experiment.
-e traction force-speed characteristic curve of CR400BF is
shown in Figure 7 [31].

-is paper uses linear interpolation to calculate the
value. Assuming that two points (v1, F1) and (v2, F2) on the
traction characteristic curve are known and the point (vq, Fq)
is a point between v1 and v2, then the calculation equation of
point traction is as follows:

Fq � F1 +
F2 − F1( 􏼁 × vq − v1􏼐 􏼑

v2 − v1
. (9)

-us, the traction unit weight is as follows:

fq �
Fq

Mg
. (10)

-e calculation method of the train braking force Wz
differs depending on the braking method. When regener-
ative braking is used, the value can be calculated by linear
interpolation based on the regenerative braking character-
istic curve. -e regenerative braking characteristic curve of
CR400BF is shown in Figure 8 [31].

As above, assuming that two points (v1,W1) and (v2,W2)
on the traction characteristic curve are known and the point
(vz, Wz) is a point between v1 and v2, the equation for
calculating this point is as follows:

Wz � W1 +
W2 − W1( 􏼁 × vz − v1( 􏼁

v2 − v1
. (11)

-erefore, the regenerative braking force per unit weight
is

wz �
WZ

mg
. (12)

In addition, the resistance when the train is running
needs to be considered. -e resistance can be divided into
two types: basic resistance W0 and additional resistance Wf.

-e basic resistance mainly comes from the frictional re-
sistance of the axle bearing, the rolling friction between the
wheelset and the rail, the sliding friction between the
wheelset and the rail, the resistance caused by the wheel-rail
impact vibration, and the air resistance. -e above reference
factors are too complicated for analysis, so the basic resis-
tance equation is generally derived from experience. -e
basic resistance equation of CR400BF is

w0 � 3.99 + 0.0127v + 0.001092v
2
. (13)

-e additional resistance is mainly affected by the
slope of the line, the radius of the curve, and the tunnel. It
is based on experience, and the calculation equations of
each model are not much different. -e equations are as
follows:

wi �
1000Wi

mg
≈ i,

wr �
A

R
,

ws � 0.00013Ls.

(14)

-erefore, the resulting unit force c of the train is

c � fq − wi − wr − ws − w0 − wz. (15)

Table 1: CR400BF EMU parameters.

EMU parameters Parameter value
Train mass 501t
Train formation 4M4T
Train length 200m
Top speed 400 km/h
Maximum braking distance 6500m
Motor power 650 kW
Installed power 10400 kW
Capacity 576

G

N Fq

W0 + Wf

Figure 6: Single-particle train model.
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4.3. Segment Analysis of Braking Process. Referring to the
method of establishing ATP safety braking curve in
IEEE1474.1 [32], this paper combines the onboard ATP
reaction stage and traction cancellation reaction stage in the
traditional five-stage braking process, retains the train in-
ertia stage, combines the braking establishment stage and
braking stage, and finally simplifies it into three-stage
braking process, that is, equipment response and traction
removal stage, train coasting stage, and braking establish-
ment to parking stage.

Stage 1. Equipment response delay and traction re-
moval stage: the ICPT system keeps the energy flow
forward, and the bilateral preparations suspend the
system and remove power.
Stage 2. During the train idle stage, the ICPT system is
suspended.
Stage 3. From the brake establishment to the stop stage,
the ICPTsystem starts to transmit energy in the reverse
direction, and the two sides start to control the system
with reference to the preset brake model.

According to the typical parameter [32] in IEEE1474.1,
the reference time of each stage can be obtained. -e re-
sultant force and the working condition of the ICPT system
are shown in Table 2.

For the purpose of better analyzing the specific estab-
lishment process of the three-stage brake model, the fol-
lowing flowchart analysis is made, as shown in Figure 9. As
shown in the figure, firstly, before the brakingmodel starts to
work, the initial parameters of the train are sampled and the
motion characteristic parameters are extracted, such as
initial speed v0, ramp i, curve radius R, and tunnel length Ls,
and then enter into the calculation of the resultant force and
real-time speed of the braking model in the first stage. When
the time is greater than the set value of the first stage time,
the process is judged to enter the second stage of calculation.
Similar to the first stage, the resultant force and real-time
speed of the second stage are calculated according to the final
calculation results of the first stage. When the time is greater
than the set value of the second stage time, the process is
judged to enter the third stage of operation. In the final
braking stage, the judgment process is finished and the
three-stage braking model is output when the real-time
speed is less than or equal to 0.

Based on the above analysis, a three-stage braking model
is established. Its main purposes are to provide a reliable
reference speed and resultant force for the power model, to
provide a PWM generator with an out-of-phase angle c that
controls the direction of power flow, and to provide
switching logic for coil switching control.

First of all, to obtain the v-s braking curve at each stage,
the relationship between the unit resultant force and the
acceleration needs to be found first. When considering the
EMU rotation weight coefficient (experience value 0.08), the
relationship is

a �
gc

1000(1 + μ)
�
0.00981
(1 + μ)

c. (16)

-erefore, the speed of each stage can be expressed as

vs �
v0

3.6
− at �

v0

3.6
−
0.00981
(1 + μ)

ct. (17)

-e distance of each stage can be expressed as

sn � 􏽚
tn

t0

vdt. (18)

It can be known from the above analysis that the brake
model can obtain the real-time speed vs of the train only by
specifying the initial braking speed v0 of the train and the
braking distance sn at each stage.

5. Control Strategy

Preset control mainly includes an onboard controller and
ground controller, as shown in Figure 10. Among them, the
onboard controller is mainly responsible for adjusting the
power flow size and direction of the onboard side ICPT
system, and the braking model provides the core reference
for the control strategy. Besides power control, the ground
controller also needs to provide the switching logic of the
grounding coil.

5.1. Power Model. Since the contact train transmission
system includes multiple electric energy conversion pro-
cesses, the equation for the comprehensive transmission
efficiency η of the contact traction system is

η � ηG · ηM · ηI · ηC · ηT. (19)

According to themeasured data, the overall transmission
efficiency of the contact traction system η is generally 0.85.

From this, the regenerative braking power of the train
can be obtained as

Pz �
1000Csvs

3.6
η. (20)

In addition, the traction power is

Ps �
1000Csvs

3.6η . (21)

5.2. Power Flow Control Method. -e braking model works
according to the given initial braking speed v0 and the
expected braking distance s. -e calculated real-time speed
vs is passed to the powermodel to obtain the reference power
Pref. After comparing it with the measured power P0, the
error signal is transmitted to the PI. -e control module
generates an internally shifted phase angle φ for adjusting
the amount of transmitted power and realizes the amount of
power adjustment by the PWM generator. Besides, the
braking model compares the preset reference value of power
phase angle θPref with that of real-time power phase angle θP
and transmits the error to PI controller to obtain the value of
external phase angle c, which is transmitted to PWM
generator to realize the power direction adjustment. -e
control block diagram is shown in Figure 11.
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It can be seen from the above that the internal phase-
shift angles φ1 and φ2 of both sides determine the trans-
mission power at the same time. -e real-time reference
power calculated according to the power model is compared
with the measured power calculated from the measured
voltage and current, and the error is transmitted to the PI
control module to obtain the real-time internal shift phase
angles φ1 and φ2. -e phase-shift angle c is directly given by
the braking model.-e bilateral PWM generator can control
the converter according to the phase-shift angle inside and
out, so as to control the direction of power flow and the
amount of power.

5.3. Coil Switching Control Method. -e switching process
of segmented coils can be divided into two parts: transient
and steady state. Because the onboard coils of the high-
speed rail are evenly distributed, they can be regarded as a
whole, so the simplified switching process can be ignored.
If the train coil is considered as a whole, the switching
process of the ground coil can be analyzed based on the
length of the train body and the braking distance.
-erefore, this paper does not analyze the transient
process, only the steady-state process.

Secondly, according to preliminary estimates, during the
three-stage braking process of the high-speed rail pit stop,
regenerative braking energy mainly exists in the third stage,
and the braking distance in the third stage accounts for the
highest proportion, about 70% of the entire braking process
80%. At this time, the overall switching of the ground coil
cannot guarantee the power requirements of the rail transit
and the stability of the output voltage. -erefore, this paper
uses the first two stages to switch the ground coil as a whole
based on the preset braking distance, and the final stage
divides the preset braking distance into four segments for
control.

Table 3 lists the segment coil switch logic.
-e schematic diagram of the ground coil switching at

each stage is shown in Figure 12. -is segmented switching
coil method can ensure the voltage of the ground coil during
the switching process on the premise of meeting the power
requirements of rail transit, thereby improving the
effectiveness.

-e above analysis is based on the switching control
method of the train-mounted and ground coils when the
single-track single train brakes. However, in the actual
operation of the station, there are still multiple trains en-
tering and leaving the station simultaneously. -erefore, in
order to improve the effectiveness of the preset switching
control of the segmented coils and to meet the coordinated
scheduling of regenerative braking energy between the
medium-voltage DC bus and the energy storage device
under multitrain operating conditions, further work has
been done here.-is paper analyzes the operating conditions
of two trains with double tracks; with the purpose of col-
laborative regenerative energy scheduling and improving the
feasibility of the preset control proposed, the preset
switching control logic of multitrain segment coils is
obtained.

In this section, the working conditions of A and B trains
in and out of the station are divided into three scenes for
analysis. -e specific analysis results are shown in Table 4.

In the valley filling charging scene, both trains are in
regenerative braking conditions and the regenerative
braking power is less than the set value of the trough
transformer bottom charging power.-e ground coils of the

Table 2: Operating conditions of the ICPT system corresponding to the combined forces at each stage.

Unit force ICPT system working condition Time (s)
Stage 1 c� fq − wi − wr − ws − w0 Forward transmission 1∼4
Stage 2 c� −wi − wr − ws − w0 Pause transmission 0.5∼1
Stage 3 c� −wi − wr − ws − w0 − wz Reverse transmission Uncertain

Initial data of actual train operation

Extract motion feature parameters

Calculate the stage 1 resultant force c1

t ≤ t1?

v0, i, R, Ls, etc.

Calculate the stage 2 resultant force c2

Yes

No

t ≤ t2?
Yes

Calculate the stage 3 resultant force c3

vs > 0?
Yes

Calculate real-time train speed

vs

Calculate real-time train speed

Calculate real-time train speed

Output three-stage braking model

No

No

vs

vs

Start

Figure 9: Flowchart of brake model construction.

Mathematical Problems in Engineering 9



A and B train’s tracks are switched according to the preset
switching control strategy of the coil proposed above. -e
DC bus and the energy storage device simultaneously re-
cover the train regenerative braking energy.

In the peaking discharge scene, both trains are in re-
generative braking conditions and the regenerative braking
power is greater than the peak-shaving power setting value
of the traction transformer. -e ground coil of A’s track is
switched according to the proposed coil preset switching
control strategy. -e ground coil of B’s track is closed. B
enters the station by air braking or resistance braking. -e
DC bus is disconnected, and the energy storage device re-
covers the regenerative braking energy of the train until the
capacity reaches the set value and charging stops.

In the power divert scene, A is in regenerative braking
mode and B is in traction mode. -e ground coil of A’s
track is switched according to the proposed coil preset
switching control strategy. -e energy storage device is
suspended, the regenerative braking energy is fed back to
the DC bus, and the regenerative braking power of A is

diverted to B through the DC bus to fill the power required
for starting.

6. Simulation Results

To verify the feasibility of the bidirectional ICPT system
control method and the accuracy of the train braking model,
as shown in Figures 13 and 14, a bidirectional ICPT system
simulationmodel and a train braking simulationmodel were
established in MATLAB/Simulink, respectively. See Table 5
for brake model simulation parameters.

For the coil design part, refer to the EMU parameters in
Table 1. -e train formation of CR400BF EMU is 4M4T, each
motor train is equipped with four electric motors with a rated
power of 650kW, and the total installed power is 10.4MW.
Considering that the transmission power of the single-coil ICPT
system is about 350kW (when the rated working voltage is
2800 v), eachmotor train is equipped with 8magnetic induction
coupling coils, and every two coils are connected in parallel to
supply power to a motor to ensure the entire train operation.

-erefore, this paper uses a 350 kW bidirectional ICPT
system simulation prototype for verification. -e system
simulation parameters are shown in Table 6.

-e simulation results are as follows.
Figure 15(a) is the train braking curve obtained by

simulation according to the three preset times and initial
braking speed in Table 5, and then the power curve shown in
Figure 15(b) is obtained by simulation based on this. In the
first stage, the train keeps traction, and the power decreases
gradually with the increase of speed. In the second stage, the
reference power of the train is 0; in the third stage, the train

Brake model

P1

Pref1

θref

i1

u1
PI PWM 

generator
φ1

γ1

vs

H-bridge 
converter

–

–

+

3.6
csvs ·1000

cs

Brake model

i1

u1
PI

×
×

×
×

PWM 
generator

H-bridge 
converter

+θpPower phase 
angle calculation

·η
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starts to brake, and the system power decreases with the
decrease of the speed, which is consistent with the ICPT
system working condition of each stage analyzed above,
which proves the accuracy of the train braking model.

Figure 16 is a waveform diagram of the primary and
secondary currents i1 and i2 and the primary and secondary
voltages u1 and u2 when the ICPTsystem power is 350 kW. It
can be seen from the waveforms of i1 and i2 that the
waveforms of i1 and i2 are both sine waves, indicating that
the system is in resonance. When the system transmits the
power in the forward direction, the primary current is larger
than the secondary current, which is caused by system loss.

For the purpose of verifying the effectiveness of the
control strategy proposed in this paper, a simulation process
of switching the power transmission direction is added to the
simulation system. It can be seen from Figure 17 that when
the power transmission direction is switched at 0.01 s, the
voltage of the primary and secondary side changes little and
is relatively stable. -ere are certain fluctuations in the
primary and secondary side current, but the fluctuation time
is very short (< 1ms), and the peak value of the fluctuation is
about 1.05 times of the current when it is stable, which has
little effect on the system. Figure 18 is the transmission
power waveform diagram of the system after the system
switches the power transmission direction at 0.0.1 s. It can be

Table 3: Segmented coil switching logic.

Stages Ground coil status
Stage 1 -e ground coil is turned on as a whole according to the preset distance of stage 1
Stage 2 -e ground coil is turned off as a whole based on the preset distance of stage 2

Stage 3 -e preset distance of stage 3 is divided into four small sections, and the ground coils are turned on or turned off as a whole based
on the distance of each small section

Stage 1

(a)

Stage 2

(b)

Stage 3

(c)

Figure 12: Ground coil switching diagram.

Table 4: -e analysis of multitrain scenes.

Type of scene Trains status Ground coil status Bus side status Energy storage
device

Valley filling
charging A and B are in regenerative braking Both train tracks switch normally Energy

recovery Charge

Peaking
discharge A and B are in regenerative braking A track switches normally; B track

turns off the coil Disconnect Charge

Power divert A is in regenerative braking and B is in traction
working condition Both train tracks switch normally Energy supply Stop

Figure 13: Simulation diagram of bidirectional ICPT system.
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Table 5: Braking model simulation parameters.

Parameters Value
v0/m/s 83.33
tn (t1/t2/)/s 2.5/0.8/106
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Table 6: Bidirectional ICPT system simulation parameters.

Parameters Value
U1 (V) 2800
Cp1 (nF) 146.5
Cp2 (nF) 146.5
Lp1 (μH) 48.4
Lp2 (μH) 24.3
Rp (Ω) 1.5
M (μH) 16
U2 (V) 2800
Cs1 (nF) 146.5
Cs2 (nF) 146.5
Ls1 (μH) 48.4
Ls2 (μH) 24.3
Rs (Ω) 1.5
f (kHz) 85
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seen from the figure that the power fluctuation time is also
very short (< 1ms), and the peak power fluctuation is about
600 kW. Figure 19 shows the simulation system transmission
efficiency, which can reach about 89%.

7. Energy-Saving Estimate

Taking common operating conditions as an example, 80% of
the number of members is taken, and the per capita mass is
70 kg. After calculation, the total mass of the train is 533.2 t.

Under the preset control strategy proposed in this paper,
it can be seen through simulation that the simulation effi-
ciency of the bidirectional ICPT system can reach 89%.
Based on the process of braking model calculation, com-
bined with the operating efficiency of the ICPTsystem, it can
be estimated that it can be recycled. -e energy Q is

Q � 􏽚
tn

t0

Pnηdt. (22)

In this section, energy-saving estimates are made when
the initial braking speed of the train is 250 km/h, 300 km/h,
and 350 km/h. -e regenerative braking energy that can be
recovered during the entire braking process is shown in
Table 7.
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Table 7: Corresponding power recovery at the initial train speed.

Initial velocity (km/h) Total mass (t) Electric energy (kW·h)
350 533.2 366.47
300 533.2 269.8
250 533.2 187.53
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According to the measured data of regenerative braking
energy in the actual operation of high-speed rail, literature 1
defines four types of typical processes based on two indicators:
the duration of the regenerative braking process and the
amplitude of the regenerative braking power [1]. In the process
with the longest duration and the highest power, the braking
lasted for 200 s, and the total regenerative braking energy was
323.77 kWh. It can be seen from the above table that, based on
the high-speed rail noncontact traction power supply system
proposed in this paper, each single train lasts for about 110 s
from braking to stopping, and the total regenerative braking
energy is about 200–300 kWh.-emeasured data corresponds
to this, which proves the modeling accuracy of this paper.

8. Conclusion

-is paper proposes a preset bidirectional ICPT system
segmented power supply preset control method that takes
into account regenerative braking energy recovery. -e
steady-state model of the bidirectional ICPT system is
analyzed, and the mathematical model of the train brake is
established through the force analysis. -e power preset
control method and the segmented coil switching control
method are proposed by using the above models. A 350 kW
bidirectional ICPTsystem simulation prototype and a train
braking simulation model were established in MATLAB/
Simulink. -e results show that the ICPT system can
operate stably when the power transmission direction is
switched, and the system efficiency reaches 89%, which
verifies the feasibility of the proposed control method. In
addition, the calculation results of the braking simulation
model are consistent with the expected working conditions
of each stage of the ICPTsystem, which proves the accuracy
of the train braking model. Finally, an energy-saving es-
timate at multiple speed levels is carried out. -e simu-
lation results show that the estimated regenerative braking
energy is consistent with the measured data, which proves
the correctness of the braking model proposed in this
paper.
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Making use of solar energy to fly is an up-and-coming technology in the human aviation field since solar energy is renewable and
inexhaustible, and more and more attention and efforts have been directed to the development of high-altitude solar aircraft
(HSA). Due to the technical constraints of the rechargeable battery, the HSA must carry sufficient batteries to meet the flight
power consumption at night, which seriously limits the flight endurance of HSA. To solve this contradiction, the paper has
proposed a new energy management strategy (EMS) of multiple flight phases for HSA based on the gravitational energy storage
and mission altitude, which aims to achieve the goal of long-endurance flight for HSA. *e integrated model of this new EMS
includes the aerodynamicmodel, the kinematic model, the solar irradiationmodel, the batterymodel, and the energymanagement
model. Compared with the current EMS of level flight, the flight path of HSA in the new EMS has been divided into five phases: the
lower altitude level flight at night, the maximum power ascending for mission altitude, the level flight at mission altitude, the
maximum power ascending for higher altitude, and the longest gliding endurance. At last, the calculation of the new EMS for
Zephyr 7 is studied byMATLAB/Simulink, and the calculation results indicate that about 22.9% of energy surplus can be stored in
battery with the new EMS for Zephyr 7 compared with the current EMS, which is equal to reducing the rechargeable battery
weight from 16.0 kg to 12.3 kg. Besides, the results of simulation in the four seasons also show that the new EMS is a very
promising way to achieve the long-endurance goal for high-altitude HSA when the flight conditions satisfy some constraints like
the deficiency of solar flux and the limit of battery mass.

1. Introduction

Nowadays, environmental pollution and energy crisis are the
tough challenges that the world and humanity are facing [1].
Due to the rapid development of solar cell technology, solar
energy can gradually play a leader role in exploring the field
of renewable and clean energy [1–3]. *erefore, making use
of solar energy to fly is a research hotspot, which has
attracted a lot of research groups all around the world during
the past few years [4–10].

Since the solar energy is renewable and inexhaustible, it
has the potential to redefine and increase the flight en-
durance of aircraft. In the last ten years, many countries and
research teams have made great efforts to develop the

high-altitude solar aircraft (HSA) [2, 6–12] for the reason
that the HSA have the ability to stay over a wide area at high
altitude for long endurance; they can function as geosta-
tionary satellites, but they are much economical [13, 14].
*ey are ideally suited to be widely employed in many
applications such as natural monitoring, border patrol,
planetary exploration, communications relay, remote
sensing, field investigations, network services, and electronic
warfare [14]. Over the past years, there are two series of high-
altitude long-endurance (HALE) solar-powered aircraft
programs which aim to achieve the goal of the HALE flight:
Zephyr and ERAST [7, 15, 16]. However, due to the technical
limitations of rechargeable battery and structure, none of
these aircraft has achieved the HALE flight in real sense. As a
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result of those pioneering and advanced research studies and
experiments, scholars and researchers have gradually real-
ized that the key factor restricting the long-endurance flight
of HSA is the problem of how to meet the power con-
sumption at night with the constraints on the weight of the
battery [2, 14, 16]. Under the current technique level, the
weight of rechargeable battery occupies about 45% of the
total mass of aircraft [3, 11]. Meanwhile, the HSA tech-
nologies like solar cell conversion efficiency and battery
specific capacity are unable to improve rapidly. *erefore,
the regenerative power technology such as energy man-
agement strategy (EMS) is the key to achieving long-en-
durance flight for HSA.

In recent decades, some studies have focused on the
regenerative power technologies about drones and their
applications. *e studies [17, 18] show that the efficiency
and the attitude angles of the solar cell directly affect the
energy production power for the applications of solar
drone platform. Especially, Scheiman et al. have built an
Unmanned Aerial Vehicle (UAV) with a variety of solar cell
technologies in the wing. In order to extend flight en-
durance, the solar cells mainly include thin flexible GaAs,
high efficiency Si, and triple junction InGaP/GaAs/Ge. As a
result, the UAV power management system is experi-
mentally verified to perform well. *e studies [19, 20]
conducted thorough analytical research on rechargeable
battery based on energy system of drone. *ese works are
significant in the selection of battery and the estimation of
the battery capacity for HSA. *e studies [21–26]
researched energy system and EMS for HSA and airships,
and some important conclusions have been obtained. Some
of these designed energy systems which had been experi-
mentally tested and verified have made significant and
pioneering contributions to the development for solar
drone EMS. In addition, many scholars and researchers
have studied and improved the EMS in other fields to
increase the power efficiency of energy system, which in-
clude the hybrid vehicle, the air conditioning, and the light
electric bus [27–31]. However, none of these research
papers have studied the EMS for HSA in real sense based on
multiple fight phases. As is known, the HSA need to have a
multiple-phase flight process in engineering applications,
which generally includes executing mission in higher al-
titude, cruising in lower altitude, and flight paths for gravity
energy storage. In the higher altitude level flight during the
daytime, the HSA can perform mission like regional res-
idency and circle hover, as well as charging the battery
smoothly with the electricity generated by the solar cells. In
the lower altitude at night, the HSA can achieve the goal of
long endurance with lower power consumption. Mean-
while, those two different level flight altitudes are also
beneficial to realize the gravity energy storage strategy.
*erefore, the above-mentioned multiple flight stages
should be designed in the EMS for long-endurance HSA,
and to the best of our knowledge, almost none of these
energy systems is introduced and involved in the published
literature.

*is article is inspired by these considerations and a
study [32] that proposes the EMS based on the idea that the

surplus solar energy can be stored in gravitational potential
during the daytime. *e contributions of this study can be
summarized as follows:

(1) *e new EMS model based on multiple flight phases
for HSA is proposed, which is more suitable for the
day and night cycle flight in engineering
applications.

(2) *e design of mission altitude for level flight in the
multiple flight phases indicates and provides the
possibility that HSA perform missions such as the
regional residence, the straight back, and the circle
hover, and the HSA can function as geostationary
satellites.

(3) In order to calculate the new EMS for HSA, an
integrated MATLAB/Simulink calculation program
including the aerodynamic model, the kinematic
model, the solar flux model, the battery model, and
the EMS model is established.

(4) Due to the particularity of energy system, the re-
search results also show that a suitable EMS can be
more beneficial to long endurance for HSA on
condition of lower solar irradiation and shorter
daytime.

2. Models and Methods

A typical HSA energy system [21, 22] mainly includes solar
cell, voltage converter with maximum power point tracking
(MPPT) function, energy management system, and re-
chargeable battery with management system, as shown in
Figure 1. In the daytime, the electricity generated by solar
cells on the wings can directly supply the power through the
energy management system. Meanwhile, the excess solar
energy will charge the battery. At night, the HSA power is all
provided by the rechargeable battery. As a result, the HSA
could fly uninterruptedly at day and night for long-en-
durance goal.

Based on this energy system of HSA, the models and
methods used in the paper will be introduced and estab-
lished as follows.

2.1. Aircraft Kinematic and Aerodynamic Models. As shown
in Figure 2, the study defines the OgXgYgZg as the earth-
fixed frame, and the aircraft body-fixed frame is
ObXbYbZb, where OgXg, OgYg, and OgZg represent the
north, the west, and the straight directions through the
ground. ObXb is located in a symmetric position parallel to
the fuselage axis and points forward, ObYb points per-
pendicularly to the right of the plane of symmetry, and
ObZb obeys the right hand axis rule and is perpendicular to
ObXb, ObYb.

In this paper, the study of the new EMS mainly focuses
on the energy supply and consumption characteristics of
the energy system for HSA. *us, the three-dimensional
dynamic equations of HSA can be simplified as follows
[33]:
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(1)

where x, y, and h are the HSA north, east, and altitude
positions in the earth-fixed frame, v is the HSA speed, ψ is
the roll angle of the HSA, φ is the yaw angle, c is the flight
path angle, m is the total mass of HSA, and g is the gravity
acceleration. T, L, and D mean the thrust force, aerodynamic
lift, and drag forces of the HSA.

As shown in Figure 2, the angle of attack α is the angle
between velocity vector direction and ObXb axis direction,
and the pitching angle θ is the sum of α and c.

Generally speaking, the aerodynamic forces L and D of
the HSA can be expressed in the following formula:

L �
1
2
ρv

2
· SWCL,

D �
1
2
ρv

2
· SWCD,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

where SW is the wing area, CD and CL are the drag and lift
coefficients, and ρ is the air density.

2.2. Solar IrradiationModel. As is known, the solar radiation
intensity is related to many factors, including the date,
latitude, and longitude. *e paper summarizes a lot of lit-
erature [2, 3, 22, 32–34] about the calculation of solar flux,
and the solar power per square meter in the earth-fixed
frame can be calculated by the following formula:

PS � ISC · τ · sin HS( 􏼁,

ISC � I0 ·
1 + ε · cos(2π(n − 4)/365)

1 − ε2
􏼠 􏼡

2

,

sin HS( 􏼁 � sinϕ sin δ + cos ϕ cos δ cos(π − π · t/12),

δ �
23.45π
180

sin 360
284 + n

365
􏼒 􏼓,
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(3)

where PS is the solar power in per square meter, I0 is the
solar irradiance constant that has a value of 1367W/m2, τ is
the transmittance factors, HS is the solar elevation angle as
shown in Figure 3, ε is the eccentricity ratio of earth, n is the
day number of the year, ϕ is the location latitude, t is the true
local solar time, and δ is the solar declination angle.

Equation (3) shows a more concise and complete cal-
culation about the PS in the earth-fixed frame. In particular,
the transmittance factor τ is affected by atmospheric
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Figure 1: Schematic picture of energy system for high-altitude solar aircraft.
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transparency and so on.*at includes the modifying factors,
the atmospheric pressure of different altitudes, and the air
mass ratio which are described in literature [21]. *e pa-
rameter t is related to the standard time and the longitude of
the location.*ose parameters in integrated equation (3) can
be introduced and calculated by the formulas in the liter-
ature above, which are not be described in detail here.

With the HSA transforming the flight altitude and
attitude during the daytime, the solar energy on the wings
surface generated by solar cells will always change in time.
*erefore, a relatively accurate solar flux model about the
attitude and altitude of the HSA needs to be set up to
calculate solar energy collection. Based on the display in
Figure 2 and the calculation of PS in the earth-fixed frame
from (3), the solar flux model for HSA can be obtained by
the coordinate conversion principle between the body-
fixed frame ObXbYbZb and the earth-fixed frame
OgXgYgZg.

Firstly, the PS in each direction calculation IXg, IYg, and
IZg (positive and negative represent directions) can be
expressed by the following formula:

IXg � PS · cosHS · cosAS,

IYg � PS · cosHS · sinAS,

IZg � PS · sinHS,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

where AS is the sun azimuth angle, as shown in Figure 3.
Secondly, based on the coordinate conversion princi-

ple, the solar radiation intensities IXb, IYb, and IZb received
in the body-fixed frame can be calculated by the following
formula:
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−IZg
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. (5)

To sum up, the solar energy collection model for HSA
can be established into a MATLAB function file for further
model integration.*is solar flux intensity calculationmodel
of HSA on the wings is related to the longitude, latitude,
altitude, date, moment, pitch angle, yaw angle, and roll
angle.

2.3. EnergyManagement Strategy. As shown in Figure 1, the
function of energy management system is to control the
energy flow for HSA, which mainly includes the battery
management system and the switching system of power
supply mode. During the daytime, the maximum electrical
energy generated by solar cells and voltage converter is
divided into two parts: one part directly supplies electricity
to the propulsion motors and on-board equipment, and
the other part will recharge the battery with excess energy.
At night, the power supply mode of the energy manage-
ment system is that the battery powers the propulsion
system and the equipments on board. *e efficiency values
of each component of the energy system are listed in
Table 1.

Generally speaking, the MPPT function will be em-
bedded in the solar voltage converter. *erefore, the ηmppt is
the efficiency of converting solar energy into electricity in
this study. Besides, it will not distinguish between battery

charging and discharging efficiency in general research field.
In order to simplify the calculation, this paper assumes that
the battery charge and discharge efficiency are equal to 0.98
and the propulsion system efficiency is reasonably given as
0.7 although the efficiencies of motors and airscrew will vary
with altitude and Reynolds number.*us, the thrust T of the
propulsion system can be obtained by the following formula:

T � ηma ·
Pprop

v
, (6)

where Pprop is the propulsion system power.

2.3.1. Current Energy Management Strategy Based on Level
Flight. *e purpose of EMS for HSA is to realize long-
endurance flight with the limit of battery mass at night. For
most of the reported HSA energy systems, the EMS can be
expressed as flying with minimum power consumption with
the constraints of lift and weight balance, thrust and drag
balance, and energy supply and demand balance, as shown
in Figure 4.

Generally, the surplus energy will charge the battery by
the current EMS if the output solar power Pmppt of the
voltage converter is larger than the power Pprop (as on-board
equipment power can be ignored for the Pprop). Meanwhile,
the insufficient required power will be supplemented by the
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Figure 3: Schematic diagram of the sun azimuth and the elevation
angle.
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battery when the Pmppt is less than the Pprop. *e output
power Pmppt of the voltage converter is calculated as follows:

Pmppt �

IXb

IYb

IZb
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ · SSC · ηmppt, (7)

where SSC is the solar cells area in the wing. For the HSA level
flight,

c � 0,

D � T · cos α,

L � mg − T · sin α.
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*e power consumption of the aircraft in level flight can
be obtained as shown in the following formula:
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*e angle of attack α control command for the HSA
flight path can be expressed as
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*erefore, the current EMS of HSA can be expressed as
follows:

E
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(11)

where E
•

is the battery charge and discharge power (positive
means charging; negative means discharging), qmax is the
battery maximum charging power, and QB is the electricity
energy in battery.

2.3.2. Energy Management Strategy Based on Multiple Flight
Phases. As shown in (11), the current EMS of HSA is rel-
atively simple because more attention has been paid to the
engineering applications, and the HSA can achieve long-
endurance flight only by carrying more batteries. However,
the more batteries will increase the power consumption
during the level flight. *us, the current EMS which simply
relies on battery to store energy is not an effective way of

Og

Yg

xg

zg Consumed by propulsion system
Charging to battery

Charging to battery
Consumed by propulsion system

Discharging from battery

Figure 4: Schematic diagram of the current energy management strategy based on level flight.

Table 1: *e efficiency of each component in the energy management system.

Components Symbol Value Units
Solar cell ηsc 0.2 –
Voltage converter ηmppt 0.95 –
Battery ηb 0.98 –
Battery manager ηbm 0.99 –
Motors and airscrew ηma 0.7 –
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using solar energy, and the research of new EMS based on
multiple flight phases including the lower cruising altitude
and higher mission altitude for HSA will be particularly
important.

*e flight path of EMS based on multiple flight phases
proposed in this paper is mainly divided into five stages, as
shown in Figure 5. *e design of mission altitude h2 is
beneficial to the engineering applications, and this is also
conducive to charging the battery smoothly. Besides, it can
be seen that the HSA can also execute a flight mission in a
stable process in the mission altitude h2 with the lower wind
speed. On the other hand, the HSA can cruise in lower power
consumption due to the lower altitude h1 at night. At the
same time, some missions like surveillance can be imple-
mented at this altitude. *erefore, the above-proposed long-
endurance flight path is significant for HSA in engineering
applications, and the details of the phases are as follows.

(1) Phase 1: Lower Power Level Flight at Night. *e stage
of flight starts at time t4 at the night before when the HSA
reaches the altitude h1, and finishes at time t0 when the
output solar power Pmppt of the voltage converter is larger
than the required power Pprop in h1 altitude. During this
stage, the HSA is only supplied by battery for cruising. *e
required power for level flight of the HSA can be gained by
(9). *e proposed EMS at this stage can be represented by
the following formula:

E
•

�

−Pprop

ηbηbm( 􏼁
, QB >QB min,

0, QB ≤QB min.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(12)

(2) Phase 2: Maximum Power Ascending for Higher
Altitude.*e phase of flight begins at time t0 when the solar
energy on the wings generated by solar cells at flight altitude
h1 is enough to sustain the climbing flight, and the stage
finishes at time t1 when the HSA reach the mission altitude
h2. During the whole phase, all the electrical energy gen-
erated by solar cells is applied for ascending. *us, the
proposed EMS of HSA satisfies

E
•

� 0,

Pmppt � Pprop �
T · v

ηma
.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(13)

(3) Phase 3: Higher Altitude Charging Battery. *is stage
of flight starts at time t1 when HSA get to the mission al-
titude h2 for level flight, and ends at time t2 when the solar
energy charges the battery to the QB max. In this stage, HSA
only charge the battery at the mission altitude h2, where
some missions can be performed. *e power supply mode is
as follows: one part of the electricity generated by the solar
cells is used to sustain the flight of the HSA, while the rest of
the solar energy will charge the battery. At this stage, the
proposed EMS of HSA is represented by the following
formula:

E
•

�

qmax, Pmppt − Pprop􏼐 􏼑ηbηbm ≥ qmax,

Pmppt − Pprop􏼐 􏼑ηbηbm, 0< Pmppt − Pprop􏼐 􏼑ηbηbm < qmax,

0, QB ≥QB max.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(14)

(4) Phase 4: Maximum Power Ascending for More
Gravitational Potential Energy. *is stage of flight begins at
time t2, with no task execution at mission altitude h2, and
finishes at time t3 if the solar flux is zero. *is stage consists
of two processes: maximum power climbing when the Pmppt
of voltage converter is more than the Pprop, and powered
gravity gliding when the Pmppt could not satisfy the power
consumption at its altitude. In this maximum power as-
cending phase, the HSA can make full use of the excess solar
energy to gain the maximum altitude. *e mode of power
supply in this phase is as follows: all the solar energy is
applied for powering the HSA for ascending and the battery
is neither charged nor discharged. *erefore, the proposed
EMS of HSA satisfies

E
•

� 0,

Pmppt � Pprop �
T · v

ηma
,

QB � QB max.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

(5) Phase 5: Longest Endurance Gliding. *is phase of
flight starts at time t3 when there is no solar energy pro-
duction by the solar cell and finishes at time t4 when the HSA
glides to the lower altitude h1. During the entire phase, there
is no solar energy to provide the HSA propulsion system and
the thrust is zero. Besides, the battery will not supply any
energy to the flight of HSA as the way to use gravity energy
reserving. During the phase, the proposed EMS of HSA
satisfies

E
•

� 0,

QB � QB max,

T � 0.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

To sum up, (12)–(16) constitute the EMS of HSA based
on multiple flight phases.

2.4. Problem Implementation Frame and Solving Process.
As shown in Figure 5 above, in phase 1, the HSA flight
altitude is the altitude h1, and the Pmppt is basically close the
zero, which is much smaller than Pprop until t0 time. During
phase 2, the HSA climbs quickly between the altitude h1 and
altitude h2, and the output power Pmppt of the voltage
converter is greater than the required power Pprop. In phase
3, the HSA only charges the battery at the mission altitude h2
by the surplus from the Pmppt to the Pprop. During phase 4,
the output power Pmppt is used to power the aircraft for
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ascending, which is equal to the propulsion system con-
sumption Pprop. At the last phase, the HSA glides to the
cruising altitude h1 under the condition that the Pmppt and
Pprop are zero. *erefore, the three variables flight altitude h,
propulsion power Pprop, and solar power Pmppt can be used
to determine which flight phase the aircraft is in. *e effi-
ciency of each component in energy management system
must be also added in judging the phase. As a result, the HSA
can adopt the appropriate proposed EMS at different phases.
Table 2 shows the logical relationship to determine each
flight phase according to h, Pprop, and Pmppt.

In phase 4, the logical relationship about flight altitude
h is set as h> h2, which may be seen to be unreasonable as
the HSA may be at altitude h1 < h< h2 before the sunset at
weak irradiation. However, the study carefully conducts
many flight path simulations based on our previous re-
search [35], and it can be concluded that the flight altitude h

at t3 time is greater than h2, the same as the other research
conclusions [5]. Meanwhile, the study will also take flight
time t> tnoon (the local standard time at noon) as the logical
relationship in the proposed EMS model for following up
further simulation. *erefore, the logical relationship in
Table 2 can be reasonably used to build the new EMS
model.

Based on the above introduction, a simulation appli-
cation model of HSA about the proposed EMS calculation
has been built as shown in Figure 6, where the aircraft ki-
nematic and aerodynamic models are established based on
(1) and (2). *e solar irradiation model can be calculated
according to (3)–(5).

In summary, the integrated model as shown in Figure 6
can calculate the new EMS in MATLAB/Simulink for HSA
based on multiple flight phases, and it cloud be also used for
the current EMS calculation with some modifications. *e
solving process is mainly the parameters initialization and
calculation results analysis.

3. Simulation and Discussion

3.1. Simulation Parameters Setting. To illustrate the idea and
advantage of the proposed EMS above, the results of nu-
merical simulations on the current EMS and the new EMS
have been calculated for comparison in this section, re-
spectively. Firstly, the common atmospheric environment of
the flight area has been analyzed for parameters settings, and
the flight location of the HSA is set to Sanya, China (109°E,
18.3°N). Meanwhile, the initial configuration parameters of
HSA are listed in Table 3; they are gained from Zephyr 7
because it has a detailed and comprehensive introduction in
all the literature [3, 6, 11, 15] of HSA.

During the simulation process, the flight start time of
Zephyr 7 is at 00 : 00 in June 20. *e conditions parameters
are shown in Table 4.

3.2.ResultsandDiscussion. As the initialization of the setting
parameters above shows, the calculation results between the
current EMS and the proposed EMS of the HSA have been
obtained by the MATLAB/Simulink. *e comparisons of
altitude h, quantity of electricity in batteryQB, battery charge
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Figure 5: Schematic diagram of flight path of energy management strategy based on multiple flight phases.
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and discharge power E
·

, HSA speed v, pitching angel θ, and
propulsion power Pprop are shown in Figures 7–11, re-
spectively. Meanwhile, the red dotted line in each figure
represents the available solar power Pmppt in the wings of the
HSA, which also starts at 00 : 00 in June 20. Generally, the

green line represents the parameter in the proposed EMS
based on multiple flight phases, and the black line means the
parameter in the current EMS of level flight.

Figure 7 shows that the highest altitude of the HSA can
reach about 30 km at time 14 : 46 based on the proposed
EMS, which indicates that HSA makes full use of the solar
energy to acquire higher altitude. As a result, the HSA can fly
by gravitational potential energy at about 18 : 30–22 : 00 as
shown in Figure 9.

Figure 8 and 9 show that the battery discharge time of the
proposed EMS is 3.50 hours later than the current EMS. As a
result, compared to the current EMS, about 22.9% of energy
surplus can be stored in battery with the proposed EMS
during the long-endurance flight, which is conducive to the
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Figure 6: Simulation model of proposed energy management strategy for solar-powered aircraft based on multiple flight stages.

Table 3: *e initial configuration parameters for model.

Parameters Values Units Descriptions
m 50 kg Mass of aircraft
QB max 6 kWh Total power capacity of battery
QB 0: 00 3.5 kWh *e initial electric quantity of battery
b 22.5 m Span length
SW 25.3 m2 Wing area
SSC 16.2 m2 Area of solar cells

Table 4: *e simulation conditions parameters.

Parameters Values Units Descriptions
h1 16 km Cruising altitude
h2 21 km Mission altitude
dn 174 – day number
Lati 18.3 ° Latitude of location
Long 109 ° Longitude of location

Table 2: Logical relationship to determine each flight phase.

Variables Phase 1 Phase 2 Phase 3 Phase 4 Phase 5
h h � h1 h1 < h< h2 h � h2 h> h2 h> h1

Pmppt&Pprop Pmppt <Pprop Pmppt � Pprop Pmppt >Pprop Pmppt � Pprop Pmppt � Pprop � 0
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long-endurance flight of the HSA, especially the power
consumption at night.

Figure 10 shows that the speed and pitching angle have
the same trend as the flight altitude as shown in Figure 7, and
the speed and pitching angle are constant in the current EMS
and are changing in the proposed EMS. In addition, the
changing of speed and propulsion power at sunrise and
sunset in Figures 10 and 11 also indicate that the simulation
results are reasonable with the proposed EMS based on
multiple flight phases. Moreover, it is very attractive to
analyze the changes like battery power and solar power at
these special moments, which are helpful to understand the
problem and validate the model.

In addition, a simulation example has been completed
in different seasons (Spring Mar. 20, Summer Jun. 20,
Autumn Sep. 20, and Winter Dec. 20) in Sanya. *e

simulation results are shown in Figures 12 and 13, and
Figure 12 shows the variety of altitude and solar power in
wings based on the proposed EMS in the four seasons. It
can be concluded that the maximum flight altitude and the
time of filling the battery will be strongly associated with
the level of solar irradiation, especially in winter. Fur-
thermore, Figure 13 displays the electric quantity of the
batteries between the new EMS and the current EMS in the
four seasons, and it clearly indicates that the current EMS
cannot meet day and night flight for HSA in winter as the
final electric quantity in battery is less than QB 0: 00 � 3.5
kWh. What is more, the final electric quantity of the
batteries with the proposed EMS in the four seasons is
always larger than the QB 0: 00 with the current EMS.
*erefore, the proposed EMS based on multiple flight
phases is a very promising way to achieve the
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long-endurance goal on condition of lower solar irradiation
and shorter daytime for HSA.

4. Conclusions

In this paper, a new EMS based on multiple flight phases
including the mission altitude has been proposed to enhance
the fight endurance for HSA. Compared to the current
relatively simple EMS, the fight path of the proposed EMS
has five phases, namely, the lower altitude level flight at
night, the maximum power ascending for mission altitude,
the level flight at mission altitude, the maximum power
ascending for higher altitude, and the longest gliding en-
durance. Phase 2, phase 4, and phase 5 could make good
fitness and use of the gravity energy reserving strategy, and
phase 3 shows and provides the possibility that HSA perform
missions such as the regional residence, the straight back,
and the circle hover just by more power consumption under
the sufficient irradiation condition during the daytime.
Besides, phase 3 can also give a smooth charging process
relative to other research, which is more conducive to en-
gineering applications.

*e results of numerical simulations for Zephyr 7 on
different season days have shown that the energy surplus
with the new EMS is always more than the current EMS,
since a fair amount of solar energy has been stored by the
gravity energy reserving strategy based on this multiple flight
phases. From the simulation results, the discharge time of
Zephyr 7 battery can be delayed for about 3.50 hours with
the proposed EMS on summer season days, and about 22.9%
of energy surplus can be stored during the night, which is
equal to reducing the battery weight from 16.0 kg to 12.3 kg.
In addition, the simulation results on winter season days

clearly indicate that Zephyr 7 can fly across the day and
night, but the current EMS cannot. *erefore, the new
proposed EMS is a very promising way to achieve the long-
endurance goal for HSA when the flight conditions satisfy
some constraints such as the deficiency of solar flux and the
limit of battery mass.

It is also necessary to note that the study is a new two-
dimensional multiple-flight-phase EMS for HSA based on
our previous research of 3D trajectory optimization, and the
specific typical missions were not added to the simulation
calculations because the purpose of this study is the new
EMS and its calculations. *us, some improved research will
be studied and analyzed in the future.
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Accurate warning information of potential fault risk in the distribution network is essential to the economic operation as well as
the rational allocation of maintenance resources. In this paper, we propose a fault risk warning method for a distribution system
based on an improved RelieF-Softmax algorithm. Firstly, four categories including 24 fault features of the distribution system are
determined through data investigation and preprocessing. Considering the frequency of distribution system faults, and then their
consequences, the risk classification method of the distribution system is presented. Secondly, the K-maxmin clustering algorithm
is introduced to improve the random sampling process, and then an improved RelieF feature extraction method is proposed to
determine the optimal feature subset with the strongest correlation and minimum redundancy. Finally, the loss function of
Softmax is improved to cope with the influence of sample imbalance on the prediction accuracy. *e optimal feature subset and
Softmax classifier are applied to forewarn the fault risk in the distribution system. *e 191-feeder power distribution system in
south China is employed to demonstrate the effectiveness of the proposed method.

1. Introduction

As the last step in the power industry, the distribution
system is closely and directly connected to end-users [1, 2].
*e stable operation of the distribution system is crucial to
the reliable power supply for users [3–5]. However, the
distribution system has a complex network structure and
various equipment components and even worse, the external
factors that cause distribution system faults are highly
random. Since the causal relationship is nonlinear, the
conventional fault prediction method based on the electrical
mechanism is challenging to function. *erefore, exploring
the potential risks in the distribution system operation
process and furtherly taking corresponding measures have
become a severe challenge to power supply companies [6, 7].

*e concept of distribution system fault risk is put
forward in [8], and the fault probability index system and
fault consequence index system are established, respectively,
from two dimensions of possibility and severity. In [9], time

series, gray theory, and statistical analysis are applied to
deeply analyse the distribution system’s fault repair data and
extract fault characteristics. However, the above methods
focus on the definition of failure risk and the establishment
of an index system, and the correlation analysis of failure
outage factors and the establishment of the fault early
warning model are less studied.

Data mining has recently been widely applied in the field
of power systems due to its excellent computing perfor-
mance and adaptability [10–13]. *e fuzzy classification
algorithm is developed in [14] to identify the fault cause. In
[15], the correlation mining method between load charac-
teristics and air temperature index is proposed based on the
linkage analysis theory. Association rule mining is imple-
mented in [16] to conduct fault cause analysis, which can
effectively identify critical variables that have a substantial
impact on fault. In [17], a novel framework of distribution
system fault detection is presented to cope with the power
system complexity and double-way power flows, and the
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support vector data description method is adopted due to
the limited available fault data. In [18], the fault line selection
problem is transformed into a classification problem, in-
cluding data preparation, training, classification, and
evaluation.

For the feature dimension reduction, the characteristics
and main algorithms of filtering, encapsulation, and em-
bedded dimension reduction methods are summarized in
[19, 20], and the robustness, prediction accuracy, and in-
terpretability of different algorithms are compared. Literature
[21] proposed a feature extraction method suitable for high-
dimensional data. *is method can extract feature vectors
strongly related to classification but has poor performance in
removing redundancy. In [22], principal component analysis
is utilized to extract the main components from high-di-
mensional features through matrix transformation and
eliminate the weak value information. Literature [23] con-
ducts correlation recognition and redundancy removal for
feature vectors based on correlation analysis theory.

Many researchers [24, 25] have explored the classification
method and applied it to distribution system fault prediction
[26–28]. Literature [29] presented a fault risk warningmethod
of the distribution system based on improved support vector
machine algorithm. Literature [30] focuses on meteorological
factors and presents a distribution system fault classification
prediction method combining AdaBoost and decision tree.
Literature [31, 32] introduces the overall structure of a dis-
tribution operation analysis system and expands the appli-
cation of the massive fault data to the fault risk level
prediction and weak spot identification. However, the dis-
tribution system fault is an accidental event, and the pro-
portion of fault data samples is far less than that of normal
operation data sample; that is, the distribution system fault
prediction is a typical unbalanced sample problem.*erefore,
it is necessary to improve the model to adapt to the classi-
fication prediction of minority categories of samples.

Given the aforementioned consideration, a fault warning
method based on improved RelieF-Softmax algorithm for
the distribution system is proposed. Firstly, data acquisition
and data preprocessing are carried out to determine the
initial associated feature set of distribution system faults, and
a fault risk classification method of the distribution system is
proposed. Secondly, because of the RelieF algorithm’s de-
ficiency in the initial sampling and redundancy removal, an
improved RelieF feature extraction method combined with
the correlation coefficient method is proposed to screen out
the fault optimal feature vector with the strongest correla-
tion and minimum redundancy. Finally, a fault risk level
prediction model of distribution system based on improved
Softmax classifier is established to enhance unbalanced
sample prediction accuracy. Taking 191 feeder lines in south
China as examples, the analysis results demonstrate the
effectiveness of the fault risk warning method proposed in
this paper, which can provide crucial guiding significance to
the operation practice.

*e remainder of this paper is given as follows. Section 2
describes the preprocessing of distribution system data. *e
improved RelieF algorithm is presented in Section 3, and a
fault risk warning method of the distribution system based

on improved Softmax loss function is proposed in Section 4.
*e numerical results of the presented method are detailed
in Section 5. *e final section of the paper gives conclusions
based on this study.

2. Preprocessing of Distribution System Data

2.1. Data Collection. By investigating the widely used in-
formation management systems related to the distribution
system of State Grid Corporation Company of China, six
systems, including the distribution production management
system, distribution automation system, electricity infor-
mation collection system, geographical information system,
95598 customer service system, and marketing business
management system, are selected to collect the operation
data, equipment data, and historical fault information of the
distribution system. *e data classification and data sources
are detailed in Table 1.

2.2. Data Preprocessing. Preprocessing the initial data is
necessary to improve the prediction accuracy, generally
including data cleaning, data transformation, data integra-
tion, and outlier diagnosis.

Data cleaning is to process the vacant and repeated
values in the initial data to ensure the data set’s integrity,
consistency, and rationality. *e empty values in the data
samples can be eliminated or replaced by the mean or the
median. *e repeated value recognition rules could be set
based on the logical relationship between the data samples.
For example, if the feeder name and the power failure time of
two samples are the same, it is considered that there may
exist a repeated sample and one of them should be elimi-
nated. Other rules can be presented according to the specific
problems and decision-maker preferences.

Data transformation, mainly including standardized
processing, data grading, and quantization, makes it easier to
perform data analysis. *e max-min method, z-score
method, or decimal scaling method can be used for stan-
dardized data processing. For data such as rainfall, thun-
derstorm, and wind, continuous numerical values should be
discretized and classified to highlight data differences.

Data integration is to integrate, summarize, and corre-
late data from multiple sources. Due to the diversity of data
sources, it is necessary to cross-verify the data. For example,
according to the historical faults data, the planned power
failure part can be eliminated according to the power loss
information of the user side, that is, the power failure only
caused by the faults. Afterwards, this part’s power failure
information can be verified and compared with the power
failure information recorded in the faults work order.

*e outlier diagnosis effectively identifies and eliminates
the wrong inputs and meaningless values that may appear in
the initial data. Outliers may lead to a decrease in the ac-
curacy of prediction results. *erefore, statistical methods,
clustering, or graph-based methods should be applied to
search and delete outliers.

Finally, the initial feature set could be obtained after a
series of data preprocessing, as shown in Table 2.
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2.3. Fault Risk Classification. Distribution system fault risk
consists of the frequency of failure and the consequences of
failure. Given the assessment indexes of power grid com-
panies, the failure rate (the frequency of failure) of 100 km
and the number of households affected by power failure (the
influenced scope of fault) are selected as the basis for the
classification of distribution system fault risk. Among them,
the former is an important index used by power supply
companies to assess each branch company’s annual oper-
ation level, which reflects the fault frequency of distribution
network feeders per unit length. *e latter is similarly a
standard index to measure the reliability of the power supply
of distribution system, reflecting the scope of the influence of
power failure.

Equation (1) is utilized to obtain the failure rate of the
feeder per 100 km per month.

Si �
􏽐

nf

j�1 fij

Li

, (1)

where Si represents the monthly failure rate per 100 km of
the feeder i, fij denotes the state of the jth power failure of the
feeder i, and Li is the length of the feeder i.

Equation (2) gives the mathematical definition of the
number of households affected by the monthly power
failure.

Ci � 􏽘

nf

j�1
􏽘

k∈Fij

nij,ktij,k, (2)

where Ci is the number of households affected by the
monthly power failure of the feeder i, nf is the total number

Table 1: Related data of distribution system fault warning.

Category Data sources Specific information

Fault data
95598 customer service system, marketing business
management system and distribution automation

system

Power outage time, power outage frequency, name of feeder,
substation of power outage feeder, number of affected

households, feeder construction mode, power supply area
classification

Meteorological
information China meteorological network

Rainfall, minimum temperature, maximum temperature,
average temperature, humidity, wind speed, wind level,

visibility, cloud cover, snowfall, thunderstorm day
Operation data Electricity information collection system Distribution transformer capacity, real-time load

Parameter data Geographical information system and distribution
production management system

*e total length of the feeder, the length of the overhead
section, the length of the cable, the operation time, and the

substation

Table 2: Initial fault feature set of distribution system.

Category Variable Feature

Fault data
f1 Fault risk level
f2 Monthly fault frequency
f3 Number of households affected by power failure

Meteorological information

f4 Monthly cumulative rainfall
f5 Monthly mean temperature
f6 Monthly highest temperature
f7 Monthly extreme weather days
f8 Monthly mean humidity
f9 Monthly extreme humidity days
f10 Monthly gale days
f11 Monthly thunderstorm days
f12 Monthly snowy days

Operation data
f13 Maximum monthly load
f14 Average monthly load
f15 Month classification

Parameter data

f16 *e geographical location classification
f17 Feeder construction mode
f18 Power supply area classification
f19 Length of overhead feeder section
f20 Length of cable feeder segment
f21 Total length of the feeder
f22 Number of feeder segment switches
f23 Number of feeder transformers
f24 Feeder operation time
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of power failure accidents in that month, and Fij is the set of
transformers affected in the jth power failure of the feeder i.
nij,k and tij,k represent the number of households and power
failure time of the kth affected transformer in the jth power
failure of the feeder i, respectively.

Because of the calculated feeder failure rate per month
of 100 km and the number of households affected by
power failure, the power failure risk level of the distri-
bution system can be divided into general, emergency, and
severe. Referring to a city in south China in 2018, the
annual failure rate is 2.502 times/ 100 km·year, and the
number of households affected by the distribution system
failure is 102,500 households. *e fault risk classification
is shown in Table 3. It should be pointed out that the
threshold value of each level can be adjusted according to
the actual situation of the local distribution system, and
the higher risk level of any two indexes is taken as the
result in the calculation.

3. Fault Feature Extraction of Distribution
System Based on Improved RelieF Algorithm

*e dimension and quality of input vectors directly affect the
accuracy of classification prediction results. Too many input
vectors may lead to model overfitting and operation effi-
ciency reduction, and input collinearity will reduce the
model’s stability. *erefore, it is necessary to extract the
optimal fault feature subset and screen the strongest cor-
relation and the least redundant vectors, to improve the
efficiency and accuracy of fault risk prediction.

3.1. RelieF Algorithm. RelieF algorithm is a typical filtering
feature selection method to extract feature vectors with a
significant distinguishing degree for target classification. In
the RelieF algorithm, weight is assigned to each feature based
on the distance measurement, so as to evaluate the ability of
feature vectors to distinguish target categories.

*e specific definition is as follows: for sample set D,
randomly select sample s and find k nearest neighbors in
the same kind of s, which are defined as H and k non-
nearest neighbors, which are defined as M. In this paper,
Euclidean metric is employed to measure the distance
between samples. *e calculation formula of the char-
acteristic difference between samples is described as
follows:

diff(a, X, Y) �

X(a) − Y(a)

max(a) − min(a)
a is continuous,

0 a is discreteX(a)≠Y(a),

1 a is discreteX(a) � Y(a),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

where diff (a, X, Y) represents the difference between sample
X and sample Y on feature a.

*e weight updating formula is defined as follows:

Wa � Wa − 􏽘
k

i�1

diff a, Hi, s( 􏼁

tk

+ 􏽘
M ∉ class(s)

(N(M)/(1 − N(class(s)))) 􏽐
k
i�1 diff a, Mi, s( 􏼁􏽨 􏽩

tk
,

(4)

where Wa denotes the weight value of feature a, k is the
number of the nearest neighbor sample, t is the number of
sampling, Hi and Mi represent the ith nearest neighbor and
non-nearest neighbor of the sample s, respectively, and
class( ) is the ratio function of the sample number to the
total sample number.

3.2. Improved RelieF Algorithm. Although the RelieF algo-
rithm has no restrictions on data types and relatively high
operating efficiency, it still has the following disadvantages:

(1) Considering that the initial random sampling is put
back sampling, the selected sample may be too
limited due to repeated sampling. Since the repeated
sample does not provide new information for the
classification and is an invalid input, the model re-
sults’ accuracy may be affected.

(2) *e algorithm has a weak ability to distinguish the
redundant features, which leads to a considerable
noise of the input features.

Given the consideration mentioned above, the RelieF
algorithm is improved from two aspects. On the premise that
the algorithm flow remains unchanged, the clustering al-
gorithm is introduced to cluster the initial data, and a hi-
erarchical sampling algorithm based on clustering is
proposed. Due to the deficiency of redundancy elimination
in the RelieF algorithm, the feature extraction method
combining RelieF and the correlation coefficient method is
presented to identify and eliminate redundant features
effectively.

3.2.1. Hierarchical Sampling Based on K-Maxmin Clustering
Algorithm. *e K-maxmin distance method selects data
point as far as possible as the clustering center based on
Euclidean distance, so as to effectively avoid the situation
that the initial clustering center may be too close when
compared to the k-means method.*e K-maxmin algorithm
is with high efficiency and is unnecessary to determine the
initial clustering number. Due to the page limit, the
K-maxmin clustering algorithm process can refer to the
literature [33], which will not be described here.

*e K-maxmin clustering algorithm is introduced to
cluster the initial feature set, and then stratified sampling is
applied in line with the category proportion. *e total
sampling number M is distributed to all categories pro-
portionally, and the number of sampling points of each
category can be determined by the proportion of the cate-
gory to the total sample. In this way, the low probability of
local sampling in random sampling can be effectively
avoided. Besides, each sampling is strictly limited to
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nonrepeated sampling, which ensures that each sampling is
assigned with new weight for the feature vectors, so as to
significantly improve the classification effect of random
sample points on the classification results.

3.2.2. Correlation Coefficient Method. Pearson coefficient is
an indicator of the degree of linear correlation between
variables, widely used in statistics. Its value is between (−1,
1). If it is positive, it means a positive correlation between
two variables, or otherwise, it means a negative correlation.
*e higher the absolute value is, the higher the correlation
will be. Pearson correlation coefficient calculation formula is
described as follows.

ρXY �
Cov(X, Y)

σXσY

, (5)

where Cov (X, Y) is the covariance of sample X and sample
Y, and σX and σY are the variances of sample X and sample Y,
respectively.

*e correlation coefficient matrix can be obtained by
calculating the correlation coefficient between each input
vector. It is generally believed that the correlation is strong if
the correlation coefficient is higher than 0.7, and the cor-
responding feature vector pair will be put into the redundant
set. Suppose that the features extracted by RelieF algorithm
show redundant features, the input vectors with a small
weight value of redundant feature pairs will be eliminated,
and only one feature vector is retained.

3.3. Optimal Feature Extraction Method Based on the Im-
proved RelieF Algorithm. *e flow chart of the feature ex-
traction method based on improved RelieF algorithm is
depicted in Figure 1. Firstly, the initial data set is clustered by
K-maxmin algorithm to realize stratified sampling and
nonrepeated sampling. Secondly, the improved RelieF al-
gorithm is applied to identify the feature vectors that can
significantly distinguish the target classification. Finally, the
correlation coefficient method is conducted to reduce the
optimal feature subset’s dimension, and the redundant
feature vectors are furtherly eliminated to obtain the optimal
feature subset.

4. Fault Risk Warning Method of Distribution
System Based on Improved Softmax
Loss Function

4.1. Improved Softmax. Softmax classification [34] is an
extension of binary classification logistic regression to solve
multiple classification problems. Its algorithm is based on

Softmax regression, and the category with the highest output
probability is the prediction category.

For input data with m dimensions (x1, y1), (x2,􏼈

y2), ..., (xm, ym)}, where xi is the input vector, yi is the
corresponding category vector, and there are K categories;
namely, yi belongs to 1, 2, ..., K{ }. Softmax regression is used
to estimate the probability that the input data belongs to
each category. For any input vector, its prediction function
can be expressed as

hθ(x) � P yi � j|x, θ( 􏼁 �
1

1 + e
− θTx

􏼒 􏼓

,

hθ xi( 􏼁 �

P yi � 1|xi, θ( 􏼁

P yi � 2|xi, θ( 􏼁

⋮ ⋮ ⋮

P yi � K|xi, θ( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 􏽘
K

j�1
e
θTj xi

e
θT1 xi

e
θT2 xi

⋮

e
θTKxi

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(6)

where P ( ) represents the probability of occurrence within
parentheses. θ � [θ1, θ2, ..., θK] is the weight vector of n×K,
and n is the number of sample features. 􏽐

K
j�1 eθ

T
j xi is a

normalized parameter that guarantees the sum of the
probabilities to be 1.

*e Softmax loss function is based on the logarithmic
cross entropy theory, which can be expressed as

J(θ) � −
1
m

􏽘

m

i�1
􏽘

K

j�1
Ind yi � j( 􏼁log

e
θTj xi

􏽐
K
j�1 e

θTj xi

⎛⎜⎝ ⎞⎟⎠⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, (7)

where Ind (yi � j) is 0-1 indicating function, if true in pa-
rentheses, the value is 1, otherwise 0.

Combined with equations 6 and 7, the classification
prediction problem can be transformed to solve the pre-
diction function parameter, with equation (7) being mini-
mized, so as to obtain the probability of different categories
of the sample. *e physical meaning of the loss function
defined in equation (7) is to make the proportion of the
correct classification samples as large as possible. Still, this
function assumes no difference between the categories in the
proper classification under the condition of sample data
equilibrium. However, in the problem of fault early warning
for the distribution system, the loss of high risk is mistaken
for the low risk could be much bigger than the reverse. In
other words, the correct classification of high risk is more
important than the correct classification of low risk, and the
low risk data account for a large proportion in the studied
samples. *erefore, the loss function of equation (7) is
improved to adapt to the proposed strategy in this paper.

Table 3: Classification of fault risk level in distribution system

Risk level Status Failure rate of 100 km Households affected by power failure
1 General �0 0
2 Emergency (0, 0.208] [0, 270]
3 Severe ≥0.208 ≥270

Mathematical Problems in Engineering 5



J(θ) � −
1
m

􏽘

m

i�1
􏽘

K

j�1
αjInd yi � j( 􏼁log

e
θTj xi

􏽐
K
j�1 e

θTj xi

⎛⎜⎝ ⎞⎟⎠⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭

+ λ􏽘
n

t�1
􏽘

K

j�1
θ2lj,

(8)

where the first item is to measure the classification error, αj is
the category weight to adjust the sample imbalance degree
and increase the weight of minority class being mistaken for
other categories. *e second item is the regularization
function, where λ is the regularization parameter and called
L2 norm. Regularization function can make it easy to obtain
the optimal global solution while avoiding the training
model’s overfitting and improving the model’s generaliza-
tion ability.

*e gradient descent method is a common optimization
method to solve the maximum or minimum value of a
function. Hence, it is employed to train the Softmax clas-
sifier. *e partial derivative of equation (8) can be expressed
as

z

zθj

J(θ) � −
1
m

􏽘

m

i�1
αjxi Ind yi � j( 􏼁 − hθ xi( 􏼁􏼂 􏼃

⎧⎨

⎩

⎫⎬

⎭ +
2
λ
θj.

(9)

According to equation (10), update theta with each
iteration:

θj :� θj − δ
z

zθj

J(θ), (10)

where δ is the iteration step.

4.2. Fault Risk Warning Method of Distribution System.
*e data-driven fault warning method can be divided into
three stages: data acquisition and preprocessing, feature
extraction, and risk level prediction. *e research idea and
risk warning process of this paper are illustrated in Figure 2.

Data acquisition and preprocessing. Collect fault data, op-
eration data, parameter data, and meteorological informa-
tion and perform data cleaning, integration, and outliers
diagnose as required. Determine the fault risk classification
based on the failure rate of 100 km and the number of
households affected by power failure. Consequently, the
initial sample set can be obtained, where each row represents
a sample, each column denotes a feature, and the last column
represents the fault risk level.

Feature extraction. Feature extraction includes two aspects:
remove weak correlation and redundancy. *e improved
RelieF algorithm and correlation coefficient method are
presented to obtain the optimal feature subset with the
strongest correlation and minimum redundancy.

Risk level prediction. *e improved Softmax is proposed to
train the training set and learn the mapping relationship
between the fault influencing factors and the fault risk level
of the distribution system. Based on this learning model, the
fault risk level of test samples can be reasonably predicted.

5. Case Study

A total of 191 feeders and their data from January 2018 to
December 2018 in a southern city are collected as training
samples to predict the monthly feeder fault risk level from
January 2019 to June 2019.

5.1. Data Preprocessing. *e failure data, operation data,
ledger data, and meteorological data of 191 feeders collected
from January 2018 to December 2018 are processed by the
method in Section 2. Taking each feeder as a unit, 24 fault
features of 4 categories are obtained, as shown in Table 2.
Among them, f1 fault risk level can be determined com-
prehensively in line with f2 and f3. After preprocessing, the
initial data set is obtained with 2292 samples, including 2154
samples of class I, 95 samples of class II, and 43 samples of
class III.

Whether m iterations have 
been achieved

Nonrepeated sampling

Stratified sampling based on 
clustering results

Dimensionality reduction by 
correlation coefficient method 

Calculate features weight

Select k nearest neighbors

Input the initial data 

Output features weights 

Output screened features set

Output optimal features set

No

Yes

Figure 1: Flowchart of feature extraction method based on im-
proved RelieF algorithm.
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5.2. Analysis of Feature Extraction Results. *e number of
categories obtained based on K-maxmin clustering algo-
rithm is 5, and the sampling proportion of each cluster can
be determined according to the ratio of the sample number
of each cluster in the total sample. Afterwards, the improved
RelieF algorithm is applied to extract key fault feature, in
which the number of sampling is 30, the nearest neighbor
number is 8, and the number of iterations is 20. *e cal-
culation result of the feature weight is depicted in Figure 3.
*e dotted line in Figure 3 is the average value of weight
0.127, which is also the threshold value of feature weight
screening. As can be seen from Figure 4, 10 feature weights
are lower than the threshold, so the weak correlation features
that are eliminated are {f23, f20, f8, f22, f24, f4, f12, f19, f18, f17}.
According to the Pearson correlation coefficient method as
mentioned earlier, there are three strongly correlated vector
pairs (f5, f6), (f7, f9), and (f7, f11), and therefore f11, f9 and f6 are
eliminated, and the optimal feature set obtained is {f7, f10, f15,
f5, f21, f13, f14, f16}, as shown in Table 4.

*e result of feature extraction in Table 4 reflects that the
features directly related to the fault are retained. Among
them, the maximum monthly load, the average monthly
load, the month classification, and the geographical location
of the feeder correspond to the load characteristics, geo-
graphical characteristics, and time characteristics of the
fault, respectively, and they have a relatively obvious and
direct correlation with the feeder fault. In terms of mete-
orological data and ledger data, the monthly extreme
weather days, monthly gale days, and the total length of
feeder are retained, and some redundant indexes are ef-
fectively eliminated. According to the distribution system’s
actual operation in different areas, the optimal feature set
obtained may also be different.

It is necessary to conduct sensitivity analysis. *e
sampling number and the nearest neighbor number are
adjusted to 80 and 10, respectively. *e calculation results
show little difference from Table 4, indicating that the im-
proved RelieF algorithm is relatively stable, and there is no

Fault risk prediction for test data

Fault risk classification

Improved so�max classifier

Feature extraction

Data acquisition

Outliers diagnose

Data stratification based on K-maxmin 
clustering algorithm

Feature extraction based on 
improved relief 

Risk level prediction

Data cleaning and 
integration

Correlation coefficient 
method

Data acquisition and 
preprocessing

Figure 2: Flowchart of fault risk warning method for distribution system.
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Figure 4: Obfuscation matrix of predicted model.
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need to increase the number of iterations to improve the
performance.

5.3. Early Warning of Distribution System Fault Risk.
Eight optimal features are extracted to train the Softmax
classifier, and the monthly failure risk levels of 191 feeders
from January to June 2019 are predicted. In order to measure
the processing ability of the model to unbalanced samples,
the definitions of commonly used accuracy and recall rate
are slightly adjusted in this paper, and the classification
accuracy Tpr and recall rate Tre for minority classes are
proposed. Ha, Ar and confusion matrix are also introduced
as evaluation indexes of the model.

*e classification accuracy Tpr and recall rate Tre can be
defined as follows:

Tpr �
T2 + T3

F2 + F3 + T2 + T3
,

Tre �
T2 + T3

F1 + T2 + T3
,

(11)

where T2 and T3 are the numbers of correct classification in
the target categories II and III, respectively, and F1, F2 and F3
are the numbers of mistaken classification in the target
category in the three categories, respectively.

Ha is the weighted harmonic value of precision rate and
recall rate, which can evaluate the overall performance of the
model, and its results are more focused on the classification
performance of minority category.

Ha �
1 + β2􏼐 􏼑TreTpr

β2Tre + Tpr
, (12)

where β is the weight coefficient, is positive, and represents
the relative relationship between model recall and precision.
In this paper, the value is set to 1.

Ar is the proportion of correctly classified samples to all
samples, which can measure the model’s overall classifica-
tion performance and can be expressed as

Ar �
T1 + T2 + T3

T1 + T2 + T3 + F1 + F2 + F3
. (13)

As to the Softmax classifier initialization, the weight
attenuation parameter is 0.002, and the corresponding value
of α for each category is inversely proportional to the ratio of
category sample size, which is set as 1, 20, and 50,

respectively. *e gradient descent learning rate is set as 0.1,
and the number of iterations is 500.

5.3.1. Prediction Results. *e model prediction results are
shown in Figure 4. Each row represents the actual category,
and each column denotes the prediction category. *e di-
agonal elements represent the number of samples correctly
classified, and the off-diagonal elements represent the
number of samples incorrectly classified. *e last horizontal
row and last vertical column represent the classification
accuracy and recall rate of various categories. *e last ele-
ment represents the overall prediction accuracy rate of the
model.

Figure 4 shows that the recall rate of all levels of 1146 test
samples is 99.09%, 97.5%, and 100.00%, respectively, the
accuracy rate is 99.91%, 82.98%, and 80.00%, and the overall
classification accuracy rate is 99.04%. *e classification
accuracy of the first category is relatively high, which is
because the number of samples in the first category is large,
which corresponds to the samples without faults or with less
impact, and the learning performance is good. *e classi-
fication accuracy of category III is low, mainly because the
total number of such samples is small, and any misclassi-
fication will greatly impact the results.

In the case of unbalanced samples, the model’s recall rate
is reasonable, and the recall rate of categories II and III with
serious risk level is similar to that of category I, which in-
dicates that the model can effectively identify high risk faults
of the distribution system. It can be concluded from the
confusion matrix that the misclassification in the prediction
model mainly focuses on category I into II or III, indicating
that the model focuses more on the recall rate of categories II
and III with high risk, which is due to the higher cost of
misclassification of the high risk categories.

5.3.2. Comparison of Different Prediction Methods. Four
indexes including Tre, Tpr, Ha and Ar are utilized to compare
the prediction results of the training set and test set of the
improved RelieF-Softmax (denoted asA), improved Softmax
(denoted as B without feature extraction), and improved
RelieF (denoted as C without improvement in Softmax loss
function). *e predicting results are shown in Table 5.

It can be found from Table 5 that Case A, based on the
improved RelieF-Softmax algorithm, performs well in both
the training set and the test set, and its performance is better
compared to Case B and Case C, indicating that the im-
provedmodel has better generalization ability. Besides, it can
be seen that feature extraction can improve classification
performance to a certain extent by comparing Case A and
Case B. Further, by comparing the training set and the test
set of Case B, it can be concluded that the training classi-
fication effect of the model is significantly better than that of
the test set, which is because too much redundant input
vector will make the model passively learn too much in-
formation, and the complex model will lead to the reduction
of generalization performance.

By comparing Case A and Case C, it can be found that
the recall rate of Case A is considerably higher than that of

Table 4: Optimal features subset.

Variable Weight Feature
f7 0.43588 Monthly extreme weather days
f10 0.33952 Monthly gale days
f15 0.27240 Month classification
f5 0.19035 Monthly mean temperature
f21 0.16770 Total length of feeder
f13 0.16135 Maximum monthly load
f14 0.15948 Average monthly load
f16 0.12939 *e geographical location classification
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Case C, indicating that the former can effectively identify
high risk categories with better classification performance.
For the distribution system fault prediction problem, there
are various influencing factors and complex correlations.
*e distribution system fault data itself belongs to a minority
of samples, so it is necessary to adopt the improved RelieF-
Softmax algorithm to improve the model’s adaptability and
prediction efficiency.

6. Conclusions

In this paper, a fault risk warning method of distribution
system based on improved RelieF-Softmax algorithm is
proposed, and the following conclusions can be drawn.

Compared with the single dimension reduction method,
the feature extraction method based on the improved RelieF
algorithm can effectively overcome the deficiency, which is
the fact that the traditional RelieF algorithm cannot remove
the redundancy, reduce the dimension of features, and
therefore improve the classification performance.*e failure
data in a year are analysed based on data mining technology,
and the fault risk level of the distribution system is predicted.
*emodel can effectively identify minority category samples
and avoid misclassification of high risk samples that lead to
severe consequences. *e proposed method can provide a
scientific basis for maintenance and repair resource con-
figuration for the distribution system.

*is paper aims to put forward the thinking of the fault
risk early warning method for the distribution system. Due
to the differences in regional information level, distribution
system operational means, and the distribution system data
acquisition method, the regional features should be con-
sidered in the concrete analysis. In the future, the relevant
data of distribution system in an all-round way should be
extracted as thoroughly as possible, and the distribution
system falt features need to be identified through association
mining and other efficient means, such as deep learning, and
the accuracy and efficiency of the fault early warning can be
enhanced further.
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Pakistan is one of those countries that are heavily dependent on hydrocarbon fuel for energy production. -is results in severe
CO2 emissions that lead to climate change. Although renewable energy resources such as wind are available in abundance, they
have not been fully utilized and so energy crises in Pakistan increase every year. -is study focuses on using wind energy as an
alternative to thermal power sources as the main source of power generation in Pakistan. -is research also helps in designing a
project management tool to prioritize sources of power generation, including both renewables and nonrenewables, while also
considering projects’ technical, environmental, social and economic criteria. An Analytical Hierarchy Process has been used to
analyze the four main criteria and 12 subcriteria. -e analysis revealed that wind energy is the best source among all options for
power generation source, followed by solar. Oil, gas, and coal, the other three alternatives, were well below in a comparative
analysis. Gas achieves overall better performance if only economic criteria are considered, but due to shortfalls in availability and
diminishing reserves, this source is also not feasible. Relying on wind power as the only energy source will not be technically
possible, but it can become a leading energy source inside Pakistan. -is will reduce the burden on thermal energy sources and
make the country more energy-secure, rather than relying heavily on imported oil and gas, as it currently does. Wind power
generation capacity in Pakistan is increasing, so that the cumulative capacity is around 2118MW installed and commissioned by
the end of 2018.

1. Introduction

Energy plays an important role in shaping a country’s
economy. In identifying different sources of energy, envi-
ronmental impact, fuel source, and social impact are very
much under consideration. Huge investments have been
made in research and development of renewable energy
worldwide, not only to counter environmental degradation
but to create energy-secure countries [1].

After the oil embargo by Middle Eastern producers against
the West in the midseventies, it was realized that other sources
of energy must be identified for energy security. Traditional

sources of energy are diminishing and will completely die out
by the end of this century. -e rapidly increasing prices of oil
and gas due to instability in theMiddle East pose a great risk to
any economy [2–6]. Issues around pollution and environ-
mental degradation, whose main causes are greenhouse gases
arising from long-term continuous, excessive use of oil, gas,
and coal for power generation, have turned world opinion
against the use of fossil fuels. -e international community is
directing policies and strategies towards energy conversion and
finding alternative energy sources [7].

Denmark and Italy have reported a high level of wind
energy penetration and generated 30% of their electricity via
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wind. Germany has reported a 22.9% renewable electric
generation [8] (Renewable Energy Policy Network for the
21st Century). Germany showed much promise in solar
energy decades ago, and it reached a landmark when half the
country’s daytime demand was met by solar power in 2012
[4, 9, 10]. Renewable energy (RE) is spreading across the
globe and is becoming increasingly affordable. Developing
countries are more interested in improving their RE share
compared to developed countries, resulting in shifts of
markets and investment to the developing world [8].

1.1.5e Case of Pakistan. Pakistan has long been dependent
on the use of fossil fuels for the generation of electricity. But
the world has changed its priorities in power generation and
it is time for Pakistan to find a more sustainable, envi-
ronmentally friendly, and affordable source of energy for
electricity generation as an alternative to fossil fuels. It has
three key concerns: reserve exhaustion, environmental
degradation, and energy security [11, 12]. For two decades,
Pakistan has been suffering from a severe energy crisis.
Power productionmainly depends on fossil fuels and there is
low production from wind and solar resources. Hence, there
is a need to utilize abundantly available wind energy [12–15].

Pakistan’s major energy supplies come from oil, coal,
gas, hydro, biomass, and nuclear. -is makes it a net im-
porter of energy [11]. Sixty percent of its foreign reserves are
used for imports of fossil fuels [16]. -e power sector alone
consumed 40.4% of total oil used in the country on one
recent measure [17].

1.2. Fossil Fuel Consumption. In consumption, natural gas
was highest at 49.5%, followed by oil at 30.8%. Of clean
energy sources, hydro was a mere 12.5%, which declined
from 13.6% from 2011/12.

During 2011/12, a total of 95,365 GWH of electricity was
generated, of which 64.3% was thermal, 29.9% hydro, and
5.8% nuclear and imported [17]. -us, the bulk of power
generation coming from thermal power can be diverted
towards industrial usage and reduce the fuel import bill, as
shown in Figure 1 above. -e bulk of gas (27.8%) and oil
(40.7%) was used to generate electricity (Figures 2 and 3).

1.3. Problem Statement. -e diminishing of fossil fuels in-
side Pakistan and the stress on existing resources calls for
gradual transition towards RE sources [11, 15, 18]. Pakistan
has been fortunate in having vast renewable resources, and
exploitation of these resources for energy generation is
required [7, 14, 19]. Pakistan’s energy crisis is not in fact a
huge one if we compare it with ongoing developmental work
globally.

For the past two decades, hydro power, which was the
leading source of power generation in Pakistan, has become
problematic. Efforts in this sector slowed down greatly due
to political differences [20]. According to the Integrated
Energy Plan (IEP) 2009–2022, Pakistan needs to increase its
power generation capacity by up to 50,000MW by 2022. To
achieve this, a 12% share has to be from alternative energy.
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Figure 1: Natural gas consumption in Pakistan by sector (source:
Pakistan energy book).
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Figure 2: Petroleum consumption in Pakistan by sector (source:
Pakistan energy book).
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Figure 3: Electricity generation 2011-12 by source in Pakistan
(source: Pakistan energy book).
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-e plan is to install 17,400MW of alternative clean energy,
and 17,392MW of hydro power installation is also required
[21].

Pakistan also relies on fossil fuel, which is also main
source of CO2 emissions in the country. In order to reduce
dependency on fossil fuels, this study is an effort to inves-
tigate the potential of wind power as an alternative to oil and
gas.

1.4.Objectives of the Study. Wind power, the cheapest source
of energy among alternatives, is considered the best sub-
stitute for oil and gas [4, 14, 15, 20, 22–24]. Pakistan can also
find solutions to reduce its reliance on importing oil and
utilize natural gas for other purposes instead of using it for
generating energy, which can be produced by other alter-
natives, especially by wind. Exploiting fully a single Gharo
Keti Bandar Wind Corridor can resolve current and future
energy requirements of the country for many years to come.

-e main objective of this study, using the Analytic
Hierarchy Process (AHP), is to answer the following
questions in empirical terms while considering both qual-
itative and quantitative data of technical, economic, social,
and environmental features of power plants:

What alternative source of power generation is pref-
erable in Pakistan?
How much better is a wind source than non-RE
sources?
Can Pakistan completely rely on wind energy as one of
the leading sources of power generation?

-is study will also help in implementing wind energy
projects to meet their goals and in making decisions on
power projects with a focus on wind power projects while
also considering the environmental and social benefits that
arise.

2. Literature Review

Fossil fuels have long been a primary source of power
generation around the world. Pakistan has been struggling
with power shortage for some considerable time. Previous
governmental policies to counter power shortages were
mainly focused on fossil fuel-based power production.-ese
power plants require oil and gas as their generating fuels.
Pakistan does not hold large oil reservoirs, and to meet its
demand, it has to rely on imported oil; depletion of gas
reservoirs has begun to show its effects.

According to research, the peak fossil fuel use (except for
coal) will occur before 2030.-e worst-case scenario is that it
will occur in 2028: “As peaking is approached, liquid fuel
prices and price volatility will increase dramatically and
without timely mitigation, the economic, social, and political
costs will be unprecedented” [1]. Except for coal, fossil fuel
use is expected to diminish by the end of 2042 [5]. To deal
with this, the world is trying to build different modes of
energy saving technologies and to find different sources of
energy [7].

Multi Criteria Decision Making (MCDM) has been used
extensively in energy-related problems. It helps govern-
ments and organizations plan and make policies in the
energy sector by offering an avenue for differing and varied
objectives [23, 25, 26]. It has a unique capacity to work on
multidimension goals and criteria and can include quali-
tative as well as quantitative data. A multidimensional
criterion permits stakeholders to evaluate and analyze al-
ternatives across numerous dimensions, unlike standard
cost benefit analysis, which is one-dimensional. Factors can
range from technical, financial, social, and environmental to
fuzzy dimensions [4, 27]. In most decision making, judg-
ments are not crisp and are usually made on intuition and
very little expert judgments are involved. It also provides a
way to include qualitative data for analysis.

-e most commonly used MCDM techniques are An-
alytic Hierarchy Process, Analytic Network Process,
Weighted Sum Method, Weighted Product Method, Pref-
erence Ranking Organization Method for Enrichment
Evaluation (PROMETHEE II), Elimination and Choice
Expressing Reality (ELECTRE), Macbeth, -e Technique for
Order Preference by Similarity to Ideal Solutions (TOPSIS),
and Goal Programming [4, 22, 28, 29]. Pohekar and
Ramachandran [26] analysed 90 papers and found out that
AHP is the most admired MCDM tool. -is is followed by
PROMETHEE II and ELECTRE. AHP was developed by
-omas Satty in the 1970s. It has been extensively used in
energy planning. -is is due to its ability to convert a
complex goal structure into a simple hierarchy [26]. -e
method has been used in energy decision making, resource
selection, site selection and impacts on living standards, etc.
Ahmad and Tahar [28] and Amer and Daim [20] used it for
selection of RE sources and for selection among RE sources
inside Pakistan. Stein [4] used AHP to rank both renewable
and nonrenewable energy technologies. Kahraman et al. [23]
used fuzzy AHP for selection of the most appropriate re-
newable source. Chatzimouratidis and Pilavachi [29]; Lee
et al. [24]; and Akash et al. [30] used AHP with ‘Benefits,
Opportunities, Costs, and Risks’ (BOCR) for selection
among wind farms and for comparison between various
sorts of renewable and nonrenewable power stations.

2.1. Related Work in Pakistan. A literature review reveals
that not much work has been done to find the benefit or loss
associated with analyzing all four criteria (technical, eco-
nomic, social, and environmental) of power plants in
Pakistan. Pakistan is one of those countries that are heavily
dependent on hydrocarbon fuel for energy production,
which results in severe climate change [31, 32]. Researchers
discussed only the environmental benefits of wind farm
projects in Pakistan. Sahira and Qureshi [33] assessed the
potential inside the country and the barriers and limitations
of RE sources. Mirzaa et al. [34] reported the efforts made for
development of wind power in Pakistan and the prospects of
improving electricity connectivity through RE sources in
remote areas. Bhutto et al. [7] discussed the prospect of past,
present, and future of wind energy in Pakistan along with the
hurdles encountered in its development. Amer, M. and
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Daim et al. [20] used AHP to rank only RE sources using
European and US data. It was the first effort to rank RE
sources in Pakistan but excluded fossil fuel power plants.
Prioritizing energy sources, which include both renewable
and fossil fuel power plants, and using local data as far as
possible are required. -is will give a good insight into
determining the best energy sources for power production in
Pakistan.

Pakistan needs to widen its energy mix to meet its energy
demand, given the immense power potential in RE sources.
Hydro has long been used as the primary source, whereas
solar and wind are prospective energy sources [35]. Pakistan
has a vast coastline in the south and places in the northern
region which provide excellent wind power potential [32, 34].

-ere has been a lack of research work in the renewable
energy sector in Pakistan to find in empirical terms the
benefits of environmental and social aspects of power plants,
together with technical and economic aspects, in order to
rank different types of energy sources. AHP as a MCDM tool
has been used previously but not very effectively because
data have been European- and US-based only. For the
different criteria and subcriteria, data are unavailable except
in a few instances. Using data effectively to rank different
technologies is required. AHP helps in prioritizing energy
sources and also reveals in empirical terms if wind power is
or is not suitable for power generation, compared to other
sources. It provides a clear overview of the answers we seek.
Wind flows across the planet from higher concentration
regions towards areas of lower concentrations. -e higher
the atmospheric pressure gradient, the higher the wind
speed is. A higher speed means greater power can be
converted into useful energy. Wind energy has long been
used for mechanical means to grind grain or pump water
and sail ships across the ocean. With the progress of time
and innovation, mechanical power generated through wind
energy has been converted into electrical power to light
houses [20, 34, 36].

2.2. Scope of Wind Energy in Pakistan. -e Government of
Pakistan (GoP) has established two institutes to support the
development, guidance, and research work in the RE sector.
-e Alternative Energy Development Board (AEDB) was
established in 2003 as a central body to make possible the
growth of RE, to provide support and to develop plans
related to RE. -e Pakistan Council of Renewable Energy
Technologies (PCRET) was established in 2001 to carry out
research and development, provide training, and promote
RE [20, 37].

Various studies show that wind energy has a great po-
tential in Pakistan and needs to be exploited [33, 34]. A
general opinion is that wind energy is the best available
option amongst renewable sources in Pakistan [7, 19, 20, 38].

-e Government of Pakistan’s Integrated Policy
2009–2022 declares the Gharo Keti Bandar wind corridor in
Sindh as a permanent wind corridor, thereby removing any
prospect of financial interests annulling the land lease by
Government of Sindh [21]. -e Gharo Keti Bandaar Wind
corridor alone has a potential of 60,000MW [37].

Currently, two wind power projects, a 50MW Fauji
Fertilizer Company Energy Limited (FFCEL) and a 56MW
Zorlu Enerji, have been completed and are contributing
electricity to the national grid.

In Figure 4, the shaded regions clearly show large areas
suitable for wind energy Exploration. A total of 132GW
wind power can be installed in these windy areas. Almost 9%
of Pakistan’s total area has Class 3 or above windy area
[37, 39]. Current sites allocated for Wind Power Projects in
Pakistan are in Jhimber, Keti Bnadar, and Gharro, all in
Sindh. Table 1 provides a full list of projects.

2.3. Wind Tariff Determined by NEPRA (National Electric
Power and Regulatory Authority). -e Renewable Energy
policy announced by Government of Pakistan in 2006 gives
tremendous incentives to investors to purchase all their
energy from the wind farm at their doorstep. A new and
distinctive concept of wind risk has been incorporated to
overcome the fears of investors about the reliability and
accuracy of wind data [21, 34]. -is concept has been added
to ensure wind farm developers are unaffected by circum-
stances which are outside their control, such as wind speed
and density, whereas they are responsible for factors like
availability of wind farms, efficiency of wind turbines, etc.
[20]. -e other provisions are grid access at the door step,
economic inducements like tax rebate and asset deprecia-
tion, etc. 18% return on even-handedness, ROE in dollar
terms, and repatriation of capital for overseas investors [34].

NEPRA determined the upfront tariff of wind power
plant as follows:

Total tariff�O and M+ insurance + return on equi-
ty + Principal repayment of debt + Interest, where O
and M� 1.6040 Rs/kwh
Insurance� 0.7833 Rs/kwh
Return on equity� 4.6902 Rs/kwh.

-e net annual capacity factor for plants was determined
at 31% of the total capacity; excess energy produced shown as
below.

-e tariff is only applicable to the first 500MW power
after 2013, and the company opting for this tariff must
achieve financial closure by the end of 2014 (see Table 2).

-e concept of wind risk which was part of Renewable
Energy Policy 2006 has been taken away from the upfront
tariff. But the successful achievements of Zorlu Enerji and
FFCEL wind farm projects make the wind risk concept quite
unnecessary.

2.3.1. Upfront Tariff for Solar Photo Voltaic (Solar PV Cells
Are Usually Made up of Silicon Cells that Convert Solar
Energy to Electricity). -e upfront tariff of solar determined
by NEPRA reveals that the per MW cost of solar PV is
US$1.9007 Million. -is cost of solar energy is much
compared to the overnight cost of Solar PV in Annual
Energy Outlook, 2011 published by EIA. -e cost stands at
US$4.697 Million [4].
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-e upfront tariff was calculated for southern and
northern regions due to variance in the solar irradiation:

Total Tarrif � O&M + Insurance

+ Return on Equity + Debt Servicing,
(1)

where for the Southern Region, O&M� 1.7391Rs/kwh,
Insurance� 1.1594Rs/kwh, Return on Equity� 5.8583Rs/kwh,
and Debt Servicing� 12.3570Rs/kwh for first ten years.

Hence, the final upfront tariff for the first 10 years of
service is up to 21.1138 Rs/kwh and for the remaining
15 years is 8.7568 Rs/kwh. -e levelized cost in US dollars is
16.3063 cents for 25 years.

For the Northern Region, O&M� 1.8137Rs/kwh, Insur-
ance� 1.2091Rs/kwh, Return on Equity� 6.1097Rs/kwh, and
Debt Servicing� 12.8872Rs/kwh for first 10 years.

-e net final upfront tariff for first 10 years becomes
20.9712 Rs/kwh and for the remaining 15 years is
8.6976 Rs/kwh. -e levelized cost in US dollars for all
25 years becomes 17.0060/kwh cents.

Figure 4: Wind power classification map at 50m height (source: National renewable energy laboratory (NREL)).

Table 1: Land allocation with generation capacity for wind power projects in Pakistan (source: alternative energy development board).

S. No. Company Project capacity (MW) Location of land
1 Tenaga Generasi Ltd 50 Kuttikun
2 Foundation Wind Energy-II Pvt Ltd. (Green Power Pvt Ltd) 50 Kuttikun
3 Hydro China Dawood Power Ltd. 50 Bhambore
4 Master Wind Energy Ltd. 50 Jhimper
5 Zephyr Power Ltd. 50 Bhambore
6 Foundation Wind Energy-I Ltd. (Beacon Energy Ltd) 50 Kuttikun
7 Sachal Energy Development Pvt Ltd. 50 Jhimper
8 Fauji Fertilizer Company Energy Ltd. 50 Jhimper
9 Yunus Energy (Pvt) Ltd. 50 Jhimper
10 Metro Power co.(Pvt) Ltd. 50 Jhimper
11 Gul Ahmed Energy Ltd. 50 Jhimper
12 Zorlu Enerji Pakistan Ltd. 56.4 Jhimper
13 Wind eagle-1 Ltd. 50 Jhimper
14 Wind eagle-2 Ltd. 50 Jhimper
15 Sapphire Wind Power Company (Pvt) Ltd. 50 Jhimper
16 -ree Gorges First Wind Farm Pakistan Pvt. ltd (CWE) 50 Jhimper

Table 2: Capacity factor considered for determination of wind
power projects upfront levelized tariff.

Net annual capacity factor % of prevailing tariff
Above 31% to 32% 75
Above 32% to 33% 50
Above 33% to 34% 25
Above 34% to 35% 20
Above 35% 10
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If the net annual plant capacity factor increases from the
cited capacity factors of 16.78% and 17.50% for northern and
southern regions, respectively, the tariff will be calculated
according to Table 3.

2.4. StructuralHierarchy. Structuring the hierarchy between
criteria and alternatives is the first step towards achieving the
objective in AHP.-e hierarchy contains four criteria and 12
subcriteria, as shown in Figure 5.

3. Technical Criteria

3.1. Efficiency. Efficiency refers to howmuch practical energy
we can obtain from a resource. High efficiency of an energy
source means it is economically feasible [11, 40]. Efficiency of
an energy source is the ratio between the corresponding Btu
content of a kWh of electricity (which is 3,412 Btu) by the heat
rate, which is expressed in BTU/kwh [41]. -e efficiency of
renewables cannot be calculated using the same formula, since
they do not require heat to produce electricity [4]. Conse-
quently, the EIA does not have values for hydro, solar, and
wind. According to Betz’s Law (Betz’s Law evaluates the
maximum power that can be exploited from wind), theo-
retically wind turbines can only harness 59.3% of wind power,
but practically their efficiency is around 34% [4].

3.2. Capacity Factor. Capacity Factor determines how much
electricity a power plant will actually produce under real
conditions. Most renewables lag behind conventional energy
sources when it comes to capacity factors due to seasonal
non-availability of energy sources. -ermal power plants
have a capacity factor above 80% and nuclear and geo-
thermal factors at above 90%. -e capacity factor for solar is
the lowest [41]. -e capacity factor determined by NEPRA
for upfront tariff determination for wind and solar is 31%
and 17.5% (Table 4).

3.3. Environment Criteria

3.3.1. Land Requirement. Electricity generation requires use
of land to extract fuel and for installation of power plants; the
required land usage can vary from site to site and the power
source. -is is one of the most important factors in de-
termining the economic value of a power plant [23, 42]. A
plant can affect the quality of life, especially when con-
structed near cities. It can cause rupture in day-to-day ac-
tivities and the land could have been used for other purposes.
In the case of a wind farm, depending upon topography and
source availability, a mere 1–10% of the entire area of a wind
farm is used by the wind turbine, sub-station, living areas,
and connection roads, and the remaining land is available to
be used for farming, grazing, etc., unlike land use by other
energy sources [43]. A summary is given in Table 5.

3.3.2. External Costs. External costs have been taken from
ExternE Project (ExternE is the well-known acronym for
“External Costs of Energy” and a synonym for a series of

projects starting from the early 1990s till 2005; it is an ap-
proach for calculating environmental external costs [44]). It
ranks all the chief energy technologies in terms of their ex-
ternal costs. -ese are the hidden costs associated with each
technology which affect human health, potentially cause in-
jury, and lead to harm flora and fauna. -e data show that
wind with an external cost of 0.19 cent/kwh is the lowest cost,
whereas coal and oil are among the highest [4, 44].

3.3.3. Loss of Life Expectancy. -e other decisive factor is
Loss of Life Expectancy (LLE). -is shows the level of loss of
human life ensuing in every phase of the entire period of the
power plant (Table 6).

4. Methodology

When it comes to evaluating multiple options with con-
flicting criteria, the multicriteria decision making method is
used. -is has been used many times for energy problems
over the years. It works on several dimensions, allowing the
decision to be made across diverse options, including in-
dividual opinions.

4.1. Analytical Hierarchy Process. AHP has been used ex-
tensively for decision making solutions, ranging from site
selection to prioritizing energy sources in corporate and
government sectors [24, 45]. It remains the most widely used
and highly regarded approach for decision makers and
group decision makers. AHP works by decomposing a
multifaceted problem into simple questions and then, fur-
ther down, into alternative courses of action whose solutions
when combined can lead us to answer the original complex
problem [4, 46]. It works by using fuzzy logic rather than
permanent and precise ideas.-e decisions that we generally
make are not absolute but are made up of rational thinking
defined only in fuzzy terms. In an effective AHP model, a
problem is broken down into a hierarchy, followed by
prioritizing the criteria and finally synthesizing the results
[24, 47]. A problem which is the objective of the decision
making is at the top of the hierarchy and is decomposed into
general criteria, then further broken down into secondary
criteria, also called subcriteria, and then into tertiary criteria
or sub-subcriteria. -e information is then synthesized to
decide the relative importance of each alternative. AHP
allows both qualitative as well as quantitative data to be
analysed.

Table 3: Capacity factor considered for determination of solar PV
levelized upfront tariff (source: national electric power regulatory
authority).

Net annual plant capacity factors % of the prevalent tariff
Above 16.78%/17.50% to 17.78%/18.50% 75
Above 17.78%/18.50% to 18.78%/19.50% 50
Above 18.78%/19.50% to 18.78%/20.50% 25
Above 19.78%/20.50% to 18.78%/21.50% 20
Above 20.78%/21.50% 10
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Structuring the problem is the first phase of the process.
-is involves recognizing alternatives and defining criteria
into a hierarchy. What criterion contributes to which al-
ternative is recognized. After structuring the problem, the
criteria are prioritized as the comparative preference of
alternatives with criteria.

To determine the criteria weight, pair-wise comparison
of one criterion over another is defined. -e pair-wise
comparison is set in terms of how much A is more or less
significant than B. It can be done using a rough estimate or
may be by using a historical data, etc. -e historical data can
clearly give us comparison data, e.g., if, on an equal measure
of fuel, the mileage of a car A is 15 km and that of car B is
30 km, then car B is clearly twice as efficient as car A. In the
cases of no historical data, a rough estimate can be made by
experts in that particular field or those who are in decision-
level positions.

As given below in Table 7, Satty proposed a 9-point
comparison scale, where 1 is equally preferred and 9 is
extremely preferred [4, 45]. If alternative A is less im-
portant than alternative B, than we enter a reciprocal
value like 1/5, 1/7, etc. When evaluated, the data are
further entered into a square matrix “depending upon the
number of comparisons’’ representing all possible
comparisons.

Table 4: Technical criteria data.

Type of power plant Efficiencya Availability of fuel (global) Availability of fuel (local)c Capacity factor
Wind 35 500 500 31d

Solar 15 500 500 17.5d

Coal 45 107b 200 85e

Oil 44 31b 14 87f

Gas 39 33b 17 87e

Source: aEuro Electric; b[5]; cAssumed from data available in Pakistan Energy Year Book, 2012; dCapacity Factor determined for NEPRA upfront tariff;
eAnnual Energy Outlook, 2013; f[4].

Table 5: Land required by technologies for power generation
(source: [20, 22]).

Technology Land requirement (km2/1000MW)
Solar PV 35
Wind 100
Hydro 750
Biomass 5000
Coal 2.5
Oil 2.5
Gas 2.5
Nuclear 2.5

Alternative to oil
and gas

Technical

Efficency

Capacity factor

Availability of fuel
local

Availability of fuel
global

Economic

Projectinitial cost

Tariff

Fuel cost LLE

Land requirement

External cost

Environmental Social

Social acceptance

Job creation

Wind Solar Coal Oil Gas

Figure 5: Hierarchy structure (source: author’s work).
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4.2. Evaluation Criteria. A number of objectives supplied
the limit of the design of the research. Sources of energy
which are being used at a high level, including both RE
and non-RE sources, were considered. -erefore, wind,
solar, coal, oil, and gas were selected to serve the purpose
of alternatives which can also reduce CO2 emissions. In
order to evaluate each source of energy alternative on the
basis of criteria and subcriteria, four of the most im-
portant criteria, Financial, Technical, Environmental and
Social, were included. -ese include all the necessary
characteristics for determining the overall significance of
a power plant. -e criteria and subcriteria have been taken
into account in the research. -ey have been used to
analyze coal, oil, and gas, with wind and solar energy as an
alternative source of power generation. Twelve subcriteria
were identified.

-e study was based upon renewable technology and
nonrenewable technology. ‘Renewable’ includes wind and
solar; nonrenewable incorporates coal, oil, and gas.

4.3. Data Collection. -e data have been collected from
international and national organizations. -e wind en-
ergy-related data have been collected from NEPRA and
AEDB sources. -e data have also been collected from
Fauji Fertilizer Company Energy Limited, a subsidiary
company of Fauji Fertilizer Company Ltd. -is is the first
wind power project in the Pakistan. -e data have been
collected directly from the site office of the project and
also from the official source (Website of FFCEL (http://
www.ffcel.com.pk) and AEDB (http://www.aedb.org)) as
shown in Table 8.

4.4. Expert Choice. Expert Choice is software based upon
AHP to help make decisions by adopting a structural ap-
proach and prioritizing. Expert Choice has been widely used
in the Government sector, industry, and academia to bring
together skill, perception, and detailed information. It helps in
structuring decisions into smaller levels, assesses the signif-
icance of competing dimensions, and further breaks these
down into sublevels and defines alternative choices. -e
process involves not only historic data but also logic and
intuition. Expert Choice also allows for an effortless approach
to conducting sensitivity analysis by just changing the weights
of criteria in order to measure the effect of diverse infor-
mation for analysis in cases of different outcomes.

4.5. Expert Opinion. To answer the question “Can Pakistan
completely rely on wind energy as one of the leading sources
of power generation?” experts from the wind sector were
chosen to give their opinion. Six experts from FFCEL,
Nordex Pakistan Private Limited, and AEDB were asked this
question. -e question was asked of the Assistant Director
Wind (AEDB), the Senior Executive Engineer (FFCEL), the
Senior Engineer (FFCEL), the Service Field Operation
Manager (Nordex), and two Services Engineers (Nordex).

5. Empirical Results

-e data have been analysed using the software Expert
Choice; which works on the principle of AHP used for
MCDM.-emodel incorporates of four tiers, encompassing
criteria, subcriteria, alternatives, and goals. -e software
accepts both qualitative and quantitative data. -e criteria
and sub criteria were defined and their relative importance
to each other was compared. All the criteria (Economic,
Technical, Environmental, and Social) have been considered
as of equal importance; the sub criteria were Capacity Factor,
Efficiency, Fuel Availability (Local), Fuel Availability
(Global), Project Initial Cost, Tariff, Fuel Cost, Land Re-
quirement, LLE, External Cost, Social Acceptance, and Job
Creation, all given equal weighting, as shown in Figure 6.
-e inconsistency ratio for criteria weighting was 0.00,
which showed that all the judgments were perfectly
consistent.

-e data were entered directly into the data grid, as
shown in Figure 6. -e subcriteria data were entered by
proportion of the total weight of the criteria. -e data which
were adverse were entered by taking the reciprocal of the

Table 6: External cost and Loss of life of different sources of technologies.

Technology External cost (EU cent/kwh)a External cost (US cent/kwh)b LLE (days)c

Solar 0.60 0.834 0.1d

Wind 0.19 0.2641 0.1d

Hydro 0.54 0.7506 2.3
Biomass 2.01 2.7939 3.5
Coal 5.71 7.9369 8.4
Oil 5.70 7.923 4.5
Gas 1.85 2.5715 0.8
Nuclear 0.39 0.5421 0.8
Source: aExternE; bEuros converted into US dollars (1 Euro�US $1.39, as of March 2014); c[4]; dNegligible (i.e., <1.0), hence an estimate of 0.1 was used.

Table 7: Scale of relative importance according to [45].

Intensity of importance Definition
1 Equal importance
2 Weak
3 Moderate importance
4 Moderate plus
5 Strong importance
6 Strong plus

7 Very strong or demonstrated
importance

8 Very, very strong
9 Extreme importance
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actual value and then taking the percent of every alternative
against the total. -e overall synthesis of the data with re-
spect to goal, alternative to Oil and Gas, is shown in Figure 7,
which shows wind as 0.302 of the total proportion, followed
by solar as 0.259 and then by gas, coal, and oil with 0.174,
0.135, and 0.130, respectively.

-e results (Figure 7) showed that wind power is the best
available resource inside the country, followed by solar.
-ere is a substantial gap between the two renewable and
fossil fuel sources.

Wind and solar show that they are excellent sources on all
the criteria. -e results illustrate that wind and solar offer, by
and large, the best benefits across various aspects.-ey perform
well above fossil fuels technically, environmentally and socially.
Economically their initial cost is much higher than fossil fuel-
based power plants, but in the long run, they outperform them
in this criterion as well. Gas also shows equal significance in the
economic criteria, but lags behind in the other three criteria
against renewable, as shown in Figure 8.

Gas is the most preferred energy source by a short
margin, if only the economic criterion is considered, as
shown in Figures 9 and 10. -e overall result clearly en-
courages investors to invest in both these green energy

sectors, especially wind. -e result also provides policy
makers with the confidence they require in granting ex-
emptions and benefits to the renewable industry.

Another way to examine the result would be to single out
sources which are poorly performing.-e sources oil and gas
have become an integral part of the power sector in Pakistan:
even though they have been proved unsuccessful, they are
still being strongly encouraged for their immediate short-
term gains.

6. Sensitivity Analysis

In multicriteria decision making, the sensitivity analysis
pertaining to the different values and interests is of the
utmost importance, since the solutions are judged as ac-
ceptable or unacceptable by considering different parame-
ters. -e sensitivity analysis was performed to find out how
the system would behave if one criterion was given pref-
erence over another. However, the results showed very little
deviation due to overall strong position taken by both solar
and wind in the analysis.

-e overall effect can be shown by changing one or more
parameters of the criteria in the analysis. Figure 10 shows

Table 8: Sources of data for AHP.

Criteria Subcriteria Source

Technical

Capacity factor
EIA, Annual Energy Outlook 2013

Oil [4]
Coal, Wind, Solar-NEPRA

Efficiency Euro Electric http://www.euroelectric.org
Availability of Fuel

(Local) Assumed from data available in PEYB, 2012

Availability of Fuel
(Global) [5]

Economic

Project Initial cost Oil and Gas-Annual Energy Outlook 2011
Wind, Solar coal-NEPRA http://www.nepra.org.pk

Tariff
Oil and Gas-An overview of electricity sector in Pakistan 2011, Islamabad Chamber of

Commerce and Industries
Wind, Solar Coal [48] http://www.nepra.org.pk

Fuel cost [4]

Environmental
External cost http://www.ExternE.info

Land requirement [22]
LLE [4]

Social Job creation [20, 22, 29]
Social acceptance European wind energy association http://www.ewea.orh

Priorities with respect to:
goal; alternative to oil &

gas

Technical 0.25

Environmental 0.25

Economical 0.25

Social 0.25

Inconsistency = 0, with zero
missing adjustments

Figure 6: Priority graph.
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almost similar results as those in Figure 11, even after the
economic and technical criteria weights were increased to
45% each, and the environmental and social criteria were
reduced to 5% each or 1/9 of the above value. Here, the
stakeholder main emphasis is on the financial aspect, along
with technical characteristics, i.e., efficiency, capacity factor,
and availability of fuel for the power plants.

Wind and solar fell a little from the original result but
showed an overall dominant position against nonrenewable

resources. Similarly, gas was evenly good only in the eco-
nomic criteria and was lagging in the rest. Both oil and coal
showed poor results.

Pakistan’s economy is evolving and has inadequate
monetary assets. For most policy makers economic criteria
would be the most significant. -is means that a project’s
initial cost and tariff are given considerable importance. A
similar result was obtained when the economic criteria
weight was doubled to 0.4 compared to the other three all
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Figure 8: Ranking of technologies assuming equal weights of all criteria.
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Figure 9: Performance sensitivity for each alternative against every criterion with equal weights.
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carrying weight of 0.2. Wind, oil, and gas showed similar
results for the economic criteria, whereas wind and solar
were better in the remaining three criteria. Wind again
performed as the leading energy alternative for power
generation in Pakistan, as shown in Figure 12.

By improving the weighing of economic criteria to ex-
tremely important, the overall position of gas resources
improved, whereas that of wind and solar even after falling
remained the best options as an alternative (Figure 13).

By improving the overall weighting of economic criteria
to extremely important compared to the rest of the criteria, a
steady decline is noted for RE sources, whereas gas improved
significantly in its final result but remained behind RE
sources (Figure 14).

For most environmentalists, environmental criteria
would be the most weighted criteria. -e emphasis is on
reducing environmental degradation and improving the
quality of life of the people, considering the environmental
criteria as vital makes wind power a stronger alternative than
the rest. Wind improved its proportion, whereas fossil fuel
power plants sank down slightly more in the analysis, as
shown Figure 15.

A huge difference has been observed in the environ-
mental criteria of wind and solar, which are otherwise
considered almost equal, since both are green sources of
energy.-is is due to the external cost of wind, which is three
times lower than that of solar power. -e overall result of
environmental criteria of both wind and solar is much
higher than that of the fossil fuel power plants, with coal and
oil scoring just 11.8% and 11.7%, respectively, as shown in
Figure 15.

Generally, renewable sources have been termed the best
solution to the growing TWh of energy needs of the world
but, due to the high initial setup cost of renewable sources,
they have been avoided up till now. In recent years, due to
immense R&D work, the cost has been brought down sig-
nificantly and they have swiftly become the top priority
among investors, as shown in Figure 16.

To answer “Can Pakistan completely rely on wind energy
as one of the leading sources of power generation?” experts
from different organizations in the wind sector were all of
the same view: Pakistan can rely on wind energy as its
leading energy source inside the country. But relying on it as
a sole source is not technically and economically feasible.
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Figure 10: Result for economic criteria.
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Figure 11: Ranking of all technologies assuming technical and economic criteria as extremely important to environmental and social
criteria.
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Due to variation in wind speed, power generated cannot be
achieved at the desired capacity throughout the year. RE
sources as primary sources of energy are best when coupled
with nonrenewable energy sources for power generation.
Two experts were of the opinion that decision makers can
play a pivotal role in promoting it, if they are willing to
accept wind as a source for power generation to tackle the
energy crisis in the country for current and for future needs.

6.1. Comparison with Previous Research. -e review of the
literature reveals that studies of multicriteria decision
making for selection among different sources were mainly
based on the four main criteria of technical, economic,
environmental, and social. -is clearly shows that the cri-
teria chosen are considered as a foundation for planning and

evaluation of power projects. -e analysis in this research
was based upon these, along with 12 subcriteria carefully
chosen after literature study. According to the findings, wind
and solar emerge winners when it comes to a comparison
with fossil fuel sources. Stein showed similar results in his
studies; Amer and Daim [20] listed wind and solar as the best
renewable sources for the energy needs of Pakistan.

Chatzimouratidis and Pilavachi [22, 29] revealed that RE
was a preferable solution compared to conventional fuel
power plants. While using AHP and later on PROMETHEE
II to analyze the data, they used 13 criteria that were mostly
related to environmental and social parameters and ex-
cluded economic and technical aspects of power plants.
-eir results showed minor variation from the results found
here. -e outcomes showed that wind, solar PV, and geo-
thermal were the best alternatives for power generation.
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Figure 13: Performance sensitivity for each alternative against every criterion with economic criterion weighting twice compared to
technical, social, and environmental criteria.
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Figure 12: Performance sensitivity for each alternative against every criterion with economic and technical criteria being extremely
important compared to social and environmental criteria.
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Figure 15: Ranking of all technologies assuming environmental criteria twice important compared to technical, economic, and social.
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Figure 16: Environmental criteria overall weight when all the criteria were of equal weights.
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Figure 14: Ranking of all technologies assuming economic criteria extremely important compared to technical, environmental, and social
criteria.
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-ey concluded that burning of oil and coal emissions for
power generation add greatly to health disorders and
mortality and therefore should be avoided.

Amer and Daim’s study was based upon the comparison
among renewable sources; the results showed that wind was
the best alternative, followed closely by solar.-ey used AHP
to analyze their data, which were mainly taken from US and
EU data available on the Internet. -eir results were similar,
with wind topping the renewable list for alternative energy
selection [20]. Stein’s study was based upon nine alterna-
tives, including renewables and nonrenewables. -e power
technologies were ranked by assuming equal weights. Wind
took the top slot, followed closely by solar and hydro.
Biomass was at the very bottom of the list, with coal, oil and
gas; nuclear scored similar to fossil fuels [4].

7. Discussion and Conclusion

Pakistan’s reliance on the use of fossil fuels for generation of
electricity has worsened its position. Too much dependence
on imports of foreign supplies has made it less energy-se-
cure. -e world changed its priorities regarding power
generation long ago from fossil fuels towards much more
reliable and environmental friendly RE sources. It is high
time Pakistan found a consistent and well-designed policy to
achieve a more sustainable, environmentally friendly, and
affordable source for electricity generation as an alternative
to fossil fuels. -is will make the country less dependent on
fossil fuels and protect it from energy insecurity.

-is research gives us an insight into determining the
best possible solution to our current energy crisis by con-
sidering future requirements. A multiperspective exami-
nation for technology appraisal has been used for a variety of
available alternatives inside the country. Five alternatives
were considered: wind, solar, coal, oil, and gas. -e four
most essential criteria (Technical, Economical, Environ-
mental, and Social) for energy generation decision making
were considered. Twelve subcriteria were measured to de-
termine the four main criteria; all the criteria were equally
preferred in their weights. -is led us towards our final goal
of finding the best solution for power generation in Pakistan.

For the first time, actual data from Pakistan’s wind and
solar sectors were used in order to prioritize among the
energy alternatives inside the country. -e data available on
the NEPRA website were used for consideration of tariff and
initial cost of power projects and subcriteria of economic
criteria for wind, solar, and coal-based power plants. -e
capacity factor, a subcriterion of technical criteria for wind
and solar, was taken from the upfront tariff determined by
NEPRA.

-e analysis revealed that RE easily outperformed fossil
fuel power plants by a lengthy margin. Wind power as an
alternative and RE source surpassed every other alternative.
Gas showed good economic standing but the question re-
mains: for how long? Gas is unable to tackle the energy crisis
due to lower production capacity, and with meager re-
sources, this can get worse. Unless more and abundant gas
reservoirs can be explored, it will remain a bad choice for
power generation.-ermal sources cannot be totally ignored

but too much dependence on them should be avoided. -e
overall result calls for decision makers to focus on the RE
sector, chiefly wind energy, as its driving force for future
power generation. -e policies devised to improve the share
of RE mix must not only be maintained but expanded.
Subsidies given to fossil fuels, if they remain necessary, must
be truncated phase-wise to discourage the inclination to-
wards them. Expenditure for fuel imports will be reduced
and can be diverted towards operational cost and towards
new investments prospects to drive more jobs. Wind power
can improve the overall energy security of a country.

Pakistan as a country is highly insecure in terms of
energy due to too-much dependence on fossil fuel power
plants. Every now and then, there is fuel shortage supply to
thermal power plants due to payment issues or problems
faced due to poorer gas supply to the power plants. -is in
turn brings power outages, making the domestic and in-
dustrial customers suffer and affecting the whole business
sphere. -is has had a depressing impact on the industrial
sector, and exports have suffered greatly due to high tariff
rates along with high power outages. Focusing on wind and
other renewables to improve the overall energy mix in the
country will improve energy security. As the contribution of
RE improves in the energy mix, the price of electricity will
becomemore insensitive to the fluctuation in oil prices in the
international market; thus, a steadier electricity price would
be easily maintained. -is gives investors and industrialists
an incentive in the form of a cheaper and steadier tariff
without affecting their productivity, which is usually very
disturbed by power outages. Altogether, this will give
confidence and investment security to customers to work
inside the country.

-e resources in Pakistan will not last forever, and so
investing in RE andmaking the industry stronger will help in
the long run to secure future employment. In addition, the
health of the people can benefit from these technologies,
which can in turn improve the savings and economic status
of the people. Producing energy from renewable sources,
especially wind, will prevent emissions of nonradioactive
gases produced in Pakistan. -is will evidence of the ea-
gerness of the Government to improve its share of RE in the
overall energy mix in accordance with the Kyoto Protocol.

-e FFCEL wind farm project, which achieved a
Commercial Operation Date (COD) on 16 May 2014, has
successfully injected 129GWh of green energy into the
National Grid in its first year of operation. -e average
availability factor for the first four months, i.e., from mid-
May till mid-August 2014, was nearly 88%, which improved
significantly and has been at 99% since October 2014
through to March 2015. If this trend of high availability was
accomplished from the first day of COD, the power gen-
erated would have been significantly higher. -e maximum
availability factor can be easily managed with a quick re-
sponse service team. -e benchmark power for a complete
year for the FFCEL wind farm was calculated to be 143GWh,
which is achievable. It is assumed that the capacity factor can
be above 31% or more if 98–99% of the wind farm avail-
ability factor is achieved. Hence, it can be concluded that the
capacity factor for the wind farm in our sample area of
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Jhimper is much higher than the one assumed by NEPRA for
tariff determination.

Pakistan has vast land areas with wind potential, spread
across all four provinces. -e current focus in wind power is
limited to the Gharro, keti Bandar, and Jhimper wind
corridor, all near the coastal belt of Sindh Province, for
utilizing all the wind power potential at a single place. But
this focus should also be shifted to other parts of the country,
especially towards the wind corridor near Mardan region
and Islamabad. -is will attract many investors who would
find these places more desirable to invest in as being nearer
to the federal capital. On the other hand, wind power
supported with hydro electricity could be a good solution to
tackle the power crisis. Even though hydro power has its own
limitations, it still remains the best option as the most
economical source of power generation. Wind at the
southern region and hydro in the northern region of the
country can be technically sound. By providing two nodes
for the electricity supply system at the two far ends of the
country, the distribution losses along the path can be re-
duced immensely.

Wind energy was followed by solar energy. Solar energy
has been termed equally good, but, due to its higher cost, it has
not enjoyedmuch success around the world. According to the
Annual Energy Outlook 2011, the project initial cost for Solar
PV has been around 4697 $/KW.-is is the highest of all after
nuclear power.-e project’s initial cost considered byNEPRA
for tariff determination is around 1901 $/KW. -is huge
difference in cost remains amystery in itself which needs to be
cleared up. If this initial cost of solar power is true for Pakistan
in all respects, then solar power projects can be much more
economical than previously believed.

7.1. Limitations. Renewable energy offers many advantages
in terms of copious free fuel and ease of use but there are also
limitations to their availability all day long. Even though
wind energy is one of the leading sources of power gener-
ation around the globe, wind power cannot be used as the
only source of power generation and is only successful when
supported by other sources of power generation, preferably
nuclear energy in Pakistan’s case. Wind as an energy source
is never available around the clock. Wind turbine output
varies with the temperature of the surroundings, and the
speed, density, and intensity of wind. Wind is stronger and
often available during summer, but in winter wind stops
blowing hard and is not available as frequently as in summer.
-is makes the capacity factor of a wind farm much lower
compared to other sources of power generation, creating
many barriers to continuous supply of power.
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,e virtual synchronous generator (VSG) technology of inverter is widely used to provide the inertia and damping support for
power system. However, an additional measurement device PLL (phase-locked loop) is required in the virtual synchronous
generator grid connection to track the voltage phase, amplitude, and frequency, which restricts the flexible output of the
distributed power generation system. To tackle this challenge, a method for grid-connected control of virtual synchronous
generator based on virtual impedance is proposed. It is assumed that there is a virtual power exchange between the synchronous
machine and the power grid when the virtual synchronous generator is off-grid, the virtual impedance is developed to calculate the
virtual current, and when the virtual current is zero, the output voltage of the VSG can be synchronized with the voltage of the
power grid, thereby seamlessly switching between off-grid and grid-connected VSG. A semiphysical simulation platform is built
based on RT-LAB; simulation and experimental results show that the proposed grid synchronization control strategy of the VSG
can achieve seamless transform between different VSG modes, which is simpler than the conventional synchronization control,
while having a good active and reactive power tracing performance.

1. Introduction

With the rapid economic development, the problems of
energy crisis and environmental pollution have become
increasingly prominent. Traditional fossil energy is sup-
plemented or replaced by clean energy, which is an im-
portant means to ensure sustainable development in the
energy field. Distributed power generation has gradually
become a new mode of electricity production and renewable
energy consumption due to its efficient, flexible, and friendly
grid connection characteristics. However, a large number of
intermittent and random distributed power sources are
connected to the grid, which greatly increases the complexity
and difficulty of management and control of the grid and has
a major impact on the safe, reliable, and economic operation
of the grid.,e existing distributed power generation system
uses power electronic devices to be integrated into the grid,
which is more flexible than traditional power generation
systems.

However, the conventional grid-connected inverter has a
fast response speed, almost no moment of inertia, and is
difficult to participate in grid regulation. Distributed power
generation systems cannot provide the necessary voltage and
frequency support for the distribution network with dis-
tributed power sources, nor can it provide the necessary
damping effect for the relatively poorly stable microgrid.

,e lack of a mechanism to effectively “synchronize”
with the distribution network and microgrid affects the
friendly compatibility of the distributed power generation
system with the existing power grid. If the grid-connected
inverter has the external characteristics of a synchronous
generator, it will inevitably improve the operating perfor-
mance of the distributed generation system and the
microgrid with the grid-connected inverter. Based on this
idea, researchers have proposed the virtual synchronous
generator (VSG) technology [1]. By changing the external
characteristics of the grid-connected inverter and absorbing
the advantages of the synchronous generator, which ensures
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the stable operation of the system. In 2007, the concept of
virtual synchronization was first proposed by the European
VCYNC project. ,e synchronverter algorithm was first
proposed to realize the modeling of virtual synchronous
generator [2]. In recent years, China has also made out-
standing contributions in improving the stability of dis-
tributed generation systems with virtual synchronous
generators [3].

At present, the technology of virtual synchronous
generator has entered the practical stage. In 2016, the State
Grid Corporation of China transformed the inverter of wind
power generator and photovoltaic power generation system
in the Zhangbei Wind-Solar Storage and Transmission
Demonstration Project to become the largest virtual syn-
chronous generator demonstration project in the world [4].
In the same year, the photovoltaic virtual synchronous
generator developed by the China Electric Power Research
Institute Power Distribution Institute was officially launched
in the Sino-Singapore Tianjin Eco-City. ,e technical
functions of the virtual synchronous generator are basically
realized, and it has entered the optimization phase from
preliminary development stage, but there is still room for
further research at the system-level grid-connected transient
control and application level.

A control strategy of VSG self-synchronous inverter is
proposed to realize VSG no-load self-synchronization grid
connection [5]. ,e microgrid frequency adjustment
method based on virtual synchronous generator is studied to
realize different operation modes of off-grid and grid-
connected [6, 7]. Photovoltaics and energy storage are in-
tegrated based on virtual synchronous generator technology,
realizing photovoltaic power generation friendly dissipation
[8, 9]. ,e charge and discharge control method for DC unit
of virtual synchronous generator was studied, and the op-
timized control method of the state of charge was given
[10, 11]. Wind power grid-connected system based on
virtual synchronous generator was proposed, which realized
the goal of friendly grid connection with frequency response
capability [12]. ,e abovementioned literatures all
researched the application technology of the virtual syn-
chronous generator in the existing distributed power gen-
eration system. In addition, the application of virtual
synchronous generator technology for frequency modula-
tion, voltage regulation, and fault was discussed in the
context of microgrid operation [13, 14]. An electric vehicle
charging method has been proposed based on virtual syn-
chronous generator technology in [15]. A new seamless
transfer method based on the second-order generalized
integrator is proposed in [16], realizing switch from islanded
mode to grid-connected mode smoothly. Single-PLL- and
multi-PLL-based approaches are presented, and through the
PLL presynchronization strategy, the voltage amplitude and
phase angle before VSG grid connection are the same.
However, PLL’s participation in grid voltage lock-in not only
makes the control structure more complex, but also makes it
difficult to guarantee its accuracy and reliability in the weak
grid environment [17–20].

,ese research results have the same basic principles at
the level of the inverter-synchronous generator control

strategy, the difference lies in the application. It can operate
stably in both off-grid and grid-connected operation modes,
and switch of operation mode can be realized without
changing the controller structure. However, the synchro-
nization time of off-grid seamless switch is long and lacks
experimental verification.

In summary, an improved virtual synchronous generator
grid-connection method is proposed to solve the problem
that the extra measuring device in the traditional grid-
connection restricts the flexible output of the distributed
generation system, avoid the problems such as nonlinear,
slow response and difficult parameter design of the PLL, and
realize the more concise and effective VSG smooth grid
connection; meanwhile, a semiphysical verification method
is given.

,is article is organized as follows.,e equivalent model
of virtual synchronous generator on-grid is given, the
principle and the equations are illustrated and deduced in
Section 2. ,e proposed synchronization control strategy of
virtual synchronous generator based virtual inertia control is
presented in Section 3. Simulations are carried out in
MATLAB/Simulink to verify the validity of the proposed
method in Section 4. In Section 5, RT-LAB hardware-in-the-
loop simulation platform was built to verify the effectiveness
of the control strategy mentioned in this paper. Various
operating conditions with islanded mode, seamless
switching, and grid-connected are presented. Finally, the
conclusion is given in Section 6.

2. Equivalent Model of Virtual Synchronous
Generator On-Grid

If the virtual synchronous generator is equivalent to a
voltage source, the equivalent circuit of single-phase virtual
synchronous generator grid connection system is shown in
Figure 1, where e is the excitation voltage of a virtual
synchronous generator, E is the virtual synchronous gen-
erator excitation voltage amplitude, i is the output current of
virtual synchronous generator, XS is the line impedance, ug

is the grid voltage, Ug is the amplitude of grid voltage, αg is
the phase angle of the grid voltage, and α is the phase angle of
the excitation voltage of VSG.

,e active power transmitted by the virtual synchronous
generator is shown in the following equation:

P �
3UgE

2Xs

sin α − αg􏼐 􏼑,

δ � α − αg,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(1)

where δ is the virtual power angle.
,e transmission of reactive power by the virtual syn-

chronous generator is shown by

Q �
3Ug E cos α − αg􏼐 􏼑 − Ug􏽨 􏽩

2XS

. (2)

When the virtual synchronous generator is connected to
the grid, the frequency, phase, and amplitude of the output
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voltage should be close to the grid voltage, which is
expressed by

f − fg

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤fmin,

E − Ug

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤Umin,

α − αg

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌≤ αmin,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

where f, E, and α are the voltage frequency, amplitude, and
phase of the virtual synchronous generator, respectively, g

subscript is the grid side variable, min subscript is the set
safety threshold, and the safety thresholds fmin, Umin, and
αmin in the optimal grid-connected case are zero.

From equations (1) and (2), it can be seen that the power
transmission equation of virtual synchronous generator
grid-connected mainly depends on the voltage amplitude
and phase angle; that is, to meet the requirements of smooth
grid-connected, the safety threshold should meet the re-
quirements of the following equation:

Umin � 0,

αmin � 0.
􏼨 (4)

Substituting equations (3) and (4) into equations (1) and
(2), the following equation is obtained:

P � 0,

Q � 0.
􏼨 (5)

It can be seen that the synchronization of the virtual
synchronous generator to the grid can be understood as that
the active power and reactive power transmitted by the
virtual synchronous generator to the grid are zero.

,e output power of the virtual synchronous generator is
deduced under the assumption that the virtual synchronous
generator is connected to the grid, but the actual situation is
that the virtual generator is off-grid and has no output power
under the no-load state. In order to give the control strategy
of virtual synchronous generator with zero output power, a
virtual power exchange between a virtual synchronous
generator and the grid is needed.

3. Synchronization Control Strategy of Virtual
Synchronous Generator

,e virtual synchronous generator is composed of DC power
supply, DC/AC inverter, and filter circuit. ,e DC power
supply can be regarded as the prime mover to provide the
power required by the virtual synchronous generator. ,e

control system of inverter is the core of VSG, which mainly
includes VSG ontology model and control algorithm. ,e
former mainly simulates electromagnetic relationship and
mechanical motion of synchronous generator from mech-
anism, while the latter simulates active frequency modula-
tion and reactive voltage regulation and other characteristics
of synchronous generator from external characteristics.

,e basic equation of virtual synchronous generator is
shown in the following equation:

u � −Ri − Lm

di

dt
􏼠 􏼡 + e,

e � ωMfif
􏽦sin θ,

J
dω
dt

� Tm − Te − Dp ω − ωref( 􏼁,

Te � Mfif(i, 􏽦sin θ),

Q � −ωMfif(i, 􏽦cos θ),

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

where Tm is the virtual mechanical torque, Dp is the virtual
damping coefficient, J is the virtual moment of inertia, Mf is
the mutual inductance coefficient, u and i are the measured
voltage and current, Te is the virtual electromagnetic torque,
if is the virtual excitation current, θ is the electrical angle, e is
the excitation voltage, ω is the angular velocity, ω � dθ/dt,
and ωref is grid synchronization angular velocity. 􏽦sin θ and
􏽦cos θ are defined as follows:

􏽦sin θ �

sin θ

sin θ −
2π
3

􏼒 􏼓

sin θ +
2π
3

􏼒 􏼓

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

􏽦cos θ �

cos θ

cos θ −
2π
3

􏼒 􏼓

cos θ +
2π
3

􏼒 􏼓

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(7)

,e control part mainly includes power-frequency
regulator, excitation regulator, and presynchronization unit,
as shown in Figure 2. ,e output active power P of VSG is
composed of the active power reference value Pref and the
frequency change difference ΔP as follows:

Dp � −
ΔT
Δω
≈ −
ΔP
Δω · ωref

,

P � Pref + Dpωref ωref − ω( 􏼁.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

,e coefficient Dp is also commonly called the P-f droop
control coefficient and is a set value that reflects the active

iXS

GridVSGM

e = E sin α ug = Ug sin αg

Figure 1: Equivalent circuit diagram.
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power-frequency droop control characteristics. Due to the
droop characteristic between active power and frequency,
VSG has the self-synchronization characteristic of trans-
mission generator. When the power grid frequency rate goes
up (down), the VSG automatically reduces (increases) the
active power injected into the grid and participates in the
primary frequency modulation of the large grid.

Similarly, Dq is the reactive power-voltage droop control
coefficient, which reflects the reactive power-voltage droop
control characteristics (Q − U characteristics). Due to the
existence of reactive voltage droop control, the VSG can
participate in the primary voltage regulation of large power
grid; when the voltage amplitude of the power grid is lower
than (higher than) the rated voltage Uref , the reactive power
Q of VSG output is higher than (lower than) the fixed value
of reactive power rate Qref .

Dq � −
ΔQ
ΔU

� −
Qref − Q

Uref − U
. (9)

,e basic control of virtual synchronous generator in-
cludes virtual speed regulation control and virtual excitation
control. Based on the aforementioned mathematical model
of virtual synchronous generator and typical active fre-
quency drooping characteristic, virtual speed regulation

control adopts the double-loop structure of power outer
loop frequency inner loop to simulate the active power-
frequency characteristic, inertia, and damping link of the
synchronous generator. Virtual excitation control does not
involve the abovementioned mathematical model, but
mainly considers the external characteristics of virtual
synchronous generator, so the traditional reactive power-
voltage droop control structure is adopted [21].

In order to connect the virtual synchronous generator to
the power grid smoothly, the traditional control method
needs the special PLL to provide the voltage, frequency, and
phase angle of the power grid to realize the synchronization,
but the PLL is a nonlinear element and it takes time to adjust
the parameters of the PLL. When there are multiple PLL in a
system, these PLL will attempt to interlock, reducing the
performance and stability of the system and increasing the
complexity of the system.

,erefore, in the virtual synchronous generator island/
grid switching process, this paper proposes a virtual syn-
chronous generator presynchronization method based on
virtual impedance; the virtual impedance designed by this
method is to virtualize a power exchange between virtual
synchronous generator and the grid.

Assuming that there is a virtual impedance XV between
the VSG terminal and the power grid, and αg � 0, the output
virtual active power PV of the VSG is

PV �
EUg

2XV

XVCOS φV − αV( 􏼁 −
U

2
g

2XV

COSφV, (10)

where the virtual impedance XV and the virtual impedance
angle φV satisfy

XV �

����������

ωL1( 􏼁
2

+ R
2
1

􏽱

,

φV � arctan
ωL1

R1
􏼠 􏼡.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(11)

,e virtual current can be obtained by dividing the
deviation between e and the grid voltage ug by the virtual
synchronous reactance:

iV �
e − ug

L1s + R1
, (12)

where iV is the virtual current, L1 and R1 constitute the
virtual impedance, R1 is the virtual resistance, and L1 is the
virtual inductance. In theory, the smaller the L1 is, the faster
the system synchronizes. However, when L1 is too small, the
synchronous control process will be shaken, so L1 is gen-
erally slightly smaller than the filter inductance LS.

It can be seen from equation (10) that when the am-
plitude and phase of the VSG output voltage and the grid
voltage are exactly the same, the virtual power PV is equal to
0, so PI closed-loop control of the virtual power is needed to
synchronize the VSG output voltage with the grid voltage.
However, the premise of this method is that the amplitude
and frequency of E and Ug are the same. ,erefore, the
presynchronization control unit based on virtual impedance
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Figure 2: Control diagram of VSG based on virtual impedance.

4 Mathematical Problems in Engineering



and voltage frequency control is designed as shown in
Figure 2, assuming a virtual impedance exists between
virtual synchronous generator output voltage and the grid
voltage, the virtual current can be calculated as shown in
equation (12).

In off-grid state, switch Sa and switch Sc are closed to
make the voltage amplitude and frequency of VSG con-
sistent with the grid, the VSG, and load form a microgrid,
which runs in the V/F mode. ,en switch B1 is closed to
realize the synchronization of the VSG output voltage and
the grid voltage. After the synchronization is completed,
while closing the grid-connected switch, turn off the switch
Sa and Sc, and then VSG is pulled into synchronization by
the grid.

If VSG is running in VF state, Sa and Sc are already
closed, the switch B1 can be closed directly to synchronize
the VSG output voltage with the grid voltage.

In the grid-connected state, the switch B2 is closed, the
real current ig is routed into the controller for normal
operation, and the virtual synchronous generator runs in
grid-connected mode.

4. Simulation Analysis

Based on the above research, this paper uses MATLAB/
Simulink software for simulation verification; the simula-
tions are based on the microgrid configuration in Figure 3,
which operates in islandedmode before t� 0.04 seconds.,e
values of relevant parameters in equations and block dia-
grams of this paper are shown in Table 1.

Comparing the grid connection control method pro-
posed in this paper with the direct interconnection method
of virtual synchronous generator, the simulation results are
in Figure 4.

When the virtual synchronous generator is running with
load, the voltage amplitude and frequency are consistent
with the power grid, and there is a phase difference between
the output voltage of the virtual synchronous generator and
the power grid voltage, as shown in Figure 4.When t� 0.04 s,
direct interconnection will generate a large inrush current. It
adversely affects the stable operation of the virtual syn-
chronous generator and cannot meet the requirements for
smooth grid connection.

Adopting the presynchronization control method based
on virtual impedance, the virtual synchronous generator
tracks the voltage phase of the power grid through

continuous adjustment, as shown in Figure 5, the output
voltage of the virtual synchronous generator is kept in
synchronization with the grid voltage, and there is no inrush
current after the grid connection operation; the island/grid
connection is realized seamlessly.

5. Experimental Verification

RT-LAB hardware-in-the-loop simulation platform was
built to verify the effectiveness of the control strategy
mentioned in this paper [22, 23], which includes a con-
trollable load, a 10 kW·h lithium battery energy storage
system, a 10 kW converter, RT-LAB, and a simulated power
grid, as shown in Figure 6. Among them, RT-LAB is
designed as a virtual synchronous generator controller,
which simultaneously collects the voltage, current, fre-
quency, etc., of the converter and the simulated power grid
and sends out control pulses to form a closed loop. ,e
lithium battery is used as a DC power source, and the lithium
battery plus converter system is a virtual synchronous
generator, which is directly connected to the controllable
load and supplies power to the controllable load. First, the
energy storage virtual synchronous generator and the
controllable load form an isolated microgrid, which runs in
the V/F mode with a frequency of 50Hz. ,e controllable
load suddenly increases by 0.5 kW at t� 6 seconds; then the
virtual impedance strategy is started at t� 9 seconds. ,e
isolated microgrid is connected to the simulated power grid
through a control switch a t� 10 seconds and switches from
off-grid to grid-connected mode.,e experimental results of
the VSG off-grid process are shown in Figures 7–12.

DC
DC

AC

+
–

Virtual synchronous generator

e i

LS RS

u

C Load

PCC Ugrid

Lg Lg

Grid

Figure 3: Simulation system.

Table 1: Simulation parameters.

Symbol Description Values
ugrid Grid voltage 400V
e Excitation voltage 380V
C Filter capacitor 40 μF
LS Filter inductance 0.45mH
RS Filter resistance 0.2Ω
Lg Line inductance 0.1mH
Rg Line resistance 0.02Ω
L1 Virtual inductance 0.2mH
R1 Virtual resistance 0.05Ω
Pload Load power 10 kW
fn Grid rated frequency 50Hz
fc Switching frequency 5 kHz
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According to the test waveforms of the virtual synchro-
nization machine during the off-grid connection, the control
strategy proposed in this paper can achieve synchronization
with the power grid before closing. When the virtual

synchronous generator is running in island mode, the fre-
quency is stable at 50Hz, and the load power is suddenly
increased, causing the frequency to drop at t� 6 s and quickly
recover to 50Hz, effectively reducing frequency fluctuations
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Figure 7: Frequency change of virtual synchronous generator at instant of grid connection.

Time (s)

Ac
tiv

e p
ow

er
 (k

w
)

5

6

4

2

0
6 7 8 9 10 11 12 13 14 15

VSG with virutal impedance
VSG

Figure 8: Comparison of active power response of virtual synchronous generator.

5
–0.5

0

0.5

1

1.5

2

6 7 8 9 10 11 12 13 14 15
Time (s)

Re
ac

tiv
e p

ow
er

 (k
va

r)

VSG with virtual impedance
VSG

Figure 9: Comparison of reactive power response of virtual synchronous generator.

0
–0.5

0

0.5

1

1.5

2 4 6 8 10 12 14 16 18 20
Time (s)

Ac
tiv

e p
ow

er
 (k

W
)

VSG with virtual impedance
VSG

Figure 10: Comparison of active power response of the grid.

Mathematical Problems in Engineering 7



during the switching process at t� 10 s, as shown in Figure 7.
Figures 8–11 show that there is no obvious impact on active
and reactive power of virtual synchronous generator and the
grid when closing at 10 s.

,e control strategy based on virtual impedance can
achieve synchronization with the grid voltage in 0.25 s as
shown in Figure 12, and the circuit breaker is turned on at
t� 10 s, the frequency changes smoothly and then recovers.
Actually, we can close the circuit breaker at any time after
t� 9.25 s without obvious impact.

In the process of grid connection, the impact of active
power and reactive power is significantly reduced, and the
output power is smoothly transitioned to achieve a flexible
grid connection of the distributed power generation system.
At the same time, this paper builds a semiphysical simu-
lation platform through RT-LAB, forms a hardware-in-the-
loop real-time simulation system, completes the inspection
of the controller algorithm strategy, and provides a reference
for the control of the converter’s virtual synchronous
generator.

6. Conclusion

In this paper, a grid synchronization control strategy for
virtual synchronous generator based on virtual impedance is
proposed, which enables the grid-connected inverter to
participate in the voltage amplitude and frequency adjust-
ment of the large grid when it is connected to the grid, and
can operate in V/F mode to supply power to the local load
when off-grid. ,e power tracking and seamless switching
capability of the control strategy are verified by RT-LAB
semiphysical simulation platform.

,e voltage of the virtual synchronous generator can be
synchronized with the power grid by using the controller
itself without the need of PLL, which is simpler and more
effective than the traditional virtual synchronous generator
grid connection method, which avoids the problems of
nonlinearity, slow response, and difficult parameter design
of the phase-locked loop.

As this controller solves the problem that the additional
measurement devices restrict the flexible output of the
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distributed power in the traditional grid connection, this
improves the power grid’s ability to accept distributed power
generation units.

Data Availability

,e data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

,e authors declare that they have no conflicts of interest
regarding the publication of this paper.

Acknowledgments

,is work was supported by the Postdoctoral Science
Foundation Project of China under Grant no. 2019M651144
and the Liaoning Association for Science and Technology
Innovation ,ink Tank Project under Grant no.
LNKX2020ZD03.

References

[1] H. Bevrani, T. Ise, and Y. Miura, “Virtual synchronous
generators: a survey and new perspectives,” International
Journal of Electrical Power & Energy Systems, vol. 54,
pp. 244–254, 2014.

[2] Q. Zhong and G. Weiss, “Synchronverters: inverters that
mimic synchronous generators,” IEEE Transactions on In-
dustrial Electronics, vol. 58, no. 4, pp. 1259–1267, 2010.

[3] L. Yang, J. Gan, C. Xia, Z. Hu, B. Gao, and L. Qu, “Research on
the frequency regulation strategy of virtual synchronous
generator based photovoltaic power plant,” in Proceedings of
the 2018 IEEE 8th Annual International Conference on CYBER
Technology in Automation, Control, and Intelligent Systems
(CYBER), Tianjin, China, July 2018.

[4] B. Tian, X. Mo, Y. Shen, W. Lei, and P. Xu, “Prospect and key
techniques of global energy interconnection zhangjiakou
innovation demonstration zone,” Global Energy Intercon-
nection, vol. 1, no. 2, pp. 153–161, 2018.

[5] Q. Zhong, P. Nguyen, Z. Ma, and W. Sheng, “Self-synchro-
nized synchronverters: inverters without a dedicated syn-
chronization unit,” IEEE Transactions on Power Electronics,
vol. 29, no. 2, pp. 617–630, 2013.

[6] Y. Du, J. M. Guerrero, L. Chang, J. Su, and M. Mao,
“Modeling, analysis, and design of a frequency-droop-based
virtual synchronous generator for microgrid applications,” in
Proceedings of the 2013 IEEE ECCE Asia Downunder, Mel-
bourne, Australia, June 2013.

[7] C. Andalib-Bin-Karim, X. Liang, and H. Zhang, “Fuzzy-
secondary-controller-based virtual synchronous generator
control scheme for interfacing inverters of renewable dis-
tributed generation in microgrids,” IEEE Transactions on
Industry Applications, vol. 54, no. 2, pp. 1047–1061, 2018.

[8] M. Mao, C. Qian, and Y. Ding, “Decentralized coordination
power control for islanding microgrid based on PV/BES-
VSG,” CPSS Transactions on Power Electronics and Applica-
tions, vol. 3, no. 1, pp. 14–24, 2018.

[9] Y. Yu and X. Hu, “Active disturbance rejection control
strategy for grid-connected photovoltaic inverter based on
virtual synchronous generator,” IEEE Access, vol. 7,
pp. 17328–17336, 2019.

[10] J. Fang, Y. Tang, H. Li, and X. Li, “A battery/ultracapacitor
hybrid energy storage system for implementing the power
management of virtual synchronous generators,” IEEE
Transactions on Power Electronics, vol. 33, no. 4, pp. 2820–
2824, 2018.

[11] T. El Tawil, G. Yao, J. F. Charpentier, and M. Benbouzid,
“Design and analysis of a virtual synchronous generator
control strategy in microgrid application for stand-alone
sites,” IET Generation, Transmission & Distribution, vol. 13,
no. 11, pp. 2154–2161, 2019.

[12] Y. Ma, W. Cao, L. Yang, F. F. Wang, and L. M. Tolbert,
“Virtual synchronous generator control of full converter wind
turbines with short-term energy storage,” IEEE Transactions
on Industrial Electronics, vol. 64, no. 11, pp. 8821–8831, 2017.

[13] J. Liu, Y. Miura, H. Bevrani, and T. Ise, “Enhanced virtual
synchronous generator control for parallel inverters in
microgrids,” IEEE Transactions on Smart Grid, vol. 8, no. 5,
pp. 2268–2277, 2017.

[14] L. Chen, G. Li, H. Chen et al., “Investigation of a modified
flux-coupling-type SFCL for low-voltage ride-through ful-
fillment of a virtual synchronous generator,” IEEE Transac-
tions on Applied Superconductivity, vol. 30, no. 4, pp. 1–6,
2020.

[15] K. Dhingra and M. Singh, “Frequency support in a micro-grid
using virtual synchronous generator based charging station,”
IET Renewable Power Generation, vol. 12, no. 9, pp. 1034–
1044, 2018.

[16] X. Li and G. Chen, “Synchronization strategy for virtual
synchronous generator based energy storage system,” in
Proceedings of the IECON 2019-45th Annual Conference of the
IEEE Industrial Electronics Society, Lisbon, Portugal, October
2019.

[17] I. J. Balaguer, Q. Lei, S. Yang, U. Supatti, and F. Z. Peng,
“Control for grid-connected and intentional islanding oper-
ations of distributed power generation,” IEEE Transactions on
Industrial Electronics, vol. 58, no. 1, pp. 147–157, 2011.

[18] T.-V. Tran, T.-W. Chun, H.-H. Lee, H.-G. Kim, and
E.-C. Nho, “PLL-based seamless transfer control between
grid-connected and islanding modes in grid-connected in-
verters,” IEEE Transactions on Power Electronics, vol. 29,
no. 10, pp. 5218–5228, 2014.

[19] J. Wang, N. C. P. Chang, X. Feng, and A. Monti, “Design of a
generalized control algorithm for parallel inverters for smooth
microgrid transition operation,” IEEE Transactions on In-
dustrial Electronics, vol. 62, no. 8, pp. 4900–4914, 2015.

[20] J. Wu and C. Li, “Virtual synchronous generator control of
VSC-HVDC system based on MMC of hybrid topology,”
Mathematical Problems in Engineering, vol. 2020, Article ID
6487135, 8 pages, 2020.

[21] K. Shi, W. Song, H. Ge, P. Xu, Y. Yang, and F. Blaabjerg,
“Transient analysis of microgrids with parallel synchronous
generators and virtual synchronous generators,” IEEE
Transactions on Energy Conversion, vol. 35, no. 1, pp. 95–105,
2020.

[22] Q.-C. Zhong, G. C. Konstantopoulos, B. Ren, and M. Krstic,
“Improved synchronverters with bounded frequency and
voltage for smart grid integration,” IEEE Transactions on
Smart Grid, vol. 9, no. 2, pp. 786–796, 2018.

[23] K. Wang, X. Feng, J. Pang, J. Ren, C. Duan, and L. Li, “State of
charge (SOC) estimation of lithium-ion battery based on
adaptive square root unscented Kalman filter,” International
Journal of Electrochemical Science, vol. 15, no. 9, pp. 9499–
9516, 2020.

Mathematical Problems in Engineering 9



Research Article
Optimization Control Strategy for Islanded Parallel Virtual
Synchronous Generators

Hailin Hu ,1,2 Fu Feng ,1 Tao Wang ,1 Xiaofeng Wan ,3 and Xiaohua Ding 3

1School of Electrical Engineering and Automation, Jiangxi University of Science and Technology, Ganzhou 341000, Jiangxi, China
2Maglev Engineering Research Center, National University of Defense Technology, Changsha 410005, Hunan, China
3School of Information Engineering, Nanchang University, Nanchang 330031, Jiangxi, China

Correspondence should be addressed to Hailin Hu; jackyhhl@163.com

Received 13 July 2020; Accepted 13 August 2020; Published 19 October 2020

Guest Editor: Kai Wang

Copyright © 2020 Hailin Hu et al. )is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Virtual Synchronous Generators (VSGs) can reduce the frequency and power oscillation in the grid. For parallel multi-VSGs in
island microgrid, the differences of equivalent output impedance and line impedance affect the orderly sharing of reactive
power and restraining of circulating current greatly. )e power sharing and circulating current characteristics of VSGs are
analyzed in this paper. To solve this problem, an optimization control method for parallel VSGs is proposed, which included
the inner voltage and current loop and the outer reactive power loop. In the inner voltage and current loop, a virtual complex
impedance including a resistive component and an inductive component is introduced. It reduces the coupling between active
power and reactive power, and it reduces the disorderly distribution of power due to impedance differences. In the reactive
power loop, the output voltage feedback and integrator links are adopted, which reduce the deviation of output voltage and
restrain circulating current. )e effects on the equivalent output impedance in the different control parameters and virtual
complex impedance are analyzed, the effects on system stability in the different resistive components of virtual complex
impedance are analyzed, and the proper parameters are selected. Simulation and experimental results show the correctness and
validity of the proposed control method.

1. Introduction

By increasing the inertia and damping links in an active
power control loop, the grid support capability in a weak
grid of virtual synchronous generators (VSGs) is summa-
rized in [1, 2]. When multiple VSGs are operated in parallel,
there are differences in the output voltage, equivalent output
impedance, and connection line impedance of the individual
VSGs, which are caused by the different controller pa-
rameters, nonlinearities in the power devices, differences in
filter parameters, and the distance from the grid connection
point. )ese differences affect the accuracy of power dis-
tribution, increase the fundamental current circulation be-
tween the VSGs, and may cause overcurrent faults [3].
)erefore, it is of great value to study the power distribution
and current circulation suppression between parallel VSGs.
[4, 5].

Focusing on the power distribution problem of parallel
VSGs, in [6], an integral controller is added in the reactive
power loop to eliminate the influence of connection line
impedance on reactive power distribution. However, the
coupling of active and reactive power is not considered. In
[7], a feedforward angular frequency is added to the power
frequency link to realize switching under different operation
modes. A small-signal model and several constraints are
used to optimize the dynamic and static characteristics of the
parameters, but the implementation method is complicated.
In [8], function terms for the power and droop coefficient in
traditional droop control are introduced. )is improved the
dynamic regulation performance, but it did not eliminate the
steady-state error caused by the connection line impedance.
In [9], a new multiloop control strategy is described, the
virtual reactance can be selected according to the external
inductance, but the conturation principle of virtual
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impedance in parallel VSGs is not considered. In [10], a joint
control method for the virtual inductor and external output
inductor is proposed, which is used to improve the appli-
cability of the inverter P-f and Q-V droop control in me-
dium- and low-voltage networks. However, it is difficult to
obtain the external output inductance accurately, and the
method is not practical. In [11], a parallel VSGs control
method based on virtual impedance is proposed. )is ap-
proach improves the excitation link to achieve adequate
control of the AC bus voltage, but the power coupling
problem is not considered. In [12], a consistency-based
parallel VSGs distributed control method is described. Al-
though this enhances the system frequency and active power
characteristics, it requires communication between the
parallel VSGs.

)is paper describes a method that improves the tra-
ditional virtual synchronous power generation technology,
based on analysis of the parallel operation characteristics of
multiple VSGs. )e optimization control strategy includes
the outer reactive power loop and the inner voltage and
current loop. In the inner voltage and current loop, a virtual
complex impedance including a resistive component and an
inductive component is introduced. It reduces the effects on
decoupling between active power and reactive power, and it
reduces the effects on accurate power sharing due to the
impedance difference. In the reactive power loop, the output
voltage feedback and integrator links are adopted, which will
reduce the deviation of output voltage and restrain circu-
lating current.

2. Operating Characteristics of Parallel VSGs

Figure 1 shows the simplified structure of a traditional
parallel VSGs system. For a single VSG, it connects to the AC
bus through the connection line and grid-connected switch.
Zline is the impedance of the connection line, and K is the
grid-connected switch. Zload is the common load, L1 is the
filter inductance, and R1 is the sum of the equivalent internal
resistance of the filter inductance and the equivalent internal
resistance of the power device. UC is the VSG output ca-
pacitor voltage, also known as the terminal voltage. I2 is the
grid-side output current, and I1 is the converter-side
current.

A simple model with two parallel VSGs is shown in
Figure 2. U1 and U2 are the voltage amplitudes of the VSG
bridge arms’ midpoint, E is the AC bus voltage amplitude,Zo

is the equivalent output impedance of the VSG
(Zo � Ro + jXo), and Zline is the connection line impedance
(Zline � Rline + jXline).

)e transmission impedance Z is equal to the sum of the
equivalent output impedance and the connection line im-
pedance, φ is the transmission impedance phase angle, and θ
is the phase angle difference between the bus voltage and the
voltage of the bridge arm’s midpoint. Io and IL represent the
output current of the VSG and load current.

2.1. Analysis of VSG Power Transmission Characteristics.

)e output active power and reactive power of VSG i (i �

1, 2) can be expressed as follows:

Pi �
UiE

Zi

cos θi −
E
2

Zi

􏼠 􏼡cosφi +
UiE

Zi

sin θi sinφi,

Qi �
UiE

Zi

cos θi −
E
2

Zi

􏼠 􏼡sinφi −
UiE

Zi

sin θi sinφi.

(1)

According to (1), the output active power and reactive
power are related to the voltage amplitude and phase angle
difference and are affected by the transmission imped-
ance. By setting the voltage and current control loop
parameters, the equivalent output impedance of the VSG
can be controlled, so that the equivalent output inductive
reactance is much larger than the equivalent output re-
sistive impedance, Xo≫Ro. )e transmission impedance
of different voltage levels has different impedance ratios.
In low-voltage distribution networks, the resistive im-
pedance is much larger than the inductive impedance,
Xline≪Rline. In medium-voltage distribution networks,
Xline ≈ Rline. )is causes the transmission impedance to
exhibit complex characteristics. To decouple the active
power from the reactive power, the transmission im-
pedance is set to be inductive using virtual impedance
technology. )e power transmission is approximately
shown as follows:

DC
source

L1 R1

C

K

Power
calculation

Uc

Voltage and
current control

I1 I2

Zline

VSG
control

I2 Uc

Virtual synchronous generator

VSGi

Zlinei Ki

Zload

SPWM

Figure 1: Structure diagram of parallel VSGs.
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Figure 2: Two VSG parallel models.
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Pi �
UiE

Xoi + Xlinei
θi,

Qi �
E Ui − E( 􏼁

Xoi + Xlinei
.

(2)

From the abovementioned analysis, when the trans-
mission impedance is inductive, the active power trans-
mission is mainly affected by the voltage phase angle,
whereas the reactive power transmission is affected by the
voltage amplitude. [13] )e active power and reactive power
are approximately decoupled.

)e VSG power control equation can be described as
follows:

J
dω
dt

�
P
∗

ωn

−
Pi

ωn

+ Dp ωn − ωi( 􏼁,

Ui � En + Dq Q
∗

− Qi( 􏼁,

(3)

where J is the virtual inertia, P∗ is the reference value of
active power, Pi is the actual output active power, DP is the
damping coefficient, ωn is the rated angular frequency, and
ωi is the virtual angular frequency. Ui is the amplitude of
VSG output voltage, En is the rated voltage amplitude, Dq is
the reactive power droop coefficient, Q∗ is the reference
value of reactive power, and Qi is the actual output reactive
power. Combining equations (2) and (3), the VSG active
power closed-loop control diagram is shown as Figure 3.)e
reactive power closed-loop control diagram is shown as
Figure 4.

)ere is an integral link in the active loop of the virtual
synchronous control strategy; when the VSG runs in the
steady state, the input of the integral link is 0.

Pi � P
∗

+ Dp ωn − ωi( 􏼁. (4)

According to (4), when the transmission impedance of
the VSG is inductive, the active power distribution is related
to the active power command value and the active-frequency
droop coefficient, and active power distribution is not af-
fected by transmission impedance.

For two VSGs with the same rated capacity, as long as the
active power command value and the active-frequency
droop coefficient are equal, the active power can be divided
equally. )erefore, the active power transmission is highly
robust.

Similarly, the VSG output reactive power equation can
be obtained as follows:

Qi �
En − E + Q

∗
Dq􏼐 􏼑 E/Xi( 􏼁

1 + E/Xi( 􏼁Dq􏼐 􏼑
. (5)

According to (5), the reactive power distribution is af-
fected by the droop coefficient, the reactive power reference
value, and the transmission impedance. When the reactive
power of two VSGs with equal capacity is evenly distributed,
the droop coefficients, reactive power setting values, and

transmission impedances of each VSG must be equal. When
the actual system is running, the system interference, the
nonlinearity of the power device, the parameter offset, and
the difference in connection impedance make it difficult to
meet the conditions for the orderly distribution of reactive
power.

2.2.Analysis ofCurrentCirculationCharacteristics of theVSG.
)e output current characteristics of parallel VSGs are
analyzed in the fundamental wave frequency domain.
Equation (6) can be obtained from Figure 2.

U1∠θ1 − Zline1Io1 � E∠0,

U2∠θ2 − Zline2Io2 � E∠0,

Io1 + Io2 � IL � E∠
0

Zload
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(6)

In the abovementioned equations, the transmission
impedance is the sum of the equivalent output impedance
and the connection line impedance, Zi � Zoi + Zlinei. If the
equivalent output impedance and connection line imped-
ance of the two VSGs are equal, the following equation can
be obtained:

Io1 �
U1∠θ1 − U2∠θ2

2Z1
+

E

2Zload
,

Io2 �
U2∠θ2 − U1∠θ1

2Z1
+

E

2Zload
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(7)

When the equivalent output impedance of the VSG is
inductive and the connection line impedance is far less than
the equivalent output impedance, the transmission im-
pedance is approximately equal to the equivalent output
impedance, Zi ≈ Xoi, and the following equation can be
obtained:

P∗ 1/Js

Dp

1/s UiE/Xi Pi

ωn

1/ωn
ωi

θi

ωs

+
+

+

+
+

– –

–

Figure 3: Active power closed-loop control diagram of the VSG.
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Figure 4: Reactive power closed-loop control diagram of the VSG.
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Io1 �
U1∠θ1 − U2∠θ2

2jXo1
+

E

2Zload
� IH1 + IoL1,

Io2 �
U2∠θ2 − U1∠θ2

2jXo1
+

E

2Zload
� IH2 + IoL2.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)

According to equation (8), as the equivalent output
impedance of the two VSGs is inductive and equal and the
connection line impedance is much smaller than the
equivalent output impedance, the output current of the VSG
includes two components: the load current IoL and the
circulation current IH. )e load current is distributed
equally, and the circulating current is determined by the
output voltage amplitude difference, phase difference, and
equivalent output impedance of the parallel VSGs. [13].

)e fundamental circulating current between two VSGs
is defined as follows:

IH �
Io1 − Io2

2
�

U1∠θ1 − U2∠θ2
2jXo1

. (9)

If the virtual voltage amplitude of the VSGs is equal,
there is only a phase difference, and the phase difference will
cause active power circulation, which will transfer active
current circulation from the advanced phase part to the
delayed phase part in the parallel VSGs. If the virtual voltage
phase of the VSG is equal, there is only an amplitude dif-
ference, and the reactive current circulation will flow from
the high-voltage amplitude part to the low-voltage ampli-
tude part. )e output impedance of the VSG with high-
voltage amplitude is inductive, and the output impedance of
the VSG with low-voltage amplitude is capacitive. If both the
amplitude and phase of the output voltages of the two VSGs
are not equal, then the circulating current contains both
active and reactive components [14].

From the analysis of the current circulation character-
istics, it can be seen that the current circulation of the
parallel VSGs is suppressed by achieving the output voltage
and transmission impedance of the two VSGs is equal. )e
suppression of the current circulation can also be realized by
increasing the equivalent output impedance.

3. Optimization Control Strategy of
Parallel VSGs

3.1. Introduction of Virtual Impedance. From the analysis in
the previous section, the active power and the reactive power

are decoupled by setting the transmission impedance to be
purely resistive or purely inductive, and this is the premise of
independent control of active power and reactive power.
Increasing the equivalent output impedance of the virtual
synchronous generator can reduce the current circulation
caused by the difference between the equivalent output
impedance and the connection impedance. To change the
transmission impedance characteristics of the VSG, the
output current of the grid side is used as the feedback, and a
virtual complex impedance consisting of resistance and
inductive components is introduced. )e negative resistive
virtual impedance is used to reduce the resistive component
of transmission impedance, and the transmission impedance
is approximately purely inductive. It can reduce the coupling
of active power and reactive power transmission. )e
positive inductive virtual impedance is introduced, the
transmission impedance increases, and the current circu-
lation caused by differences in the equivalent output im-
pedance and connection line impedance is reduced. After
introducing the virtual complex impedance, the voltage
compensation is shown as follows:

uv d � Rv di2 d − ωLv di2q,

uvq � Rvqi2q + ωLvqi2 d,

⎧⎨

⎩ (10)

where Rvq and Rv d are the virtual impedances in the dq
rotation coordinates. To reduce the resistive component of
the equivalent output impedance, the virtual impedance Rv

takes a negative value, and Lvq and Lv d are the virtual in-
ductive resistances in the dq coordinates [13].

To increase the control precision and control the current
circulation, the voltage-type VSG structure is adopted, and
the terminal voltage control loop is added after the power
control loop. )e structure of the inner voltage and current
control loop with virtual complex impedance is shown as
Figure 5.

In Figure 5, kuP and Kui are the proportional (P) and
integral (I) gains of the voltage-loop PI controller, kiP is the
proportional gain of the current inner loop, kPwm is the
converter gain, Zv(s) is the virtual complex impedance
(Zv(s) � Rv + Lvs), u∗ is the voltage-loop voltage command
value, u∗v is the voltage-loop reference value after intro-
ducing the virtual impedance, u is the output voltage, i1 is the
converter-side current, and i2 is the grid-side output current.
A mathematical model of the output voltage can be estab-
lished according to Figure 5. When the virtual impedance is
not introduced, it can be written as follows:

CsU(s) � U
∗
(s) − U(s)( 􏼁

kup + kui

s
􏼠 􏼡 − I2(s) + U(s)Cs( 􏼁􏼢 􏼣kipkpwm − U(s) −

L1s + R1( 􏼁I2(s)􏼉

L1s + R1
􏼨 􏼩. (11)
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Equation (11) can be transformed into the following
equation:

U(s) �
kipkpwm kups + kui􏼐 􏼑􏽨 􏽩U

∗
(s)

L1Cs
3

+ kipkpwm + R1􏼐 􏼑Cs
2

+ kipkpwmkup + 1􏼐 􏼑s + kipkpwmkui

,

−
L1s

2
+ kipkpwm + R1􏼐 􏼑s􏽨 􏽩I2(s)

L1Cs
3

+ kipkpwm + R1􏼐 􏼑Cs
2

+ kipkpwmkup + 1􏼐 􏼑s + kipkpwmkui

.

(12)

It is equivalent to the following equation:

U(s) � G(s)U
∗
(s) − Zo(s)I2, (13)

where G(x) is the equivalent closed-loop voltage gain and
Z0(s) is the equivalent output impedance. )ese terms can
be written as follows:

G(s) �
kipkpwm kups + kui􏼐 􏼑􏽨 􏽩

L1Cs
3

kipkpwm + R1􏼐 􏼑Cs
2

+ kipkpwmkup + 1􏼐 􏼑s + kipkpwmkui􏽨 􏽩
,

Zo(s) �
L1s

2
+ kipkpwm + R1􏼐 􏼑s􏽨 􏽩

L1Cs
3

+ kipkpwm + R1􏼐 􏼑Cs
2

+ kipkpwmkup + 1􏼐 􏼑s + kipkpwmkui􏽨 􏽩
.

(14)

After adding the virtual impedance, the following
equation can be obtained:

Uv
∗
(s) � U

∗
(s) − Zv(s)I2(s). (15)

Substituting (16) into (13) gives

U(s) � G(s) U
∗

− Zv(s)I2􏼂 􏼃 − Zo(s)I2,

� G(s)U
∗

− G(s)Zv(s) + Zo(s)􏼂 􏼃I2,
(16)

where G(s)Zv(s) + Z0(s) is the equivalent output imped-
ance after adding the virtual complex impedance and Z0′(s)

is shown as the following equation:

Z0′ (s) � G(s)Zv(s) + Zo(s). (17)

According to equation (15) and the parameters in Ta-
ble 1, the equivalent output impedance can be illustrated
using a Bode diagram without the added virtual impedance.
Figure 6 is the equivalent output impedance Bode diagram
for Kui � 0, 100, 500, and 1000. It can be seen that when
Kui � 0, the low-frequency equivalent output impedance is
resistive, and it is the complex impedance characteristic at
the fundamental frequency. When Kui � 500, the equivalent
output impedance is inductive at the fundamental fre-
quency. )e larger the value of Kui, the wider the frequency

band that belongs to the inductive output impedance. After
the introduction of the virtual inductive impedance Lv, the
equivalent output impedance is inductive at low and fun-
damental frequencies.)e fundamental output impedance is
approximately equal to the virtual inductive impedance Lv,
which weakens the effect of changes in the filter inductance
parameters on the output impedance. )erefore, the
equivalent output impedance at the fundamental frequency
can be designed by introducing a virtual complex impedance
to match the impedance of the parallel VSGs, and the aim of
improving power distribution accuracy and current circu-
lation suppression can be achieved.

When selecting the virtual negative impedance Rv, the
power decoupling and system stability requirements must be
comprehensively considered. After introduction of the
virtual impedance, the equivalent output impedance of the
VSG at the fundamental frequency is approximately equal to
the virtual impedance, so the transmission impedance at the
fundamental frequency is given as follows:

Z(s) � Zv(s) + Zline(s) � Rline + Rv( 􏼁 + s Lline + Lv( 􏼁.

(18)

)e formula Rv � −Rline is established, and active power
and reactive power transmission can achieve decoupling.

ukip kpwm
1

L1s + R1

1
Cs

Zv(S)

i1

i2

ic
u∗

vu∗

kup + kui/S
+ ++ +

– – –

––

Figure 5: Voltage and current loop structure after adding virtual impedance.
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)e resistive component of transmission impedance has
a damping effect on nonfundamental frequency distur-
bances. In the resistive component of transmission im-
pedance setting, both the power decoupling and the
nonfundamental frequency stability should be taken into
consideration. )e equivalent output impedance of the VSG
after introducing the virtual impedance can be expressed as
follows:

Z(s) � Zo
′(s) + Zline(s),

� G(s)Zv(s) + Zo(s) + Zline(s).
(19)

)e relationship between the output harmonic current
id(s) and the voltage disturbance ud(s) is shown as follows:

id(s)

ud(s)
�

1
Z(s)

� Y(s). (20)

)erefore, the stability of the system can be analyzed by
identifying the distribution of the characteristic roots of the
characteristic equation. Combining (17), (18), and (20), the
following equation can be obtained:

Y(s) �
T(s)

Llines + Rline( 􏼁T(s) + kipkpwm kups + kui􏼐 􏼑 Lvs + Rv( 􏼁 + L1s
2

+ kipkpwm + R1􏼐 􏼑s􏽨 􏽩
,

T(s) � L1Cs
3

+ kipkpwm + R1􏼐 􏼑Cs
2

+ kipkpwmkup + 1􏼐 􏼑s + kipkpwmkui.

(21)

When Rline � 0.5Ω and Lline � 0.4mh, according to the
parameters in Table 1, the root locus of Y(s) with respect to
Rv is shown in Figure 7. )e pole S1 determines the stability
of Y(S). As Rv increases, S1 moves to the right of the
complex plane and reaches the origin when Rv � −0.5Ω.
)erefore, |Rv| should not be too large, it should be kept at a
certain difference with Rline, so as S1 has a certain distance
from the imaginary axis, and the system has a certain
stability margin.

3.2. Reactive Power Loop Improvement. From the analysis in
the previous section, it is known that the transmission of
active power and reactive power is decoupled, when the
transmission impedance of the VSG is inductive. Due to the
integration link in the active power loop, the active power

allocation of the parallel VSGs is related to the active power
reference value and the active power droop coefficient, and it
is not affected by the transmission impedance. )e reactive
power distribution is affected not only by the droop coef-
ficient but also by the reactive power reference value and the
transmission impedance. At the same time, the load voltage
fluctuates because of the load fluctuation and the droop
characteristics of the reactive power loop.)e fluctuations of
load voltage can be restrained, and the output voltage can be
stabilized within a certain range by introducing a negative
feedback link Ke(E∗ − E) in the reactive power loop (here,
Ke is the feedback coefficient, E∗ is the reference value of the
load voltage, and E is the actual value of the load voltage).
)e integral link is introduced into the power loop, and it
achieves the decoupling of reactive power and transmission
impedance.

Table 1: VSG parameters.

Parameter/unit Value
L1/mh 5
R1/Ω 0.1
C/uf 10
Zline/Ω 0.5 + 0.06j
Lv/mh 1
kup 0.3
kui 600
kip 2
kpwm 250
Rv/Ω −0.4
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Figure 6: Equivalent output impedance Bode diagram with no
virtual impedance.
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)e improved reactive power control loop structure is
shown in Figure 8. When the system is stable, the input of
the integration link is 0.)e expression of power and voltage
is shown as follows:

Dqi Qi − Q
∗

( 􏼁 � Ke E
∗

− E( 􏼁. (22)

From equation (22), it can be determined that the re-
active power distribution is related to the droop coefficient,
reactive power reference value, and voltage feedback
coefficient.

It is independent of the transmission impedance. As long
as the voltage feedback coefficients are equal and the reactive
power reference value and droop coefficient are set in inverse
proportion to the rated capacity, the ordered distribution of
reactive power can be achieved [15, 16].

3.3. Structure of Optimization Control Strategy. A structure
diagram of the inner voltage and current control loop is
shown in Figure 9. )e terminal voltage is controlled in the
synchronous rotating coordinate system.

)e terminal voltage loop adopts the PI regulator, the
current loop adopts the P regulator, and the decoupling
compensation is added to the controller to eliminate the
cross coupling of the dq-axis voltage and current, and it

improves the system dynamic performance. In the figure, the
subscripts “d” and “q” indicate the synchronous rotation dq
coordinates, Uc dq and il dq are the terminal voltage and

Q∗ QiDqi

E

E/Xi1/s

Ke
E∗

E

Ui+

+

+ +

–

–

–

Figure 8: Improved virtual synchronous reactive power-voltage
control block diagram.
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converter-side current in the synchronous rotation dq co-
ordinate system, and ω is the virtual electrical angular
frequency of the VSG [17, 18].

)e improved control strategy of parallel VSGs is illus-
trated in Figure 10. In the figure, L1 is the output filter inductor,
R1 is the sum of the internal resistance of the filter inductor and
the internal resistance of the power device, C is the filter ca-
pacitor, and Lline and Rline are the connection line impedances.
i1abc is the inductor current on the converter side, i2abc is the
load current, and ucabc is the voltage of capacitor.

)e instantaneous power P and Q calculation formulas
are shown as equation (23), and the reference value U∗ of the
midpoint voltage of the bridge arm is obtained by the im-
proved power loop.

P � 1.5 ucdi2d + ucqi2q􏼐 􏼑,

Q � 1.5 ucdi2 d − uc di2q􏼐 􏼑,

⎧⎪⎨

⎪⎩
(23)

whereUc d andUcq are the d and q coordinate components of
the filter capacitor voltage Uc, while i2d and i2q are the d and
q coordinate components of the load current i2.

Ignoring the role of the filter capacitor C, the rela-
tionship among the bridge midpoint voltage, terminal
voltage, and output current of the converter side is given
by equation (24). )e relationships between voltage and
current in the dq coordinate system are given by equations
(25) and (26) [11].

ucabc � uabc − R1i1abc − L1
di1abc

dt
, (24)

uc d

ucq

􏼢 􏼣 �
ud

uq

􏼢 􏼣 − Y
− 1 i1 d

i1q

􏼢 􏼣, (25)

Y �
1

R
2
1 + X

2
1

R1 X1

−X1 R1

⎡⎢⎢⎣ ⎤⎥⎥⎦,

ud

uq

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦ �
E cosφ

E sinφ
⎡⎢⎢⎣ ⎤⎥⎥⎦,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(26)

where i1d and i1q are the output currents of the converter side
in the dq coordinate system, Ud and Uq are the dq-axis
components obtained by dq decomposition of the midpoint
voltage of the bridge arm using the terminal voltage vector
orientation, Ucd and Ucq are the dq-axis components of the
terminal voltage, Y is the filter impedance matrix, and X1 is
the inductive reactance (X1 � ωL1). )e phase angle φ
represents the phase angle difference between the bridge
midpoint voltage vector and the terminal voltage vector,
which is equal to the integral of the difference between the
virtual rotor angular velocity ω and the terminal voltage
electrical angular velocity ωc of the virtual synchronous
control [18].

)e reference value of the terminal voltage under the
synchronous rotation coordinates is shown as equation (25).
)e terminal voltage is sent to inner the voltage current

control loop to get the modulation voltage, the control signals
of power components are obtained through sinusoidal pulse
width modulation, and power equipartitioning and circu-
lating current suppression of the parallel VSGs are realized.

4. Simulation and Experiment

)emodel of two parallel VSGs is constructed in theMatlab/
Simulink environment to verify the effectiveness of im-
proved control strategy. )e main parameters are listed in
Table 2. )e total simulation time of the system is 2 seconds.
From the start to 0.6 s, the first VSG runs alone, the other
VSG is connected at 0.6 s, and the first VSG exits at 1.2 s.

Figure 11 shows the simulation results of the voltage,
current, and circulating current when two parallel VSGs are
running with the traditional control strategy and the im-
proved control strategy.

Figure 12 shows the output power results of two VSGs
with optimization control strategy.

Due to the influence of impedance differences, the cir-
culating current of parallel VSGs with traditional control
strategy is relatively large, and the reactive power equi-
partitioning cannot be achieved.

)e dynamic current dividing response time of the
improved control strategy is shorter, the amplitude of the
circulating current is smaller in the steady state, and the
effect of reactive power distribution is significantly
improved.

)e experimental platform of two parallel VSGs is shown
in Figure 13, and the main parameters of the experiment are
presented in Table 3. In the parallel VSGs experiment, the
public load is 3 kW. During the experiment, an inverter
works alone at the beginning, and another VSG is connected
after a while.

Figure 14 shows the output current and circulating
current waveforms of two parallel VSGs with the traditional
control strategy and the improved control strategy. Com-
pared with the traditional control strategy, the improved
control strategy can respond more quickly, and the circu-
lating current is smaller.

Table 2: System simulation parameters.

Parameter/unit Value
Udc/V 600
U/V 380
J, Dp 0.05, 15
Dq 480
P∗/kW 9
Q∗/kvar 6
Lv/mh 1
P0/kW 4
Q0Q0/kvar 3
L1/mh, R1/Ω 5, 0.1
L2/mh, R2/Ω 4.8, 0.1
Zline1/Ω 0.45 + 0.06j
Zline2/Ω 0.55 + 0.07j
Rv/Ω −0.2
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Figure 11: Output voltage, current, and circulating current of two parallel VSGs: (a) traditional virtual synchronization control strategy;
(b) improved virtual synchronization control strategy.
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5. Conclusions

In this paper, the problems of power equipartitioning and
circulating current suppression in the parallel operation mode
of VSGs were studied. )e conclusions and requirements for
future work are as follows.

(1) When multiple VSGs are connected in parallel, the
resistance and inductance characteristics of the
transmission impedance cause the coupling be-
tween reactive power and active power. )e re-
active power distribution is affected by the droop
coefficient, the reactive power reference value, and
the transmission impedance. )e current circu-
lation of the parallel VSGs is affected by the de-
viation of output voltage and the value of
transmission impedance.

(2) )e virtual complex impedance including a re-
sistive component and an inductive component is
introduced into the inner voltage and current
control loop. It reduces the coupling between
active power and reactive power, and it reduces
the disorderly distribution of power due to im-
pedance differences. )e load voltage control loop
and integral part are introduced in the reactive
power link of the VSG, which reduce the deviation
of output voltage and restrain circulating current.

(3) According to the comparative analysis of the in-
fluence of control parameters and virtual complex
impedance on the equivalent output impedance, the
control parameters and virtual complex impedance
are selected.
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[7] Z. P. Lü, J. Su, R. Li, and H. Liu, “New power control strategy
on paralleled micro-source inverters with different power
levels,” Transactions of China Electrotechnical Society, vol. 28,
no. 7, pp. 191–198, 2013.

[8] Y. Du, J. H. Su, L. C. Zhang et al., “A mode adaptive frequency
controller for microgrid,” Proceedings of the Chinese Society of
Electrical and Electronics Engineers, vol. 33, no. 19, pp. 67–75,
2013.

[9] J. Yao, H. B. Du, T. Zhou et al., “Improved droop control
strategy for inverter parallel operation in micro-grid,” Power
System Technology, vol. 39, no. 4, pp. 932–938, 2015.

[10] M. R. Zhang, Z. C. Du, and S. B. Wan, “Research on droop
control strategy and parameters selection for microgrids,”
Transactions of China Electrotechnical Society, vol. 29, no. 2,
pp. 136–144, 2014.

[11] H. Zhang, F. Wan, X. Q. Li, and F. Yang, “Impedance
matching strategy for parallel virtual synchronous genera-
tors,” Automation Electric Power System, vol. 42, no. 9,
pp. 69–74, 2018.

[12] L. J. Chen, Y. Y. Wang, T. W. Zhang, and T. Y. Chen,
“Consensus-based distributed control of parallel-connected
virtual synchronous generator,” Control =eory & Applica-
tion, vol. 34, no. 2, pp. 1084–1091, 2017.

[13] Q. H. Zhang, A. Luo, Y. D. Chen, and C. Peng, “Analysis of
output impedance for parallel inverters and voltage control
strategy,” Transactions of China Electrotechnical Society,
vol. 29, no. 6, pp. 98–105, 2014.

[14] Y. D. Chen and A. Y. Luo, “Circulating current analysis and
robust droop multiple loop control method for parallel in-
verters using resistive output impedance,” Proceedings of the
Chinese Society of Electrical and Electronics Engineers, vol. 33,
no. 18, pp. 18–29, 2013.
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