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When a disruption caused by human or environmental accident occurs in production systems, it may cause a shortage of the
supply, and thus the buyers’ procurement behaviors will be influenced.+is paper studies a supply chain comprised of a buyer and
two types of suppliers: one is cheap but unreliable and the other is reliable but expensive. If there is a major disruption, the
unreliable supplier may not be able to fully satisfy the buyer’s order, despite the fact that it exerts additional effort to rebuild
capacity; at the same time, the reliable supplier cannot fulfill extra orders from the buyer due to capacity constraints. In this way,
the buyer should strategically allocate its order between the two types of suppliers by offering different contracts at the very
beginning, and then the unreliable supplier chooses its optimal restoration effort according to the contract if a disruption occurs.
+e model is built based on the real-life cases such as Walmart and Apple such that it is the buyer who determines the wholesale
price of the unreliable supplier’s products. +e results show the optimal contracts provided by the buyer under different cir-
cumstances, which aims to help managers design their contracts under disruption risks to maximize the company’s profit.

1. Introduction

It is common to observe a variety of disruptions occurring in
global supply chain, and thus firms are exposed to risks and
uncertainties [1]. +e disruption can be attributed to various
factors such as natural disasters, financial bankruptcy, gov-
ernment policy, and human factors. When a disruption
happens, firms would be quite passive if they did not prepare
backup plans. For example, two deadly earthquakes that
happened in Southern Japan halted Sony’s production of image
sensors in 2016. +is affected the procurement of its major
customers, and, thus, for instance, Apple had to postpone the
supply of its new iPhone while Samsung shifted to alternative
suppliers at a much higher price although its production
process is not affected (“Japan Quakes Close Sony Factory
Making Key iPhone Part,” Fortune, 16 April, 2016, https://
fortune.com/2016/04/16/japan-quakes-disrupt-sony-image-
sensors-apple-iphones/, accessed on January 2020). More
recently, a series of actions have been taken by Apple to
mitigate the effects of possible disruptions: execs from Apple,
together with representatives from Google, Microsoft, and
Amazon, visited Korea to ensure consistent supplies of critical

chips, which might be affected by the trade war between Japan
and Korea; and, considering the disruption risk caused by the
US-China trade war, Apple has planned to shift 15% to 30%
production out of China to reduce its dependence on Chinese
suppliers (“Apple Execs Rush to Samsung in Korea Fearing
Disruption in iPhone Chip Supplies,” iGeeksBlog, 20 July,
2019, https://www.igeeksblog.com/apple-execs-rush-samsung-
iphone-chip-supplies-135428/, accessed on January 2020).

Although it is more efficient to procure from a single
supplier aiming at developing long-term relationship, firms
tend to diversify their sources to prevent supply disruption
in practice. A classic case regarding two famous mobile
communication producers shows the benefits brought by
diversifying procurement sources. In March 2000, a Philips
Semiconductor plant has been shut down due to a sudden
fire caused by lightning in Albuquerque, NewMexico, for six
weeks. +is leads to a shortage of components for both
Ericsson and Nokia, but the situations of the two companies
are very different. Although Nokia has lost all of the supply
from the Philips plant, it was able to source from alternative
suppliers by temporarily increasing their production and
thus suffered little financial loss at last. However, Ericsson
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did not have backup suppliers to shift supply, so it eventually
lost at least 400 million dollars in potential revenue [2]. To
adopt multisource strategy, some critical decisions need to
be determined by firms at the very beginning, such as how
many suppliers to choose and how many quantities to
procure from each of them. +e common practice is to
source the majority of products from one or two major
suppliers which provide favorable terms and the minority
from other small suppliers, just as Samsung and Nokia do.

+e fact is if firms are sufficiently powerful, they can
procure products at the prices they are pleased of. For ex-
ample, more than 450 US companies competed to provide
750 products in the stores of Walmart nationwide in 2016,
and only some of them won the chance to get into the stores.
+e unequal power in the supply and demand relationship
betweenWalmart and its suppliers adds bargaining power to
Walmart. +us, it is Walmart’s decision to set the final
wholesale price based on the cost structure of the product,
which requires the suppliers to eliminate excess costs (“Amy
Feldman, “What It Takes To Sell To Walmart: A Senior
Buyer Tells All,” Forbes, 11 May, https://www.forbes.com/
sites/amyfeldman/2017/05/11/what-it-takes-to-sell-to-walmart-
a-senior-buyer-tells-all/#25ef71e5352b, accessed on January
2020). Other large companies such as Costco, Amazon, and
Apple are similar to Walmart when bargaining with their
suppliers on price. +e suppliers can choose to accept the
prices offered by those big names or they can leave. Most
suppliers will choose to stay considering the large volume
and reputation provided by big companies. +us, the pro-
curement decisions of those companies become how many
suppliers to choose and which wholesale price and order
quantity to provide to each of the suppliers.

Based on the above background, this paper aims to study
the optimal procurement strategy of a powerful firm (re-
ferred to as “buyer”). Basically, the buyer can source from
two types of suppliers, reliable but expensive ones and
unreliable ones which may suffer production disruptions.
+e buyer has to decide which type of suppliers to partner
with and how many quantities to procure at what wholesale
price. In all, there are three possible strategies: procuring
from the reliable suppliers only, sourcing from the unreliable
ones only, and ordering from both types of suppliers. +e
buyer chooses the best answer by making a tradeoff between
the profit and the risk. We are interested in which strategy
would be the optimal choice for the buyer when the risk of
production disruption exists. +e remainder of this paper is
organized as follows: Section 2 summarizes the relevant
literature, Section 2 provides the model description, and
optimal results are given in Section 4. Section 5 provides a
numerical study. Conclusion is presented in Section 6.

2. Literature Review

+e management of supply disruption has long been an
interesting topic for both researchers and practitioners in the
Operations Management field. We may refer to Vakharia
and Yenipazarli [3] for an excellent review of relevant lit-
erature, Snyder et al. [4] for a summary for OR/MS models
used in the study of supply chain disruption, and Ivanov

et al. [5] for quantitative tools used in supply chain dis-
ruption recovery.

To fight against supply disruption, which is modeled as
an all-or-nothing yield model, supply diversification is a
useful strategy [6, 7]. Other operational tools include
multiple sourcing [6, 8], improvement in reliability and
process (Liu et al. [9] andWang et al. [10]), and cost-sharing
mechanism [11]. Iyer et al. (2005) studied the supplier’s
optimal contract structure and explored the impact of an
alternate supplier in a supply chain consisting of a mo-
nopolist supplier and multiple buyers. By conducting a
detailed study, Tomlin [12] considers firm characteristics
such as risk tolerance and supplier characteristics such as
percentage uptime, disruption length, capacity, and flexi-
bility to study the supply disruption management problem.
+ey provide various strategies adopted by buyers to manage
supply disruption risk, including investment in inventory,
cooperation with multiple suppliers, and preparation for
backup orders to alternative suppliers. Hu et al. [13] study
how a buyer can use incentive mechanisms to motivate a
supplier’s investment in capacity restoration and compare
this approach with the traditional approach of diversifying
part of the order to an expensive but reliable supplier. Chen
et al. [14] compare two incentive mechanisms, i.e., providing
financial subsidy and adjusting the wholesale price(namely,
direct and indirect contract, respectively) and study their
effects on the supplier’s investment behavior.

A lot of factors are involved in the study for supply
disruption. Gupta et al. [15] consider competition in the
buyer level and find that both supply disruption and pro-
curement times will affect the buyers’ procurement deci-
sions. Ray and Jenamani [16] analyze the uncertainty from
both the supply side and the demand side, providing the
optimal order allocation to hedge against supply disruption
risk. Besides all-or-nothing supply, Tang et al. [17] involve
partial disruption and find that subsidy is preferred in all-or-
nothing setting, while both subsidy and order inflation are
optimal in partial disruption setting. Tsai [18] proposes a
dynamic sourcing strategy that helps managers determine
the optimal number of suppliers required in different sce-
narios. Based on amultitier supply chain structure, Ang et al.
[19] explore the interactions between the manufacturer and
suppliers and show that the degree of overlap in the supply
chain may impact the optimal strategies of both manufac-
turer and tier 1 supplier. A series of articles analyze the
supply chain coordination under supply disruption risks
[20–22]. Specifically, Sawik [23] provides the stochastic and
deterministic approaches to coordinate the supply chain and
finds that the stochastic approach offers a more diversified
supply portfolio which helps deal with a variety of scenarios.

Although managers know clearly the impact of supply
chain disruptions, they actually have done little to prevent
the incidents and corresponding effects [24]. Chopra and
Sodhi [25] thus remind managers to notice the disruption
risk when they pursue cost efficiency by providing feasible
advices on real actions. Based on the real situation of the
Chinese dairy market, He et al. [26] explore the optimal
ordering strategy for a retailer who can source from a local
supplier and an oversea supplier under supply disruption.
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With the help of real-option pricing methodology and ac-
tuarial techniques, they help managers to make decisions on
procurement. Our model studies a supply chain composed
of one buyer and two suppliers, and there are three options
for buyer to choose: the first one is ordering from the reliable
supplier only, the second one is ordering from the unreliable
supplier only, and the third one is ordering from both of
them. It is obvious that the first one is more expensive and
the second one is more risky, and thus the intermediate
choice not only avoids some risk but also reduces cost. +e
main features of our proposed model are the focus on
supplier’s restoration effort after disruption and buyer’s
order allocation strategy and pricing strategy.

3. Model Description

We consider a supply chain that consists of a buyer and two
suppliers: one is reliable supplier and the other one is un-
reliable supplier. For simplicity, we assume that the market
demand d and retail price p are fixed and given. We further
assume that the original capacity of either supplier is enough
to cover the market demand. Specifically, the reliable supplier
can fully satisfy the buyer’s order, and the unreliable supplier
also can if there is no disruption. Note that once the order has
been offered to the reliable supplier, no replenishment order
can be placed later if the unreliable supplier suffers disruption.
To better model the practice in the real world, we assume that
the wholesale price of the reliable supplier’s product is de-
terministic, which is determined by the market, while the
wholesale price of the unreliable supplier’s product is decided
by the buyer since the buyer has power towards the unreliable
supplier. +us, the buyer has to decide an order allocation
between the two suppliers and the wholesale price from the
unreliable supplier to maximize its own profit.

For the unreliable supplier, we use (qu, wu) to denote the
contract offered by the buyer. Following Anupindi and
Akella [6] and Gurnani et al. [10], we assume that the risk of
disruption is dichotomous (all or nothing), which means
that the unreliable supplier may lose all of its capacity if there
is an unexpected disruption. +ere is no disruption with
probability β and disruption occurs with probability 1 − β.
When disruption happens, the unreliable supplier has to
decide whether and how much costly effort to exert to re-
build capacity. +e amount of restored capacity is propor-
tional to the supplier’s effort level e; that is, with effort e, the
restored capacity is αe, where α is a deterministic factor and
we further assume that α � 1. Restoration effort incurs a cost
determined by a convex and increasing function CR(e),
representing the diminishing return of effort on capacity
recovery [27]. +e production cost of either supplier is
normalized to 0, and the unit production cost of the un-
reliable supplier after disruption is assumed to be cd.

For the reliable supplier, we use (qr, wr) to represent the
long-term contract provided by the buyer, where wr is
deterministic and is exogenously given. We assume that the
reliable supplier has unlimited capacity of satisfying the
order but cannot afford any more orders if the unreliable
supplier is not able to meet the order. To ignore the trivial
case, we assume wr >wu.

+e buyer can source from two suppliers to reduce the
risk of the disruption and save cost through two contracts:
one is a long-term contract (qr, wr) for the reliable supplier
and the other one is (qu, wu) for the unreliable supplier. +e
buyer’s problem is whether to source from two suppliers and
howmany to order from either. Note that the buyer does not
offer any extra incentive to the unreliable supplier for re-
storing capacity if a disruption occurs. +is is because the
buyer can still receive a part of the order from the reliable
supplier even if the unreliable supplier suffers disruption and
does not exert any restoration effort. If there is a disruption,
the sequence of the events is shown in Figure 1.

4. Equilibrium Analysis

Our goal is to find the optimal restoration effort exerted by
the unreliable supplier, e∗, the optimal order quantities, q∗u
and q∗r , and the optimal wholesale price offered by the buyer
to the unreliable supplier, w∗u .

4.1. Optimal Strategy of Unreliable Supplier. If a disruption
occurs, the unreliable supplier exerts restoration effort e

based on the contract (qu, wu). For analytical tractability, we
assume a quadratic restoration cost function CR(e) � ke2/2,
where e is the effort that unreliable supplier exerts and k is a
coefficient related to the rebuild cost. Similar cost functions
have been widely used in the operation and marketing lit-
erature to model the diminishing impact of effort [28–30].
With the restoration effort e, we can formulate the unreliable
supplier’s profit function if there is a disruption for given
values of qu as follows:

Πs(e) � −
ke2

2
+ wu − cd( 􏼁min qu, e( 􏼁. (1)

If the wholesale price wu is less than the postdisruption
unit production cost (i.e., wu ≤ cd), the unreliable supplier
will not exert effort to restore capacity. Note that our as-
sumption about the restoration cost CR(e) � ke2/2 implies
that the marginal effort cost increases with the amount of
effort. +e unreliable supplier’s optimal effort is summarized
as follows.

Proposition 1. If wu ≤ cd, the unreliable supplier will not
exert any effort to restore capacity for order fulfillment;
otherwise, the supplier’s optimal restoration effort level e∗(qu)

is increasing in qu and

e
∗

qu( 􏼁 � min
wu − cd

k
, qu􏼚 􏼛. (2)

Obviously, if the unreliable supplier decides to exert effort
to rebuild capacity after disruption, the amount of restored
capacity will not be more than the order quantity (i.e.,
e∗ ≤ qu). As shown in Figure 2, if qu falls in
0≤ qu ≤ ((wu − cd)/k), the supplier’s restoration effort level e

increases with qu , which means that the supplier can fully
meet the order even if there is a disruption without any
additional incentive from the buyer. While qu is falls in
qu > ((wu − cd)/k), the supplier’s restoration effort level e is
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fixed and is independent with qu, and thus the order is not
fully satisfied.

4.2. Optimal Procurement Strategy. In all, the buyer can
choose among three strategies. +e first strategy is or-
dering from the reliable supplier only (strategy R), the
second one is ordering from the unreliable supplier only
(strategy U), and the last one is ordering from both of the
suppliers, also referred to as supply diversification
strategy (strategy D).

4.2.1. Ordering Only from Reliable Supplier. +e buyer or-
ders only from the reliable supplier with fixed wholesale
price wr. We use qr to denote the order quantity under this
strategy. +e profit function of the buyer is as follows:

ΠR
b qr( 􏼁 � p − wr( 􏼁min qr, d( 􏼁. (3)

Under the wholesale contract, it is easy to obtain q∗r � d.

4.2.2. Ordering Only from Unreliable Supplier. +e buyer
orders only from the unreliable supplier through a wholesale
contract (qu, wu). If the disruption occurs with the possi-
bility of 1 − β, the unreliable supplier will lose all the capacity
and decide whether to exert restoration effort e to rebuild
capacity. We assume that the unreliable supplier will get the
restoration capacity e through the restoration effort e. From
Proposition 1, we know that the restoration capacity de-
pends on the values of qu and wu, and the profit function of
the buyer is formulated as follows:

ΠU
b qu, wu( 􏼁 � p − wu( 􏼁 βmin qu, d( 􏼁 + (1 − β)min e

∗
, d( 􏼁􏼂 􏼃.

(4)

Taking (2) into (4), we have ΠU
b (qu, wu) � (p − wu)

[βmin(qu, d) + (1 − β)min(((wu− cd)/k), qu, d)]. We con-
sider two cases: when qu <d, we have ΠU

b (qu, wu) � (p −

wu)[β qu + (1 − β)min(((wu − cd)/k), qu)], which increases
with qu; when qu ≥d, we have ΠU

b (qu, wu) � (p −

wu)[βd + (1 − β)min(((wu − cd)/k), d)], which is unrelated
to qu. We summarize the above results in Lemma 1.

Lemma 1. If the seller orders from the unreliable supplier
only, then q∗u � d.

From Lemma 1, we rewrite equation (4) as follows:

ΠU
b wu( 􏼁 � p − wu( 􏼁 β d +(1 − β)min

wu − cd

k
, d􏼒 􏼓􏼔 􏼕, (5)

where 0≤wu ≤p.
To solve the optimal wholesale price provided to the

unreliable supplier, we conduct our analysis based on two
cases cd + k d≤p and cd + k d>p as follows.

When cd + k d≤p, we consider two subcases ((wu−

cd)/k)≥ d and ((wu − cd)/k)<d as follows:

(1) If ((wu − cd)/k)≥d, then the profit function is

ΠU
b wu( 􏼁 � p − wu( 􏼁d. (6)

Since ΠU
b (wu) decreases with wu, we obtain the local

maximizer that 􏽢wu � k d + cd and
ΠU

b ( 􏽢wu) � (p − k d − cd)d.
(2) If ((wu − cd)/k)< d, we have cd ≤wu < k d + cd; then,

the profit function is

ΠU
b wu( 􏼁 � −

(1 − β)w2
u

k
+

(1 − β) p + cd( 􏼁

k
− β d􏼢 􏼣

· wu −
(1 − β)pcd

k
+ βp d.

(7)

Since the axis of symmetry of equation (7) is
((p + cd)/2) − (βk d/(2(1 − β))), we have the following
scenarios:

(a) When ((p + cd)/2) − βk d/(2(1 − β))≤ cd, we have
the local maximizer 􏽢wu � cd and ΠU

b (􏽢wu) �

β d(p − cd).
(b) When cd < ((p + cd)/2) − (βk d/(2(1 − β)))< cd +

k d, we have 􏽢wu � ((p + cd)/2) − (βk d/(2(1 − β)))

and ΠU
b (􏽢wu) � [((p − cd)/2) + (βk d/(2(1 − β)))]

[(β d/2) + ((1 − β)(p − cd)/2k)].
(c) When ((p + cd)/2) − (βk d/(2(1 − β)))≥ cd + k d,

we have 􏽢wu � cd + k d andΠU
b (􏽢wu) � d[p− k d − cd].

+us, we conclude the equilibrium outcomes when cd +

k d≤p as follows:

(1) If cd + k d≤p, ((p + cd)/2) − (βk d/2(1 − β))≤ cd,
and k d − (1 − β)(p − cd)≤ 0 or cd < ((p + cd)/2)−

(βk d/(2(1 − β)))< cd + k d and ΠU
b (cd + kb)>ΠU

b

Disruption
event

Restoration
effort e

Quantity received
by the buyer

(wr, qr)
(wu, qu)

Figure 1: Sequence of the events.

qu(wu – cd )/k

e

Figure 2: +e relationship between restoration effort and order
quantity.
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((p + cd)/2) − (βk d/(2(1 − β))) or (3) ((p + cd)/2)−

(βk d/(2(1 − β)))≥ cd + k d, then 􏽢wu � cd + k d and
ΠU

b � (p − cd − k d)b.
(2) If cd + k d≤p, ((p + cd)/2) − (βk d/(2(1 − β)))≤ cd,

and k d − (1 − β)(p − cd)≥ 0, then 􏽢wu � cd and
ΠU

b � βb(p − cd).
(3) If cd + kb≤p, cd < ((p + cd)/2) − (βk d/(2(1 − β)))

< cd + kb, and ΠU
b (cd + kb)≤ΠU

b (((p + cd)/2)−

(βk d/(2(1 − β)))), then 􏽢wu � ((p + cd)/2) − (βk d/
(2(1 − β))) and ΠU

b � [((p − cd)/2) + (βk d/(2(1−

β)))] βb + ((1 − β)/k)[((p − cd)/2) − (βk d/(2(1−􏼈

β)))]}.

When cd + kb>p, we know that ((wu − cd)/k)<
b, i.e., cd <wu <p; thus, the profit function is as follows:

ΠU
b � maxwu

−
(1 − β)w2

u

k
+

(1 − β) p + cd( 􏼁

k
− βb􏼢 􏼣wu􏼨

−
(1 − β)pcd

k
+ βpb􏼩.

(8)

Since the axis of symmetry of Function (8) is
((p + cd)/2) − (βk d/(2(1 − β))), we have the following
scenarios:

(a) If ((p + cd)/2) − (βk d/(2(1 − β)))≤ cd, we have the
local maximizer 􏽢wu � cd and ΠU

b � βb(p − cd).
(b) If cd < ((p + cd)/2) − (βk d/(2(1 − β)))<p, we have

􏽢wu � ((p + cd)/2) − (βk d/(2(1 − β))) and ΠU
b �

[((p − cd)/2) +(βk d/(2(1 − β)))] βb + ((1 − β)/k)􏼈

[((p − cd)/2) − (βk d/(2(1 − β)))]}.
(c) If ((p + cd)/2) − (βk d/(2(1 − β)))≥p, we have 􏽢wu �

p and ΠU
b � 0.

According to the above analysis, we summarize our
equilibrium results in Proposition 2.

Proposition 2. If the buyer only procures from the unreliable
supplier, the equilibrium decision and profit of the buyer are
summarized as follows:

(i) If cd + kb≤p, (1) ((p + cd)/2) − (βk d/(2(1 − β)))≤
cd, and kb − (1 − β)(p − cd)≤ 0 or (2) cd < ((p+

cd)/2) − (βk d/(2(1 − β)))< cd + kb and ΠU
b (cd+

kb)>ΠU
b (((p + cd)/2) − (βk d/(2(1 − β)))) or (3)

((p + cd)/2) − (βk d/(2(1 − β)))≥ cd + kb, then
w∗u � cd + kb and ΠU

b � (p − cd − kb)b.
(ii) If (1) cd + kb≤p, cd < ((p + cd)/2) − (βk d/(2(1−

β)))< cd + kb, and ΠU
b (cd + kb)≤ΠU

b (((p + cd)/2) −

(βk d/(2(1 − β)))) or (2) cd + kb>p and cd < ((p+

cd)/2) − (βk d/(2(1 − β)))<p, then w ∗u � ((p+

cd)/2) − (βk d/(2(1 − β))) andΠU
b � [((p − cd)/2) +

(βk d/(2(1 − β)))] βb + ((1 − β)/k)[((p − cd)/2)−􏼈

(βk d/(2(1− β)))]}.
(iii) If (1) cd + kb≤p, ((p + cd)/2) − (βk d/(2(1− β)))≤

cd, and kb − (1 − β)(p − cd)≥ 0 or (2) cd + kb>p

and ((p + cd)/2) − (βk d/(2(1 − β)))≤ cd, then w∗u
� cd and ΠU

b � βb(p − cd).
(iv) If cd + kb>p and ((p + cd)/2) − (βk d/(2(1−

β)))≥p, then w∗u � p and ΠU
b � 0.

4.2.3. Supply Diversification Strategy. In this part, we discuss
the optimal strategy of the buyer when ordering from both
suppliers.We assume that qu + qr � b and the buyer’s profit is

ΠD
b wu, qu( 􏼁 � β pb − wuqu − wrqr( 􏼁

+(1 − β) p e
∗

+ qr( 􏼁 − wue
∗

− wrqr􏼂 􏼃,
(9)

where e∗ � min (wu − cd)/k, qu􏼈 􏼉 and qr � b − qu. We further
consider two cases qu ≤ (wu − cd)/k and qu > (wu − cd)/k as
follows.

When qu ≤ (wu − cd)/k, we have

ΠD
b wu, qu( 􏼁 � pb − quwu − b − qu( 􏼁wr

� p − wr( 􏼁b + wr − wu( 􏼁qu.
(10)

Since ΠD
b (wu, qu) is decreasing in wu, we have

wu � kqu + cd. Taking it back into equation (10), we have

ΠD
b qu( 􏼁 � − kq

2
u + wr − cd( 􏼁qu + p − wr( 􏼁b. (11)

Since the axis of symmetry of the function is
qu � ((wr − cd)/2k), for 0≤ qu ≤ b, we have the following two
subcases 0≤ ((wr − cd)/2k)≤ b and ((wr − cd)/2k)> b:

(1) If 0≤ ((wr − cd)/2k)≤ b, then 􏽢qu � ((wr − cd)/2k),
􏽢wu � ((wr + cd)/2), and ΠD

b ( 􏽢qu, 􏽢wu) � ((wr − cd)2/
4k) + (p − wr)b.

(2) If ((wr − cd)/2k)> b, then 􏽢qu � b, 􏽢wu � kb + cd and
ΠD

b ( 􏽢qu, 􏽢wu) � (p − cd)b − kb2.

When qu > ((wr − cd)/2k), we have

ΠD
b wu, qu( 􏼁 � wr − βwu − (1 − β)p􏼂 􏼃qu

+ p − wr( 􏼁b +
1 − β

k
− w

2
+ p + cd( 􏼁w − pcd􏽨 􏽩.

(12)

We can easily obtain that cd ≤wu ≤ kb + cd; then we
consider three subcases ((wr − (1 − β)p)/β) < cd, cd ≤
((wr − (1 − β)p)/β)< kb + cd, and ((wr − (1 − β)p)/β)≥
kb + cd as follows:

(1) If ((wr − (1 − β)p)/β)< cd, we have the coefficient of
qu in (13) which is wr − βwu − (1 − β)p< 0, so
ΠD

b (wu, qu) is decreasing in qu; then 􏽢qu �

((wu − cd)/k). +en, we can rewrite equation (12) as
follows:

ΠD
b wu( 􏼁 � −

w2
u

k
+

wr + cd( 􏼁wu

k
−

wrcd

k
+ p − wr( 􏼁b. (13)

Since the axis of symmetry of equation (13) is
wu � ((wr + cd)/2), for cd ≤wu ≤ kb + cd, then we
have the following two scenarios:
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(a) If ((wr + cd)/2)≤ kb + cd, we have 􏽢wu � ((wr+

cd)/2), 􏽢qu � ((wr − cd)/2k), and ΠD
b (􏽢wu, 􏽢qu) �

((wr − cd)2/4k) + (p − wr)b.
(b) If ((wr + cd)/2)> kb + cd, we have 􏽢wu � kb + cd,

􏽢qu � b and ΠD
b (􏽢wu, 􏽢qu) � (p − cd)b − kb2.

(2) If cd ≤ ((wr − (1 − β)p)/β)< kb + cd, we have the
following two scenarios:

(a) If cd ≤wu ≤ (wr − (1 − β)p/β), then wr − βwu−

(1 − β)p≥ 0, so ΠD
b (wu, qu) is increasing in qu,

for 0≤ qu ≤ b; we obtain 􏽢qu � b. Taking it into
equation (12), we have

ΠD
b wu( 􏼁 � −

1 − β
k

w
2
u − p + cd −

βkb

1 − β
􏼠 􏼡wu + pcd􏼢 􏼣 + βpb.

(14)

Since the axis of symmetry of equation (14) is
wu � ((p + cd)/2) − (βkd/(2(1 − β))), we thus con-
duct the following discussion:
If ((p + cd)/2) − (βk d/(2(1 − β)))< cd, then 􏽢wu �

cd, 􏽢qu � b, and ΠD
b (􏽢wu, 􏽢qu) � β(p − cd)b.

If cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< ((wr − (1−

β)p)/β), then 􏽢wu � ((p + cd)/2) − (βkd/(2(1 − β))),
􏽢qu � b, and ΠD

b (􏽢wu, 􏽢qu) � ((1 − β)/k)[ 􏽢wu � ((p+

cd)/2) − (βkd/(2(1 − β)))]2 − (((1 − β)pcd)/k)+ βpb.
If ((p + cd)/2) − (βkd/(2(1 − β)))≥ ((wr − (1−

β)p)/ β), then 􏽢wu � ((wr − (1 − β)p)/β), 􏽢qu � b, and
ΠD

b (􏽢wu, 􏽢qu) � p(wr + cd) − (1 − β)(p2 + wrcd).
(b) If ((wr − (1 − β)p)/β)<wu ≤ kb + cd, then wr−

βwu − (1 − β)p< 0, so ΠD
b (wu, qu) is decreasing in

qu, for ((wu − cd)/k)≤ qu ≤ b; we obtain 􏽢qu �

((wu − cd)/k). Taking it into (13), we have
Since the axis of symmetry of (16) is wu � ((wr+

cd)/2k), we thus conduct the following discussion:
If ((wr + cd)/2k)< ((wr − (1 − β)p)/β), then 􏽢wu �

((wr − (1 − β)p)/β), 􏽢qu � ((p − cd)/k) − ((p − wr)/
βk), and ΠD

b (􏽢wu, 􏽢qu) � − ((1 − β)(p − wr)
2/kβ2) +

(((1 − β)(p2 + wrcd − pwr − pcd))/kβ) + (p − wr)b.
If ((wr − (1 − β)p)/β)≤ ((wr + cd)/2k)< kb + cd,
then 􏽢wu � ((wr + cd)/2k), 􏽢qu � ((wr − cd)/2k), and
ΠD

b (􏽢wu, 􏽢qu) � ((wr − cd)2/4k) + (p − wr)b.
If ((wr + cd)/2k)≥ kb + cd, then 􏽢wu � kb + cd,
􏽢qu � b, and ΠD

b (􏽢wu, 􏽢qu) � (p − cd)b − kb2.
(3) If ((wr − (1 − β)p)/β)≥ kb + cd, we have wr−

βwu − (1 − β)p> 0, so 􏽢qu � b. Taking it into equation
(12), we have

ΠD
b wu( 􏼁 � −

1
k

w
2
u − wr + cd( 􏼁wu + wrcd􏽨 􏽩

+ p − wr( 􏼁b.

(15)

Since the axis of symmetry of equation (16) is
􏽢wu � ((p + cd)/2) − (βkd/(2(1 − β))), for cd ≤wu ≤ kb + cd,
we thus conduct the following discussion:

ΠD
b wu( 􏼁 � −

1 − β
k

w
2
u − p + cd −

βkb

1 − β
􏼠 􏼡wu + pcd􏼢 􏼣 + βpb.

(16)

If ((p + cd)/2) − (βkd/(2(1 − β)))< cd, then 􏽢wu � cd,
􏽢qu � b, and ΠD

b (􏽢wu, 􏽢qu) � β(p − cd)b.
If cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< kb + cd, then
􏽢wu � ((p + cd)/2) − (βkd/(2(1 − β))), 􏽢qu � b, and
ΠD

b (􏽢wu, 􏽢qu) � ((1 − β)/k) [((p + cd)/2) − (βkd/(2(1−

β)))]2 − ((1 − β)pcd/ k) + βpb.
If ((p + cd)/2) − (βkd/(2(1 − β)))≥ kb + cd, then 􏽢wu �

kb + cd, 􏽢qu � b, and ΠD
b (􏽢wu, 􏽢qu) � (p − cd)b − kb2.

According to the above analysis, we have the following
discussions to obtain our equilibrium results when the buyer
adopts supply diversification strategy.

Case 1. If ((wr − (1 − β)p)/β)< cd and ((wr + cd)/2k)≤
kd + cd, the analysis is shown in Figure 3.

As we can see, for 0≤ qu ≤ b and cd ≤wu ≤ kb + cd, the
feasible region is a rectangle with an oblique line cut into two
parts, where the solution becomes better along the direction
of the arrow. So under this circumstance, we obtain the
global optimal solutions w∗u � ((wr + cd)/2) and q∗u �

((wr − cd)/2k), and the optimal profit is ΠD
b (w∗u ,

q∗u ) � ((wr − cd)2/4k) + (p − wr)b.

Case 2. If ((wr − (1 − β)p)/β)< cd ≤ kd + cd < ((wr + cd)/2),
we have our analysis as shown in Figure 4.

It is easy to obtain the global optimal solution which is
w∗u � kb + cd and q∗u � b, which is the intersection of the
lines qu � b and qu � (wu − cd)/k, and the optimal profit is
ΠD

b (w∗u , q∗u ) � (p − cd)b − kb2.

Case 3. If ((p + cd)/2) − (βkd/(2(1 − β)))< cd < ((wr+ cd)/
2)< ((wr − (1 − β)p)/β)< kb + cd, the analysis is shown in
Figure 5.

We can see that the feasible region is cut into three parts
with a local optimal solution in each part. We can easily find
the global optimums w∗u � cd and q∗u � b, and the optimal
profit is ΠD

b (w∗u , q∗u ) � β(p − cd)b.

Case 4. If ((p + cd)/2) − (βkd/(2(1 − β)))<cd≤((wr − (1−

β)p)/β)<((wr + cd)/2)<kb + cd, the analysis is shown in
Figure 6.

As we can see, the feasible region is divided into three
parts which is the same as in Figure 5, but the difference is
that there are two similar local optimums and we cannot
intuitively obtain the global optimum. +us, we need to
compare the profit of the two points (cd, b) and
(((wr + cd)/2), ((wr − cd)/2k)), and the optimal profit is
max ΠD

b (cd, b),ΠD
b (((wr + cd)/2), ((wr − cd)/2k))􏼈 􏼉.

Case 5. If ((p + cd)/2) − (βkd/(2(1− β)))< cd ≤ ((wr−

(1 − β)p)/β) < kb + cd < ((wr + cd)/2), the analysis is shown
in Figure 7.

As we can see, there are two local optimums. Since
((p + cd)/2) − (βkd/(2(1 − β)))< cd, we compare the profits
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of the two points(cd, b) and (kb, b) and find that ΠD
b (cd,

b)≥ΠD
b (kb, b), so the global optimum is w∗u � cd and

q∗u � b, and the optimal profit is ΠD
b (w∗u , q∗u ) � β(p − cd)b.

Case 6. If cd ≤ ((p + cd)/2) − βkb/2(1 − β)< ((wr − (1−

β)p)/β) and ((wr + cd)/2)≤ ((wr − (1 − β)p)/β)< kb + cd,
the analysis is shown in Figure 8.

Similarly, there are three local optimums, but we can
easily obtain that the global optimal solution is w∗u � ((p +

cd)/2) − (βkd/(2(1 − β))) and q∗u � b.

Case 7. If cd≤((p + cd)/2) − (βkb/2(1 − β))<((wr − (1 − β)

p)/β)<((wr + cd)/2)≤kb + cd, the analysis is shown in
Figure 9.

We can obtain that the local optimums are
(((p + cd)/2) − (βkb/(2(1 − β))), b) and (wr + cd/2, (wr−

cd)/2k). +e optimal profit is max ΠD
b (((p+􏼈 cd)/2)−

(βkd/(2(1 − β))), b),ΠD
b ((wr + cd)/2, (wr− cd)/2k)}.

Case 8. If cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< ((wr−

(1 − β)p)/β) < kb + cd ≤ ((wr + cd)/2), the analysis is shown
in Figure 10.

We can obtain the two local optimums (((p + cd)/2) −

(βk d/(2(1 − β))), b) and (kb + cd, b). +e optimal profit
is max ΠD

b (((p + cd)/2) − (βk d/(2(1 − β))), b),ΠD
b (kb +􏼈

cd, b)}.

Case 9. If cd < ((wr + cd)/2)< ((wr − (1 − β)p)/β) ≤ ((p +

cd)/2) − (βk d/(2(1 − β))) and (wr − (1 − β)p/β)< kb + cd,
the analysis is shown in Figure 11.

We can see that (((wr + cd)/2), ((wr − cd)/2k)) is the
worst solution, so the best solution is either (((wr − (1 −

qu = (wu – cd )/k

wu

0
(wr + cd )/2cd (wr – (1 – β)p)

/β
kd + cd

d

qu

Figure 3: Case 1: ((wr − (1 − β)p)/β)< cd and ((wr + cd)/2)≤ kd + cd.

0

qu = (wu – cd)/k

wu(wr + cd)/2cd (wr – (1 – β)p)
/β

kd + cd

d

qu

Figure 4: Case 2: ((wr − (1 − β)p)/β)< cd ≤ kd + cd < ((wr + cd)/2).
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β)p)/β), b) or (((wr − (1 − β)p)/β), ((p + cd)/2) − (βkb/2
(1 − β))). +e profit of the points is ΠD

b (((wr−

(1 − β)p)/β), b) � p(wr + cd) − (1 − β)(p2 + wrcd) and
ΠD

b (((wr − (1 − β)p)/β), ((p + cd)/2) − (βkd/(2(1− β)))) �

− ((1 − β)(p − wr)
2/kβ2) + ((1 − β)(p2 + wrcd − pwr − pcd)/

kβ) + (p − wr)b, and the optimal profit is the bigger one.

Case 10. If cd ≤ ((wr − (1 − β)p)/β) ≤ ((wr + cd)/2)< kb +

cd and ((p + cd)/2) − (βkd/(2(1 − β)))≥ ((wr − (1− β)p)/
β), the analysis is shown in Figure 12.

We can easily obtain the optimal solutions w∗u � ((wr +

cd)/2) and q∗u � ((wr − cd)/2k), and the optimal profit is
ΠD

b (w∗u , q∗u ) � ((wr − cd)2/4k) + (p − wr)b.

Case 11. If cd ≤ ((wr − (1 − β)p)/β)≤ ((p + cd)/2)− (βk d/
(2(1 − β))) and ((wr + cd)/2)≥ kb + cd, the analysis is shown
in Figure 13.

It is easy to find that the optimal solution is w∗u � b + cd

and q∗u � b, and the optimal profit is ΠD
b (w∗u ,

q∗u ) � (p − cd)b − kb2.

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)/β kd + cd

d

qu

((p + cd)/2)
–((βkd)/2
(1 – β))

0
cd 

Figure 5: Case 3: ((p + cd)/2) − (βk d/(2(1 − β)))< cd < ((wr + cd)/2)< ((wr − (1 − β)p)/β)< kb + cd.

0

qu = (wu – cd)/k

wu(wr + cd)/2cd (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
–((βkd)/2
(1 – β))

Figure 6: Case 4: ((p + cd)/2) − (βkd/(2(1 − β)))< cd ≤ ((wr − (1 − β)p)/β)< ((wr + cd)/2)< kb + cd.
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Case 12. If ((p + cd)/2) − (βk d/(2(1 − β)))< cd < ((wr+

cd)/2)< kb + cd < ((wr − (1 − β)p)/β), the analysis is shown
in Figure 14.

As we can see, the global optimum is w∗u � cd and
q∗u � b, and the optimal profit is ΠD

b (w∗u , q∗u ) � β(p − cd)b.

Case 13. If ((p + cd)/2) − (βk d/(2(1 − β)))< cd < kb+

cd < ((wr + cd)/2) and ((wr − (1 − β)p)/β)≥ kb + cd, the
analysis is shown in Figure 15.

At this circumstance, the global optimum is the same as
the one above.

Case 14. If cd < ((p + cd)/2) − (βkd/(2(1 − β)))< kb + cd

and ((wr + cd)/2)< kb + cd < ((wr − (1 − β)p)/β), the anal-
ysis is shown in Figure 16.

We can see that the global optimum is w∗u �

((p + cd)/2) − (βkd/(2(1 − β))) and q∗u � b, and the optimal
profit is ΠD

b (w∗u ,q∗u ) � (1 − β)/k(((p+ cd)/2) − (βkd/(2(1−

β))))2 − ((1 − β)pcd/k) +βpb.

Case 15. If cd < ((p + cd)/2) − (βk d/(2(1 − β)))< kb + cd <
((wr + cd)/2) and ((wr − (1 − β)p)/β)≥ kb + cd, the analysis
is shown in Figure 17.

+e solution is the same as the one above.

Case 16. If cd<((wr + cd)/2)<kb + cd≤((p + cd)/2) − (βkd/
(2(1 − β))) and ((wr − (1 − β)p)/β)≥kb + cd, the analysis is
shown in Figure 18.

As we can see, the global optimum is w∗u � kb + cd and
q∗u � b, and the optimal profit is ΠD

b (w∗u , q∗u ) �

(p − cd)b − kb2.

0

qu = (wu – cd)/k

wu(wr + cd)/2cd (wr – (1 – β)p)/β kd + cd

d

qu

((p + cd)/2)
–((βkd)/2
(1 – β))

Figure 7: Case 5: ((p + cd)/2) − (βkd/(2(1 − β)))< cd ≤ ((wr − (1 − β)p)/β)< kb + cd < ((wr + cd)/2).

0

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)/β kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 8: Case 6: cd ≤ ((p + cd)/2) − (βkb/2(1 − β))< ((wr − (1 − β)p)/β) and ((wr + cd)/2)≤ ((wr − (1 − β)p)/β)< kb + cd.
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Case 17. If ((wr + cd)/2)≥ kb + cd, ((p + cd)/2) − (βk d/(2
(1 − β)))≥ kb + cd, and ((wr − (1 − β)p)/β)≥ kb + cd, the
analysis is shown in Figure 19.

+e solution is the same with the one above.
According to our analysis, we come to the conclusions

which are summarized in Proposition 3.

Proposition 3. In all, the optimal strategy of the buyer might
be divided into six different scenarios as follows:

(i) w∗u � ((wr + cd)/2) and q∗u � ((wr − cd)/2k) if

(1) ((wr − (1 − β)p)/β)<cd and ((wr + cd)/2)≤
kb + cd or (2) ((p + cd)/2) − (βkd/(2(1 − β)))< cd

≤((wr − (1 − β)p)/β)<((wr + cd)/2)<kb + cd and
􏽑

D
b ((wr +cd)/2, (wr − cd)/2k)≥􏽑

D
b (cd,b) or (3)

cd≤((p+cd)/2) − (βkd/(2(1− β)))<((wr − (1− β)

p)/β), ((wr − (1− β)p)/β)<((wr+ cd)/2)< kb+cd,
􏽑

D
b ((wr+cd) /2, (wr − cd)/ 2k) ≥ 􏽑

D
b ((p+cd)

/2− (βkb/2(1− β)),b), or (4) cd≤(wr − (1 − β)p)/
β ≤ (wr + cd)/2<kb + cd and (p + cd)/2 − (βkb/2
(1 − β)) ≥ (wr− (1 − β)p)/β.

(ii) w∗u � kb + cd and q∗u � b if

(1) ((wr − (1 − β)p)/β)<cd<kb + cd<((wr+ cd)/ 2)

or (2) cd≤((p + cd)/2) − (βkd/(2(1 − β)))< ((wr −

(1 − β)p)/β)<kb + cd≤((wr + cd)/2) and ΠD
b (kb +

cd,b)≥ΠD
b (((p + cd)/2) − (βkd/(2(1− β))),b) or

(3) cd≤((wr − (1 − β)p)/β)≤((p+ cd)/2) − (βkd/
(2(1 − β))) and ((wr + cd)/2)≥ kb + cd, or (4)
((wr − (1 − β)p)/β) ≥ kb + cd and ((p + cd)/2) −

(βk d/(2(1 − β))) ≥ kb + cd.

0

qu = (wu – cd)/k

wu(wr + cd)/2(wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 9: Case 7: cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< ((wr − (1 − β)p)/β)< ((wr + cd)/2)≤ kb + cd.

0

qu = (wu – cd )/k

wu(wr + cd )/
 2

cd (wr – (1 – β)p)/β kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

Figure 10: Case 8: cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< ((wr − (1 − β)p)/β)< kb + cd ≤ ((wr + cd)/2).
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(iii) w∗u � cd and q∗u � b if

(1) ((p + cd)/2) − (βk d/(2(1 − β)))< cd < ((wr +

cd)/2)< ((wr − (1 − β)p)/β)< kb + cd or (2) ((p +

cd)/2) − (βk d/(2(1 − β)))< cd ≤ ((wr − (1 − β)p)

/β)< ((wr + cd)/2)< kb + cd and ΠD
b (((wr+

cd)/2), ((wr − cd)/2k))<ΠD
b (cd, b) or (3) ((p +

cd)/2) − (βk d/(2(1 − β)))< cd < ((wr− (1 − β)p)/
β)< kb + cd < ((wr + cd)/2), or (4) ((p+cd)/2)−

(βkd/(2(1 − β)))<cd<kb+cd<((wr − (1 − β)p)/β).

(iv) w∗u � ((p + cd)/2) − (βk d/(2(1 − β))) and q∗u � b if

(1) cd ≤ ((p + cd)/2) − (βkd/(2(1 − β)))< ((wr −

(1 − β)p)/β) and ((wr + cd)/2)≤ ((wr − (1− β)p)/
β)< kb + cd or (2) cd ≤ ((p + cd)/2) − (βk d/
(2(1 − β)))< ((wr − (1 − β)p)/β), ((wr − (1−

β)p)/β)< ((wr + cd)/2)< kb + cd, and ΠD
b (((wr +

cd)/2), ((wr − cd)/2k)) <ΠD
b (((p + cd)/2) − (βkd/

(2(1 − β))), b) or (3) cd ≤ ((p + cd)/2) − (βkd/
(2(1 − β))) < ((wr − (1 − β)p)/ β) < kb + cd ≤
((wr + cd)/2) and ΠD

b (kb + cd, b)<ΠD
b (((p +

cd)/2) − (βkd/(2(1 − β))), b), or (4) cd ≤ ((p+

cd)/2) − (βkd/(2(1 − β))) < kb + cd ≤ ((wr − (1−

β)p)/β).

(v) w∗u � ((wr − (1 − β)p)/ β) and q∗u � b if

cd < ((wr + cd)/2)< ((wr − (1 − β)p)/β)≤ ((p+

cd)/2) − (βkd/(2(1 − β))), ((wr − (1 − β)p)/β)<
kb + cd, andΠD

b ((wr − (1 − β)p)/β, b)≥ΠD
b (((wr−

(1 − β)p)/β), (p − cd)/k − (p − wr)/βk).

(vi) w∗u � ((wr − (1 − β)p)/β) and q∗u � ((p − cd)/k) −

(p − wr)/βk if

0

qu = (wu – cd )/k

wu(wr + cd )/2 (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 11: Case 9: cd < ((wr + cd)/2)< ((wr − (1 − β)p)/β)≤ ((p + cd)/2) − (βkd/(2(1 − β))) and ((wr − (1 − β)p)/β)< kb + cd.

0

qu = (wu – cd )/k

wu(wr + cd )/2(wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 12: Case 10: cd ≤ ((wr − (1 − β)p)/β)≤ ((wr + cd)/2)< kb + cd and ((p + cd)/2) − (βkd/(2(1 − β)))≥ ((wr − (1 − β)p)/β).
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cd < ((wr + cd) / 2) < ((wr − (1 − β)p)/β)≤ ((p+

cd)/2) − (βk d/(2(1 − β))), ((wr − (1 − β)p)/β)<
kb + cd, andΠD

b ((wr− (1 − β)p)/β, b)<ΠD
b (((wr −

(1 − β)p)/β), (p − cd)/k− (p − wr)/βk).

Furthermore, from Proposition 3, we can obtain the
optimal restoration effort of the unreliable supplier as shown
in Proposition 4.

Proposition 4. Given the optimal contract provided by the
buyer (w ∗u , q∗u ), the optimal restoration effort exerted by the
unreliable supplier is e∗(w∗u , q∗u ) � min ((w∗u − cd)/k), q∗u􏼈 􏼉.

5. Numerical Study

Since it is hard to obtain the closed forms of our decision
variables, we conduct the following numerical analysis to
generate some managerial insights. When the buyer orders
only from the reliable supplier, the case would be easy to
understand. In this way, we conduct numerical analyses for
the case when the buyer orders only from the unreliable
supplier and the case when the buyer adopts supply di-
versification strategy. Among all parameters, the probability
without disruption β and the unit production cost after
disruption cd would be the two most important factors that
affect the buyer’s ordering strategy. +us, we first assign the

0

qu = (wu – cd )/k

wu(wr + cd )/2(wr – (1 – β)p)/β kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 13: Case 11: cd ≤ ((wr − (1 − β)p)/β)≤ ((p + cd)/2) − (βk d/(2(1 − β))) and ((wr + cd)/2)≥ kb + cd.

0

qu = (wu – cd )/k

wu(wr + cd )/2 (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
–((βkd)/2
(1 – β))

cd 

Figure 14: Case 12: ((p + cd)/2) − (βk d/(2(1 − β)))< cd < ((wr + cd)/2)< kb + cd < ((wr − (1 − β)p)/β).
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0 

qu = (wu – cd )/k

wu(wr + cd )/2 (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2

(1 – β))

cd 

Figure 15: Case 13: ((p + cd)/2) − (βk d/(2(1 − β)))< cd < kb + cd < ((wr + cd)/2) and ((wr − (1 − β)p)/β)≥ kb + cd.

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)
/β

kd + cd

0

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 16: Case 14: cd < ((p + cd)/2) − (βk d/(2(1 − β)))< kb + cd and ((wr + cd)/2)< kb + cd < ((wr − (1 − β)p)/β).

0

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 17: Case 15: cd < ((p + cd)/2) − (βk d/(2(1 − β)))< kb + cd < ((wr + cd)/2) and ((wr − (1 − β)p)/β)≥ kb + cd.
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following values to other parameters: d � 1, k � 1/2, p � 1,

wr � 1/2.

5.1. Ordering Only fromUnreliable Supplier. When ordering
only from the unreliable supplier, the buyer has to offer a
contract (qu, wu) to the unreliable supplier. +rough
equilibrium analysis, it is easy to obtain q∗u � d. Here, we
conduct a numerical study on w∗u to show its property based
on Proposition 2. +e results are shown in Figure 20.

From Figure 20, we find that the wholesale price for the
unreliable supplier (w∗u ) increases with the unit production cost
after disruption (cd) and decreases with the probability without
disruption (β). +e interesting observation is that, if β is high
enough, w∗u would always be equal to cd (see Figure 20(c));
otherwise, there exists a threshold of cd where w∗u would be

higher when β is relatively low below this threshold (see
Figures 20(a) and 20(b)). +is reflects the fact that when the
disruption is easy to occur, the buyer would provide a more
favorable contract with a higher wholesale price to encourage
the unreliable supplier to exert effort on restoring capacity.

5.2. Supply Diversification Strategy. In this part, we conduct
a numerical study when the buyer adopts supply diversifi-
cation strategy. From equilibrium analysis, we know that the
buyer would always order the quantity that equals the de-
terministic demand from both retailers. +us, the order
quantity from the reliable supplier qr would be equal to
d − qu. Here, we concentrate on the contract (qu, wu)

provided to the unreliable supplier. +e results are shown in
Figures 21 and 22.

0

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)
/β

kd + cd

d

qu

((p + cd)/2)
– ((βkd)/2(1 – β))

cd 

Figure 18: Case 16: cd < ((wr + cd)/2)< kb + cd ≤ ((p + cd)/2) − (βk d/(2(1 − β))) and (wr − (1 − β)p)/β≥ kb + cd.

0

qu = (wu – cd)/k

wu(wr + cd)/2 (wr – (1 – β)p)/βkd + cd

d

qu

((p + cd)/2)
– ((βkd)/2

(1 – β))

cd 

Figure 19: Case 17: ((wr + cd)/2)≥ kb + cd, ((p + cd)/2) − (βk d/(2(1 − β)))≥ kb + cd, and ((wr − (1 − β)p)/β)≥ kb + cd.
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wu = ((p + cd)/2) –
((βkd)/2(1 – β))

wu = cd
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Figure 20: Optimal wholesale price w∗u for unreliable supplier in the case of ordering only from the unreliable supplier.
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wu = cd

0.0

0.2

0.4

0.6

0.8

1.0

W
ho

le
sa

le
 p

ric
e o

f u
nr

el
ia

bl
e s

up
pl

ie
r (

w u
)

0.1 0.2 0.3 0.4 0.50.0
Unit production cost a�er disruption (cd)

(b)

Figure 21: Continued.
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wu = (wr + cd)/2
wu = (wr – (1 – β)p)/β

wu = cd
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(c)

Figure 21: Optimal wholesale price w∗u for unreliable supplier in the case of supply diversification strategy.
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Figure 22: Optimal order quantity q∗u for unreliable supplier in the case of supply diversification strategy.
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From Figure 21, we find that the wholesale price for the
unreliable supplier (w∗u ) is a nondecreasing function of the
unit production cost after disruption (cd), while the effect of
the probability without disruption (β) on the wholesale price
for the unreliable supplier (w∗u ) is not consistent. Specifi-
cally, if β is relatively low, w∗u increases with cd at a constant
rate (see Figure 21(a)). If β is intermediate, there would be a
sudden increase in w∗u when cd reaches a certain threshold,
but the increase rate would be lower since then (see
Figure 21(b)). If β is high enough, cd has no effect on w∗u
when cd is relatively low and would have a larger effect on
w∗u when cd is intermediate than when cd is high enough (see
Figure 21(c)).

+is shows that if the disruption is easy to happen, the
buyer would trade off between the wholesale price from the
reliable supplier (wr) and the unit production cost after
disruption (cd) to offer a good wholesale price to the un-
reliable supplier, encouraging it to restore capacity when the
disruption happens. However, with the increase of the unit
production cost after disruption (cd), the buyer would rely
more on the reliable supplier than on the unreliable one by
reducing the order quantity from the unreliable supplier
(q∗u ) (see Figure 22(a)). If the probability without disruption
is neither too low nor too high, the buyer would tend to
encourage the unreliable supplier to guarantee supply and
source all the demand from the unreliable one when cd is
below a threshold but would only offer a w∗u that just equals
cd when cd is very high (see Figure 22(b)). If the disruption
seldom happens, sourcing from the unreliable supplier
would be the best choice for the buyer especially when cd is
relatively low. Under this circumstance, the buyer would
choose a wholesale price that jointly considered the retail
price (p), the probability without disruption (β), and the
wholesale price from the reliable supplier (wr). However,
when cd is intermediate, the buyer would offer a contract
that sources all the demand from the unreliable supplier with
a wholesale price that equals the unit production cost after
disruption.

6. Conclusion

Various human or environmental factors such as natural
disasters and political disputes can cause production dis-
ruption, which negatively affects the buyer’s procurement
process and thus causes financial loss. +is paper studies a
noncooperative model that consists of two suppliers and one
buyer. Since the buyer is a large-scale company with
widespread reputation like Walmart and Apple, it chooses
between the two types of suppliers: one is cheap but un-
reliable and the other is expensive but reliable and it offers
contracts to them. Jointly considering the contract provided
by the buyer and the cost of restoring capacity, the unreliable
supplier may make efforts to rebuilt its capacity when a
disruption occurs. +e optimal procurement strategy is
supply diversification strategy that is ordering from both
suppliers with different proportions. +is paper provides the
contract offered by the buyer with optimal wholesale price
and order quantity to the unreliable supplier in different
scenarios. +e main contributions to the literature are

twofold. On the one hand, the proposed model characterizes
the real situation of big retailers who have the power towards
pricing when wholesale products from small suppliers and
the contract offered by the buyer can affect the unreliable
supplier’s optimal strategy on its restoration effort when a
disruption occurs. On the other hand, the results generate
the optimal contract containing the wholesale price and
order quantity provided by the buyer to the unreliable
supplier under different circumstances, which can be used
by managers to design the procurement contract facing
different types of suppliers and different environment. +ere
are some possible ways to extend this research. First, the
proposed model assumes that the market demand is de-
terministic, which might be extended to stochastic demand.
Second, the restoration cost of the unreliable supplier is
assumed to be deterministic, which is proportional to the
restoration effort, and it is worthwhile to define the cost as
other distribution functions of the restoration effort. At last,
by assuming that the wholesale price for the reliable supplier
is exogenously given and the total order quantity equals the
demand, the proposedmodel mainly designs the contract for
the unreliable supplier; it might be interesting to code-
termine the contracts offered to both suppliers by relaxing
the above assumptions.
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Compared with traditional vehicles delivery, unmanned aerial vehicle (UAV) delivery can reduce energy consumption and
greenhouse gas emissions, which benefits environmental sustainability. Besides, UAVs can overcome traffic restrictions, which are
the big obstacle in parcel delivery. In reality, there are two kinds of most popular traffic restrictions, vehicle-type restriction, and
half-side traffic. We propose a mixed-integer (0-1 linear) green routing model with these two kinds of traffic restrictions for UAVs
to exploit the environmental aspects of the use of UAVs in logistics. A genetic algorithm is proposed to efficiently solve the
complex routing problem, and an experimental analysis is made to illustrate and validate our model and the algorithm. We found
that, under both these two traffic restrictions, UAV delivery can accomplish deliveries that cannot be carried out or are carried out
at much higher costs by vehicles only and can always effectively save costs and cut CO2 emissions, which is environmentally
friendly. Furthermore, UAV delivery saves more cost and cuts more CO2 emission under the first kind of traffic restriction than
that under the second.

1. Introduction

Brick-and-mortar retail stores being gradually replaced by e-
commerce saves energy consumption for heating and
lighting in stores and warehouses. However, the rapid de-
velopment of e-commerce dramatically increases the de-
mands on logistics or parcel delivery, which is mainly carried
out by traditional vehicles. As a result, energy consumption
and CO2 emission are increased [1].

With the development of unmanned aerial vehicles
(UAVs), they become one of the best choices improving the
“last-mile” delivery of products to consumers, both eco-
nomically and environmentally, due to their significant
performances in saving costs and energy. Unfortunately,
current UAVs have two big shortcomings: both delivery
range (distance and flight time) and capacity (weight and
size) are limited. +erefore, they often cannot deliver all
packages themselves in a single trip, and the most reasonable
way to use a UAV is to pair it with a traditional vehicle. In

this “UVA-vehicle mode,” a UAV is loaded on the roof of the
vehicle, and the driver guides the UAV to carry the package
to the destination. At the same time of UAV delivery, the
vehicle serves other customers. Although the UAV only
serves part of customers, this mode of package delivery
makes a best use of the advantages of UAVs and avoids their
disadvantages. In other words, this mode normally delivers
all packages in one signal trip with much lower time, cost,
and energy consumption.

Besides, in many big cities, because of heavy traffic jam
or severe air pollution from vehicle exhaust, vehicle-type
restriction is implemented on vehicles. Delivery vehicles are
forbidden to run on some roads during some periods. Be-
sides, during themaintenance of some roads, only one lane is
available, and vehicles traveling in opposite directions have
to take turns on the road with a much lower speed. +is is
half-side traffic, which is other most popular traffic re-
striction. Traffic restrictions bring big troubles to package
delivery service and even some “impossible missions” to
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delivery by vehicles only, which can be normally overcome
through UAV delivery.

In order to make the most use of the advantages of this
“UAV-vehicle mode” and better understand the economic
and environmental impact of using UAVs on packages
delivery, we should optimize the routing plan of “UVA-
vehicle mode.” To this end, we propose a mixed-integer (0-1
linear) green routing model with traffic restrictions for
UAVs and design a genetic algorithm (GA) to effectively
solve the routing plan model. Finally, we make an experi-
mental analysis to illustrate and validate our model and
algorithm, as well as better understand the environmental
benefits of delivering with UAVs.

+e rest of this paper is organized as follows: we review
the literature on “green routing” and routing problem with
UAVs in Section 2; we propose a UAV-vehicle routing
model with traffic restrictions and design a genetic algorithm
to effectively solve the model in Sections 3 and 4, respec-
tively; an experimental analysis is made in Section 5; and
conclusions are drawn in Section 6.

2. Literature Review

Since the emergence of “truck dispatching problem,” vehicle
routing problem (VRP) has been a hot research field [2].
Andmany heuristic algorithms were developed to solve VRP
[3]. Our paper is mainly relevant to two topics: green vehicle
routing problem and routing with UAVs, which are
reviewed below.

2.1.GreenVehicleRoutingProblem. A series of studies show
that, for the logistics, transportation accounts for about
90% of the energy consumption of the whole logistics.
+erefore, reducing CO2 emissions is the core of the green
vehicle routing problem (GVRP). As early as 1985, Cer-
mak and Takeda [4] outlined criteria for simulating at-
mospheric boundary layer and physical simulation of
source characteristics in boundary layer wind tunnels and
studied the air problem in urban environment. +eir work
led subsequent scholars to study logistics and carbon
emissions.

Pradenas et al. [5] studied the vehicle path problem for
the energy required for each path from the perspective of
vehicle distance and estimated the load and distance between
customers to achieve the goal of reducing fuel consumption
and carbon emission. Qian [6] developed routing and
scheduling model for fleets of transport vehicles to minimize
fuel emissions in the speed-dependent road network from
the perspective of vehicle speed. In this paper, the route of
each vehicle needs to be clarified, the speed of vehicles on
different roads on their respective paths is regarded as a
decision variable, and the time insertion algorithm is given
for a single path. Finally, a tabu search algorithm based on
column generation is proposed to solve this problem. Kwon
et al. [7] built a vehicle path model that minimizes energy
consumption and pollution emissions with time windows
from the perspective of vehicle load. +eir simulation
process is based on the actual route of motor vehicles, and

their method can save more than 6.9% of fuel compared with
the existing method. Although these papers only studied
GVRP without UAVs, we can refer to their methods of
calculating delivery cost and fuel consumption in estab-
lishing our model.

2.2. Routing with UAVs. +e “last kilometer problem” is
always the bottleneck of logistics distribution due to traffic
conditions, distribution personnel, customer acceptance
location, and other factors. In recent years, UAVs were
introduced into logistics to reduce costs and solve the “last
kilometer problem.”

In 2013, Jeff Bezos, CEO and founder of Amazon.com,
announced on “60 minutes” that UAVs could be used to
speed up the delivery of packages to consumers. Subse-
quently, routing with UAVs became a hot topic in VRP
field [8]. D’Andrea [9] calculated the energy consumption
and the cost of high-end lithium ion batteries in the high-
performance mobile delivery of UAVs based on the
principle of first computability and systematically ana-
lyzed the economy of UAV technology and future ap-
plications. Zhi [10] designed a two-stage hitch-matching
algorithm to serve the UAV driving equipment, which
greatly reduced the logistics cost and improved the effi-
ciency. Weng [11] made a systematic evaluation of UAV
logistics from the aspects of laws and regulations, tech-
nical safety, audience preference, operation safety, and use
cost. Ma et al. [12] established a model of UAV flight
stability index and various factors and analyzed and
studied the main factors influencing the flight stability of
UAVs through Matlab.

+e feature of our “UVA-vehicle mode” is that UAV
departures from the roof of the vehicle to deliver package;
meanwhile, the vehicle serves other customers, which im-
proves logistics efficiency and reduces energy consumption.
Chiang et al. [2] proposed a UAV-vehicle model and a GA to
study the economic and environmental impact of using
UAVs on package delivery. Murray and Chu [13] conducted
relevant research, proposing two mixed-integer linear
programming formulas for unmanned delivery problems, as
well as two simple but effective heuristic solutions to satisfy
the scheduling of UAVs and delivery trucks. Ha et al. [14]
considered a new variant of TSP-D in which the objective is
to minimize operational costs including total transportation
cost and one created by waste time a vehicle has to wait for
the other. +ey formulated problem and proposed two al-
gorithms, TSP-LS and GRASP, to solve the problem. Wang
et al. [15] pose a number of questions in order to study the
maximum savings that can be obtained from using drones
and derived a number of worst-case results. Poikonen et al.
[16] studied the UAV-vehicle delivery routing with the aim
of minimizing the total operation time. Pugliese and
Guerriero [17] analyzed the delivery process with drones, by
taking into account the total transportation cost, under the
assumption that all customers should be served within their
time window.

Although the above papers studied UAV-vehicle routing
problems under different circumstances, they failed to
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research the use of UAVs and its effect on relieving one of
the greatest constraints in parcel delivery and traffic re-
strictions [18]. In fact, there are two kinds of traffic re-
strictions, which allow the implementation of our UAV-
vehicle mode but greatly affect the cost, energy consump-
tion, and efficiency of parcel delivery.+e first is vehicle-type
restriction, mainly on delivery vehicles. For example, during
the maintenance, all vehicles except public transportation
were banned to run across Shimen Bridge, located in
Chongqing, China. Under this circumstance, the delivery
vehicle has to choose other way or use a UAV. +e second is
half-side traffic, under which the delivery vehicle can choose
this road but may have to wait to pass through it. During its
waiting, the engine is still operating and consuming gasoline,
causing a higher cost and CO2 emission [19].

2.3. Algorithms for VRP. To solve VRP, we should design an
algorithm. Generally, there are two categories of algorithms:
exact algorithm and approximation algorithm [20]. +e
advantage of exact algorithm is that it can find the accurately
optimal solution of VRP, but it is only suitable for VRP of
small scale [21]. When the scale is large, it is mainly applied
to obtain the initial solution for the approximation algo-
rithm [22].

Approximation algorithm can be roughly divided into
two categories: heuristic algorithm, which consists of con-
structive heuristic algorithm and improved heuristic algo-
rithm, as well as meta-heuristic algorithm [23]. +e
advantage of constructive heuristic algorithm is that it is
simple and easy to understand, but the solutions found may
be far from the optimal solutions. +erefore, it is no longer
used for solving VRP alone but combined with the improved
heuristic algorithm, being used to generate initial solutions
[24]. Improved heuristic algorithm can obtain better solu-
tions from initial solutions generated by constructive heu-
ristic algorithm through neighborhood search. Its advantage
is that the probability of obtaining the optimal solution is
high, but the operation time may be very long [25].

+e biggest disadvantage of heuristic algorithm is that it
is easy to fall into local optimal. In order to overcome it,
there appeared a variety of meta-heuristic algorithms with
the advantage of jumping out of the local optimal and seek
the global optimal, such as genetic algorithm, simulated
annealing algorithm, and tabu search algorithm [26, 27].
Among meta-heuristic algorithms, the genetic algorithm is
popularly applied for solving VRP, including VRP with
UAVs [28, 29]. However, the mode of UAV delivery in these
studies is that the truck is just used as a mobile base, which is
very different with ours. +erefore, these genetic algorithms
cannot solve the key issue in our mode, that is, which
customer is served by the UAV and how many and which
customers should be served by the vehicle.

+e main contributions of this paper are as follows.
Firstly, taking into account two kinds of traffic restrictions
which affect parcel delivery, we propose a mixed-integer (0-1
linear) UAV-vehicle routing model with traffic restrictions
to incorporate environment aspects to study the impacts of
using UAVs for package delivery under these two

circumstances and analyze the efficiency of UAV delivery to
reduce cost and energy consumption by comparing the
results under these two circumstances and that without
UAVs. Secondly, we develop a genetic algorithm to effec-
tively solve the model and analyze the impact of UAV
delivery. In our GA, we make improvement and contri-
bution in the generation of initial solution and grouping
customers to determine which customer is served by the
UVA and which customer(s) should be served by the vehicle
during UAV delivery.

3. Problem Description and the Model

3.1. Problem Description. In an urban area, a delivery
company uses vehicles equipped with UAVs to deliver
parcels from a warehouse to customers in its delivery area.
Each customer has only one parcel waiting to be delivered.
+is UVA-vehicle mode is as follows. Every vehicle is
equipped with a UAV. As both delivery range (distance and
flight time) and capacity (weight and size) of the UAV are
limited, it only delivers parts of the parcels, but the vehicle
can deliver all the parcels. Each UAV may depart from its
vehicle at a location of a customer or the warehouse and
carry a parcel to one and only one customer. +en, the UAV
returns to its vehicle to reload a parcel and recharge or swap
batteries, which is instantaneous. While the UAV delivers
the parcel, the vehicle carries out its delivery to one or several
customers. +erefore, the UAV returns to its vehicle at a
different customer location. As a matter of course, if the
vehicle arrives at the customer location, where the UAV is
retrieved, it waits for the UAV, and vice versa. For the sake of
the safety of the UAV, if the UAV arrives before the vehicle,
it hovers in the air waiting for the vehicle.

In the delivery area of the warehouse, there may be traffic
restrictions on the vehicles. Generally, there are two kinds of
traffic restrictions, under which this UAV-vehicle mode is
practicable but greatly affected. +e first is vehicle-type
restriction, under which delivery vehicles are forbidden to
run through some paths and have to choose other way or use
a UAV.+e second is half-side traffic, under which only one
lane of a road is available, and vehicles traveling in opposite
directions can only take turns on this road. Under this
circumstance, the delivery vehicle can run on this road but
may have to wait for its turn with the operating engine and
raise the variable cost and CO2 emission.

According to the regulation on working hours, the
service time of every pair of UAV and vehicle is 8 hours.
+erefore, it is probable that more than one pair of UAV and
vehicle are needed.

+ere are two goals of routing the UAV-vehicle. +e first
is minimizing the total cost, and the alternative is mini-
mizing the energy consumption (or CO2 emission).+e total
cost consists of fixed cost whenever a pair of UAV-vehicle is
used, as well as variable cost, which is the function of unit
route cost, travel distance, and gross weight (empty weight of
the vehicle or UAV plus the payload). +e total CO2
emission of a vehicle is the function of weighted average
emission rate of vehicles, travel distance, and gross weight,
and that of a UAV is the function of CO2 emission rate of
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generating per watt-hour, average energy requirement of
UAV, travel distance, and gross weight.

It should be noted that the two kinds of traffic restric-
tions may simultaneously exist, but as we analyze the impact
of UAV delivery under every kind of traffic restriction, they
are in our models separately.

3.2. -e Model. According to Laporte [30], there are three
ways to formulate the vehicle routing problem (VRP), in-
cluding the simple set division formula of VRP first pro-
posed by Balinski and Quandt in 1964, the commodity flow
formula of Shlifer and Graves in 1979, and the two-index
vehicle flow formula of Laporte and Norbert in 1983. In our
study, the GVRP problem is mainly involved, and the weight
of vehicles, commodities, and drones in the whole route
needs to be considered. +erefore, we choose to continue to
expand the commodity flow formula, which is clearly
expressed and promotes the development of heuristic
algorithm.

+e basic GVRP problem is as follows: both the UAV
and the vehicle can travel back and forth on any available
path. +erefore, an undirected graph R � (M, N) is given,
where N is the set of edges with nonnegative routing costs,
{i, j} ∈N represents the edges from node i to node j.M � {0,
1, . . ., n} is the set of all nodes with a total of n customers,
and the warehouse is labeled as 0. +erefore, U �M\{0} is
the set of customer nodes. +e distance between each node
is Lij. Every customer has a demand for Pi units; for cal-
culating energy consumption, we measure demand in units
of weight.

In our UAV-vehicle mode, each vehicle with a payload
(weight) capacity ofQV is equipped with a UAV. Each pair of
a vehicle and a UAV has a fixed cost CF, as well as a variable
route cost, which is a function of range and gross weight (see
next paragraph). +e unit route cost CU of the UAV is
expected to be much lower than that of the vehicle CV.
However, the payload (capacity) QU of the UAV and the
distance LU and the time TU that the UAV can fly in the air
are limited. Note that the time limit may include the time the
UAV has to wait for the vehicle before landing. +e distance
between the vehicle and the UAV may be different; in fact,
another potential advantage of UAVs is that they may
choose more efficient routes than vehicles. For example,
vehicles need to follow the Manhattan metric, while UAVs
can use Euclidean distances. +erefore, we distinguish be-
tween the distance from i to j by the vehicle, LV

ij, and that by
the UAV, LU

ij . It is assumed that the UAV will serve only one
customer before returning to the vehicle but can serve other
customers after returning the vehicle to reload and replace
batteries.

If the vehicle starts from the node i to the node j, {i, j} ∈
N, let Nij be 1; otherwise, let it be 0. Let Mij be the vehicle
payload weight for edge {i, j} ∈N. Obviously, Mij � 0, if the
vehicle does not run from the node i to the node j. Finally, if
the UAV leaves the vehicle at node i, serves the qj unit
required by customer j, and returns to node k and lands on
the roof of the vehicle, then Zijk � 1 and the flight time is Tijk;
otherwise, Zijk � 0.

In the delivery area of the warehouse, there separately
exist two kinds of traffic restrictions on the vehicles. Under
the vehicle-type restriction (labeled as “circumstance 1”),
there are some edges where vehicles are forbidden to drive.
Let N1 be the set of these edges, then, for any {i, j} ∈N1,
Nij � 0. Under half-side traffic (labeled as “circumstance 2”),
the average speed, variable cost, and CO2 emission of the
vehicle on these edges are raised by RS, RC, and RE times,
respectively. Let N2 be the set of these edges, then RS

ij �

RC
ij � RE

ij � 1 for any i, j􏼈 􏼉 ∉ N2 and RS
ij < 1, RC

ij > 1, and
RE

ij > 1 for any i, j􏼈 􏼉 ∈ N2.
Franzese and Davidson [31] pointed out that the in-

crease in total vehicle weight has a certain impact on its
fuel efficiency, and fuel is an important component of
variable transportation costs, so they added relevant
factor of fuel to GVRP. Bateman et al. [32] pointed out
that the carbon footprint of transportation emissions can
be estimated by transportation weight and distance
traveled.

On the route from node i to j, the total vehicle weight is
Wij, including the empty weight of the vehicle WV, plus the
payload weighMij, and the UAVweightWU if the UAV is on
the vehicle. +e weight can be expressed as a nonlinear
function:

Wij � W
V

Nij + Mij + W
U

Nij 1 − 􏽘
h∈U

Zihj
⎛⎝ ⎞⎠. (1a)

+e first term on the right hand of (1) is the vehicle
empty weight when running from i to j, the second is the
weight of packages on the vehicle from i to j, and the third is
the weight of the UAV if it is on the vehicle from i to j.
Another linear formula is

Wij ≥W
V

Nij + Mij + W
U

Nij − 􏽘
h∈U

Zihj
⎛⎝ ⎞⎠. (1b)

Although (1b) may generate negative values for edges
that do not exist in the solution, these values will be 0
because of (21). To calculate the vehicle route cost, we use the
unit cost, CV, time distance, LV

ij, and time total vehicle
weight, Wij (note that CV is calculated in dollars per pound-
mile and can determined by regression analysis).

On the route of the UAV flying from i to j to k, the total
weights of the UAV are different. On the route of the UAV
flying from i to j, the total weight of the UAV is

W
U
ij � W

U
+ qj􏼐 􏼑Zijk. (2a)

On the route of the UAV flying from j to k, the total
weight of the UAV is

W
U
jk � W

U
Zijk. (2b)

To calculate the vehicle route cost, we use the unit cost,
CU, time distance, LijU and LjkU, and total UAV weight, WU

ij

and WU
jk.

+ere are two ways to analyze the impact of UAV de-
livery.+e first is the benefit on total CO2 emission.+e total
CO2 emission of a vehicle can be calculated by the ways of
Goodchild and Toy [33] as follows:
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E
V
1 � WAER 􏽘

i∈M
􏽘

j∈M
L

V
ij × Wij, (3a)

E
V
2 � WAER 􏽘

i∈M
􏽘

j∈M
R

E
ij × L

V
ij × Wij, (3b)

where WAER is the weighted average emission rate of ve-
hicles. (3a) is the formulation of a vehicle’s total CO2
emission under circumstance 1, and (3b) is that under
circumstance 2. Obviously, in (3a), Wij � 0 for any {i,
j} ∈N1.

+e total CO2 emission of UAV is calculated as

E
U

� PGFER × AER 􏽘
i∈M

􏽘
j∈M

􏽘
k∈M

L
U
ijW

U
ij + L

U
jkW

U
jk􏼐 􏼑, (4)

where PGFER is the CO2 emission rate per watt-hour (Wh)
of the power generation facilities in the generation of
electricity for using the UAV and AER is the average energy
requirement of UAV in Wh per pound-mile.

+erefore, the environmental goals of minimizing total
CO2 emission under circumstances 1 and 2 are, respectively,

minimize E
V
1 + E

U
􏼐 􏼑, (5a)

minimize E
V
2 + E

U
􏼐 􏼑. (5b)

+e alternative way is examining its impact on the
traditional objective of minimizing total cost, TC, under
circumstances 1 and 2, including the fixed cost of the pair of
a UAV and a vehicle and the variable route cost of the vehicle
and the UAV:

TC1 � C
F

􏽘
j∈U

N0,j + C
V

􏽘
i∈M

􏽘
j∈M

L
V
ij × Wij + C

U
􏽘
i∈M

􏽘
j∈U

􏽘
k∈M

L
U
ijW

U
ij + L

U
jkW

U
jk􏼐 􏼑, (6a)

TC2 � C
F

􏽘
j∈U

N0,j + C
V

􏽘
i∈M

􏽘
j∈M

R
C
ij × L

V
ij × Wij + C

U
􏽘
i∈M

􏽘
j∈U

􏽘
k∈M

L
U
ijW

U
ij + L

U
jkW

U
jk􏼐 􏼑. (6b)

+erefore, the traditional goals of minimizing total cost
under circumstances 1 and 2 are, respectively, as follows:

minimize TC1, (7a)

minimize TC2 (7b)

Let VV
ij and VU

ij , respectively, be the average speed of the
vehicle and the UAV from node i to node j (mile/hour). +e
constraint set of the two goals can be expressed as follows. It
should be noted that the same set of constraints are applied
to the above two objectives and is solved twice:

􏽘
j∈M

Nij + 􏽘
h∈M

􏽘
k∈M

Zhik � 1, ∀j ∈ U,
(8)

􏽘
i∈M

Nij + 􏽘
h∈M

􏽘
k∈M

Zhjk � 1, ∀j ∈ U, (9)

􏽘
j∈U

N0j � 􏽘
i∈U

Ni0, (10)

􏽘

j∈M
j≠ i

Mji − 􏽘

j∈M
j≠ i

Mij + 􏽘
h∈M

􏽘
k∈M

qiZhij − 􏽘
j∈M

􏽘
k∈M

qjZijk � qi, ∀i ∈ U,

(11)

Nik ≥ 􏽘
j∈M

Zijk, ∀i, k ∈M, (12)

􏽘
j∈M

qj + W
U ≤Q

V
, (13)

qj 􏽘
i∈M

􏽘
k∈M

Zijk ≤Q
U

, ∀j ∈ U, (14)

L
U
ij + L

U
jk􏼐 􏼑Zhik ≤ L

U
, ∀i, j, k ∈M, (15)
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Tijk ≥
LU

ij

VU
ij

+
LU

jk

VU
jk

⎛⎝ ⎞⎠Zhjk, ∀i, k ∈M, ∀j ∈ U, (16a)

Tijk ≥
LV

ik

VV
ik

Nik, ∀i, k ∈M, ∀j ∈ U, (16b)

Tijk ≥
LV

ik

RS
ikVV

ik

Nik, ∀i, k ∈M, ∀j ∈ U, (16c)

Tijk ≤T
U

+ G 1 − Zhjk􏼐 􏼑, ∀i, k ∈M, ∀j ∈ U, (16d)

Wij ≥W
V

Nij + Mij + W
U

Nij − 􏽘
h∈U

Zihj
⎛⎝ ⎞⎠, ∀ i, j􏼈 􏼉 ∈ N, (17)

Mij ≥ qjNij, ∀ i, j􏼈 􏼉 ∈ N, (18)

Nij � 0, ∀ i, j􏼈 􏼉 ∈ N1, (19a)

R
S
ij � R

C
ij � R

E
ij � 1, ∀ i, j􏼈 􏼉 ∉ N2, (19b)

R
S
ij < 1,

R
C
ij > 1,

R
E
ij > 1,

∀ i, j􏼈 􏼉 ∈ N2,

(19c)

􏽘
i∈M

􏽘
k∈M

LV
ik

VV
ik

Nik + 􏽘
j∈U

yijk Tijk −
LV

ik

VV
ik

Nik􏼠 􏼡⎡⎢⎢⎣ ⎤⎥⎥⎦≤T
w

, (20a)

􏽘
i∈M

􏽘
k∈M

LV
ik

RS
ikVV

ik

Nik + 􏽘
j∈U

yijk Tijk −
LV

ik

RS
ikVV

ik

Nik􏼠 􏼡⎡⎢⎢⎣ ⎤⎥⎥⎦≤T
w

, (20b)

Tijk ≥ 0, ∀i, k ∈M, ∀j ∈ U, (21)

Wij ≥ 0, ∀ i, j􏼈 􏼉 ∈ N, (22)

Nij � 0, 1{ },

N00 � 0,

∀ i, j􏼈 􏼉 ∈ N,

(23)

Zijk ∈ 0, 1{ }, ∀i, j, k ∈M. (24)

Constraints (8) and (9) ensure that each customer is
served by a vehicle or a UAV. Constraint (10) ensures that
the numbers of vehicles leaving and entering the warehouse
are the same. Constraint (11) ensures that each customer’s
demand is met. Constraint (12) synchronizes vehicle and
UAV so that the vehicle picks up the UAV at node k. We will
relax the restrictions (12) in Section 4 to allow vehicles to
make multiple stops before receiving the UAV. Constraints

(13) and (14) are constraints on vehicle and UAV payloads,
respectively. +e distance range limit and the time range
limit of UAV are, respectively, guaranteed by constraints
(15) and (16d), where is a very large value. +e flight time of
UAV, Tijk, is the larger one in the travel time of UAV (16a)
and vehicle under circumstance 1 (16b) or vehicle under
circumstance 2 (16c). +e constraint (17) determines the
vehicle weight described in the preceding paragraph. Note
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that a simple lower bound (constraint (18)) can be included
on the load of the vehicle at any time. Constraint (19a)
ensures vehicles are forbidden to run on the edges of traffic
restriction under circumstance 1, and constraints (19b) and
(19c) ensure that the average speed, variable cost, and CO2
emission of the vehicle on the edges of traffic restriction
under circumstance 2 are changed. (20a) and (20b) are the
constraints of working hours under circumstances 1 and 2,
respectively, where Tw is the upper limit of working hours,
normally 8 hours. 􏽐j∈Uyijk(Tijk − (LV

ik/V
V
ik)Nik) is the time

length of the vehicle waiting for its UAV, where yijk � 1 if
Tijk > (LV

ik/V
V
ik)Nik; otherwise, yijk � 0. Finally, we can avoid

the use of UAVs for specific routes (perhaps near airports) or
for specific customers (who cannot receive such deliveries)
by setting Zijk �Zhij � 0 for route {i, j} or Zijk � 0 for customer
j.

4. Solution Methodology

+e application of our genetic algorithm in our routing
problem with UAV is described below.

4.1. Design. In the design of our genetic algorithm, we adapt
the following service strategy. +e work should be completed
within one day; that is, all parcels should be delivered within
legal working hours, normally 8 hours. Meanwhile, fuel
consumption should beminimized, or CO2 emission should be
minimized. Firstly, we can run our algorithm, where only a pair
of a UAV and a vehicle is used, to calculate the total working
hours. +en, the number of needed vehicles is determined by
dividing the total working hours by the legal working hours.
After that, the region is divided according to the number of
vehicles by a line (or lines) crossing the warehouse, where the
number of customers served by each vehicle and the service
time of each vehicle are as close to each other as possible.

In our algorithm, we first sequence the customers (please
see the methods in 4.1.2). +e pair of a vehicle and a UAV
serves customers according to the sequence. +en, we group
customers randomly as follows. Generate a random positive
integer x ∈ [1, n], where n is the number of total customers
served by a pair of a UAV and a vehicle. And the first x
customers are put into the first group. Repeat it till all cus-
tomers are grouped. As a matter of course, if there are more
than one edge where vehicles are forbidden, and they are
divided into different groups. If there is only one customer in
the group, the vehicle serves the customer. Otherwise, the
UAV serves a customer randomly selected from the group,
except the last one, where the UAV is retrieved, and the
vehicle serves the others. If there is an edge connecting two
customers in the group, where vehicles are forbidden, we
randomly select one from these two customers for the UAV to
serve. Based on this strategy, we developed a genetic algo-
rithm to solve the proposed minimization problem (fuel
consumption and CO2 emissions or total cost).

4.1.1. Encoding. We use natural number coding method to
encode customers, warehouse, and group information. +at
is, we use positive integers from 1 to n to encode customers

and encode the warehouse as 0. And we randomly generated
positive integer(s) to encode the number of customers in a
service group.

4.1.2. Initial Population Generation. In our GA, the initial
population is artificially optimized to reduce iteration times
and improve optimization efficiency. Specifically, we equally
divide the service area into subareas of an even number.
+en, we arrange the service sequence of the initial indi-
viduals as follows. +e pair of a vehicle and a UAV serves
customers in one of the nearest subareas from the nearest
customer to the farthest customer and goes to an adjacent
subarea to serve customers from the farthest to the nearest.
Repeat it until all customers are served, and both the UAV
and the vehicle come back into the warehouse. After that, we
group the customers and obtain the initial population
generation.

+e following is an example to illustrate the service
strategy, grouping, encoding, and initial population gener-
ation of our algorithm. +ere are 20 customers who should
be satisfied. We encode them as {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20} and the warehouse as 0. As
only 1 pair of a UAV and a vehicle is needed, they serve the
whole delivery area. +en, we divide the whole delivery area
into eight subareas and arrange the service sequence of the
initial individuals as follows.+e pair of a UAV and a vehicle
serves customers in the first subarea from left to right and
goes up to the second subarea to serve customers from right
to left. +en, they go left to the third subarea to serve
customers from right to left and go down to the fourth
subarea to serve customers from left to right. After that, they
go down to the fifth subarea to serve customers from right to
left and go down to the sixth subarea to serve customers
from left to right. Finally, they go right to the seventh
subarea to serve customers from left to right and go up to the
eighth to serve customers from right to left and go back to
the warehouse. Now, we obtain the service sequence codes as
{18,1,3,7,9,19,6,12,16,8,14,2,13,15,20,11,17,4,5,10}
(Figure 1).

+en, we randomly generate the group codes as
{2,5,3,4,5,1}. So, the customers are divided into 6 groups
with encoding result {{18,1}, {3,7,9,19,6}, {12,16,8},
{14,2,13,15}, {20,11,17,4,5}, {10}}. As there are two cus-
tomers, 18 and 1, in the first group, the UAV departs from
the vehicle at the location of the warehouse to deliver parcel
to customer 18 and fly to customer 1. Meanwhile, the vehicle
goes to serve customer 1 and retrieve the UAV there. +ere
are 5 customers, 3, 7, 9, 19, and 6, in the second group. As
customer 6 is the last one, we randomly choose 7 from 3, 7, 9,
and 19 to be the customer served by the UAV. So, the UAV
departs from customer 13 to serve 7 and fly to 6, while the
UAV sequentially serves customers 3, 9, 19, and 6 and re-
trieves the UAV at 6. +ere are 3 customers in the third
group. We randomly choose the first customer, 12, to be
served by the UAV. As a result, the UAVs fly from 6 to 12
and to 8, while the vehicle runs from 6 to 16 and to 8 and
picks up the UAV here. For the fourth group, the UAV
serves customer 14, and the vehicle sequentially serves 2, 13,
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and 15 and retrieves the UAV here. For the fifth group, the
UAV serves 4, and the vehicle serves 20, 11, 17, and 5 and
retrieves the UAV here. It should be noticed that although
there is only customer 10 in the last group, the UAV should
depart from customer 5 to serve customer 10 and fly back to
the warehouse, and the vehicle should directly run from
customer 10 back to the warehouse. +e initial population
generation is shown in Figure 2.

4.1.3. -e Algorithms

(1) Fitness Function. In Section 3, we explained the design of
themodel in detail, in which the objective functionmentioned
mainly includes the load of the vehicle and the UAV, the
distance between customers and the corresponding energy
consumption function and cost function. Accordingly, the
fitness function can be defined as fitness(X) � (1/T(X)),
where X is the combination of service sequence and grouping
and T(X) is the target function.

(2) Selection, Crossover, and Variation. In the process of
optimal individual selection, the greater the fitness of an
individual, the greater the probability of being selected as the
parent of the next generation, and the method is similar to
roulette. As long as the fitness of an individual is large
enough, the same individual in the genetic algorithm can
exist in different generations. In the specific selection, select
the elite individual retention strategy and copy the indi-
viduals with the highest fitness to the alternative parent
group of cross-matching, then cross match all the indi-
viduals in the parent group, select the individuals with the
highest fitness, and repeat this process, so as to gradually
eliminate the individuals with poor fitness, leaving the elite
individuals. At the same time, the method of double point
crossing and real-value variation is adopted.

(3) Termination Conditions. After several iterations, when
the output iteration results meet the following conditions,
the convergence value is reached and the algorithm is
terminated:

(1) +ere was no significant change in the fitness value
after continuous iteration; in other words, the
change is less than 1‰ of the fitness value

(2) +e population no longer evolves and the number of
iterations reaches the set value

4.2.AlgorithmSteps. In this paper, the algorithm steps are as
follows:

(1) Determine the coding mechanism, generate the
initial population, and set the probability of cross
variation and the maximum number of iterations.

(2) Evaluate the fitness of the current population and
find the chromosome with the minimum objective
function value and corresponding function value.

(3) Determine whether the termination conditions are
met. Output the optimal chromosome and corre-
sponding solutions if satisfied; otherwise, select the
current population again.

(4) Repeated crossover and mutation in the newly ob-
tained generation.

(5) Evaluate the fitness of the results and move to (3).

5. Experimentation

In this section, we use the software Matlab R2017a to carry
out the experiment and test our model and GA. +e
computer was used in the experiment is ASUS Rock 5
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Generation, whose configuration is Inter(R) Core(TM) i7-
8550u processor (1.8GHz base, 1.99GHz Max Turbo),
128GB SSD, 8GB RAM.

5.1. Data Parameters. +e range of customer demand, qj, is
1∼10 pounds, among which 80% is no more than 5 pounds,
and the position of each customer (x, y) coordinate values x
and y randomly evenly generated in the interval [− 10, +10].
+e distance of the vehicle from customer i to j is LV

ij,
following the Manhattan metric; the distance of the UAV
from customer i to j is LU

ij , following the Euclidean metric; in
addition, the warehouse is located at the center of the region
(0,0).

Referring to Chiang et al. [2], we set the other parameters
as follows.

+e empty weight of the UAV, WU, is 55 pounds; the
payload of the UAV, MU, is 5 pounds; the maximum flight
distance of the UAV, LU, is 10 miles; and the average flight
speed of the UAV from customer i to j, VU

ij , is 25 miles per
hour. For roads with the second kind of traffic restriction,
RC

ij � RE
ij � 1.2 and RS

ij � 0.8333.
+e empty weight of the vehicle (truck), WV, is 6100

pounds, its payload, MV, is 6000 pounds, and the average
speed of the vehicle from customer i to j, VV

ij, is 25 miles per
hour.

+e fixed cost of a pair of a vehicle and a UAV, CF, is
$500, the unit route cost of a vehicle, CV, is $0.00016/pound-
mile, and the unit route cost of a UAV, CU, is $0.00036364/
pound-mile.

Referring to Goodchild and Toy [33], the weighted av-
erage emission of vehicles, WAER, is 1.2603 Kg/pound-mile,
the CO2 emission from the power generation facilities in the
generation of electricity, PGFER, is 3.773×10− 4 Kg/Wh, and
the average energy requirement of UAV, AER, is 3.3333Wh/
pound-mile.

5.2. -e Examples. Firstly, we present an example of 20
customers under the two separate kinds of traffic restric-
tions, in order to analyze the efficiency of UAV delivery
overcoming traffic restrictions. When there are 20 cus-
tomers, only one vehicle or a pair of a vehicle and a UAV is
needed. Figure 3(a) shows the routing of a vehicle under no
traffic restriction, and Figures 3(b)–3(d) separately show the
routings of a vehicle and a pair of a vehicle and a UAV under
two kinds of traffic restrictions. From Figure 3(d), we can
find that the routings under two kinds of traffic restrictions
are the same.

+e results of costs and emissions under different cir-
cumstances are as follows. When a vehicle is under no traffic
restriction, the CO2 emission is 161.3032 kg, and the variable
cost is $134.09. When a vehicle is under the first kind of
traffic restriction, the CO2 emission is 167.4327Kg, and the
variable cost is $139.19. When a vehicle is under the second
kind of traffic restriction, the CO2 emission is 166.3727Kg,
and the variable cost is $138.30. When a pair of a vehicle is
under both the first and the second kinds of traffic re-
striction, the CO2 emissions are the same, which is

151.6250 kg, and the variable cost is the same too, which is
$113.97.

From Figure 3(d) and the result of costs and emissions,
we can find that the routing as well as cost and emission
under the first kind of traffic restriction are the same as those
under the second. +e main reason is no matter which kind
of the traffic restriction is, we always use a UAV instead of a
vehicle to deliver a parcel when facing a traffic restriction.

Comparing Figures 3(a)–3(d), as well as the corre-
sponding result of costs and emissions, we can obtain the
following conclusions.

Firstly, traffic restrictions raise the cost and emission,
and first kind of traffic restriction raises them further higher.
+emain reason is that when a road in the routing is blocked
for the delivery vehicle, it has to choose other road, while if
there is only one lane available, the vehicle could still run
through the road if the cost and emission are lower than
those running through other roads. +erefore, the cost and
emission under the second kinds of traffic restriction are
higher than those under no traffic restriction but lower than
those under the first kind of traffic restriction.

Secondly, UAV delivery can always reduce the cost and
emission no matter if there is traffic restriction and which
kind of traffic restriction is. Furthermore, UAV delivery
saves more cost and cuts more emission under the first kind
of traffic restriction than that under the second, as the cost
and emission under the first kind of traffic restriction are the
highest and those under two kinds of traffic restrictions are
the same.

In the following section, firstly, we present the result of
200 customers under the first kind of traffic restriction. +e
location of the 200 customers and the weight of their de-
mand of were randomly generated and shown in Table 1. 2
cars are needed for customer service within 8 hours per day.
+e service times of each vehicle are 6.65 hours and 6.94
hours, respectively. +e routing of the two pairs of vehicles
and drones is shown in Figure 4, and the results of costs and
emissions are as follows.

+e CO2 emission of the first vehicle is 209.5249Kg, and
that of the corresponding UAV is 0.1277Kg. +e CO2
emission of the second vehicle is 218.6621 kg and that of the
corresponding UAV is 0.1636 kg. +erefore, the total CO2
emission from the package delivery is 428.4783 kg. If no
UAV is used, the total CO2 emission will be 467.8864 kg.

+e variable costs of the first pair of a vehicle and a UAV
are $145.52 and $2.03, respectively, and the variable costs of
the second pair of a vehicle and a UAV are $152.21 and
$2.60. +erefore, the total cost of serving the 200 customers
is $1302.36. +e total cost will be $1388.95, if no UAV is
used.

5.3. Extended Examples. In the section, we extend our ex-
ample to 300 and 400 customers.

5.3.1. -e Impact of UAVs on CO2 Emissions. Table 2 shows
the CO2 emissions without the use of UAVs, and Table 3
shows the CO2 emissions with the use of UAVs. Table 4
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shows the intuitive comparison between the results without
UAVs and those with UAVs.

It can be seen from Tables 2–4 that, in the case of traffic
restrictions, with the increase in the number of customers,
the number of vehicles and CO2 emissions are also rising.
From Table 4, we can find that when there are 300 or 400
customers, 3 and 4 vehicles are needed, respectively, when
no UAVs are being used, while only 2 and 3 vehicles are
needed, respectively, when UAVs are being used. We also
found that using UAVs can effectively reduce CO2 emission
even when there are 200 customers and the number of
vehicles is not reduced.

5.3.2. -e Impact of UAVs on Costs. Now, we analyze the
impact of using UAVs on delivery costs. Table 5 shows the

delivery costs without UAV, Table 6 shows the delivery costs
with UAV, and Table 7 shows the comparison between the
costs without UAVs and that with UAVs.

From Tables 5–7, we found that the variable cost, fixed
cost, and total cost rise with the increase in the number of
customers. And as per our expectation, we found from
Table 7 that using UAVs can always effectively reduce
variable cost and total cost, as well as fixed cost when there
are 300 and 400 customers because the number of required
vehicles is reduced. Our expectation is that using UAVs
greatly reduces the variable cost by at least 28.64% and up to
43.47%.

Tables 4 and 7 show that using UAVs in package delivery
reduces not only the variable cost and total costs but also
CO2 emission. In other words, UAV delivery is environ-
mentally and economically beneficial.

10

–2

0

2

4

6
8

–4

–10

–8

–6

–10 100

Vehicle

–5 5

(a)

10

–2

0

2

4

6

8

–4

–10

–8

–6

–10 100 5–5

Vehicle
Road with the first kind of traffic restriction

(b)

10

–2

0

2

4

6

8

–4

–10

–8

–6

Vehicle
Road with the second kind of traffic restriction

–10 100–5 5

(c)

10

–2

0

2

4

6

8

–4

–10

–8

–6

Vehicle

UAV

Road with the first or second kind of
traffic restriction

–10 100–5 5

(d)

Figure 3: Routings under different circumstances: (a) routing of only vehicle under no traffic restriction; (b) routing of only vehicle under
the first kind of traffic restriction; (c) routing of only vehicle under the second kind of traffic restriction; (d) routing of vehicle with UAV
under two kinds of traffic restrictions.
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Table 1: Location of the 200 customers and the weight of their demand.

Customer Location Weight of demand (pound) Customer Location Weight of demand (pound)
1 (3.5985, 3.6248) 2.6464 101 (6.6985, − 7.8311) 2.4695
2 (1.6070, 2.0104) 2.0035 102 (− 1.9531, − 3.3253) 4.6376
3 (6.7836, 3.9658) 4.9405 103 (− 7.8722, − 1.6863) 5.3956
4 (2.7794, 2.7118) 0.4074 104 (5.0983, − 0.4058) 5.5206
5 (5.4746, − 1.4383) 5.5835 105 (− 7.3811, − 9.4588) 2.7891
6 (3.7286, − 5.7173) 2.6218 106 (− 9.7011, − 9.1042) 0.6035
7 (− 3.9446, − 0.7422) 0.9957 107 (− 8.0567, 4.1457) 5.7241
8 (− 6.6992, 6.3058) 0.8271 108 (− 6.8909, − 9.5609) 2.0171
9 (− 8.7527, − 4.0516) 0.7294 109 (− 5.7863, 4.4279) 6.1105
10 (− 4.4899, − 5.3138) 1.3197 110 (7.3203, 5.0068) 2.3235
11 (4.4820, − 3.0529) 6.0178 111 (8.0247, − 7.8543) 4.213
12 (1.4923, − 1.8090) 4.5951 112 (− 5.0841, 1.2691) 5.5378
13 (− 8.3485, 2.9984) 3.7066 113 (3.0984, − 5.5088) 4.0103
14 (3.5833, − 0.3746) 4.2485 114 (− 8.4013, − 2.8959) 3.9066
15 (− 8.8362, 3.5809) 4.8984 115 (− 1.5125, 3.4101) 4.5946
16 (− 3.4012, 2.5994) 2.6331 116 (4.7787, 8.0351) 2.5481
17 (− 3.2365, 0.3061) 5.1189 117 (0.5036, − 1.8153) 4.4859
18 (− 9.3533, 3.8708) 2.3671 118 (9.2231, − 5.6816) 6.1265
19 (5.7948, 3.0688) 1.6931 119 (− 0.7709, − 0.2432) 0.8386
20 (− 9.3260, 2.3723) 6.0346 120 (0.1749, 0.4201) 2.5176
21 (5.5314, − 8.4922) 3.9256 121 (6.5870, − 5.7042) 3.4506
22 (− 5.3389, − 1.8910) 4.0786 122 (5.1065, − 4.8937) 5.6184
23 (5.0150, 1.0702) 0.5409 123 (− 6.5286, − 4.1542) 4.5411
24 (5.3291, 8.8109) 0.726 124 (4.8201, 0.3814) 1.8215
25 (5.1424, 2.8790) 3.9069 125 (− 8.0454, 2.6018) 3.8553
26 (− 8.5682, − 4.6079) 0.2204 126 (5.8765, 0.1324) 0.413
27 (2.4282, − 7.1526) 5.7625 127 (− 8.9043, 2.6839) 2.5147
28 (5.3858, 3.9510) 5.8148 128 (3.2194, 4.7627) 3.5148
29 (− 3.1541, − 4.4266) 6.0896 129 (− 3.9258, 0.0123) 4.7808
30 (6.9408, 0.1415) 1.0124 130 (0.0193, 9.3367) 4.6436
31 (6.9864, 6.0812) 2.2663 131 (− 1.7297, − 2.4018) 5.7673
32 (− 2.2162, − 7.0139) 2.0512 132 (7.9912, 3.1555) 4.0447
33 (1.7152, 6.3001) 1.4065 133 (− 1.3450, 1.1250) 2.9504
34 (7.2730, 1.6194) 0.4455 134 (4.6406, 2.6336) 6.0704
35 (− 9.0451, − 1.9021) 5.6629 135 (− 1.8672, − 3.1354) 3.7547
36 (3.9235, 3.1469) 5.9208 136 (4.4430, 7.4150) 0.8491
37 (− 4.1134, 9.0178) 0.7815 137 (− 7.3532, 3.6512) 0.8283
38 (4.1405, 0.6544) 5.1735 138 (6.8433, 5.5395) 2.5081
39 (− 9.0047, 2.8633) 5.2433 139 (8.1880, 8.9098) 2.8487
40 (3.9065, − 5.4808) 3.8613 140 (− 8.6609, − 7.1078) 4.798
41 (6.8066, 6.7106) 1.008 141 (6.5072, 1.6621) 4.9815
42 (1.4364, − 6.4336) 4.315 142 (− 1.7420, 8.7680) 1.4472
43 (− 8.9608, − 7.4226) 5.8182 143 (− 8.7449, − 4.7519) 3.4111
44 (0.6380, 1.0638) 5.9632 144 (2.5800, 9.5467) 5.5106
45 (− 5.3386, − 5.5256) 1.804 145 (− 6.2282, 2.4928) 3.4125
46 (− 2.7935, 0.2916) 3.8737 146 (9.7491, 2.2369) 3.6908
47 (− 3.2275, − 7.6894) 6.1055 147 (5.0762, − 8.1123) 3.9738
48 (6.0844, 5.0847) 6.0703 148 (− 2.1303, 7.2874) 2.6361
49 (− 5.1356, − 5.9556) 3.0152 149 (− 6.2300, − 6.5167) 2.699
50 (2.6515, 7.7721) 0.0072 150 (6.2027, − 0.4723) 4.6166
51 (− 0.0056, − 0.1799) 3.3836 151 (2.0571, 3.5960) 5.8956
52 (2.7594, − 4.9004) 5.8689 152 (9.7581, 5.6005) 1.1632
53 (6.6679, 7.1263) 5.246 153 (5.2829, 1.7994) 2.5925
54 (9.8432, 3.9686) 1.3284 154 (− 2.2265, 6.9336) 2.3741
55 (− 5.3313, 6.4587) 1.3662 155 (− 8.9635, 6.1876) 3.3864
56 (− 7.3582, 2.8845) 5.5513 156 (7.3399, − 1.8563) 2.5694
57 (0.1812, 2.1129) 3.2123 157 (− 3.4740, − 8.4158) 5.951
58 (− 7.1705, 7.0471) 2.6717 158 (− 0.1858, 1.4740) 0.9742
59 (8.5137, 5.5096) 4.5286 159 (− 0.3142, − 5.9115) 2.0432
60 (− 1.5415, − 7.7999) 3.7548 160 (− 8.6928, 3.0577) 4.5069
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6. Discussion

In this paper, we classified traffic restrictions into two cir-
cumstances and studied the environmental and economic
impact of UAV delivery under traffic restriction, and we
found that UAV delivery can effectively save energy and
cost. In other words, UAV delivery economically benefits
not only logistics firms but also the sustainability of envi-
ronmental development, which is supported by Chiang et al.
[2]. We also found that, under the two kinds of traffic re-
strictions, UAV delivery can accomplish deliveries that
cannot be carried out or are carried out at much higher costs
by vehicles only, and it is more effective under the first kind
of traffic restriction, which has not been studied.

We would like to point out that, with the development of
UAV technology, UAV delivery is more and more popularly
accepted as the best resolution of “last-mile” delivery
problem. Amazon, UPS, Walmart, Google, JD.com, and

Alibaba started to apply UAVs in package delivery. In this
paper, we proposed managers an effective model to create
competitiveness by optimally coordinating vehicles and
UAVs. Shifting small package delivery from trucks to UAVs
greatly reduces energy consumption and costs in package
delivery. As a matter of course, to realize the environmental
and economic benefits of UAV delivery, firms should
carefully plan and control the routing and cooperation of
vehicles and UAVs. Operational decisions can effectively
reduce delivery costs and CO2 emission, as well as improve
the environment [34].

Absolutely, the current power technology of UAVs limits
the range and payload capacity of UAVs. At present, the
battery used in UAVs is lithium ion battery with an energy
density of around 300Wh/kg, while the fluorinated battery
can reach 2585Wh/kg, which can greatly improve the
performance of UAVs [35].+is means future developments
in emerging energy sources will ease current restrictions on

Table 1: Continued.

Customer Location Weight of demand (pound) Customer Location Weight of demand (pound)
61 (6.4396, 6.4118) 3.0396 161 (− 8.9804, 1.7362) 3.4904
62 (8.1804, − 3.8801) 5.6087 162 (0.8940, 8.4429) 1.8262
63 (− 9.6267, 6.2938) 1.5951 163 (− 1.6117, − 7.0373) 2.0569
64 (9.7571, 7.7541) 5.2335 164 (− 6.0486, − 4.1884) 0.8061
65 (− 7.4305, − 1.9970) 6.0315 165 (0.5796, − 2.2476) 4.9394
66 (− 4.1666, 9.7131) 4.442 166 (− 3.0904, − 9.0519) 1.6785
67 (8.6054, − 5.4922) 5.3479 167 (8.5203, − 7.3574) 2.4377
68 (− 9.7305, 1.9685) 3.6987 168 (9.3078, − 5.7472) 2.9458
69 (4.0727, − 8.2039) 3.3089 169 (− 1.0789, − 5.0646) 6.195
70 (− 3.8506, 8.7982) 3.216 170 (3.4054, − 9.4300) 0.0608
71 (− 7.1437, 7.1571) 2.9886 171 (− 8.1767, − 0.5804) 2.5696
72 (8.6707, 3.3893) 4.1855 172 (1.0544, − 1.7339) 4.0753
73 (− 6.2558, − 1.5341) 3.2457 173 (− 8.5217, − 1.5462) 0.9069
74 (− 4.9621, − 2.4825) 1.0398 174 (7.3960, 5.3860) 2.8008
75 (6.5565, − 1.0670) 1.6786 175 (7.8358, − 1.8235) 4.3691
76 (− 9.1507, − 8.5815) 2.1336 176 (0.7854, − 0.1814) 2.1629
77 (2.3058, 3.3969) 3.1581 177 (7.3398, 4.4719) 4.8862
78 (− 6.1230, 1.4946) 1.635 178 (3.6908, 0.0740) 5.8748
79 (− 6.8841, 5.0681) 2.3038 179 (− 1.7045, 5.2675) 3.5177
80 (3.1371, − 3.3084) 5.5688 180 (− 4.3713, − 5.1950) 3.6966
81 (1.7032, − 5.9946) 0.4024 181 (8.7083, − 8.4181) 2.1445
82 (− 1.5590, 5.8996) 4.9225 182 (3.5814, 9.0920) 4.3845
83 (− 5.1026, 7.0859) 3.2166 183 (4.9116, − 6.6143) 2.1252
84 (− 2.3133, − 0.0468) 1.2746 184 (− 9.3055, − 6.6730) 5.3135
85 (− 1.9291, − 8.8507) 5.5929 185 (1.1326, 9.1880) 2.7653
86 (4.6261, − 7.2169) 0.2662 186 (2.4269, 9.3005) 3.8122
87 (7.3182, 2.3801) 0.2147 187 (− 8.2876, 9.1493) 4.9769
88 (6.0759, − 3.9352) 5.8295 188 (− 9.5075, 5.6753) 2.5376
89 (8.0556, − 4.2223) 2.5624 189 (8.3507, − 0.2268) 6.1962
90 (− 5.7516, 8.0645) 5.6345 190 (6.5826, 3.3623) 3.7944
91 (8.1302, 8.2009) 3.6932 191 (7.2440, − 6.8963) 3.5641
92 (3.9469, 4.9619) 1.1317 192 (− 1.3492, − 6.6058) 4.005
93 (2.0032, − 8.4006) 1.2813 193 (1.2460, − 5.5328) 0.036
94 (7.8395, 7.5786) 1.4329 194 (− 1.1003, 0.0472) 5.9488
95 (− 7.5101, − 8.0132) 0.9963 195 (− 2.2261, − 3.0986) 1.1039
96 (8.9171, 7.1257) 5.1115 196 (2.2383, − 1.0874) 1.6342
97 (− 0.0308, − 6.0585) 2.2 197 (0.0418, − 8.8158) 5.8702
98 (4.7966, 9.9410) 4.871 198 (3.8139, 2.0351) 4.0963
99 (− 9.4510, − 7.4800) 0.9984 199 (5.2971, − 5.0442) 4.8425
100 (6.4788, − 0.9906) 1.6839 200 (5.0138, − 0.5799) 4.0817
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First vehicle

First UAV

Second vehicle

Second UAV

Edge with traffic restriction

Figure 4: Routing of the 2 pairs of vehicles and UAVs.

Table 2: CO2 emissions without UAVs.

Number of
customers

Number of
vehicles

Service time of each
vehicle (hours) CO2 emission of each vehicle (kg) Total emission

(kg)
CPU time

(s)
200 2 7.17 7.68 225.9088 241.9776 467.8864 26.58
300 3 5.65 5.79 7.29 178.0174 182.4284 229.6897 590.1355 75.32
400 4 4.94 5.41 6.41 5.06 155.6471 170.4556 201.9631 159.4279 687.4937 156.24

Table 3: CO2 emissions with UAVs.

Number of
customers

Number of
vehicles

Service time of
each vehicle
(hours)

CO2 emission of each vehicle
(kg)

CO2 emission of each
UAV (kg)

Total emission
(kg)

CPU time
(s)

200 2 6.65 6.94 209.5249 218.6621 0.1277 0.1636 428.4783 29.11
300 2 7.75 7.89 244.1831 248.5942 0.1900 0.1623 493.1296 87.19
400 3 6.31 6.32 7.08 198.8123 199.1274 223.0731 0.1485 0.1472 0.1604 621.4689 179.21

Table 4: Comparison of CO2 emissions of using UAVs and not using UAVs.

Number of
customers

Number of vehicles
Number of reduced

vehicles

CO2 emission (kg) CO2 emission
reduction

Without
UAV

With
UAV

Without
UAV

With UAV
(kg) (%)

Vehicle UAV Total
200 2 2 0 467.8864 428.1870 0.2913 428.4783 39.4081 9.20
300 3 2 1 590.1355 492.7773 0.3523 493.1296 97.0059 19.67
400 4 3 1 687.4937 621.0128 0.4561 621.4689 66.0248 10.62
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drone use and may provide additional cost savings that will
allow UAV-vehicle delivery of last-mile packages to be
further improved.

7. Conclusions

In this paper, we classified traffic restrictions into two cir-
cumstances and proposed a mixed-integer (0-1 linear)
UAV-vehicle routing model with these two kinds of traffic
restrictions to exploit the environmental aspects of the use of
UAVs in logistics. A genetic algorithmwas proposed to solve
the model, and an experimental analysis was made to il-
lustrate and validate our model and the algorithm.We found
that, under the two kinds of traffic restrictions, delivering
with UAVs can accomplish deliveries that cannot be carried
out or are carried out at much higher prices by vehicles only
and can effectively save costs and reduce CO2 emissions,
which is environmentally friendly. Furthermore, UAV de-
livery saves more cost and cuts more CO2 emission under
the first kind of traffic restriction than that under the second.
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Sharing economy is seen as an essential building block for sustainability. Yet, inefficient utilizing of parking spaces needs more
attention, by which both direct and indirect traffic congestions may be caused, jeopardizing the economic potential of sustainable
development. Conventional parking service may gradually lose favour in analogy to its counterpart, of which a novel approach
solving shortage of urban parking resources is offered by shared parking. Hence, in this paper, problems of how to redistribute the
available private-owned parking slots that be shared are focused due to the parking slot location properties that can be labelled as
random, disordered, unstable, widely distributed, etc. Specifically, shared parking greatly enhances reasonability by considering
satisfaction. Based on the mechanism of time matching between supply and demand, this paper thoroughly takes the bilateral
preference of both parking demanders and parking space suppliers into account in terms of maximization of the utilization rate of
shared parking spaces as well as the satisfaction of parking demanders, in which amultiobjective optimizationmodel is established
and the weighted sum method combined with the Hungarian method is adopted. Compared with the first-come-first-served
(FCFS) strategy, the performance of the proposed method enjoys more advantages in utilizing shared parking spaces and in
satisfying parking demanders. -e model established and algorithm conducted in this paper meet the requirements induced by
parking space redistribution in which inequalities exist between supply and demand, facilitating automobile parking and realizing
higher efficiencies in using public resources regarding shortage of parking spaces in urban areas.

1. Introduction

Transportation is a representative of energy-dependent in-
dustry which results in excessive energy consumption and
environmental pollution. Under energy and environment
pressures, how to alleviate shortage of parking resources
without occupying too much space poses a serious challenge
for transportation [1]. At present, the number of registered
automobiles in China skyrocket as the economy develops
[2]. Statistics of the Traffic Management Bureau [3] showed
that, in China, there are 66 cities with the number of cars
exceeding 1 million until June 2019. However, the rapid
increasing of cars has brought too much inconvenience due
to most cities’ inability to supply adequate parking spaces.
Taking Beijing as a typical example, according to the 2019
Beijing Traffic Development Annual Report [4], the shortage

of the parking lots was up to 1.37 million. -e public and
private belonging property of the parking space, together
with the imbalance between parking space supply and de-
mand, determines the scarcity of the available parking slots;
hence, underutilization of existing parking spaces [5, 6]
should be restored to its expected level, which helps alleviate
the serious shortage of parking resources [7].

Owing to the severe imbalance between supply and
demand of parking spaces, to which the major component is
composed of private-owned ones, urban residents have to
face great inconveniences and even difficulties when parking
cars. For many cities, contradiction between creating more
parking spaces and finite resources has become the ines-
capable problem, to which enormous increase in financial
expenditure may not help within a short period of time.
Under such circumstances, improving the utilization rate of
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public- and private-owned parking spaces seems a better al-
ternative regarding the scarcity of parking resources [8, 9], of
which can be summarized as the motivations of this research.

-erefore, the scheme of shared parking is rendered as
acceptable to alleviate inconveniences and difficulties of
parking [10]. However, despite some public-owned parking
spaces which cannot be taken into consideration by the
scheme at present, redistributing and matching the available
private-owned shared parking spaces which locate in resi-
dential communities may encounter complicated situations
due to the parking spaces’ position and distribution, to
whichmore attention should be paid. Hence, the sharing and
redistributing of private-owned parking spaces is prioritized
in accordance with their properties. In this study, problems
regarding how to redistribute private parking slots in terms
of bilateral preference under shared parking management
are incorporated accordingly, thereby approaching this
problem by an optimization algorithm.

-e rest of the paper is organized as follows. An overview
of the related issues is performed in Section 2, followed by
problem description (including the shared parking scene
and notations) in Section 3. Section 4 will present the
parking time matching model considering bilateral prefer-
ence with an algorithm designed to solve it. Numerical
experiments are conducted in Section 5. Conclusions and
further research directions are given in Section 6.

2. Related Work

Some scholars, foreign and domestic, have verified the
feasibility and effectiveness of shared parking from multiple
perspectives [11, 12]. Stin and Resha [13] analyzed the
potential of shared parking for different purposes of building
facilities and explored the feasibility of building shared
parking lots. Liu et al. [14] found out that it is efficient for
traffic management to reserve parking through parking
permits distribution and trading. What’s more, appropriate
combination of reserved and unreserved parking spots can
temporally relieve traffic congestion at the bottleneck and
reduce the total system cost. Xiao and Xu [15] proposed a
fair recurrent double auction mechanism and thought it
plays an important role in promoting shared parking.
-erefore, not only can the quantity of car trips be curbed by
promoting appropriate parking spaces [16] but also the
congestions be alleviated from road traffic networks by
adopting the scheme of shared parking, not to mention the
reduction in carbon emissions.

In researching shared parking matching strategy, Shao
et al. [17] studied parking models of parking lots adopting
both same and different available time and proposed a
simple model for residents and public users to share parking
spaces in residential areas. Cai et al. [18] researched the
shared parking strategy of public-owned parking lots and
proposed a network-based parking space allocation method.
Kong et al. [19] proposed a parking matching method for
intelligent parking space sharing, distribution, and pricing,
which is based on IoT/cloud technology architecture and on
the auction perspective. Hao et al. [20] studied the floating
charging method of shared parking.

Most of the existing researches concerning shared
parking focused on the following three factors, namely, the
analysis of the feasibility of shared parking, the construction
of shared parking allocation model, the design of third-party
shared parking platform [21]. Yet, few matching research
literatures brought to light the exclusive scarcity of shared
parking spaces and the distinctive characteristics of parking
demanders, which can be specifically classified as the bi-
lateral preference (including demanders’ and supplies’
preferences), the matching and redistributing of shared
parking in residential communities, the time that shared
parking spaces cost in the same period, and the number of
parking demanders.

-e research objects are therefore sketched as residential
area-located parking demanders who are featured with mul-
tiple parking demands and sharable parking spaces in multiple
sharable periods. -is paper considers shared parking space
preference (parking space utilization) and parking demanders
preferences (such as walking distance after parking, parking
fees, and safety) in terms of redistributing and matching time
of both shared private parking space and parking demanders.
Accordingly, the preference is divided into three terms by the
shared parking platform with regard to the different expres-
sions of the parking preference, including clear numbers,
interval numbers, and language term preference, which
maximizes the utilization of shared parking spaces and the
satisfaction degree of parking demanders. -e key contribu-
tions of this paper can be recapitulated as constructing a
multiobjective optimizationmodel for shared parking in terms
of bilateral preference, to which a relevant algorithm is
designed. Shared parking is formulating its tendency
throughout the developing process of the sharing economy.
Our work will be reasonable for policymakers and business
supervisors who wish to satisfy users’ experience of parking.

3. Problem Description

In this section, the shared parking scene for matching
parking demanders with parking suppliers is sketched.
Related notations are therefore defined to denote the sets
and variables included.

3.1. Description for Shared Parking Scenario. In specific
cases with finite parking spaces in public parking areas, there
is a partial overflow parking seeker. Parking spaces located in
residential areas within a certain distance around the public
parking area can provide shared parking spaces due to the
tidal effect. Such parking spaces are identified as shareable
parking spaces. According to the different use of the land
properties, the shared parking with maximum satisfaction
refers to the parking space allocation that maximizes the
preference of the supply and demand by implementing the
different time sharing [13]. -e satisfaction degree is cal-
culated according to the bilateral preference. -e parking
space allocation is assumed to be within walking distance of
the public parking area (studies showed that 95% of users
can accept a maximum walking distance of 350m after
parking) [22].-e residential area provides n shared parking

2 Mathematical Problems in Engineering



space. Among the parking demanders in the public parking
area, there are m drivers who reserve the use of shared
parking spaces.

In the study of the simulated shared parking scenario, we
set the following definitions with explanations: an owner of
the shared parking space is identified as a “supplier,” whilst a
parking demander is regarded as a “demander” and two types
of participants are connected through a “shared parking
platform.” -erefore, the shared parking scenario can be
identified as follows (as shown in Figure 1): the shared
parking platform connects two types of participants together,
including suppliers and demanders. -e suppliers would like
to submit the information of the shared parking space to the
platform, including shareable time and location, whilst the
demanders are also submitting their information (parking
time and the expected value of the parking space attributes) to
the parking platform, wishing to obtain slots for parking. -e
parking platform returns the corresponding feedbacks
(matched participants and priority attributes) to participants.
It is emphasized that each round of allocation is closely
connected with the former allocations, since the previous
records (participants’ participation times, compliance, and
matched result) are combined with allocation result before the
final feedbacks in each round can be concluded.

3.2. Notations. In order to describe the matching problem
between the shared parking space and the parking de-
manders, the following symbols are used in this paper:

D � D1, D2, . . . , Dm􏼈 􏼉: a set of m parking demanders,
where Di denotes the ith parking demanders,
i � 1, 2, . . . , m.
P � P1, P2, . . . , Pn􏼈 􏼉: a set of n shared parking spaces,
where Pj denotes the jth shared parking spaces,
j � 1, 2, . . . , n.
ta
i , tb

i represent the expected arriving and leaving time
of the ith owner at the parking space, respectively.
as

j, ae
j are the starting and ending moments at which the

jth parking space can be shared.
bs, be represent the start and end time of a shared
parking space during a certain time period (such as
0–24 as the time period involved in the model).
bs ≤∀as

j, be ≥∀ae
j are set to discretize the time segment.

C � C1, C2, . . . , Cq􏽮 􏽯: a set of q attributes for evaluating
the parking space, where Cg denotes the gth attribute,
g � 1, 2, ..., q. Here, the attributes are considered in
three formats, crisp number (such as parking fee),
interval number (such as walking distance after
parking), and linguistic terms (such as parking safety).
-e crisp number can be regarded as a special interval
number with the same upper and lower limits. Let C �

CC, CI, CL􏼈 􏼉 be a set of attribute subsets, where
CC, CI, CL denote the attribute values in the formats of
crisp number, interval number, and linguistic term,
respectively, CC∩CI � ∅, CC∩CL � ∅, CI∩CL � ∅.
E � [eig]m×q: a decision matrix for the aspiration level
of parking demanders, where eig denotes the aspiration

level provided by parking demanders Di to shared
parking spaces concerning attribute Cg, i �

1, 2, . . . , m, g � 1, 2, . . . , q.
A � [ajg]n×q: a decision matrix for the evaluation level
of shared parking spaces, where ajg denotes the eval-
uation level of shared parking spaces Pj concerning
attribute Cg, j � 1, 2, . . . , n; g � 1, 2, . . . , q.
W � w1, w2, . . . , wq􏽮 􏽯: a vector of attribute weights,
where wg denotes the weight of attribute Cg,
􏽐

q
g�1 wg � 1, 0≤wg ≤ 1, g � 1, 2, . . . , q.

4. Model Construction

In this section, a model-based method is proposed to solve
the abovementioned problem regarding private parking slot
sharing. An optimization model of parking time matching is
established in terms of satisfaction, under which an algo-
rithm is designed accordingly.

4.1. Model for Matching Parking Demanders and Suppliers.
-e parking time is discretized during the time period in-
volved in the model. -e time interval ranging from bs to be

is divided into T � (be − bs)/ΔT equal time periods (such as
0.5 hours) and each time interval is ΔT. -e period of the
shared parking spaces can be expressed as bs + (t − 1) · ΔT
to bs + t · ΔT, where t � 1, 2, . . . , T.

Depending on the shareable parking period and the
parking demanders period provided by the shared parking
space, dij is used to indicate the relationship between the
rental period of shared parking space and the parking de-
manders period:

dij �

0, ta
i , td

i( 􏼁 ∈ as
j, ae

j􏼐 􏼑,

1, ta
i , tb

i( 􏼁 ∉ as
j, ae

j􏼐 􏼑,

i � 1, 2, . . . , m, j � 1, 2, . . . , n.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

By analyzing whether there is an intersection of the
parking time windows for different vehicles, it can be judged
whether different vehicles can be allocated to the same
parking space within the available time provided by the
shared spaces so that pir represents the relationship of
different vehicle reservation time:

pir �

1, ta
i , td

i( 􏼁∩ ta
r , td

r( 􏼁≠∅,

0, ta
i , td

i( 􏼁∩ ta
r , td

r( 􏼁 � ∅,

i, r ∈ 1, 2, . . . , m.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

By judging whether there is an intersection between the
time of parking demanders and the time of the shared
parking space, the demand column vector can be con-
structed as

qi � q1i, q2i, . . . , qti, . . . , qTi( 􏼁
T
,

i ∈ 1, 2, . . . , m; t � 1, 2, . . . , T,
(3)

where
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qti �

1, ta
i , td

i( 􏼁∩ b0 +(t − 1) · ΔT, b0 + t · ΔT􏼂 􏼃 � ∅,

0, ta
i , td

i( 􏼁∩ b0 +(t − 1) · ΔT, b0 + t · ΔT􏼂 􏼃 � ∅,

i ∈ 1, 2, . . . , m, t � 1, 2, . . . , T.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

For example, qi � (0, 0, 1, 1, 0, . . . , 1, 1)T indicates the
3rd to 4th time and the last two periods of the i parking
demanders reservation.

-e decision variable xijt indicates thematching between
the ith owner and the jth parking space during the t

period,where

xijt �
1, At, the owner is assigned tojparking space,

0, At, the owner is not assigned tojparking space.
􏼨

(5)

-e target model M1 can be built and expressed as

max z1 � 􏽘
m

i�1
􏽘

n

j�1
􏽘

T

t�1
qtixijt􏼐 􏼑, (6)

s.t. 􏽐
n

j�1
xijt ≤ 1,

i � 1, 2, . . . , m, t � 1, 2, . . . , T,

(7)

dij + xijt ≤ 1, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T,

(8)

xijt + pirxrjt ≤ 1, i, r � 1, 2, . . . , m, j � 1, 2, . . . , n,

t � 1, 2, . . . , T,
(9)

xijt ∈ 0, 1{ }, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T.

(10)

In the scene of shared parking, the shared parking
spaces prefer the allocation scheme with high utilization
rate. -erefore, the objective function is to maximize the
efficiency of the shared parking spaces during the time
period involved in the model, where qti indicates whether
the parking demanders i and the shareable parking spaces
have an intersection at the time t. In formulas (6) and (7),
the value of xijt is fixed by 0 or 1, which means each parking
request is assigned only one parking space at the time of t,
where 0 means that i is not allocated to the parking space j

at the time of t, and 1 means that the owner i is allocated to
the parking space at j parking. Constraint (8) denotes the
sharing time window, such as dij � 1, meaning that the
time of the vehicle does not match the parking
space,xijt � 1 means the owner i is assigned to the parking
space j, which does not match the former j parking space
time. Hence, the abovementioned two parameters i and j

cannot be fixed at 1 simultaneously. Constraint (9) means
that the same parking space cannot allow parking of two
cars simultaneously, of which the same time period con-
flicts with each other.

The information of supplier 1

Feedback to supplier 1

The information of demender 1

Feedback to demander 1

The information of demander 2

Records

Records

Participants’
information

Supplier n

Supplier 2

Supplier 1

Platform
feedbacks

Reservation
records

Demander m

Demander 2

Demander 1

Shared parking
platform

The information of supplier 2

The information of su
pplier m
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The information of demander m

Feedback to demander 2

Feedback to demander m

Figure 1: -e shared parking scenario.

4 Mathematical Problems in Engineering



5. Measuring Satisfaction Degrees of Parking
Demanders and Suppliers

-e shared parking platform analyzes the previous parking
data and counts the key factors affecting the parking space
selection. -e platform is divided into three forms, clear
numbers, interval numbers, and language term preference,
in terms of the different expression forms of the parking
factors [23]. C � CC, CI, CL􏼈 􏼉 is the classified attribute set,
CC, CI, CL represent clear numbers, interval numbers, and
attribute set of language term preference, respectively.
Firstly, the matching of the parking time period should be
prioritized throughout the process of matching between
parking demanders and parking spaces [24]. Secondly, an
optimization model considering satisfaction is therefore
established to complete the matching of parking demanders
and shared parking spaces in accordance with the preference
of the parking demanders for the parking space.

When the platform provides parking spaces to the
parking demanders, whether the real evaluation level of each

shared parking space reaches the aspiration level of parking
demanders should be taken into serious consideration.
Inasmuch as measuring the degree of the aspiration level, it
is necessary to calculate the parking demanders satisfaction
of each attribute, thereby obtaining the overall satisfaction
degree regarding the weight of each attribute.

-e following process of calculation describes the sat-
isfaction degree with three formats of attribute values.

5.1. Calculation of Satisfaction Degree for the Attribute Value
Type CC. When Cg ∈ Cc, the attribute value Cg including
the expectation and evaluation level attributes is a clear
number. -en, eig � eig

′ and ajg � ajg
′ indicate the expec-

tation level of parking demanders and the evaluation level of
parking spaces on shared parking platforms, respectively,
where eig

′ ≥ 0, ajg
′ ≥ 0. Hence, with regard to the attribute Cg,

the satisfaction u
g

ij of parking demanders Di to the shared
parking space Pj is calculated as follows:

For benefit attribute,

u
g
ij �

ajg
′ − a
′min
g

eig
′ − a′min

g

, a
′min
g ≤ ajg
′ ≤ eig
′ ,

1, eig
′ ≤ ajg
′ ≤ a
′max
g ,

i � 1, 2, . . . , m, j � 1, 2, . . . , n, g � 1, 2, . . . , q,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(11)

for cost attribute,

u
g

ij �

1, a
′min
g ≤ ajg
′ ≤ eig
′ ,

a
′max
g − ajg

′

a′max
g − eig
′

,

eig
′ ≤ ajg
′ ≤ a
′max
g ,

i � 1, 2, . . . , m, j � 1, 2, . . . , n, g � 1, 2, . . . , q,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

where a′min
g � min

g
ajg
′􏽮 􏽯, a′max

g � max
g

ajg
′􏽮 􏽯, j � 1, 2, . . . ,

n..

5.2. Calculation of Satisfaction Degree for the Attribute
Value Type CI. When the attribute value type including the
expectation level and the evaluation level attribute Cg is an
interval number. -en, eig � (eL

ig, eR
ig) and ajg � (aL

jg, aR
jg)

indicate the expectation level of parking demanders and the
evaluation level of parking spaces on shared parking plat-
forms, respectively, where eR

ig ≥ eL
ig, aR

jg ≥ aL
jg and

eL
ig ≥ 0, aL

jg ≥ 0. Hence, with regard to the attribute Cg, the
satisfaction u

g
ij of parking demanders Di to the shared

parking space Pj is calculated as follows:

u
g
ij �

ajg − amin
g

eL
ig − amin

g

, amin
g ≤ ajg ≤ eL

ig,

1, eL
ig ≤ ajg ≤ eR

ig,

amax
g − ajg

amax
g − eR

ig

, eR
ig ≤ ajg ≤ amax

g ,

i � 1, 2, . . . , m, j � 1, 2, . . . , n, g � 1, 2, . . . , q,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(13)
where amin

g � min
g

ajg􏽮 􏽯, amax
g � max

g
ajg􏽮 􏽯, j � 1, 2, . . . , n..

5.3. Calculation of Satisfaction Degree for the Attribute Value
Type CL. If Cg ∈ CL, the attribute value type including the
expectation level and the evaluation level attribute is a
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language term. We suppose O � O1, O2, . . . Ok􏼈 􏼉 is a fully
ordered set of language terms with an odd base, where Ok is
the k language term in the collection O and k + 1 is the
cardinality of the attribute set O. We assume αig is the
subscript value of the linguistic term corresponding to the
parking demanders’ aspiration level eig and presume βjg is

the subscript value of the linguistic term corresponding to
the shared parking platform evaluation level. Hence, with
regard to the attribute Cg, the satisfaction u

g
ij of parking

demanders Di to the shared parking space Pj is calculated as
follows:

for benefit attribute,

u
g
ij �

βjg − βmin
g

αig − βmin
g

, βmin
g ≤ βjg ≤ αig,

1, αig ≤ βjg ≤ β
max
g ,

i � 1, 2, . . . , m, j � 1, 2, . . . , n, g � 1, 2, . . . , q,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

for cost attribute,

u
g
ij �

1, βmin
g ≤ βjg ≤ αig,

βmax
g − βjg

βmax
g − αig

, αig ≤ βjg ≤ β
max
g ,

i � 1, 2, ..., m, j � 1, 2, . . . , n, g � 1, 2, . . . , q,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

where βmin
g � min

g
βjg􏽮 􏽯, βmax

g � max
g

βjg􏽮 􏽯, j � 1, 2, . . . , n.

-e overall satisfaction of the parking demanders to the
shared parking space regarding satisfaction degree of each
attribute uij and the corresponding attribute weight wg is
calculated as follows:

uij � 􏽘

q

g�1
wgu

g
ij. (16)

6. Constructing the Optimization
Matching Model

Based on the principle of time matching and the satisfaction
degree uij, the multiobjective optimization model M2 for
matching parking demanders and shared parking spaces is
established as follows:

max z1 � 􏽘

m

i�1
􏽘

n

j�1
􏽘

T

t�1
qtixijt􏼐 􏼑, (17)

max z2 � 􏽘
m

i�1
􏽘

n

j�1
􏽘

T

t�1
uijxijt􏼐 􏼑, (18)

s.t. 􏽐
n

j�1
xijt ≤ 1 i � 1, 2, . . . , m, t � 1, 2, . . . , T. (19)

dij + xijt ≤ 1, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T,

(20)

xijt + pirxrjt ≤ 1, i, r � 1, 2, . . . , m; j � 1, 2, . . . , n;

t � 1, 2, . . . , T,
(21)

xijt ∈ 0, 1{ }, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T.

(22)

-e abovementioned model consists of two objective
functions. -e objective function (17) is to maximize the
efficiency of the shared parking space, meaning that the time
of each shared parking space is used as long as possible. -e
objective function (18) is to maximize the satisfaction of
parking demanders. Formulas (19) to (22) are constraints,
where constraint (19) ensures that each parking demander
can only match at most one shared parking space and
constraint (20) ensures that the time matching of shared
parking spaces and parking demanders does not conflict to
each other despite whether it is assigned to the parking
space. Constraint (21) ensures that the same parking space
cannot stop two vehicles at the same time.

7. An Algorithm for Solving the Optimization
Matching Model

-e model M2 is a two-objective 0-1 integer programming
problem. As participants (m and n) increase, the solution of
the model M2a becomes very complicated. To deal with M2
MODEL, this section proposes a solution algorithm based
on the weighted sum method and the Hungarian algorithm,
which [25] is used to convert the dual-objective optimization
model M2 into a single-objective optimization model M3 by
adopting the weighted sum method. -en, according to the
single-objective optimization model M3, a standard as-
signment model M4 is built, which can be solved by the
Hungarian method [26]. -e result of the model M4 is the
noninferior solution of the two-objective optimization
model M2. -e specific solution process is as follows.
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Let α and 1 − α be the weights (importance degrees) of
the objective functions z1 and z2, respectively, varying be-
tween 0 and 1. Generally, they can be assigned by the shared
parking platform or be assigned in terms of core competence
theory [27] as follows:

α �
|D|

(|D| +|P|)
,

1 − α �
|P|

(|D| +|P|)
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(23)

where |D| is the cardinality of set D. Besides, multiple values
of α can be used to obtained multiple satisfied demander
supply matching results, and then the shared parking
platform can select one from the multiple satisfied demander
supply matching results according to the practical re-
quirements. According to the dual-target optimization
model M2, a single-objective optimization model M3 that
maximizes the satisfaction of parking demanders and
parking spaces can be constructed:

max z � α􏽘
m

i�1
􏽘

n

j�1
􏽘

T

t�1
qtixijt􏼐 􏼑 +(1 − α) 􏽘

m

i�1
􏽘

n

j�1
􏽘

T

t�1
uijxijt􏼐 􏼑,

(24)

s.t. 􏽘
n

j�1
xijt ≤ 1,

i � 1, 2, . . . , m t � 1, 2, . . . , T

(25)

dij + xijt ≤ 1, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T,

(26)

xijt + pirxrjt ≤ 1, i, r � 1, 2, . . . , m; j � 1, 2, . . . , n;

t � 1, 2, . . . , T,
(27)

xijt ∈ 0, 1{ }, i � 1, 2, . . . , m; j � 1, 2, . . . , n; t � 1, 2, . . . , T.

(28)

-e parking demander can select a satisfactory parking
space from the multiple matching results of the parking
space-demander with regard to the difference of satisfaction
between the two parties. Similarly, the shared parking space
can also select a satisfactory demander from multiple
matching demanders. -e abovementioned analysis shows
that the model M3 is a basic allocation model, which is
transformed into a standard distribution model by adopting
the Hungarian algorithm.

It is known that by the objective function of the model
M3, z � α􏽐

m
i�1 􏽐

n
j�1 􏽐

T
t�1(qtixijt) + (1 − α) 􏽐

m
i�1 􏽐

n
j�1

􏽐
T
t�1(uijxijt) � 􏽐

m
i�1 􏽐

n
j�1 􏽐

T
t�1[αqti + (1 − α)uij]xijt, where

αqti + (1 − α)uij is the weighted satisfaction of the standard
allocation model M3. -erefore, let V � [vij]m×n denote the
weighted satisfaction degree matrix of the model M3,
where vij represents the weighted satisfaction of the

matching demander i and the parking space j. -e
weighted satisfaction degree can be calculated by the
following equation:

vij �

αqti +(1 − α)uij, xijt � 1,

0, xijt ≠ 1,

i � 1, 2, . . . , m, j � 1, 2, . . . , n.

⎧⎪⎪⎨

⎪⎪⎩

(29)

-e objective of the Hungarian algorithm is to minimize
the objective function. In order to establish a standard allo-
cation model, it is necessary to convert the maximization
problem into a minimization problem. In specific cases, the
parking demander has only one parking demander in the
matching cycle involved in the model, the parking space can be
shared only one shareable time period and the number of
parking demanders equals to the number of shared parking
spaces, and the adoption of the Hungarian algorithm maxi-
mizing the problem can be directly translated into an equiv-
alent of minimization problem. However, in reality, a person
who seeks for parking may have multiple parking demanders.
A shareable parking space may have multiple different
shareable time periods.-e number of parking demanders and
shareable parking spaces may not be equal, which in turn
generates the following method conducted in this paper.

Inasmuch as the principle of the Hungarian method in
specific cases, we know that if there is a person who seeks for
parking with multiple parking demanders within the period
involved in the model, the demander is transformed into
multiple demanders with the same preference but different
parking periods. By converting parking demanders who are
featured with multiple parking needs into parking de-
manders with only one parking requirement, m parking
demanders can therefore be converted into m′ parking
demanders, so D′ � 􏼈D1, D2, . . . , Dm, . . . , Dm′

􏼉. Similarly, a

shareable parking space withmultiple shareable time periods
is converted into multiple parking spaces with the same
preference value but different sharing time periods, and each
parking space has only one shareable time period.-erefore,
n parking spaces can be converted to n′ parking spaces, then
P′ � 􏼈P1, P2, . . . , Pn, . . . , Pn′

􏼉. Let b � max􏼈m′, n′􏼉 , if the

number of parking demanders and the number of shared
parking spaces are different, setting virtual b − m′ parking
demanders or b − n′ shareable parking spaces will turn the
original matrix into a b matrix. Df

′ represents the first
parking demander and Ph

′ represents the first shareable
parking space. -erefore, L � [lfh]b×b represents the con-
verted comprehensive satisfaction matrix. -e specific so-
lution process for converting a complex situation into a
standard allocation model is as follows:

(1) Finding the maximum value of the initial compre-
hensive satisfaction N, then N � max
vij | i � 1, 2, . . . m; j � 1, 2, . . . n􏽮 􏽯;

(2) Judging whether there is only one parking de-
mander for a parking seeker, whether one shared
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parking space has only one shareable time period,
and whether the value of these two factors equals
to each other. If so, proceed to the third step. If
not, convert the parking demanders and the
shareable parking space to only one parking re-
quirement and only one shareable time period,
respectively. Setting b − m′ as virtual parking
demanders or setting b − n′ as shareable parking
spaces. -e original matrix becomes a b order
square matrix, and the weighted satisfaction of the
virtual parking demanders or shareable parking
space is 0.

(3) -e maximum value N of the initial comprehensive
satisfaction minus the remaining weighted satisfac-
tion vij and the converted cost value is lfh.

Y � [yfh]b×b denotes the decision matrix. If yfh � 1, the
equation indicates that the consumer Dj

′ matches the
parking space Ph

′. If yfh � 0, it means other conditions.
According to the cost matrix L � [lfh]b×b and the decision
matrix Y � [yfh]b×b, the standard allocation model M4 can
be constructed as follows:

min z′ � 􏽘
b

f�1
􏽘

b

h�1
lfhyfh, (30)

s.t. 􏽐
b

h�1
yfh � 1, f � 1, 2, . . . , b, (31)

􏽘

b

f�1
yfh � 1, h � 1, 2, . . . , b, (32)

yfh ∈ 0, 1{ }, f, h � 1, 2, . . . , b. (33)

In the model M4, the objective function of constraint
(30) minimizes the overall opportunity cost. -e constraint
(31) ensures that a demander only matches a shareable
parking space. -e constraint (32) guarantees that a parking
space can only be assigned to a demander. For the standard
allocation model M4, it can be solved by the Hungarian
algorithm.

In summary, the matching problem solver proposed in
this paper has 6 steps (as shown in Figure 2), which considers
the maximum efficiency of shared parking spaces and
maximizes the satisfaction of the owner.

1st step: matching supply and demand time. -e shared
parking platform receives demand information from
the parking demander and the shared information from
the shared parking space, respectively, thereby
matching and building the model M1 according to the
supply and demand time.
2nd step: satisfaction calculation is performed. -e
parking demanders will submit the expectation level of
each attribute of the shareable parking space to the
platform.-e platform generates the evaluation level of
the shareable parking space in terms of the parking
space information submitted by the owner of the

shared parking space whereby the satisfaction of the
demander is calculated.
3rd step: construction of a dual-objectivemodel. A dual-
objective optimization model M2 that maximizes the
utilization of the parking space and the satisfaction of
the demander is constructed with the help of the supply
and demand time matching model M1 as well as the
satisfaction of the demander.
4th step: transforming into a single-objective model. By
adopting the weighted sum method, the dual-objective
model M2 is transformed into a single-objective op-
timization model M3 that maximizes the overall
weighted satisfaction.
5th step: model standardization is done. -rough
conducting the specific cases of Hungarian algorithm,
the transformation of the original model is therefore
described as follows. A parking seeker has only one
parking demand, a shareable parking slot has only one
shareable time period, and the number of demanders
and parking slots is the same.
6th step: establishing a standard allocation model.
Transforming the maximization problem into a min-
imization problem. Establishing the standard allocation
model M4 by adopting the Hungarian algorithm,
thereby obtaining the distribution result.

8. Numerical Experiments

In this section, an example for shared parking is presented to
illustrate the implementation of the proposed method.
Simulations are performed to test the effectiveness and
fairness of the proposed model and of the optimization
algorithm, which is conducted by comparing with the first
come first serve (FCFS) allocation method.

In order to verify the validity of the proposed model and
the optimization algorithm (OA), the simulation experiment
is designed according to the idle time characteristics of the
parking space in the residential area and compared with the
first come first serve (FCFS) allocation method (the result is
shown in Figure 3). Taking the parking status of Xi’an for
instance, we suppose D � D1, D2, . . . , D10􏼈 􏼉 means 10
parking demanders (the detailed information is shown in
Table 1) (this article takes 0.5 hours as an example). P �

P1, P2, P3, P4, P5􏼈 􏼉 means 5 shared parking spaces in 5 res-
idential areas. -e specific information is shown in Table 2.

-e shared parking platform provides a level of shared
parking space with five attributes, including unit parking
cost C1, time required for the vehicle to reach the parking
space C2, walking distance after parking C3 (this article in
meters), the safety of the parking space C4, and the priority
attribute C5 (calculated by the historic transaction records,
including convenience, confidence, and the surroundings of
parking spots). -e information of five shared parking
spaces is shown in Table 3:

In Table 3, C1, C2, and C3 are quantitative attributes, and
the satisfaction degree for C1 and C2 is expressed in the form
of 1–10 points (1: very bad, 10: very good). Since the distance
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Table 1: Parking seekers’ time information.

Parking seekers Parking seekers period Parking seekers Parking seekers period
D1 [8:30, 14:00] D6 [13:30, 18:00]
D2 [15:30, 18:30] D7 [7:00, 14:00]
D3 [9:00, 13:00] D8 [14:30, 18:00]
D4 [14:30, 18:00] D9 [8:00, 12:00]
D5 [8:30, 11:00], [18:00, 20:00] D10 [12:00, 15:00]

Table 2: Shared parking space sharing time information.

Shared parking space number Parking space sharing time
P1 [7:00, 15:30]
P2 [8:30, 20:00]
P3 [8:00, 12:00], [13:30, 18:00]
P4 [9:00, 18:00]
P5 [8:30, 18:30]

Table 3: Evaluation level of shared parking spaces.

Parking space/attribute C1 C2 C3 C4 C5

P1 8 8 150 O3 O4
P2 9 8 220 O4 O5
P3 10 9 180 O3 O3
P4 8 10 290 O4 O3
P5 8 9 270 O4 O2

Parking demander
submits demand

information

Shareable parking space
to submit shareable time

period
Demander’s expected
level of parking sapce

Characteristics of
parking spaces

Shared parking platform

Calculating the satisfaction of
parking demanders

Shared parking platform

Building an allocation model
M1

Constructing a two-objective optimization model M2 to
maximize parking space utilization and demander

satisfaction

Converted to single-objective optimization model M3

Building a standard distribution model M4

Solving the allocation result

Hungarian
method

�e weighted
sum method

Figure 2: Matching method framework.

0
P1
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P3

P4

P5

Not
matched

1 2 3 4 5 6 7 8 9 10 11
D1

D3

D51

D7
D9 D10

D8

D6

D4

D2

D52
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Figure 3: FCFS method assignment result.
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of walking to the destination after parking is an estimated
interval, the value of C3 is the interval number form. C4, C5
attributes are qualitative attributes, where the values of C4
and C5 are in the format of linguistic terms in the 7-
granularity linguistic terms as follows: O � O0 �􏼈

absolutely poor, O1 � very poor, O2 � poor, O3 � medium,

O4 � good, O5 � very good, O6 � absolutely good}. As
shown in Table 4, the parking demander displays the ex-
pectation level of the shareable parking space by five at-
tributes of C1, C2, C3, C4, C5. In real cases, the expectation
value of the demander’s walking distance after parking is C3,
which is expressed in intervals.

We assume that the shared parking platform uses AHP
to determine the weight vector, where w � (0.21,

0.28, 0.25, 0.11, 0.15)T.-e satisfaction level of the demander
to the shared parking space can be calculated in terms of the

evaluation level of the shared parking spaces in Table 3 and
of the expected level of the demanders in Table 4. -e
calculation results are shown in Table 5.

In line with the rule of equality, we settle α � 1 − α � 0.5.
Considering the development stage of the shared parking
platform, the weights can take different values. By adopting
the weighting sum method and the Hungarian algorithm,
the supply and demand data are input into the Lingo
program for matching operation, thereby obtaining the
optimal matching result between the demander and the
parking space.-e corresponding optimal allocation scheme
is shown in Figure 4.

Comparing the abovementioned two results, two
parking demanders are not allocated to the shareable
parking space.-e resource utilization rate stays low and the
shared parking space does not reach its expected value in the

Table 4: -e demand level of parking seekers for shared parking spaces.

C1 C2 C3 C4 C5

D1 7 8 [280, 300] O3 O4
D2 8 7 [300, 350] O4 O3
D3 9 8 [250, 290] O5 O5
D4 8 9 [270, 330] O4 O5
D5 8 9 [230, 300] O3 O4
D6 10 9 [300, 340] O3 O3
D7 8 8 [260, 290] O5 O3
D8 9 9 [200, 350] O5 O5
D9 5 8 [230, 290] O4 O5
D10 8 7 [270, 300] O3 O3

Table 5: Satisfaction of parking seekers with shared parking spaces.

P1 P2 P3 P4 P5
D1 1 1 0.93 0.93 0.85
D2 0.85 1 0.85 1 0.85
D3 0.63 0.95 0.84 0.64 0.59
D4 0.56 0.72 0.79 0.90 0.85
D5 0.72 0.65 1 0.93 0.85
D6 0.51 0.62 1 0.79 0.64
D7 0.89 0.95 0.89 0.95 0.80
D8 0.35 0.67 0.79 0.74 0.59
D9 0.84 1 0.79 0.90 0.85
D10 1 1 1 1 0.85

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

P1

P2

P3

P4

P5

D7 v
D1

D9

D3

D51 D10

D6

D2

D4

D8 D52

Figure 4: Optimizing the method assignment result.
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FCFS allocation scheme. Under the same supply and de-
mand conditions, the shared parking space allocation
scheme of the proposed paper can increase the parking space

utilization time from 26 h to 42 h, and the parking space
utilization rate is increased by 33.68%. -e satisfaction level
is increased from 55.64% to 79.73%, and the parking
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satisfaction is increased by 24.09%, which meet the re-
quirements of the practical applications.

To further evaluate the feasibility and applicability of the
optimization model, simulation experiments are performed
between the proposed method and the FCFS allocation
method. We suppose the modeling time interval is 0.5 h and
themodeling period is 12 h starting from 8:00AM and ending
at 8:00 PM on a typical day. In the basic case, we suppose that
a total number of shared parking lots is 100. Furthermore, we
suppose that, in any minute during the whole modeling
period, the arrival of the parking demander follows a Poisson
distribution and parking duration follows a negative expo-
nential distribution, as usually considered in the literature
[28, 29]. -e utilization efficiency of a parking lot is the ratio
of the allocated total periods to the total periods provided by
the parking space.-e optimization rate of satisfactory degree
is the ratio of difference between FCFS and the optimization
algorithm (OA) to the satisfactory of FCFS. -e environment
is based on Python language. -e test was repeated 30 times,
and the experimental results are shown in Figures 5 and 6.

Simulation results showed that, under same conditions,
the matching results of the shared parking space model and
the algorithm adopted far outweighed the FCFS allocation
method. -ese findings help the shared parking platform set
better targeted policies to optimize indicators involving the
parking utilization rate and total preference of the whole
system, making breakthroughs in shared parking applica-
tions as well as in figuring out the satisfactory solution of
parking allocations.

9. Conclusions

As a novel approach alleviating difficulties in car parking in
terms of the scarcity of spaces amid urban environment, shared
parking has proven an effective mechanism as one of the
cornerstones in shared economy. To realize full use of the
shared private-owned parking slots and to improve the sat-
isfaction of both demander and supplier sides, this paper
presents a novel method determining the satisfied matching
between shared parking spaces and parking demanders. Firstly,
a time matching model regarding supply and demand is built.
Secondly, the preference is divided into three forms by the
shared parking platform with regard to the different expres-
sions of the parking preference, throughwhich an optimization
model considering the satisfaction degree is therefore con-
structed and an algorithm is accordingly designed.-irdly, the
superiority of the proposed model is verified and validated by
comparing it with the first come first served (FCFS) strategy.

-e model is ready to be applied to the shared parking
system of Xi’an. -e parking space allocation model of this
paper is based on the known demand period of the parking
demanders and the sharable time of the shared parking
space. In reality, the demand of the parking demanders and
the shareable time of the shared parking space are changing
dynamically. -e model can be further extended by con-
sidering the priority attributes of demanders and the dy-
namic matching between the supply and demanders
considering bilateral preference, which will be the future
interest of our research works.
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*is study tests and verifies the main factors influencing consumers’ intention to purchase and the marketing strategy of
remanufactured new-energy automobile parts in China. *e revised model of *eory of Reasoned Action is used to study the
factors influencing consumers’ intention to purchase. *e main factors influencing consumer purchase intention of remanu-
factured new-energy automobile parts in China are identified through correlation analysis of factors including subjective norms,
attitudes, face consciousness, brand extension, and perceived risk.*roughmarket segmentation, consumers in China are divided
into three types: passive-accepted, brand-driven, and green-consuming; the marketing strategy is developed accordingly. *is
study provides theory and decision-making basis for remanufactured new-energy automobile parts markets.

1. Introduction

*e remanufacturing of new-energy automobile parts using
various advanced technologies (for cleaning, repairing, and
surface treatment) enables remanufactured products to
reach or exceed the performance of the original manufac-
tured parts. Remanufacturing also extends the parts’ service
life. Remanufactured automobiles are becoming a critical
component of the future of the automobile industry, and
remanufacturing auto parts has become a resource-saving
and cost-cutting strategy for many automobile manufac-
turers. In 2017, the Ministry of Industry and Information
Technology of China began relevant research into formu-
lating a timetable to eliminate the production and sales of
traditional-energy vehicles. In fact, many other countries
have already established similar timetables for the suspen-
sion of selling fossil fuel-powered vehicles. For example, the
United Kingdom plans to implement a comprehensive ban
on the sale of traditional diesel and petrol vehicles by 2040,
while the Netherlands and Norway will ban the sale of fossil
fuel-powered vehicles by 2025. Given these clear commit-
ments to banning traditional fuel-powered vehicles from the
roads, new-energy vehicles will become the future of the

auto industry. However, remanufacturing new-energy auto
parts is not yet a common practice in the global markets.
Introducing remanufactured new-energy auto parts into the
market is a strategic move, as this practice makes the best
possible use of resources and materials and helps to achieve
the sustainable development of both the economy and the
environment. In this study, we take the Chinese market as an
example.

Remanufacturing used products is not only an important
way to protect the environment and reserve resources; it is
also a promising business model in the field of waste
recycling. For example, Xerox offers to recycle the toner and
ink cartridges used in Xerox printers and copiers, and
Kodak’s recycling programs include a policy of recycling and
reusing postconsumer materials. In fact, both companies
have achieved economic benefits through their respective
recycling programs [1]. What currently sets Chinese con-
sumers apart is that they still misunderstand and mistrust
remanufactured products. For example, they see remanu-
factured products as defective, refurbished, and inferior, and
thus, China’s market acceptance of remanufactured prod-
ucts is low [2]. Numerous experts and scholars have been
studying these existing issues in marketing remanufactured
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products, and many empirical research studies have been
conducted. However, most of these studies focus on product
strategies, pricing strategies, and sales strategies. He and Sun
studied the influence of product knowledge on Chinese
consumers’ intentions to purchase remanufactured products
[3, 4]. Liu et al. studied consumer awareness and purchasing
behavior of remanufactured products in China [5, 6]. Liu
researched the market segmentation of remanufactured
products [2]. However, very few scholars have specifically
studied consumer purchasing intentions as they relate to
remanufactured auto parts.

A consumer’s purchasing intention refers to that con-
sumer’s attitude toward a specific purchasing behavior and
the consumer’s degree of willingness to pay.*is, essentially,
is a signal of consumer purchasing behavior [7]. *e rea-
sonable behavior model is considered to be a representative
theoretical model and is among the group of prediction
models used to analyze consumer behavioral intent. In this
paper, we use a modified *eory of Reasoned Action model
[8] for guidance in conducting empirical research into the
main factors that influence Chinese consumers’ intentions to
purchase remanufactured new-energy auto parts. *e main
influencing factors are then used as variables in a two-step
clustering analysis, in order to segment the consumer
market.

2. Theoretical Models and Research
Hypotheses of Factors Influencing
Consumers’ Intention to Purchase

2.1. )eory of Reasoned Action (TRA) and the Revised Model

2.1.1. )eory of Reasoned Action Model. *e *eory of
Reasoned Action (TRA) states that subjective norms and
attitudes determine behavioral intentions. Meanwhile, one’s
behavior is the result of specific behavioral intent [9].
*erefore, one’s intent is a great tool for predicting indi-
vidual behavior [10] (Figure 1). Many studies have been
conducted on Chinese consumer purchasing intentions
using the TRAmodel. *ese include the study of consumers’
ethical purchasing intentions in a Chinese context [11] and
the research into the revision of the TRA model under the
influence of Chinese culture [12].

2.1.2. )eory of Reasoned Action Revised Model.
Although the TRA model explains consumers’ purchasing
intentions very well, the model was originally established
under the guidance of Western consumer behavior theories.
As such, the model might not be suitable for direct use in
other social and economic environments [13]. In the
meantime, more variables should be taken into consider-
ation, andmodification should bemade when using the TRA
model to study consumers’ intentions to purchase different
products [2, 14].

Remanufactured auto products are made from sources
including wasted and used auto products. As such, con-
sumers’ brand recognition of the original manufactured
products will have a significant influence on their choice and

purchase of remanufactured new-energy auto parts. In other
words, the demand for remanufactured new-energy auto
parts is closely and directly related to the brand extension
effect of the original manufactured products. At the same
time, a Chinese consumer’s intention to purchase is affected
by what is referred to as face consciousness. “Face” refers to
one’s self-sense of reputation in a social context. Being the
first to purchase and use a new product will allow Chinese
consumers to gain “face.” Remanufactured new-energy auto
parts are emerging products in China. As such, the level of
social recognition is relatively low. Consumers perceive that
there are high risks associated with purchasing remanu-
factured new-energy auto parts. *erefore, the effect of
brand extension, face consciousness, and perceived risk is
added to the revised TRA model (Figure 2).

2.2. Hypothesis

2.2.1. Subjective Norms and Chinese Consumer Intentions to
Purchase Remanufactured New-Energy Auto Parts. A sub-
ject norm is the influence of the surrounding environment
on individual behavior. A subject norm can also be described
as the external pressure on individuals to perform (or not to
perform) in a certain way. Generally speaking, when an
individual has a positive attitude and the people around that
person agree with his or her behavior, the individual will be
more inclined and feel more greatly encouraged to take
action. Conversely, negative attitudes and disagreements will
lead to a weaker intention and inclination to act. Pollution
and a scarcity of natural resources have given rise to the
emergence of a special group of consumers who only
purchase environment-friendly products. *ese consumers
tend to influence the social norm through their green
consumption behavior. Remanufactured products make use
of used products and waste materials, which is in line with
the government’s stated policies regarding environmental
protection and sustainable development.

H1: subjective norms are positively associated with
Chinese consumer intentions to purchase remanufactured
new-energy auto parts.

2.2.2. Attitudes and Chinese Consumer Intentions to Pur-
chase Remanufactured New-Energy Auto Parts. Attitude
refers to the comprehensive evaluation of an individual’s
positive or negative cognition of a certain behavior. Chinese
consumer attitudes toward green products are strongly re-
lated to their intention to purchase such products [15].
Consumers will first consider cost when they compare
original manufactured and remanufactured new-energy

Subjective norms

Attitude

Behavior intention

Figure 1: Model 1.
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auto parts [16]. Moreover, only when consumers believe in
the quality and functionality of remanufactured new-energy
auto parts will they make the decision to purchase such parts
[17].

H2: attitude is positively associated with Chinese con-
sumer intentions to purchase remanufactured new-energy
auto parts.

2.2.3. Face Consciousness and Chinese Consumer Intentions
to Purchase Remanufactured New-Energy Auto Parts.
*e term “face consciousness” refers to an individual’s
purchasing behavior under the influence of that person’s
self-sense of reputation in a social context. Chinese people
tend to place great value on four main relationship orien-
tations, including respect for authorities, interdependency,
group orientation, and “face.” Under the influence of tra-
ditional Chinese culture, consumer relationships in mar-
keting are categorized into face consciousness and group
orientation [12]. Newly introduced products represent new
technologies and new market trends. Also, users of new
products will earn “face,” which may lead to the decision to
purchase newly introduced products.

H3: face consciousness is positively associated with
Chinese consumer intentions to purchase remanufactured
new-energy auto parts.

2.2.4. Brand Extension and Chinese Consumer Intentions to
Purchase Remanufactured New-Energy Auto Parts. Using
the brand extension strategy when introducing new prod-
ucts or services will help expand market shares, lower
marketing costs, and avoid failure in the promotion of those
new products or services. In the 1990s, 81% of new products
in the United States were successfully introduced into new
markets through brand extension strategies [18].

Brand extension has a significant impact on Chinese
consumer intentions to purchase remanufactured new-energy

auto parts. First of all, when facing a newly introduced
product, a consumer will have to refer to the product’s brand,
merely due to the lack of any information regarding the new
product, as well as information asymmetry [19]. At the
current stage, remanufactured new-energy auto parts have
gained neither the trust nor the recognition of Chinese
consumers.*erefore, market acceptance of these new-energy
auto parts is still relatively low. However, if remanufactured
new-energy auto parts are introduced with brand names with
which consumers are familiar, the products will becomemore
acceptable and less concerning to consumers. Moreover,
remanufactured new-energy auto parts have equivalent or
higher quality than the original manufactured products.
When consumers are provided with products that have the
same or higher quality and brand but lower prices, they tend
to make repeat purchases because of their familiarity with the
brand [20].

H4: brand extension is positively associated with Chinese
consumer intentions to purchase remanufactured new-en-
ergy auto parts.

2.2.5. Perceived Risk and Chinese Consumer Intentions to
Purchase Remanufactured New-Energy Auto Parts. *e
concept of perceived risk was first put forward by Bauer, who
stated that consumer-perceived risk affects not only con-
sumers’ purchasing activity but also their postpurchase
processes. *is is due to the asymmetry of information and
for other reasons [21]. Subsequent research studies prove
that perceived risk is negatively related to consumer pur-
chasing intentions [22].

*e perception of risk exists throughout the activities
that occur both before and after the purchase of remanu-
factured new-energy auto parts. On the one hand, con-
sumers’ perception of risk before purchasing
remanufactured new-energy auto parts is very high, due to
the current lack of product recognition and market ac-
ceptance. On the other hand, certain differences do indeed
exist between remanufactured new-energy auto parts and
original manufactured auto parts [23]. Consumers perceive
risk and have concerns about remanufactured new-energy
auto parts due to an insufficient supply of information [24].
Consumers believe that remanufactured products are
refurbished products, inferior products, defective products,
products with quality defects, etc., and the market accep-
tance is not high [25–27].

H5: perceived risk is negatively associated with Chinese
consumer intentions to purchase remanufactured new-en-
ergy auto parts.

3. Design of Consumer Market Research

3.1. Research Methods. Information and data on the subject
norm, attitudes, face consciousness, brand extension, and
perceived risk were collected through questionnaires.
Analysis of the correlation between variables and compar-
isons between different theoretical models were conducted
using SPSS 20.0. We used a two-step clustering algorithm by
AMOS 17.0, in order to segment the target market.

Subjective norms

Behavior intention

Attitude

Face consciousness

Brand extension

Perceived risk

Figure 2: Model 2.
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3.2. Sample Selection. *e questionnaire was distributed and
the answers were collected using online software in this
research. Of the 394 distributed questionnaires, all 394 were
recovered, and 358 were deemed to be valid and effective.
Among the respondents, 52.65% were male and 47.35% were
female; 12.36% have obtained a three-year college degree
and below, while 56.83% have obtained a Bachelor’s degree,
and 30.81% have obtained a Master’s degree or above.

3.3. Variables Measurement. *is design of this question-
naire on consumer intentions to purchase is based on the
characteristics of remanufactured new-energy auto parts,
combined with established theories and relevant documents.
A Likert 5-point scale is used to express the degree to which
respondents agree and disagree with statements on the
questionnaire.

*e measurement of attitude is mainly drawn from
Bagozzi’s research. *e statements for this category include
“I feel that purchasing remanufactured new-energy auto
parts is a correct action” and two other items [28]. *e
measurement of brand extension is mainly drawn from
Coulter’s research. Here, the statements in the questionnaire
include “I would love to purchase remanufactured new-
energy auto parts that have been introduced by the brands I
am familiar with” and two other items [29]. *e measure-
ment of perceived risk is mainly drawn from Dodds’ re-
search. *e statements to which the respondents were asked
to rank include “*e quality and performance of remanu-
factured new-energy auto parts are more likely to cause
issues, thus causing economic losses,” and three other items
[30]. *e measurements of subjective norm and purchase
intention are mainly drawn from Lee’s research. *e
statements for subjective normmeasurement include “In my
opinion, my family members want me to purchase rema-
nufactured new-energy auto parts” and two other items. *e
statements used for purchase intention measurement in-
clude “In my next purchase, I will choose remanufactured
new-energy auto parts” and another item [31]. Finally, for
face consciousness measurement, the statements used in-
clude “I will get applause from others for purchasing
remanufactured new-energy auto parts” and three other
items.

4. Consumer Market Survey Data Testimony
and Analysis

4.1. Reliability Test. Cronbach’s α is used to measure the
reliability level. *is test indicates the overall consistency of
the measurements within each variable in the questionnaire.
Six factors are formed based on the results, including
subjective norm, attitude, face consciousness, brand ex-
tension, perceived risk, and purchasing intention. *e ac-
cumulated variance contribution rate is 71.90%, the KMO
value is 0.892, and Cronbach’s α value of each factor exceeds
0.7 (subjective norm 0.909, attitude 0.775, face conscious-
ness 0.910, brand extension 0.867, perceived risk 0.904, and
purchase intention 0.927). *ese results show that all
measurements of all the relevant variables are reliable.

4.2.ValidityTest. A validity test was also conducted, because
the scale items passing the reliability test may be invalid. In
this research, a confirmatory factor analysis of all relevant
variables is conducted through AMOS 17. *e results of this
analysis show that, compared to other models, the five-factor
model has the best fit in this study and also indicates better
discriminant validity (χ2 (55)� 65.19, p< 0.01;
RMSEA� 0.045, AGFI� 0.907> 0.80, CFI� 0.945> 0.90,
and N-N FI� 0.938> 0.90).

In terms of content validity, the questions used in this
research were designed based on established theories, advice
from experts and professionals, and research studies on
related fields, in combination with the characteristics of
remanufactured new-energy auto parts. *erefore, the scale
items have high content validity.

Based on the results, the scale items used in this study
have high reliability and validity.

5. Consumer Intentions to Purchase and
Marketing Segmentation of Remanufactured
New-Energy Auto Parts

5.1. Factors Influencing Consumer Intentions to Purchase
Remanufactured New-Energy Auto Parts

5.1.1. Correlation Analysis. *e following results were ob-
tained via SPSS 20.0 correlation analysis: subjective norm is
positively correlated with purchase intention (r� 0.421∗∗,
p< 0.01). Attitude is positively correlated with purchase in-
tention (r� 0.439∗∗, p< 0.01). Face consciousness is positively
correlated with purchase intention (r� 0.324∗∗, p< 0.01).
Brand extension is positively correlated with purchase inten-
tion (r� 0.0.408∗∗, p< 0.01). Perceived risk is negatively
correlated with purchase intention (r� −0.189∗∗, p< 0.01).

5.1.2. )eoretical Model Structural Equation Analysis.
Structural equations are used to compare the fit of the two
theoretical models and the collected data. *e results of the
AMOS analysis show that both models are a good fit:

(i) Model 1: χ2/df� 5.197, RMSEA� 0.095, GFI� 0.952,
and CFI� 0.902

(ii) Model 2: χ2/df� 4.564, RMSEA� 0.091, GFI� 0.955,
and CFI� 0.902

When comparing the two models, it can be seen that
Model 1 has higher χ2/df value and higher RMSEA value,
which indicates that Model 2 fits better. In order to clarify
the correlation between the variables, path diagrams of both
models are created (Figures 3 and 4).

Figure 3 shows that the path coefficient of the subjective
norm is 0.32, while the path coefficient of attitude is 0.37.
Figure 4 shows that the path coefficients are as follows:
subjective norm is 0.23; attitude is 0.18; face consciousness is
0.08; brand extension is 0.37; and perceived risk is −0.07.

*e *eory of Reasoned Action Revised model (Model 2)
fits better than the Reasoned Action model (Model 1). *e
factors proposed in the revised model (including subjective
norm, behavioral attitudes, face consciousness, brand

4 Mathematical Problems in Engineering



extension, and perceived risk) all have a significant influence on
Chinese consumer intentions to purchase remanufactured
new-energy auto parts (Table 1).

5.2. Marketing Segmentation of Remanufactured New-Energy
Auto Parts. First of all, a cluster analysis is conducted, and
the influencing factors, including subjective norm, attitudes,
face consciousness, brand extension, and perceived risk, are
segmented into discrete groups. Secondly, the two-step
cluster analysis is used to segment the consumer markets.
*e best classification is also determined by the value change
of distance between the BIC value and the AIC value. Finally,
market segmentation is determined, and the results of the
cluster analysis are verified. In this research, consumers are
segmented into three types, with silhouette value >0.4, which
suggests a good quality of clustering analysis [32].

5.2.1. Passive-Accepted. *is type of consumer has a sub-
jectively low purchasing intention and is highly influenced by
social norms. *is type of consumer shows relatively high
scores in the areas of subjective norm and face consciousness,
but they have low scores in other factors. One reason for these
findings is that these consumers either do not care about or
have not recognized the environmental value of remanu-
factured new-energy auto parts. *ey are also extremely
sensitive to the perceived risks, and thus, they have a negative
purchasing attitude. *e second reason is that the consumers
in this group are older, and it will probably take longer for
them to accept new products. Another reason is that the
consumers in this group pay special attention to their rep-
utation and social status; they are greatly influenced by social
norms and face consciousness. In this study, more than half of
the consumers in this group work for private businesses.

5.2.2. Brand-Driven. *is type of consumer attaches great
importance to the product brand. As shown in Table 2, more
than 90% of the consumers in this group are college students.
*e high score in subjective norm suggests that college
students are more concerned with others’ opinions and
social norms. College students have a very positive attitude
with regard to purchasing remanufactured new-energy auto
parts, so the attitude score of this group is relatively high.
However, no sufficient evidence exists to show that they
consider such consumption behavior to be honorable. *is
group has a relatively high score in perceived risk and shows
significant care for the quality and performance of rema-
nufactured new-energy auto parts.

5.2.3. Green-Consuming. *is group of consumers has a
decent understanding of the economic, social, and envi-
ronmental benefits of remanufactured new-energy auto
parts. *e results of the analysis of consumer perceived risk,
subjective norm, and attitude all show positive numbers.
Conversely, the results for brand extension and face con-
sciousness both present negative numbers. Although green
consumers know about the risks of purchasing remanu-
factured new-energy auto parts, their general perception is
that there are in reality few risks, and they are subjectively
willing to purchase the products for the greater eco-envi-
ronmental value. In all, 47% of the consumers in this group
work either for the government or in state-owned enter-
prises, and they are generally better off. *e purchase po-
tential of this group is huge, given their high level of
environmental consciousness. *erefore, this group of
consumers should be one of the target markets for the
remanufactured new-energy auto parts industry.

6. Contribution and Implications

6.1. Contribution. *e research conclusions of this paper are
shown in Table 3.

6.2. Implications

(1) Establishing a social credit system will create a
friendly market environment for remanufactured
new-energy auto parts in China, even though the
“Remanufactured Units Quality and Technical
Control Regulations (TRAIL)” stipulate that rema-
nufactured products must meet the same quality and
performance standards as original manufactured
products. In spite of this, many consumers still
consider remanufactured products to be inferior to
the original manufactured versions. *is is because
consumers do not trust the manufacturers enough,
due to the inefficiency of the social credit system.
*erefore, the establishment and implementation of

Subjective norms

Behavior intention

Attitude

Face consciousness

Brand extension

Perceived risk

0.23∗∗

0.18∗∗

0.08∗∗

0.37∗∗

–0.07∗∗

Figure 4: Path diagram of Model 2. ∗∗ indicates the significance
level at 1%.

Subjective norms

Attitude

Behavior intention

0.32∗∗

0.37∗∗

Figure 3: Path diagram of Model 1. ∗∗ indicates the significance
level at 1%.
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Table 3: Analysis conclusion.

Number Conclusion Explanation

1 *e theory of reasoned action model shows a certain degree of
cross-cultural adaptability.

However, the model needs to be modified when applied to
different social and economic environments and to different
research objects [33]. In this study, Model 1 proves the validity
of the TRA model, while Model 2 is better suited to explaining
consumer intentions to purchase remanufactured new-energy

auto parts in China.

2

*e factors of subjective norm, attitude, face consciousness,
and brand extension are positively associated with Chinese
consumer intentions to purchase remanufactured new-energy

auto parts.

Conversely, perceived risk is negatively associated with Chinese
consumer intentions to purchase remanufactured new-energy
auto parts. *e one special exception is that of the green
consumers, with whom the perceived risk is positively

associated with purchasing intentions. *is is due to the fact
that this group of consumers is highly aware of the

environmental benefits of remanufactured new-energy auto
parts and is therefore willing to bear the perceived risks [34].

3

Brand extension is the most important factor that influences
Chinese consumer intentions to purchase remanufactured

new-energy auto parts. *is factor has the highest coefficient
(0.37) with purchase intention in the path diagram.

Remanufactured new-energy auto parts are emerging products
in the Chinese market, and they have not yet been fully accepted
and recognized by Chinese consumers. In the current market
situation, leveraging the recognition and trust of established
brands will help the providers of remanufactured products to
gain consumer trust and thus increase the level of consumers’
intentions to purchase remanufactured new-energy auto parts

[19].

4

According to the analysis detailed above, consumers of
remanufactured new-energy auto parts should be segmented
into three types, namely, passive-accepting, brand-driven, and

green-consuming.

Different marketing strategies should be provided and based
upon different consumer needs and characteristics. Among all
types of consumers, the passive-accepting consumer group is
the largest. *is finding indicates low consumer acceptance of
remanufactured products at the current stage. On the other
hand, green consumers should be the target market for

suppliers of remanufactured new-energy auto parts [35]. A
same conclusion is also obtained in the authors’ another

research on consumers’ purchase intention on remanufactured
products [33].

Table 1: Research hypothesis conclusion.

Number Hypothesis Conclusion

1 Subjective norms are positively associated with Chinese consumer intentions to purchase remanufactured new-
energy auto parts. Yes

2 Attitude is positively associated with Chinese consumer intentions to purchase remanufactured new-energy auto
parts. Yes

3 Face consciousness is positively associated with Chinese consumer intentions to purchase remanufactured new-
energy auto parts. Yes

4 Brand extension is positively associated with Chinese consumer intentions to purchase remanufactured new-
energy auto parts. Yes

5 Perceived risk is negatively associated with Chinese consumer intentions to purchase remanufactured new-energy
auto parts. Yes

Table 2: Consumer market segmentation of remanufactured new-energy auto parts.

Type Passive-accepted Brand-driven Green-consuming
Factor score SN A FC BE PR SN A FC BE PR SN A FC BE PR
Avg. 1.23 −1.82 0.86 −0.53 −0.7 1.02 0.73 −0.13 1.42 −0.35 0.78 0.21 −0.47 −0.09 0.46

Stats.

% 162 people 97 people 99 people
−45.20% −27% −27.80%

Avg. age 40 20 25
Avg. annual income (¥) 150,000 20,000 80,000

Occup. Company employees or
managers Students Government officers or SOE

employees
Dist. 94 people (58.02%) 88 people (90.72%) 47 people (47.47%)
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a social credit system should be speeded up, so that
enterprises can operate with increasing integrity. At
that stage, consumers will have proper guidance and
adequate trust and belief in the manufacturers when
purchasing remanufactured products.

(2) Increasing publicity will enhance market acceptance
of remanufactured new-energy auto parts. On the
one hand, actively carrying out a public service will
increase the awareness of consumer social respon-
sibility. Advocating green consumption will also help
remanufactured new-energy auto parts to attract
more attention. On the other hand, increasing the
level of the promotion of remanufactured products
will also encourage price-sensitive consumers to
purchase remanufactured products.

(3) Relevant parties must ensure that the quality of
remanufactured new-energy auto parts is as good as
or better than the original parts. When that happens,
the level of consumer perceived risk reduces. Not
only should manufacturers provide good quality
remanufactured auto parts at reasonable prices, but
they should also provide after-sale services, such as
maintenance and repairs. At the same time, the
government should strengthen the supervision and
control of the quality of remanufactured new-energy
auto parts and remove any unqualified products
from the remanufactured products market.

(4) Leveraging the trust and recognition of established
brands to promote remanufactured new-energy auto
parts is possibly the best way to market remanu-
factured new-energy auto parts in the Chinese
market. Evidence clearly shows that brand extension
is a critical factor that influences consumer pur-
chasing intentions. *erefore, new-energy auto parts
that have been remanufactured by the original parts
manufacturer would make those parts more ac-
ceptable to Chinese consumers. *erefore, it is
necessary to encourage more original product
manufacturers to participate in the recycling, reus-
ing, and remanufacturing of waste products. *is
could be done by enforcing extended producer
responsibility.

(5) Different marketing strategies should be used for
different market segments. Consumer needs vary
and therefore, market strategies should diversify
accordingly. Meanwhile, a strategy should be
adopted that concentrates on green consumers, thus
gradually developing consumer loyalty to remanu-
factured new-energy auto parts. Such a strategy
would drive passive-accepting and brand-driven
consumers to accept remanufactured new-energy
auto parts.
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Due to the uncertainty and complexity of multilinks andmultifactors in urban express logistics system, it is very difficult to analyze
the risk factors and the correlation among them for urban public security. In this paper, a method combining domain knowledge
and data learning is proposed to construct Bayesian network, which can effectively deal with this problem. Based on the literature
review and the investigation of transportation companies, this paper summarizes the risk factors to public safety caused by pick
up, warehouse storage, transport, and the end distribution in the process of urban express logistics, which are divided into 5
dimensions: management, weather, human, transportation tools and facilities, and goods, including 11 risk factors. In this paper,
Interpretative Structural Model is used to construct the initial hierarchical model to describe the complex relationship between
factors, and then causal mapping method is used to improve the initial model to transform the structure into the final Bayesian
network model. Finally, the sensitivity of one node to other nodes is analyzed based on the incident data. ,e results show that
Bayesian network is effective in improving urban express logistics operation ability and avoiding public safety risks and has a
strong generalization ability, which is simple and easy in practical application.

1. Introduction

Taniguchi et al. [1] defined urban logistics as “in the market
economy, considering the urban traffic environment, traffic
congestion, and energy consumption, while private enter-
prises to achieve the overall optimal logistics and transport
activities process.” Based on the national conditions of
China, this paper gives the definition of urban logistics:
urban logistics is an activity that takes improving the
competitiveness of a city as the core, realizes the optimi-
zation of urban logistics and transportation activities
through the application of advanced information technol-
ogy, and tries to reduce the negative impact of logistics
activities on urban traffic congestion, traffic environment,
and energy consumption. ,e operation process of urban
express logistics involves many links, such as pick up,
warehouse storage, transport, and the end distribution,
during which the business status is diverse and the risk

factors are numerous, which can easily threaten the public
security of the city.,e risk of urban public security refers to
the force majeure and the possibility of objective existence
that threaten the basic values, norms, and interests of urban
public domain [2]. ,e control of urban public security risks
should prevent risks and potential harm caused by public
security incidents from the source of risk factors.

,e risks of urban logistics to public security are mainly
manifested as vehicle collision and explosion, warehouse fire
and explosion, contraband transportation, burglary, and
assault by courier. Frequent in recent years, the Chinese
express logistics accidents caused a great deal of personnel
and property losses. However, there is no unified system of
the research on the risk factors affecting the public security
of urban express logistics. At present, most of the research
studies focus on the single risk of a certain logistics link, such
as the hidden danger in the process of transportation [3, 4]
and fire risk in logistics storage [5] or the internal risk
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analysis of logistics enterprises, such as the risk cost of lo-
gistics enterprises [6], logistics outsourcing risk [7], and
project logistics risk [8]. ,ere is no systematic study on the
risks and hidden dangers of the whole logistics link to public
security. ,e analysis of risk factors is the primary part of
accident prevention because it can provide operational in-
formation for logistics-related enterprises and management
departments. ,ey can focus on the potential risks and take
preventive measures.

At present, risk-based research is generally concentrated
in the fields of automobile collision, coal mine, trans-
portation of dangerous goods, and aviation. Commonly used
risk research methods include BP neural network [9], fuzzy
comprehensive evaluation method [10], analytic hierarchy
process (AHP) [11, 12], and Bayesian network (BN) [13, 14],
focusing on the evaluation of risk, but lack of risk identi-
fication and control research. Other traditional risk research
methods are fault tree analysis (FTA) [15], probability theory
[16], Swiss cheese model, human factor analysis, and clas-
sification system (HFACS) [17]. However, the various
influencing factors in these methods are independent. In
reality, these factors are often related to each other.

Based on the above problems, this paper adopts the method
of literature review and the survey of transportation companies
to divide the factors that affect the risk of urban logistics into five
dimensions: management, weather, human, transportation
tools and facilities, and goods, including 11 influencing factors.
,e impact factors of urban logistics on public safety risk are
analyzed by using Interpretative Structural Model (ISM), and
the initial network model is established. ,en, the initial model
is transformed into BNmodel by using causalmappingmethod.
,e sensitivity of specific nodes to other nodes is obtained, and
the relationship between risk factors of urban logistics is
identified. It helps managers to enhance the scientific nature of
risk management decisions, provides a new basis for improving
the operational stability of urban logistics, helps to reduce the
occurrence of urban public security incidents, and alleviates the
potential loss of risks to society, economy, and environment.

,e rest of this paper is organized as follows: Section 2
presents the historical research on risk identification and
ISM. Section 3 introduces the basic theory including BN and
ISM. Section 4 constructs a Bayesian network model and
analyzes the sensitivity of each node. Section 5 discusses the
advantages and future development of this study. Section 6
provides our conclusions.

2. Literature Review

Most of the previous research studies that analyzed the
factors responsible for urban logistics accidents used a
statistical method. ,e researchers primarily limited to the
collection, analysis, and interpretation of data from accident
reports or accident databases [13]. Ren [5] analyzed in a large
number of fire accidents of logistics warehouses reveal four
factors that affect the fire risk: warehouse building, com-
modity, management, and environment. Zhao et al. [13]
collected 94 cases of dangerous goods transportation acci-
dents and adopted the expectation maximization algorithm
to derive three main risk factors affecting hazardous

materials transportation: human factors, transportation
vehicles and facilities, and packaging and loading of dan-
gerous goods. Chen and Liu [18] analyzed the data of lo-
gistics road transportation accidents and concluded that the
main risk factors include personnel factors, vehicle factors,
and road factors. ,ey used the Delphi method to make
qualitative analysis of the potential accident, effectively
helping the security management personnel of logistics
enterprises to recognize the causes and potential problems of
truck accidents and take precautions in advance.

Although statistical methods can be used to obtain the
accident influencing factors, it cannot explain the con-
nection between the different factors and the important
role of key factors in accidents. In recent years, BN has been
widely used in economic analysis [19], biological genetic
[20], medical diagnosis [21], mechanical engineering [22],
civil engineering [23], transportation [24], computer sci-
ence [25], mining accidents [26], and other fields. BN is also
applicable to the field of logistics. Aiming at the limitation
that complex logistics service supply chain system is dif-
ficult to carry out reliability analysis in the face of a lot of
uncertain fuzzy information, Cai and Liu [27] proposed a
reliability analysis method of polymorphic system com-
bining Bayesian network and fuzzy set theory. ,e reli-
ability analysis efficiency of logistics system is improved
and theory and data support for logistics enterprises are
provided to improve the weak links. Yan and Suo [28]
identified and classified the risks of logistics financial
business, took the failure of enterprises as the root node,
constructed a Bayesian network to measure the risk level of
enterprises, and found the most critical risk factors by
calculating several important indicators. Zhu and Yang
[29] constructed the early warning index system of agri-
cultural products logistics by using Bayesian network,
designed the early warning model, and realized the early
warning of agricultural products cold chain logistics.

As far as we know, there are few research papers on the
application of BN in logistics risk factor analysis, such as Li et al.
[30] based on factor analysis to determine the effect of
emergency logistics risk factors. ,e factors are divided into
human factor, equipment factor, materials factor, environment
factor, and supervision factor. And the Bayesian network of
emergency logistics risk is established. ,e prior probability
and the posterior probability can be used to find the weak links
of logistics and realize the rapid positioning of logistics risk.
Huang and Qian [31] analyzed the main faults in the process of
cold chain transportation using Bayesian network, summarized
the influence of different factors on the faults, and provided an
effective method for improving the fault analysis and pre-
vention in the process of cold chain transportation.

However, these literature studies only apply BNmodel to
logistics risk and do not discuss how to establish BN model
of logistics for public security.,is paper proposes a method
to construct BN by means of ISM and causal mapping
method and conducts sensitivity analysis on risk factors of
urban logistics for public security. ,e relationship among
the factors and the important influencing factors are ob-
tained, and the corresponding methods for accident pre-
vention are put forward.
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3. Methodology

3.1. Bayesian Network. Bayesian network is a network com-
bining probabilistic inference and graph. It encodes the prob-
abilistic relationship between the variables of interest. BN can
provide a rational and coherent theory under various conditions
of uncertainties (e.g., uncertainty in parameters and models or
uncertainty in domain knowledge) and complexity that are
described by subjective belief or probability [32]. BN has several
advantages for data analysis:

(1) It is easy to handle the absence of certain data items.
(2) It can be modeled in terms of causality, so it can be

used to gain an understanding of the problem do-
main and predict the outcome of the intervention.

(3) Since the model has both causal and probabilistic se-
mantics, it is an ideal representation of combining prior
knowledge and data (usually in the form of a causal
relationship). BN is particularly useful for modeling
uncertainty.

Based on the advantages of BN and its wide application
in the field of risk assessment, this paper proposes a hybrid
method combining domain knowledge and data learning to
construct a BN and realize the integration of multiple factors
and quantification of uncertainty in the network model to
assess the public security risks of urban logistics.

BN is represented by a series of variable nodes and a directed
arc representing causality. ,e conditional probability table
(CPTs) is used to determine the quantitative relationship be-
tween variables. BN can be represented asN � (G, P), whereN

represents the network,G represents the graph, andP represents
the joint probability of the network. G is a graph, which can be
further represented by (V, E), where V represents the set of
nodes (x1, x2, x3, . . . , xn) and E represents the directed edge of
causal relationship between variables. In addition, the calculation
method of joint probability equation P on variables is shown in
equation (1). ,e joint probability P is obtained by multiplying
the respective local conditional probability distributions:

P X1, X2, . . . , Xk( 􏼁 � P Xk

􏼌􏼌􏼌􏼌 X1, X2, . . . , Xk−1􏼐 􏼑 · · · P X2
􏼌􏼌􏼌􏼌 X1􏼐 􏼑P X1( 􏼁.

(1)

,econstruction of BNusually adopts threemethods: data-
basedmethod, knowledge-basedmethod, and the combination
of the two methods. ,e data-based method uses the condi-
tional independence semantics of BN to generalize the model
from the data. ,e knowledge-based approach utilizes the
causal knowledge of domain experts to construct BN.
Knowledge-based approaches are particularly useful when
domain knowledge is critical and data availability is scarce.,e
method modeling combining domain knowledge and data is
the most commonly used method at present, which not only
avoids the dependence on expert domain knowledge, but also
avoids the invalid learning when given a small or noisy dataset.

3.2. Interpretative Structural Modeling. Interpretative Struc-
tural Modeling (ISM) is developed by Warfield [33] in 1973
when analyzing complex structural problems in socioeconomic

systems.,e basic idea is to extract the elements of the problem
through various creative techniques and use directed graph,
matrix, and computer technology to process the information of
the elements and their mutual relations. ,e model is intuitive
and instructive and is widely used to recognize and deal with
complex system problems. Singh et al. [34] implemented
knowledgemanagement in the engineering industry and found
the interdependence among the variables. Hu et al. [32]
evaluated the seismic liquefaction potential by combining
interpretation structure model and BN method and achieved
good prediction results. Ravi and Shankar [35] adopted the
ISM method to analyze the obstacles in reverse logistics ac-
tivities and extract the key influencing factors.

,e advantages of ISM include the following [25]:

(1) Systematic integration of expert opinions and do-
main knowledge

(2) Providing enough opportunities for decision
modification

(3) For a system with factors between 10 and 15, the
amount of calculation is small, which is convenient
for practical application

,e basic working principle and steps of the method are
as follows:

Step 1: determine the factors of the system and rela-
tionship table. According to the field knowledge and
field research, we can summarize the factors related to
the problem. Establish the relationship between various
factors according to relevant knowledge in the field.
Step 2: construct a structural self-interaction matrix
(SSIM) and calculate the reachability matrix M. From
the determination of the direct relationship between
every two factors, SSIM of each factor is constructed. At
this time, the matrix belongs to Boolean matrix and
follows the logic operation rules.
For example, there is a system s containing n factors,
s � Si | i � 1, 2, . . . , n􏼈 􏼉. If factor Si has no influence on
factor Sj, then aij in the intersection position between the
row Si and the column Sj is represented as “0”; if there is a
direct influence, it is represented as “1.” ,e structural
self-interaction matrix A is expressed as follows:

S1

S2

S1

A =

1,

0, no relationship between Si and Sj.

Si is relative to Sj,

,

Sn

S2 Sn...

a11 a12 a1n...

a21 a22 a2n...

an1

aij =

an2 ann...

...... ... ... ... (2)

By adding the binary relation matrix A and the identity
matrix I, the connection matrix N can be obtained, and
then matrix M can be calculated through Boolean
operation. ,e reachability matrix represents whether
there is a connection path from one element to another.
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Step 3: hierarchical decomposition. ,e reachability
matrix is divided into different hierarchical structures.
,e reachable set R(Si) represents the factors set
reachable by factor Si in the reachable matrix and is
defined in the following formula:

R Si( 􏼁 � Sj

􏼌􏼌􏼌􏼌􏼌 Sj ∈ S, mji � 1, j � 1, 2, . . . , n􏼚 􏼛, i � 1, 2, . . . , n.

(3)

,e antecedent set Q(Si) represents the factors set of
reachable factors Si in the reachable matrix and is
defined as follows:

Q Si( 􏼁 � Sj

􏼌􏼌􏼌􏼌􏼌 Sj ∈ S, mij � 1, j � 1, 2, . . . , n􏼚 􏼛, i � 1, 2, . . . , n.

(4)

Furthermore, an intersection set C(Si) is defined, i.e.,
R(Si)∩Q(Si), as follows:

C Si( 􏼁 � Sj

􏼌􏼌􏼌􏼌􏼌 Sj ∈ S, mij � 1, mji � 1, j � 1, 2, . . . , n􏼚 􏼛, i � 1, 2, . . . , n.

(5)

According to the condition of R(Si)∩Q(Si) � R(Si),
hierarchical extraction is carried out. Each round, one
layer of elements is extracted. ,ese elements are
separated from other elements, and no iteration is
carried out until the level of all elements is determined.
Step 4: draw a directed graph. According to the reach-
ability matrix and the obtained hierarchical relationship, a
multilevel hierarchical directed graph is drawn.
Step 5: evaluate and modify. Evaluate the points in the
model that are inconsistent with the concept and make
necessary corrections.

4. Building Bayesian Network Model

4.1. Building the Initial Model

4.1.1. Defining Variables and Structures. ,ere are many risk
factors caused by urban logistics. Our researchmainly focuses on
the impact of urban logistics on public security, so we focus on
the risk factors that are likely to cause hidden dangers to public
security. According to literature review [18, 30, 36], survey of
transportation companies and combine the actual cases collected,
follows the principle of (1) the main factors, (2) the factors
available for most logistics accident data, and (3) the factors that
are easy to obtain and identify, human factor (H), transportation
tools and facilities factor (F), and goods factor (G) are identified
as the direct factors of the accidents, andmanagement factor (M)
and weather factor (W) are identified as indirect factors. Gen-
erally, the research on logistics risk focuses on four aspects:
people, machinery, environment, and management. We refine
the indicators of these four aspects and creatively incorporate the
factor of goods into the study, considering the possible impact of
goods categories and improper storage on public security.

Human factor includes professional skill (H1), physical
condition (H2), safety awareness (H3), and personnel quality
(H4). Transportation tools and facilities factor includes transport

vehicle (F1), maintenance and inspection (F2), and facility and
instrument (F3). Goods factor includes goods category (G1) and
storage issues (G2). Tables 1 and 2 provide detailed description
and value set of 11 factors. Direct factors have binary (yes/no,
normal/abnormal) value sets, while indirect factors may have
more values in the value set.

We have collected 96 urban express logistics accidents for
public safety in China from 2016 to 2019 [37–39], and we can
determine each value of 11 parameters. Table 3 summarizes the
accident data.

For example, example 1 in Table 3 represents an accident that
happened inBeijing on June 1, 2017, due to a complaint about the
wrong operation of a courier. Survey found that the transport
company management problems (M � 1), the weather is sunny
(W � 0), the courier professional skill level is not high (H1 � 1),
the courier is in normal health (H2 � 0), the safety awareness of
the courier is normal (H3 � 0), the courier’s quality is low
(H4 � 1), normal delivery vehicles (F1 � 0), the maintenance
and inspection of the vehicle are normal (F2 � 0), the equipment
and maintain are normal (F3 � 0), normal delivery goods
(G1 � 0), and storage requirements are normal (G2 � 0).

4.1.2. ISMModel Construction. In this paper, ISM is first used
to construct an initial hierarchical model, and then causal
mapping is adopted to improve the initial model and transform
the structure into BNmodel.,e research framework is shown
in Figure 1.

Step 1: determine the risk factors and their relationship of
urban logistics for public safety. Based on the expert
knowledge and accident reports, the relationship between
the factors involved in the urban express logistics acci-
dents is determined. Any pair of nodes have a relational
value set {Si⟶ Sj, Si←Sj, Si↑Sj, SiOSj}. Si⟶ Sj

indicates that Si directly leads to Sj, Si↑Sj indicates the
interaction between Si and Sj, SiOSj indicates that the two
factors are irrelevant. ,e details are shown in Table 4.
Step 2: construct the structural self-interaction matrix
(SSIM) and calculate the reachability matrix (M). SSIM
is constructed by determining the direct relationship
between the two factors in Step 1:

S1

S1

S2

S3

S4

S5

A = ,S6

S7

S8

S9

S10

S11

S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

0 1 1 1 1 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1
0 1 0 1 0 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1

0 0 0 1 0 1 1 1 1 1 1

0 0 0 0 0 0 1 1 1 1 1

0 0 0 0 0 1 0 1 1 1 1

0 0 0 0 0 1 1 0 1 1 1

0 0 0 0 0 1 1 1 0 1 1
0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 1 0

(6)
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By means of 4 steps of Boolean operation, M can be
calculated. N≠N2 ≠N3 � N4 � M. Table 5 shows the
accessible set, the antecedent set, and their inter-
section set table, and the structural relationship
among the factors is established. ,e factors of ac-
cessible set include the elements of matrix M whose
corresponding row value is 1, including the factors
themselves and the factors that may affect. By con-
trast, the antecedent set consists of the elements of
matrix M corresponding to the column median of 1,
including the factors themselves and the factors that
may affect them.

Firstly, the hierarchy is extracted according to the
condition R(Si)∩Q(Si) � R(Si).,e factors that satisfy
the condition are the top layer in the hierarchy. ,en
the top level factors in the subsequent analysis are
removed and the same process is repeated to identify
the next level factors. ,e grading process continues
until the level of each factor is found:

M �

1 1 1 1 1 1 1 1 1 1 1

0 1 0 0 0 1 1 1 1 1 1

0 1 1 1 0 1 1 1 1 1 1

0 0 0 1 0 1 1 1 1 1 1

0 0 0 1 1 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 1 1 1 1 1 1

0 0 0 0 0 0 0 0 0 1 1

0 0 0 0 0 0 0 0 0 1 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (7)

Step 3: ISM model divides the risk factors of urban
express logistics into different hierarchical structures,
and the results are as follows:

Table 1: Direct factors involved in urban express logistics for public safety accidents.

Direct factors Description Value set
Human (H)

Professional skill (H1) Skill, experience Normal (0),
Abnormal (1)

Physical condition (H2) Sickness, fatigue Normal (0),
Abnormal (1)

Safety awareness (H3) Safety awareness Normal (0),
Abnormal (1)

Personnel quality (H4) Quality, follow rules Normal (0),
Abnormal (1)

Transportation tools and facilities (F)

Transport vehicle (F1) Transport vehicle meets specified requirements Normal (0),
Abnormal (1)

Maintenance and inspection (F2) Transport vehicle is maintained regularly Normal (0),
Abnormal (1)

Facility and instrument (F3) Transport vehicle is equipped with the required equipment Normal (0),
Abnormal (1)

Goods factor (G)

Goods category (G1) Goods are inflammable, explosive, poisonous, or other contraband Normal (0),
Abnormal (1)

Storage issues (G2) Store as required Normal (0),
Abnormal (1)

Table 2: Indirect factors involved in urban express logistics for public safety accidents.

Indirect factors Description Value set

Management (M) Manage personnel, facilities, storage, etc. Normal (0),
Abnormal (1)

Weather (W) Weather condition Sunny (0), high temperature (1), foggy (2)
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L1 � S10, S11􏼈 􏼉,

L2 � S7, S8, S9􏼈 􏼉,

L3 � S3, S5􏼈 􏼉,

L4 � S4, S6􏼈 􏼉,

L5 � S1, S2􏼈 􏼉.

(8)

Table 6 shows the structural hierarchy of risk factors,
among which management factor and weather factor
are first identified as level 5. ,e first level is the goods
factor, including the goods category factor and storage
issues factor. ,e main factors including human factor
and transportation tools and facilities factor are in the
middle level.
Step 4: according to the hierarchical relationship ob-
tained in Step 3, a multilevel hierarchical directed graph
is drawn, and the initial model of BN is established, as
shown in Figure 2.

Table 3: Parameter values of 96 case studies are used to support the
Bayesian network analysis of factors of urban logistics express
delivery for public safety accidents.

Sample M W H1 H2 H3 H4 F1 F2 F3 G1 G2

1 1 0 1 0 0 1 0 0 0 0 0
2 0 0 0 0 0 1 0 0 0 0 0
3 1 0 1 0 0 1 0 0 0 0 0
4 1 0 0 0 0 1 0 0 0 0 0
5 1 0 1 0 0 1 0 0 0 0 0
6 1 0 1 0 0 1 0 0 0 0 0
7 0 0 1 0 1 0 0 0 0 0 0
8 0 0 1 0 1 0 0 0 0 0 0
9 0 0 1 0 1 0 0 0 0 0 0
10 1 0 1 0 1 0 0 0 0 0 0
11 1 0 0 0 1 0 0 0 0 0 0
12 1 0 0 0 1 1 0 0 0 0 0
13 1 0 0 0 1 1 0 0 0 0 0
14 1 0 0 0 1 1 0 0 0 0 0
15 1 0 0 0 1 0 0 0 0 1 0
16 1 0 0 0 0 1 0 0 0 0 0
17 0 0 1 0 1 0 0 0 0 0 0
18 1 0 1 0 1 1 0 0 0 0 0
19 1 0 0 0 0 1 0 0 0 0 0
20 1 0 0 0 0 1 0 0 0 0 0
21 1 0 0 0 0 1 0 0 0 0 0
22 1 0 0 0 0 1 0 0 0 0 0
23 1 0 1 0 1 0 0 0 0 0 0
24 0 0 0 1 1 0 0 0 0 0 0
25 0 0 1 0 0 0 0 0 0 0 0
26 0 0 1 0 1 0 0 0 0 0 0
27 1 0 1 0 1 0 0 0 0 0 0
28 0 2 1 0 0 0 0 0 0 0 0
29 1 0 1 0 1 0 0 0 0 0 0
30 1 0 1 0 1 0 1 1 0 0 0
31 1 0 0 0 1 0 1 1 0 0 0
32 1 1 0 0 1 0 1 1 0 1 0
33 0 0 0 1 1 0 0 0 0 0 0
34 0 0 1 0 1 0 0 0 0 0 0
35 1 0 0 1 1 0 0 0 0 0 0
36 0 2 1 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 1 0
38 0 2 0 0 0 0 0 0 0 1 0
39 0 0 1 0 1 0 0 0 0 0 0
40 0 0 1 0 0 0 0 0 0 1 0
41 2 0 0 0 0 0 1 1 0 0 0
42 0 0 1 0 1 0 0 0 0 0 0
43 1 0 0 0 1 1 0 0 0 0 0
44 1 0 1 0 1 0 0 1 0 0 0
45 1 0 0 0 1 1 1 0 0 0 0
46 0 0 1 0 1 0 0 0 0 0 0
47 1 0 1 0 1 0 0 0 0 0 0
48 1 0 0 0 1 1 0 0 0 1 0
49 1 0 1 0 1 0 0 1 0 0 0
50 0 0 1 0 1 0 0 0 0 0 0
51 1 0 0 0 1 1 0 0 0 0 0
52 1 0 0 0 1 0 0 0 0 0 0
53 0 1 1 0 1 0 0 0 0 0 0
54 1 0 0 0 1 0 0 0 0 0 0
55 0 0 1 0 1 0 0 0 0 0 0
56 0 0 1 0 1 0 0 0 0 0 0
57 0 0 1 0 1 0 0 0 0 0 0
58 1 0 0 1 1 0 0 0 0 0 0

Table 3: Continued.

Sample M W H1 H2 H3 H4 F1 F2 F3 G1 G2

59 1 0 1 0 1 0 0 0 0 0 0
60 1 0 0 0 0 0 1 1 1 0 0
61 1 0 0 0 1 0 0 0 0 1 1
62 1 0 0 0 1 0 1 1 0 0 0
63 1 0 0 0 0 0 0 0 0 1 0
64 1 0 0 0 0 0 0 0 0 1 0
65 1 0 0 0 0 1 0 0 0 1 0
66 1 0 0 0 0 0 0 0 0 1 0
67 1 0 0 0 0 0 0 0 0 1 0
68 1 0 0 0 0 0 0 0 0 1 0
69 1 0 0 0 0 0 0 0 0 1 0
70 1 0 0 0 0 0 0 0 0 1 0
71 1 0 1 0 0 0 0 0 0 1 0
72 1 0 0 0 0 0 0 0 0 1 0
73 1 0 0 0 0 0 0 0 0 1 0
74 1 0 0 0 0 0 0 0 0 1 0
75 1 0 0 0 0 0 0 0 0 1 0
76 1 0 0 0 0 0 0 0 0 1 0
77 1 0 0 0 0 0 0 0 0 1 0
78 1 0 0 0 0 0 0 0 0 1 0
79 1 0 0 0 0 0 0 0 0 1 0
80 1 0 0 0 0 0 0 0 0 1 0
81 1 0 0 0 0 0 0 0 0 1 0
82 1 0 0 0 1 0 0 0 0 0 0
83 1 0 0 0 1 0 0 0 0 0 0
84 1 0 0 0 1 1 0 0 0 0 0
85 1 0 0 0 1 0 0 0 0 1 1
86 1 1 0 0 1 0 0 0 0 1 1
87 1 0 0 0 1 0 0 0 0 1 0
88 1 0 0 0 1 0 0 0 0 0 0
89 1 0 0 0 1 0 0 0 0 0 0
90 1 0 0 0 1 0 0 0 0 0 1
91 1 0 0 0 1 0 0 0 1 0 0
92 1 0 0 0 1 0 0 0 0 0 0
93 1 0 0 0 1 0 0 0 0 0 0
94 1 0 0 0 1 1 0 0 0 0 0
95 1 0 0 0 1 0 0 0 0 0 0
96 1 0 1 0 1 0 0 0 0 0 0
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ISMmethod is used for risk identification, the hierarchical
structure is established, and the initial directed graph of
BN is further developed. ,e network diagram describes
the horizontal interdependence among factors and the
vertical influence of factors at different levels.

4.2. Improving the Bayesian Network Structure. ,e initial
network diagram is complex and shows circular links that
are not allowed in Bayesian network. So we changed the
initial network diagram to be BN compatible. ,e modifi-
cation of the initial model is based on a causal mapping
method proposed by Nadkarni and Shenoy [40]. When

modifying network graph, this method generally adopts two
principles. ,e first principle is to reduce the complexity of
the network presentation by removing redundant links. ,is
requires the distinction between direct and indirect rela-
tionships, and only direct relationships remain. For example,
although management factor (M) is related to safety
awareness factor (H3), experts believe that the direct rela-
tionship between the two factors is weak. M directly affects
physical condition (H2) and personnel quality (H4), both of
which subsequently affect H3. ,erefore, the link to H3 was
removed from the network.

,e second principle is to eliminate any cyclic rela-
tionships to satisfy the noncyclic graphic structure of BN.
For example, transport vehicle (F1), maintenance and in-
spection (F2), and facility and instrument (F3) are inter-
related, forming a circular connection. F2 will affect the
performance of the vehicle and then cause latent risks, which
is directly related to F1. However, when the availability of
vehicle is not a problem, F1 has no significant influence on
F2, which is the same with F3. ,erefore, the relationship
between them can be eliminated. Finally, a directed graph
suitable for BN is shown in Figure 3.

,e perfect network diagram using causal mappingmethod
specifies the interdependence between the same-level or cross-
level factors, which makes the overall structure clear and easy to
understand, deals with the relations among factors more ef-
fectively, and ensures a deeper understanding of the problem.

4.3. Parameter Learning of Bayesian Network. When the BN
structure is established, the values of some variables can be
obtained from the case database, and then the parameters of
the model (i.e. conditional probability) can be estimated
with these cases. ,is is called parameter estimation or
parameter learning. Maximum likelihood estimation algo-
rithm (MLE) is a universal method to find a set of pa-
rameters of maximum likelihood θ, provided that a complete
dataset is available. Record the sample set as D �

x1, x2, . . . , xN􏼈 􏼉.
,e joint probability density function p(D | θ) is called

the likelihood function of θ relative to x1, x2, . . . , xN􏼈 􏼉 and is
defined as follows:

l(θ) � p(D | θ) � p x1, x2, . . . , xN

􏼌􏼌􏼌􏼌 θ􏽮 􏽯 � 􏽙

N

i�1
p xi

􏼌􏼌􏼌􏼌 θ􏼐 􏼑.

(9)

Problem
description 

Model
analysis 

ISM

Database

Initial
model 

Final
model 

Domain
knowledge 

Causal
map Verification

Figure 1: ,e research framework of combining ISM and causal mapping to construct BN.

Table 4: Structural self-interaction matrix (SSIM).

M W H1 H2 H3 H4 F1 F2 F3 G1 G2

M ○ ⟶ ⟶ ⟶ ⟶ ⟶ ⟶ ⟶ ⟶ ⟶
W ⟶ ○ ○ ○ ○ ○ ○ ○ ⟶
H1 ○ ○ ○ ⟶ ○ ○ ⟶ ⟶
H2 ⟶ ○ ⟶ ○ ○ ○ ○
H3 ⟵ ⟶ ⟶ ○ ⟶ ⟶
H4 ○ ○ ○ ⟶ ○
F1 ↑ ↑ ○ ○
F2 ⟶ ○ ⟶
F3 ○ ⟶
G1 ↑
G2

⟶: row has an effect on the column;⟵: column has an effect on the row;
↑: row and column interact; ○: the two factors are irrelevant.

Table 5: Accessible set and antecedent set and their intersection set
table.

I R(Si) Q(Si) R(Si)∩Q(Si)

1 1, 3, 4, 5, 6, 7, 8, 9, 10, 11 1 1
2 2, 3, 7, 8, 9, 10, 11 2 2
3 3, 7, 8, 9, 10, 11 1, 2, 3, 4 3
4 3, 4, 5, 7, 8, 9, 10, 11 1, 4 4
5 5, 7, 8, 9, 10, 11 1, 5, 6 5
6 5, 6, 7, 8, 9, 10, 11 1, 6 6
7 7, 8, 9, 10, 11 1, 2, 3, 5, 6, 7, 8, 9 7, 8, 9
8 7, 8, 9, 10, 11 1, 2, 3, 5, 6, 7, 8, 9 7, 8, 9
9 7, 8, 9, 10, 11 1, 2, 3, 5, 6, 7, 8, 9 7, 8, 9
10 10, 11 1, 2, 3, 5, 6, 7, 8, 9, 10, 11 10, 11
11 10, 11 1, 2, 3, 5, 6, 7, 8, 9, 10, 11 10, 11

Mathematical Problems in Engineering 7



Table 6: Factor rating table.

Level Factors Category

Level 1 Goods category (G1),
Storage issues (G2)

Goods factor (G)

Layer 2
Transport vehicle (F1),

Maintenance and inspection (F2),
Facility and instrument (F3)

Transportation tools and facilities (F)

Layer 3 Professional skill (H1),
Safety awareness (H3)

Human factor (H)

Layer 4 Physical condition (H2),
Personnel quality (H4)

Human factor (H)

Layer 5 Management (M),
Weather (W) Management (M), weather (W)

G1
Goods

category

G2
Storage
issues

F1
Transport

vehicle

F2
Maintenance

and
inspection

F3
Facility and
instrument

H1
Professional

skill

H3
Safety

awareness

H2
Physical

condition

H4
Personnel

quality

M
Management

W
Weather

Figure 2: Preliminary digraph from ISM.
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If 􏽢θ is the value θ can make the likelihood function l(θ)

largest in the parameter space, 􏽢θ is the maximum likelihood
estimator of θ. In order to facilitate analysis, the logarithmic
similarity is defined as follows:

􏽢θ � d x1, x2, . . . , xN􏼈 􏼉 � argmax
θ

ln l(θ)

� argmax
θ

􏽘

N

i�1
lnp xi

􏼌􏼌􏼌􏼌 θ􏼐 􏼑.

(10)

We use Netica32 software and combined the sample data
in Table 3 to complete the parameter learning process.
Table 7 shows a CPTexample associated with the child factor
H3(safety awareness) and its corresponding parent factors
H2(physical condition) and H4(personnel quality). Figure 4

shows the established BN model. Assume that F2 (main-
tenance and inspection) is taken as the evidence variable and
the state value is set to 1, indicating that the evidence variable
is known state. ,e result is shown in Figure 5.

At this time, the abnormal probability of F1 (vehicle
state) changes from 12.6% to 62.1%, the abnormal

G1
Goods

category

G2
Storage
issues

F1
Transport

vehicle

F2
Maintenance

and inspection

F3
Facility

and
instrument

H1
Professional

skill

H3
Safety

awareness

H2
Physical

condition

H4
Personnel

quality

M
Management

W
Weather

Figure 3: Bayesian network based on ISM digraph.

Table 7: An example of a conditional probability table.

H3 Father node
0 1 M F2
0.375 0.625 0 0
0.166 0.833 0 1
0.541 0.458 1 0
0.5 0.5 1 1
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probability of F3 (facilities and instrument) changes from
4.0% to 20.0%, and the abnormal probability of G2 (storage
issues) changes from 11.4% to 16.4%. It can be seen that the
risk probability of other factors will increase if the main-
tenance and supervision work is not done properly.

4.4. Sensitivity Analysis. One of the main functions of BN is
to analyze the evidence sensitivity of query nodes. Sensitivity
analysis can get the sensitivity of query node probability to
the probability change of evidence node. In probability
system, entropy is a common index to express the degree of
uncertainty. ,e following equation represents the entropy
of the distribution of the variable X:

H(X) � − 􏽘
x∈X

P(x)log(x). (11)

Variance is also an indicator of the degree of uncertainty,
as shown in the following equation:

Var(X) � 􏽘
x∈X

P(x − μ)
2
P(x), (12)

where μ is the mean, that is, 􏽐x∈XxP(x).
Table 8 shows the sensitivity analysis of other evidence

nodes with F2 as an example. Details of other nodes are shown

in Table 9. ,e second column represents the mutual infor-
mation values, the third column represents the percentage of
entropy decreased, and the fourth column is variance.

As can be seen from Table 8, the nodes that have themost
influence on F2 are their parents and children. ,e factors
that are most likely to have the greatest influence on the
reliability of F2 are listed in the front.

5. Discussion

,is paper presents a new risk factor analysis method based
on the combination of domain knowledge and data. Nearly 4
years of China’s urban logistics express for public safety
accident data are modeled, and the sensitivity to risk factors
is evaluated. ,e advantages and development of this study
are further discussed as follows:

(1) As a method of probabilistic reasoning, BN model
has some specific advantages over other probabilistic
models such as artificial neural network (ANN) and
support vector machine (SVM). BN can fuse mul-
tiple information sources and infer uncertainty. In
the BNmodel, domain knowledge can be encoded as
a prior distribution, which means that it is inde-
pendent of any sample data. ,is feature makes it

0.755 ? 0.43

0.0596 ? 0.24

0.363 ? 0.48

0.126 ? 0.33

0.322 ? 0.47 0.114 ? 0.32

0.0998 ? 0.3 0.04 ? 0.2

0.241 ? 0.43

0.595 ? 0.49

M
0 24.5
1 75.5

H2
0 94.0
1 5.96

H1
0 63.7
1 36.3

F1
0 87.4
1 12.6

G1
0 67.8
1 32.2

G2
0 88.6
1 11.4

F2
0 90.0
1 9.98

F3
0 96.0
1 4.00

H4
0 75.9
1 24.1

H3
0 40.5
1 59.5

0 92.9
1 6.06
2 1.01

W

0.0808 ? 0.31

Figure 4: Bayesian network model by Netica.
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easy to combine domain knowledge with sample
data. ANN, on the other hand, usually needs a lot of
parameters to learn for a long time and cannot
observe its learning process. In addition, BN can
integrate different variable types into a model for
processing, such as continuous, discrete, quantita-
tive, and qualitative variables, while ANN and SVM
models cannot process. More importantly for BN,
the model can be updated according to the new given
data. Even incomplete data can be processed to
improve the previous BN model. ,ese are not done
by other models such as ANN and SVM.

(2) Comprehensive multisource information for decision-
making. It is a complexmultiattribute decision-making
problem to analyze the influencing factors of urban
express logistics on public security risk.,ere aremany
kinds of information, such as investigation report,
detection sensor, and expert opinion. How to integrate
objective and subjective data from multiple sources to
analyze the risk factors of the system has become an
urgent problem. ,is study combines expert knowl-
edge and accident data and established a compre-
hensive analysis framework of risk factors of urban
express logistics on public safety (Figure 1), including
four work links, five risk categories, and 11 influencing
factors. According to the results of this study, among all
risk factors of urban logistics accident, management
error and human factor have the highest prior prob-
ability.,is resultmeans thatmost accidents are caused
by these factors, which is consistent with previous
research results [18, 30]. It can be considered that
management (M) and human factor (H) are the key
factors to reduce public safety accidents. Enterprises
should further strengthen safety supervision, reduce
the employee safety violations, strengthen the safety
management of employees, provide safety training
courses for employees, strict assessment system, and
enhance safety awareness.

0.751 ? 0.43

0.064 ? 0.24

0.362 ? 0.48

0.621 ? 0.49

0.287 ? 0.45 0.164 ? 0.37

0.2 ? 0.4

0.227 ? 0.42

0.696 ? 0.46

0.0808 ? 0.31

M
0 24.9
1 75.1

H2

0 93.6
1 6.40

H1

0 63.8
1 36.2

F1

0 37.9
1 62.1

G1

0 71.3
1 28.7

G2

0 83.6
1 16.4

F3

0 80.0
1 20.0

H4

0 77.3
1 22.7

H3

0 30.4
1 69.6

0 92.9
1 6.06
2 1.01

W

F2

0 0
1 100

1

Figure 5: Bayesian network model with perfect F2.

Table 8: Sensitivity of F2 to evidence from other nodes.

Node Mutual info Percent Variance of beliefs
F2 0.46838 100 0.0898455
F1 0.11740 25.1 0.0220976
F3 0.03168 6.76 0.0066493
H3 0.00346 0.74 0.0004182
G2 0.00180 0.383 0.0002465
G1 0.00045 0.0953 0.0000546
H4 0.00008 0.0175 0.0000101
H2 0.00003 0.00567 0.0000034
M 0.00001 0.00151 0.0000009
H1 0.00000 0 0.0000000
W 0.00000 0 0.0000000

Mathematical Problems in Engineering 11



(3) ,e output of sensitivity analysis shows that the low
safety awareness of employees (H3) and management
factor (M) are themain reasons of accidents caused by
the failure of transportation vehicles.,is is consistent
with previous research results [41, 42]. Accidents may
occur when employees neglect the safety inspection of
vehicles and fail to do regular maintenance of vehicles,
and the enterprise is poorly supervised. A lack of
safety knowledge may be one reason why employees
ignore safety issues. In order to reduce these errors,

Table 9: Sensitivity of each node to the others.

Node Mutual Percent Variance of beliefs
M node
M 0.80309 100 0.184923
H4 0.03916 4.88 0.008506
H2 0.01323 1.65 0.003905
F1 0.00199 0.248 0.000532
H3 0.00154 0.192 0.000392
G1 0.00047 0.0581 0.000119
H1 0.00012 0.0155 3.19E− 05
G2 0.00001 0.0018 3.70E− 06
F2 0.00001 0.000883 1.80E− 06
F3 0 6.46E− 05 1.00E− 07
W 0 0 0
H1 node
H1 0.94504 100 0.231196
G1 0.04975 5.26 0.014953
W 0.00873 0.923 0.002924
H2 0.00648 0.686 0.001889
F1 0.00113 0.12 0.000356
G2 0.00039 0.0412 0.000123
M 0.00012 0.0132 3.99E− 05
H3 0.00005 0.00503 1.53E− 05
H4 0.00001 0.00061 1.80E− 06
F2 0 2.22E− 05 1.00E− 07
F3 0 0 0
W node
W 0.41039 100 0.068026
G2 0.02604 6.35 0.002946
H1 0.00873 2.13 0.000799
G1 0.00061 0.149 5.25E− 05
F1 0.00001 0.00353 1.30E− 06
F3 0 0 0
F2 0 0 0
H3 0 0 0
H2 0 0 0
H4 0 0 0
M 0 0 0
F3 node
F3 0.24213 100 0.038368
F2 0.03168 13.1 0.00284
F1 0.02513 10.4 0.00202
G2 0.01578 6.52 0.001232
H3 0.00025 0.104 1.32E− 05
G1 0.00003 0.0135 1.70E− 06
H4 0.00001 0.00252 3.00E− 07
H2 0 0.000824 1.00E− 07
M 0 0.0002 0
H1 0 0 0
W 0 0 0
H2 node
H2 0.32582 100 0.056041
M 0.01323 4.06 0.001184
H1 0.00648 1.99 0.000458
H3 0.00625 1.92 0.000453
H4 0.00074 0.227 5.44E− 05
F1 0.00018 0.0541 1.43E− 05
G1 0.00013 0.0403 1.01E− 05
G2 0.00011 0.0332 8.70E− 06
F2 0.00003 0.00817 2.10E− 06
F3 0 0.000608 2.00E− 07
W 0 0 0

Table 9: Continued.

Node Mutual Percent Variance of beliefs
G1 node
G1 0.90664 100 0.218347
H3 0.09421 10.4 0.028508
H1 0.04975 5.49 0.014122
G2 0.01623 1.79 0.005234
H4 0.00247 0.272 0.00076
W 0.00061 0.0676 0.00018
M 0.00047 0.0515 0.00014
F2 0.00045 0.0492 0.000133
H2 0.00013 0.0145 3.92E− 05
F3 0.00003 0.00361 9.80E− 06
F1 0.00003 0.0028 7.70E− 06
H4 node
H4 0.79685 100 0.182965
M 0.03916 4.91 0.008416
H3 0.01712 2.15 0.004403
G1 0.00247 0.31 0.000637
H2 0.00074 0.0927 0.000178
F1 0.0002 0.0257 5.11E− 05
G2 0.0001 0.0126 2.52E− 05
F2 0.00008 0.0103 2.05E− 05
F3 0.00001 0.000759 1.50E− 06
H1 0.00001 0.000719 1.50E− 06
W 0 0 0
G2 node
G2 0.51192 100 0.101018
W 0.02604 5.09 0.005244
F3 0.01578 3.08 0.003244
G1 0.01623 3.17 0.002422
H3 0.00405 0.79 0.00055
F2 0.0018 0.351 0.000277
F1 0.00135 0.264 0.000203
H1 0.00039 0.0761 5.39E− 05
H2 0.00011 0.0211 1.57E− 05
H4 0.0001 0.0196 1.39E− 05
M 0.00001 0.00282 0.000002
F1 node
F1 0.54699 100 0.1103
F2 0.1174 24.6 0.02713
F3 0.02513 5.27 0.005807
M 0.00199 0.288 0.000318
G2 0.00135 0.201 0.000222
H1 0.00113 0.154 0.00017
H3 0.00099 0.136 0.00015
H4 0.0002 0.0279 3.08E− 05
H2 0.00018 0.0255 2.81E− 05
G1 0.00003 0.00351 3.87E− 06
W 0.00001 0.00199 2.20E− 06
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the company’s management must pay attention to
these factors, strengthen supervision, clarify safety
management policies, implement safety training plan,
improve the staff’s attention to details, and reduce
mistakes.

(4) Although this study proposes a modeling framework
using the artificial intelligencemethods, the BNmodel
developed is only a prototype, and further studies are
needed to improve it. For example, some of the risk
factors identified in urban express logistics represent
general operational process concepts. In order to be
more realistic, some factors must be refined to
manage specific express logistics risk factors. In ad-
dition, in order to improve the integrity of BN model,
more domain experts should be introduced.

6. Conclusion

In this paper, by combining Interpretative Structural Model
and causal mapping method, Bayesian network is con-
structed to analyze the risk factors of urban express logistics
on public security, including risk factor identification, re-
lationship analysis between factors, prior probability and
likelihood calculation, reasoning, and interpretation. With
the help of domain experts, ISM and causal mapping
methods can be effectively applied to the BN construction of
urban express logistics, extending the application of BN
model in the risk factor analysis of urban logistics. ,e
flexibility of this approach allows the integration of multiple
types of information sources to quantify the relationship
between risk factors, and the model can be constantly
updated based on new information. ,is study considers
more important factors (11 factors) of urban logistics ac-
cidents from five aspects of management, weather, human,
transportation means, and goods and concludes the inter-
relation and relative importance of risk factors, revealing
that human factor and management factor are important
direct factors of accidents.,rough the sensitivity analysis, it
is concluded that the low safety awareness of employees and
the poor management of enterprises bring potential risks to
vehicles, so as to increase the possibility of accidents. ,ese
research results combined with the actual situation of urban
logistics in China have certain practical significance and
provide guidance for logistics managers to take necessary
measures to reduce accidents.
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With the acceleration of industrialization and urbanization in China, a large amount of waste in industrial parks has become the
main cause of regional environmental pollution. In order to solve this problem, this paper relied on artificial intelligence’s
prediction technology and image recognition technology to intelligently upgrade the traditional industrial waste planning
management system and designed a waste intelligent classification center with intelligent prediction and intelligent classification
capabilities. So, as to realize this new intelligent classification center and explain its value, this paper explains the key imple-
mentation technology of this intelligent classification center and validates it by constructing a multitarget location model that
considers both economic and environmental benefits.

1. Introduction

With the rapid development of industry and economy, the
problem of environmental pollution is becoming more and
more serious. In the face of the “three great mountains” of
competition proliferation, resource depletion, and envi-
ronmental degradation, governments have begun to attach
great importance to the coordinated balance between eco-
nomic development and environmental protection issues.
As of 2017, China produces about 3.3 billion tons of in-
dustrial waste each year, with a total stockpiled over 60
billion tons over the years. Industrial waste that has not been
disposed of in a timely manner has not only caused a huge
waste of land resources but also caused regional ecosystem
disturbances [1–3]. How to safely, economically, environ-
mentally, and efficiently treat these wastes has become one of
the important research topics for the development of a
sustainable economy in China.

/e social demand for recovering and reusing discarded
products has stimulated a research boom in product-recy-
cling networks [4]. After years of accumulation, the research
on the waste product-recycling network has achieved results,
but it mainly focuses on the recovery and reuse of mobile

phones, automobiles, washing machines, and other elec-
tronic products. Few studies have discussed the issue of
industrial waste recycling [5–9]. In the existing research on
industrial waste management, most scholars treat industrial
waste and domestic waste as urban waste for discussion.
Huang and Li discussed the problems of Wuhan municipal
waste recycling, treatment, and resource reuse. Finally, they
proposed the scientific classification of municipal waste and
diversified garbage collection, charging, and treatment
management methods to promote Wuhan’s waste man-
agement related development of the industry [10]; Li et al.
proposed an urban waste recycling system based on radio
frequency wireless network, including system function de-
scription, hardware design, and software design. /e system
uses sensor technology and radio frequency wireless net-
work technology to realize the information collection of
urban garbage bins and the positioning of urban garbage
collection systems. /is research has realized the dynamic
tracking and monitoring of garbage from the source to the
disposal terminal and has made some contributions to the
intelligent development of garbage recycling management
[11]; Wang et al. established a game relationship model for
residents, receiving and transporting enterprises, and waste
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processing enterprises under different classification ratios
based on the Stackelberg game theory. /e proportion of the
responsibility of the waste management of the subject and
the simulation analysis of the model show that the waste
classification capacity of industrial waste service enterprises
is the main factor affecting the interests of the subjects in the
recycling network [12].

Importantly, as the process of industrialization and
urbanization continues to accelerate, the large concentration
of industries and populations has saturated the load of the
previous urban waste transportation network, which has led
to a sudden decline in the efficiency of the traditional in-
dustrial waste. As a result, severe waste accumulation and
environmental pollution have occurred in many regions of
China. /erefore, the separation of traditional waste recy-
cling systems and the design of a recycling management
network dedicated to the treatment of industrial waste to
improve the efficiency of waste treatment are becoming
research hotspots in the field of industrial waste manage-
ment and reuse.

In the research of industrial waste recyclingmanagement
network, scholars mostly discuss the industrial waste net-
work planning and design based on the perspectives of
logistics cost, service level, and equipment utilization effi-
ciency [13–15]. Wang et al. constructed a two-objective
optimization model when designing the logistics network to
analyze the impact of different input costs on the envi-
ronment in the design of the supply chain while considering
the two goals of cost and environmental protection level to
analyze the project’s return on investment. /e rate has a
positive enlightening effect on the future green management
of the supply chain [16]. Since then, Elhedhli and Ryan
further explore the relationship between distance and car-
bon emissions [17]; Rui et al. considered a logistics network
planning model with a hard time window and analyzed the
impact of different time windows on the economy and the
environment [18]; Zhang and Li-rong others have consid-
ered the uncertainty of the quality of the recycled products in
the market, set up a multiobjective stochastic programming
model with the goal of minimizing logistics network costs
and environmental pollution, and solved the stochastic
programming model with scenario analysis [19].

/is thesis considers the intelligent upgrading of in-
dustrial waste recycling management network in an in-
dustrial park with multiple factories. First, the artificial
intelligence prediction technology and image recognition
technology are used to intelligently upgrade the traditional
industrial waste planning management system. An intelli-
gent classification center for industrial waste with intelligent
prediction and intelligent classification capabilities is
designed, and its key implementation technology is dis-
cussed. Finally, the value and significance of the intelligent
classification center designed in this paper are illustrated by
constructing a multiobjective site selection model consid-
ering both economic and environmental benefits.

/e rest of this article is organized as follows. /e next
section puts forward the key technologies for the realization of
the industrial waste intelligent classification center system
architecture, including the industrial waste production and

component predictionmodels based onBP learning algorithms
and deep learning-based waste identification and detection
implementation technologies. In the fourth section, the site
selection model, implementation algorithm, and numerical
simulation of the industrial waste intelligent recycling center
considering economic and environmental benefits are
designed. /e last section discusses and summarizes the thesis
work.

2. Design of Artificial Intelligent Waste
Sorting Center

2.1. System Framework of Artificial Intelligence Recycling
Classification Center. /e optimization of an industrial waste
recycling network system is essentially a multilevel, multi-
objective management decision problem. To upgrade the
traditional model, it is necessary to redesign a decision model
with corresponding functions. In this research, artificial in-
telligence technology is integrated into the traditional waste
logistics recycling system. /e system framework of the arti-
ficial intelligence recycling classification center that integrates
the two core technologies of waste production prediction
technology and image recognition is designed, as well as its
functional decisionmodel. It can be seen fromFigure 1 that this
intelligent recycling classification center has basic decision-
making functions for industrial waste production forecasting,
component forecasting, image recognition, and intelligent
location selection. During the operation of the classification
center, the quantity and category prediction of the waste to be
processed is first based on the preset related parameters. On the
one hand, these prediction results can be used as training sets to
train and detect the image recognition model. On the other
hand, it can be combinedwith processing power as a parameter
source for the location model of the intelligent classification
center to verify the economic and environmental benefits of
such intelligent classification centers replacing traditional ar-
tificial classification centers. It can be seen that the data flow is
progressively advanced between different models, forming an
organic whole with complex relationships.

2.2. Key Technologies Implemented by Artificial Intelligence
Recycling Classification Center. As can be seen from the
above, the basis for realizing the artificial intelligence clas-
sification center designed in this paper is the design of in-
dustrial waste prediction technology and image recognition
technology. In this section, we focus on the design ideas and
algorithms of these two technologies.

2.2.1. Prediction Model of Industrial Waste Products and
Components Based on BP Learning Algorithm. /e neural
network is a kind of multilayer feedforward neural network
trained according to the error backpropagation algorithm. It
is the most widely used neural network. /e artificial neural
network does not need to determine the mathematical
equation of the mapping relationship between input and
output in advance. It only learns certain rules through its
own training and obtains the result closest to the expected
output value when given the input value. With the
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advantages of high prediction accuracy and robust results,
this method is widely used in intelligent prediction, machine
learning, and other fields [20]. /is paper designs the BP
network prediction model of industrial waste products and
composition, as shown in Figure 2.

/e core of an artificial neural network to realize its
function is the algorithm. BP neural network is a multilayer
feedforward network trained by error backpropagation. /e
BP learning algorithm is an error correction method based
on this principle. /e learning process of the algorithm
consists of forwarding and backpropagation (partial com-
position). When an input mode of a network is given, it is
passed from the input layer unit to the hidden layer unit,
processed by the hidden layer unit, and then sent to the
output layer unit, and an output mode is generated by the
output layer unit. Because this is a layer-by-layer effect in the
process, each layer of neurons can only affect the state of the
next layer of neurons, which is called forward propagation; if
the output response is in error with the expected output
mode and does not meet the requirements, then the error is
transferred to the backpropagation and then transmitted.
/e value is transmitted layer by layer along the connection
path, and the connection weight of each layer is modified.
For a set of samples, learning is performed by using different
training modes, and the model is continuously repeated in
the forward and backward propagation processes. Only
when each training mode meets the requirements, the BP
network training is completed. Network learning is a process
of minimizing the objective function to complete the input-
to-output mapping. Generally, the objective function is
defined as the sum of the squared error of the output layer
unit’s desired output and the actual output on all input
modes. /e prediction algorithm of industrial waste pro-
duction and composition in this paper is as follows:

Step 1: suppose the input layer has nneurons, the input
vector is X(x1, x2, . . . , xn); the hidden layer has m

neurons, the hidden layer vector is H(h1, h2, . . . , hm);
the output layer has k neurons, the output vector is

Y(y1, y2, . . . , y)k. /e weight between the input layer
and the output layer is and the threshold is ; the weight
between the hidden layer and the output layer is and the
threshold is.
Step 2: assign initial values to all connection weights
and node thresholds
Step 3: do the following calculations for each input
sample:

(a) Forward calculation:

yk � 􏽐
m

j�0
ωjk·hj

, hj � 􏽐
n

j�0
ωij·xi

.􏼨 (1)

Let the transfer function be a sigmoid function, that is,
f(x) � (1/1 + exp(−ax))(a> 0).
For the Pi sample in the training set, the network input
vector is X(x1, x2, . . . , xn), the actual output is
Y(y1, y2, . . . , yk), the expected output is
T(t1, t2, . . . , tn), and the error function is defined as
follows:

E �
1
2

􏽘

i

k�1
tk − yk( 􏼁

2
. (2)

Let the total number of samples is N, then the mean of
the squared error is

EAV �
1
N

􏽘

N

N�1
E. (3)

EAV is the mean of the squared error. /e purpose of
the algorithm learning is to minimize EAV.

(b) Inverse calculation
When the algorithm fails to meet the target expec-
tations, it will calculate backward. /e first is to
calculate the local gradient δk. /e first is to calculate
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Figure 1: System framework of artificial intelligence recycling classification center and its functional decision-making model.
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the local gradient. It is worth noting that for the
output and hidden layers, the algorithms of the local
gradient are different, as shown in formulas (4) and
(5):

Output layer δk � tk − yk( 􏼁f xk( 􏼁, (4)

Hidden layer δk �
δE

δyk

f xk( 􏼁. (5)

(c) Correction weight:

Using the minimum value of the gradient descent
method, the updated amount Δωij of ωij can be
expressed by the following formula:

Δωij � −η
zE

zωij

. (6)

η represents the learning rate of the neural network,
and its value is greater than zero.
Step3: enter a new sample until EAV meets the pre-
determined requirements. Eventually, the model can
output the annual industrial waste output and com-
position of the region. /ese data will be used as a
training sample for image data and site selection for
training to implement waste identification and moni-
toring technology data source for the model.

2.2.2. Realization Technology of Waste Recognition and
Detection Based on Deep Learning. Deep learning is an
emerging research field of machine learning. Its research
content is to automatically extract multilayer features from
the data and represent them. In the process, a series of
nonlinear transformations can be used to extract features

from the original data and finally realize machine vision and
intelligent operation such as machine sensing. /is research
uses the idea of deep learning to design the target detection
technology of industrial waste images and uses the type,
position, size, and confidence of the target object as the
determination parameters to achieve intelligent detection
and recognition of the predetermined target object. /e
basic flow of the target detection technology is shown in
Figure 3.

/e target detection algorithm is the key to achieve
intelligent detection. Considering the complexity of in-
dustrial waste detection tasks in different environments,
this study improves the Faster RCNN [21] target detection
model, which combines the RPN network and Fast-RCNN
Unified to identify the location and angle of industrial
waste at the same time. Faster RCNN model, which is
composed of two subnetworks: Region Proposal Gener-
ation (RPN) network and VGG-16 classification network
as shown in Figure 4.

/e RPN network adopts the design method of the
fully convolutional network, in which the convolutional
layer uses the VGG-16 model and shares convolutions
with subsequent classification networks to reduce double
counting. Figure 5 shows the structure of the RPN net-
work. A small network is used to slide the feature image
output by the last shared convolution layer to generate the
region of interest. /e input of this small network comes
from the n × n size window input on the convolutional
feature image, and then the features of each sliding
window will be mapped to the lower dimensional feature
vector. After the mapping, Re LU will perform nonlinear
processing. /e features, thus, obtained are used as input
to two parallel fully connected layers—the bounding box
return layer (REG) and the classification layer (CLS). /e
regression layer is responsible for readjusting the
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Figure 2: BP network prediction model for industrial waste products and components.
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inaccurate area of interest, and the function of the clas-
sification layer is responsible for determining whether the
area belongs to a candidate area. /is processing method
ensures that all features are associated with the REG and
CLS layers. At the position of each sliding window, de-
termine whether multiple regions of interest contain
objects at the same time. /e number of regions predicted
simultaneously at each position is recorded as k. /us, the
bounding box regression layer outputs a total of 4k co-
ordinates for k regions, and the classification layer outputs
a total of 2k scores to evaluate whether each region
contains an object. In each sliding window position, 3
scales and 3 aspect ratios are used by default, so there are
k � 9 anchor points in total. So, for a featured image of size
w × h, there are “w∗ h ∗ k anchor points. After obtaining
candidate regions of interest through the RPN network,
the VGG-16 network pretrained on the ImageNet dataset
is used for classification.

/e VGG-16 network is a convolutional neural net-
work structure proposed by the VGG group in 2014. /e
dataset is ImageNet. It uses 16 network layers with pa-
rameters, including 13 convolution kernels with a size of
3 × 3. It consists of 3 fully connected layers [22]. In ad-
dition, the same as Fast R-CNN, on the last convolutional
layer, the spatial pyramid pooling (SPP) layer is also used
to pool the feature layers to the same size. In the original
RPN scheme, a decoupling scheme different from the
traditional model is adopted, that is, the angle prediction
layer is separately connected behind the copied FC layer of
the VGG-16 network, so that it is not updated at the same
time as the position of the industrial waste and the cat-
egory layer. /e scheme can further reduce the error of the
bottle object angle prediction. As with Fast R-CNN, our
training model uses a minimizing multitask loss function.
/e loss function of the RPN and VGG-16 networks is the
same. /e loss function consists of two terms in the
following formula:

L Pi􏼈 􏼉, ti􏼈 􏼉( 􏼁 �
1

Ncls
􏽘

i

Lcls pi, p
∗
i( 􏼁 + λ

1
Nreg

􏽘
i

pi
∗

Lreg ti, ti
∗

( 􏼁.

(7)

Among them, i represents the pulling of anchor points in
mini-batch and Pi represents the probability that the i

anchor point is predicted to be an object. If the anchor point
belongs to a positive sample, then p∗i is 1, otherwise, it is 0. ti

is a 5-dimensional vector and belongs to the parameterized
predicted object’s bounding box coordinates, and t∗i is the ti

label associated with the positive anchor. /e classification
loss function Lcls is calculated using a softmax loss strategy
and the regression loss calculation is performed using a
robust regression loss function (Smooth L1). When p∗i � 1,
it means that the regression loss is only activated at the
anchor point for processing positive samples. At this time,
the outputs of the corresponding CLS and REG layers are
Pi􏼈 􏼉 and ti􏼈 􏼉.

Among them, for the graphs bounding box regression,
we adopt the R-CNN parameterization method to unify the
regression parameters:
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(8)

Among them, x, y, andw represent the center coordi-
nates of the frame, h represents the length, xa represents the
position of the anchor point, and x∗ and y∗ represent the
position of the callout frame.

3. Study on Site Selection of Intelligent
Industrial Waste Recycling Center

3.1. Problem Statement. /e key technologies of the artificial
intelligence recycling classification center have been explained
above. It is not difficult to find that the artificial intelligence
recycling classification center with image recognition technology
and prediction technology can save a lot of labor costs. In order
to verify the economic benefits of the designed artificial intel-
ligence classification and processing center, from the perspective
of system integrity, this paper designs a two-level goal of system
planning research with system cost minimization and system
efficiencymaximization./e intelligent processing center will be
integrated and sent to the waste data according to the operation
process. At the same time, the optimal number and location of
intelligent processing centers in the industrial waste processing
network will be determined based on the geographical location
of the various end-of-waste processing nodes. Finally, the
economic benefits are judged by comparing the difference
between the construction cost and the saved human resources.

Before this, it is necessary to briefly explain the operation
mode of the entire waste system. /is research integrates
artificial intelligence technology into the traditional waste
logistics recycling network and connects the various
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recycling nodes of industrial waste through the artificial
intelligence classification center. /e goal is to achieve the
intelligence of the full recycling network, minimize costs,
and maximize efficiency. /e waste in the city is classified
and processed (e.g., landfill, remanufacturing, and resale).
Simplifying the problem can be summarized as the main
point of industrial waste generation, artificial intelligence
processing center, remanufacturing center, and landfill
center, and for the small-cap market, the relationship is
shown in Figure 5.

3.2. Mathematical Formula

3.2.1. Model Assumptions. In order to facilitate the analysis
and description of the problem, this article makes some
assumptions:

(1) All activities included in the recycling model pro-
posed in this article are carried out in this model

(2) /e system relies on existing secondary market,
remanufacturing plant, no longer considers their
construction costs, and only considers their oper-
ating costs

(3) /e transportation costs of industrial waste are
linearly related to the distance

(4) /e waste output predicted by the trained neural
network is equal to the real output

3.2.2. Model Parameter Setting and Description. /e pa-
rameters involved in the model built in this paper mainly
include node parameters, other parameters, general pa-
rameters, and decision variables, as shown in Table 1.

3.2.3. Objective Function and Constraints. /e objective
function considered in this paper is mainly the economic
and environmental benefits of building an artificial intelli-
gence classification center, so the following two objective
functions are constructed:
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(10)

Among them, equation (9) indicates that the maximum
reuse rate of waste is the reflection of the environmental
protection benefits of the recycling network, and equation (10)
indicates that the overall revenue of the entire recycling network
system is maximized, which is a reflection of economic benefits

􏽘

s.t.

j

Z
QW
jk � 􏽘

k

Z
WE
km + 􏽘

k

Z
WR
kl + 􏽘

k

Z
WT
kn , ∀k, j, (11)

􏽘
k

Z
WE
km � Z

ET
ml + Z

ER
mn, ∀k, (12)

X
WE
k · 􏽘

j

Z
QW
jk � 􏽘

k

Z
WE
km , ∀k, (13)

X
WR
k · 􏽘

j

Z
QW
jk � 􏽘

k

Z
WR
kl , ∀k, (14)

X
WT
k · 􏽘

j

Z
QW
jk � 􏽘

k

Z
WT
kn , ∀k, (15)

Z
QW
jk � Yc, (16)

􏽘
j

Z
QW
jk ≤ 􏽘

k

Wk, (17)

D ∈ (0, 1). (18)

Constraints (11) and (12) indicate the conservation of
material quality at each logistics node, that is, the amount of
industrial waste input at each waste generation point, artificial
intelligence recycling classification center, remanufacturing
center, resales center, and waste landfill center equal to the
output amount; constraints (13) to (15) restrict the amount of
waste transported by the classification center to each secondary
node through a proportional limit; constraint (16) indicates
that the predicted value in the artificial intelligence center is the
waste input entered in the model; constraint (17) indicates the
processing limit of each waste treatment center; and constraint
(17) indicates the range of decision variables.

3.2.4. Multiobjective Function Solution Design. /e above
model belongs to amultiobjective mixed-integer programming
model. Multiobjective programming generally belongs to the
Pareto optimization problem. Because of the mathematical
optimization problem involvingmultiple objective functions, it
can only be as close as possible to the ideal solution based on
the coordination of the objective functions. Based on the lit-
erature [23], this paper uses the fuzzy membership function in
fuzzy theory to fuzzify the objective function and converts the
multiobjective problem into a single-objective problem for
solving. Specific steps are as follows:

Step 1: First, disassemble the dual objective function into
two single-objective functions and use Lingo software to
obtain the value interval of each objective function. First,
the value range [F1min, F1max] of the first objective
function is calculated by programming when only the
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environmental benefit target is considered; similarly, when
only the economic benefits are considered, the value range
of the second objective function can be obtained by
programming calculation as [F2min, F2max].
Step 2: the membership degree fuzzy function method is
used to assign a fuzzy wish value to each objective
function, and the membership degree of the fuzzy wish is
used to indicate the degree of satisfaction of the decision-
maker team in responding to the target level. /is model
belongs to the maximization optimization problem, and
the membership function of its fuzzy desire is as follows:

μ1 �

1, F1 >F1min,

F1 − F1min

F1max − F1min
, F1min ≤F1 ≤F1max,

0, F1 <F1min,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

μ2 �

1, F2 >Fmin,

F2 − F2min

F2max − F2min
, F2min ≤F2 ≤F2max,

0, F2 <F2min.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(19)

Step 3: Assign different weight coefficients to target
satisfaction, unify the satisfaction of each target to form
the overall satisfaction, so as to realize the conversion of
multiple targets into a single target. /at is,
maxF � ω1μ1 + ω2μ2, where ω1 andω2 are the weight
coefficients of the two membership fuzzy functions,
which indicate the relative importance of the objective
function and can be given by the industrial waste
recycling network design planner based on the com-
prehensive analysis of the regional environmental and
industrial policies.
Step 4: Use Lingo10 to solve the new objective function.

3.2.5. Analysis of Examples. Awaste recycling company plans
to deploy an artificial intelligence waste recycling and pro-
cessing network in the industrial agglomeration area of City G.
It is known that there are 20 existing waste-generating points in
this area, a waste remanufacturing center, a waste resale center,
and a waste landfill One for each center. /e coordinates and
related costs of each existing facility and those to be selected are
shown in Table 2. Among them, Table 2 shows the coordinates
of the existing remanufacturing center, sales center, and landfill
center. Table 3 shows the coordinates and cost of the alternative
artificial intelligence classification processing center, which is
the maximum classification processing capacity in the period

Table 1: List of model parameters and descriptions.

Node parameters Description Subscript Operating cost
Q Industrial waste generation point :j —
W AI recycling classification center :k α
E Remanufacturing center m β
R Resale market l λ
T Landfill center n c

Other parameters Description
Wk Maximum processing capacity per cycle of artificial intelligence recycling classification center
Qj(x, y) j industrial waste generation point
d Distance between the two places (circle/km/ton)
pw

k Cost of constructing the kth artificial intelligence classification processing center

bw
k

Reduced employee commissions for the construction of the kth artificial intelligence classification
processing center

Yc Artificial waste recycling center’s forecasted garbage reception volume (tons)
g Average transportation cost (m/yuan)
General parameters Description

Z
QW
jk

Amount of industrial waste transported from factories to artificial intelligence recycling sorting
centers over a period of time (tons)

ZWE
km

Amount of industrial waste transported from the intelligent sorting center to the remanufacturing
center over a period of time (tons)

ZWR
kl

Amount of industrial waste transported from the intelligent sorting center to the resale market over
a period of time (tons)

ZWT
mn

Amount of industrial waste transported from the intelligent sorting center to the landfill center
over a period of time

ZER
ml Amount of industrial waste from remanufacturing center to resale market over time (tons)

ZET
mn Amount of industrial waste from remanufacturing center to landfill center over time (tons)

XWE
k Proportion of waste in AI recycling sorting centers shipped to remanufacturing centers

XWR
k Proportion of waste shipped to resale markets in artificial intelligence recycling sorting centers

XWT
k Proportion of wastes sent to landfill centers in artificial intelligence recycling sorting centers

Decision variables Description

D 0-1 variable, indicating whether to choose to set up a recycling point at k; if selected, take 1,
otherwise take 0
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Table 4 shows the data use formulas (1)–(6) to predict the waste
products in the next cycle of G city. Table 5 shows the
transportation ratio of each node. Table 6 shows the operating
costs of processing waste per ton of waste at each node. In
addition, according to the basic local conditions, the trans-
portation cost is 4 yuan/ton/km, the cost of traditional manual
waste treatment is 200 yuan/ton, and the reuse rate of tradi-
tional industrial waste is 74.6%.

Using Lingo software, the objective functions under
different weights are solved, and the logistics network fa-
cilities location schemes under three weights and the cor-
responding objective function values of environmental and
economic benefits of the network system are obtained (as
shown in Table 7).

It can be known from the example that when only envi-
ronmental protection benefits are used as the objective func-
tion, alternative points 1, 2, 4, 5, 6, 7, and 8 need to be selected
intelligence to build an artificial classification center. /e
economic benefits generated at this time are 174,206 yuan per
unit cycle. /e environmental protection benefit is to achieve
84.6% of the reuse rate of waste; when only economic benefits
are considered and when only economic benefits are used as
the objective function, alternative points 2, 3, 4, 5, 6, and 8 need
to be selected. During the construction of artificial intelligence
classification center, the economic benefit generated at this
time is 288,014 yuan per cycle, and the environmental pro-
tection benefit is to achieve 82.7% of the reuse rate of waste;
when considering both economic and environmental benefits,
at this time, alternative points 2, 4, 5, 6, 7, and 8 are selected. At
this time, the economic benefit is 246,137 yuan per cycle, and
the environmental protection benefit is to achieve 83.5% of the
reuse rate of the waste. /is plan takes into account both
economic and environmental benefits. /erefore, the solution
of the model in this paper is shown in Figure 6 at this time.

Table 2: Remanufacturing center, resale market, and landfill center.

X-axis Y-axis
Remanufacturing center 35 85
Resale market 70 38
Landfill center 20 37

Table 3: Coordinates of alternative points, construction cost, and cycle capacity.

Recycling classification center X-axis Y-axis Construction cost (yuan) Cycle capacity (tons)
1 76 12 200000 1200
2 71 16 200000 1200
3 68 25 200000 1200
4 65 66 200000 1200
5 55 47 200000 1200
6 45 68 200000 1200
7 35 41 200000 1200
8 49 27 200000 1200

Table 4: Coordinates of waste generation points, predicted value,
and original classification costs.

Waste generation point X-
axis

Y-
axis Cycle production (tons)

1 92 19 328
2 22 47 235
3 51 59 224
4 89 92 166
5 55 76 205
6 14 76 362
7 26 57 400
8 84 7 280
9 82 53 191
10 93 94 161
11 24 35 346
12 57 45 263
13 42 22 460
14 1 79 135
15 67 15 265
16 98 48 158
17 65 76 410
18 37 85 260
19 88 54 372
20 29 67 340

Table 5: Transportation proportion of each node after
classification.

Transportation ratio (%)
XWE

k 50
XWR

k 30
XWT

k 20

Table 6: Operating costs of each node.

Unit processing cost (yuan/ton/km)
Z

QW
jk 4

ZWE
km 3

ZWR
kl 3

ZWT
kn 3

ZER
ml 3

ZET
mn 3
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4. Conclusion and Discussion

With the acceleration of China’s industrialization and ur-
banization process, the traditional urban waste treatment
and logistics network has been unable to meet the rapidly
expanding population and production capacity, and the
large accumulation of waste in industrial parks has become a
major cause of environmental pollution. One of the main
challenges of the sustainable development strategy is to solve
the problem of upgrading and designing waste network
systems in industrial parks.

Based on artificial intelligence’s prediction technology
and image recognition technology, this article intelligently
upgrades the traditional industrial waste planning and
management system, designs an industrial waste intelligent
classification center with intelligent prediction and intelli-
gent classification capabilities, and implements its key
implementation. /e technology was explored. Finally, the
value and significance of the intelligent classification center
designed in this paper are illustrated by constructing a
multiobjective site selection model considering both eco-
nomic and environmental benefits.

It can be seen from the different weighted results of
economic and environmental benefits of fuzzy mathematical
methods that regardless of focusing on economic benefits or
environmental benefits, huge economic benefits can be
obtained by reducing the dependence on human resources
after building a new intelligent classification center.
/erefore, relevant departments and responding companies
can be advised to fully apply such artificial intelligence
technology to the existing industrial waste recycling net-
work, thereby enhancing the global benefits of the existing

industrial waste recycling network, improving system effi-
ciency and robustness, and ultimately achieve green sus-
tainable development.

In previous research, [11] proposed an urban waste
recycling system based on radio frequency wireless networks.
Using sensor technology and radio frequency wireless network
technology, the information collection of urban waste bins and
the apex and positioning of urban trash cans were achieved.
/is has a certain enlightening effect on us. Big data technology
and artificial intelligence technology are gradually changing
our way of life. /erefore, this article uses new artificial in-
telligence technology to optimize the existing industrial waste
recycling network and realize the idea of intelligent, eco-
nomical, and sustainable recycling systems. It can promote
academic innovation and disciplinary intersection in the field
of waste management. In [16], while considering the cost, and
taking into account the benefits of investment in environ-
mental protection, a green supply chain network design model
was proposed, and the optimization method was used to study
the supply network construction cost and the minimum en-
vironmental pollution of the entire supply chain system. /eir
research found that the main way to reduce carbon dioxide
emissions and total costs is to increase network capacity and
enhance the service capabilities of facilities, which coincides
with our research conclusions. To some extent, this shows that
the only way for the supply chain network to achieve greening
and maximize economic benefits is to improve service capa-
bilities and response capabilities through technological im-
provements. References [17, 19], etc., proposed or applied
classic multiobjective function tools such as particle swarm
optimization and genetic algorithms when solving multi-
objective function problems. /e multiobjective function al-
gorithm designed in this paper uses the fuzzy membership
function in the fuzzy theory to obfuscate the objective function
and converts the multiobjective problem into a single-objective
problem for solving. On the one hand, the solution process and
results can be more clearly explained and analyzed. For ex-
ample, the effect of the objective function on the overall system
optimization under different preferences can be further ana-
lyzed. On the other hand, only 0 and 1 were the two extreme
weights. Researchers can also design new solving algorithms
based on different weight preferences.

Our further research direction is to consider more
factors in the supply chain, such as transportation mode,
demand uncertainty, artificial intelligence learning ability,
image recognition fault tolerance rate, etc., in order to
enhance its applicability to real-world scenarios. On the
contrary, we can also extend our research by designing new
solutions to solve this multiobjective model.
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available from the corresponding author upon request.
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Table 7: Logistics network facility location plan.

Weight
coefficient
(ω1,ω2)

Total
network cost

(yuan)

Landfill
rate (%)

AI recycling
classification center
alternative point

(1, 0) 174206 84.6 1, 2, 4, 5, 6, 7, 8
(0, 1) 288014 82.7 2, 3, 4, 5, 6, 8
(1, 1) 246137 83.5 2.4, 5, 6, 7, 8
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Figure 6: Distribution of site selection schemes.
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Under the background of economic globalization, supply chain is becoming more and more complex, which is manifested in the
instability of external environment. On the one hand, with the improvement of global environmental protection awareness, the
government’s policy tools for environmental impact (carbon tax) on the whole supply chain have become one of the major
external problems faced by the supply chain enterprises; on the other hand, the intensification of competition between upstream
and downstream in supply chains makes supply disruption an important proposition to be solved urgently. In this paper, the two
propositions of green and supply disruption are reduced to two factors affecting the cost. -e average total cost function of the
manufacturer as a recycler is established. -e practicability of the algorithm and the effectiveness of the model are verified by
Lingo, Particle Swarm Optimization, and Genetic Algorithm, with the purpose of obtaining the optimal strategies for manu-
facturers who play the role of the recycler in the closed-loop supply chain.

1. Introduction

In recent years, managing supply chain through remanu-
facturing is an active research area, closed-loop supply chain
management [1]. For the manufacturing industry, rema-
nufacturing mitigating the deterioration of the environment
to some extent not only increases resource utilization and
promotes the increasing of social economic and the profits of
enterprises but also improves the competitiveness of en-
terprises and shapes the corporate image [2]. At present,
reverse logistics management has become the focus of many
enterprises. -rough recycling and remanufacturing activ-
ities, enterprises make themselves more competitive in
product prices [3]. In the forward supply chain, the customer
is the end of the supply chain. However, products that
initially did not meet customer requirements still had re-
sidual value. Enterprises can release additional value from
reverse logistics and remanufacturing processes to protect
the environment. -rough the combination of forward and
reverse logistics management, the linear noncircular supply
chain is transformed into closed-loop recycle.

Guo et al. [4] study the optimal strategies for the CLSC
under supply disruption, and the influence of government
subsidy mechanism on the business activities of enterprises
in case of supply disruption is considered. -eir article
regards the cost caused by supply disruption as a part of the
total cost of manufacturers, which is a great improvement on
the total cost function of manufacturers as recyclers. But,
with the increasingly prominent environmental problems
and the increasing scarcity of natural resources, environ-
mental protection has been deeply rooted among people.
Green and sustainability have become an important symbol
of enterprise competition, helping them to cope with the
growing environmental pressure [5]. Globally, green cycle
and low carbon development have become the trend. In the
manufacturing industry, manufacturers are also affected by
green policies: the existence of carbon tax policy makes
manufacturers more inclined to recycle old products for
remanufacturing because the cost of carbon tax in the
process of remanufacturing products per unit is lower
than that in the production process of new products per
unit—which means that the cost of carbon tax has become
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an inevitable part of the total cost of manufacturers in the
context of CLSC [6–8].

-is article is a further study after the research of Guo
et al. [4]. -us, this article studies the optimal production
strategy of the closed-loop supply chain in the context of
carbon tax and supply disruption. Based on their research in
[4], the cost of carbon tax has taken into consideration the
total cost function for manufacturers; this will make the
manufacturers as recyclers in the CLSC implement optimal
production and recycling strategies according to the ad-
vanced cost structure in the current complex environment
and get the maximum benefit. In addition, the hypothesis
defined in [4] is that the recycling rate will decrease if the
required quality level increases, so the quality of returned
products is exponential distribution in their paper, q ∼ E(λ).
But, in reality, when the quality level of recycled products q is
close to 0, the product’s residual value is almost 0, so the
product is more likely to be directly discarded rather than
being recycled; when q is close to 1, the product’s residual
value is very high, and the product is more likely to be used
by its owner—the quality of returned products is more
suitable to be normal distribution. -e main contributions
and highlights of this study are as follows:

(i) Not only supply disruption but also carbon tax is
considered in the CLSC system

(ii) -e hypothesis of quality of returned products obeys
normal distribution making it more real

2. Literature Review

-is paper will next sort out the literature from three aspects:
green sustainable closed-loop supply chain, comparison and
selection of recycling channels, and closed-loop supply chain
considering supply disruption.

2.1. Green and Sustainable Closed-Loop Supply Chain. All
over the world, green cycle and low carbon development
have become the trend of all walks of life, and closed-loop
supply chain is no exception. Many contributions on the
sustainable closed-loop supply chain are worked out. Paksoy
et al. [9] developed a multiproduct closed-loop supply chain
taking environmental impact into consideration. By adding
cost factors on the basis of environment, Ma et al. [10]
proposed a robust double objective green closed-loop supply
chain design problem. Some scholars established a multi-
objective green CLSC model to minimize the expected cost
of the supply chain network and greenhouse gas emissions
[11, 12]. Bazan et al. [6] focused on two levels of CLSC, one
for manufacturers and the other for retailers, with facilities
for remanufacturing used goods. -ey considered three key
environmental factors: (1) the materials consumed in
manufacturing and remanufacturing activities, (2) the
greenhouse gas emissions produced in production and
transport activities, and (3) the items used for remanu-
facturing (recycling). Banasik et al. [13] established a mul-
tiobjective mixed integer linear programming model to
quantify economic and environmental indicators and tried
to find the balance between them. A multiobjective

optimization mathematical model—developed by the Na-
tional University of the United States (NU), was tested by
Nurjanni et al. [14], in order to find the best balance between
economy and environment. Haddadisasakht and Ryan [15]
put forward their own model based on carbon tax with
uncertain tax rate. Wang and Guo [16] study the optimal
operation strategy of multicycle hybrid manufacturing/
remanufacturing system considering carbon tax. Consid-
ering emissions of greenhouse gases and the overall oper-
ational cost, a green urban closed-loop logistics distribution
network model is proposed in [7].

2.2. Selection of Recycling Channels. In recent years, many
researches on closed-loop supply chain from different
recycling channels are worked out. Generally speaking, they
mainly study single-channel and multichannel recycling.

-e relevant single-channel literature [17–24]is sum-
marized in Table 1.

-e relevant multichannel literatures: Yi and Yuan [25]
coordinate and analyse the CLSC model of double-channel
recycling that manufacturers and retailers can be recyclers.
Hong et al. [26] constructed a model of manufacturer, re-
tailer, and third-party mixed recycling and studied the se-
lection of optimal mixed recycling mode. Giovanni and
Zaccour [27] studied the different recycling channels of
manufacturers and obtained the conditions for manufac-
turers to outsource the recycling business to retailers and
third parties. Giovanni et al. [28] explored the incentive
strategy model for both manufacturers and sellers to recycle
waste products.

2.3. CLSC considering Supply Disruption. Supply chain
disruption according to its causes can be divided as follows:
(1) disruption bymajor unforeseen events and (2) disruption
by operational accidents. -e researchers propose corre-
sponding recovery strategies for different disruptions.

Researchers’ research achievements on disruption risk:
Aryanezhad et al. [29] work out the design of supply chain
when the distribution center is disturbed randomly and
solve the disruption by developing a version of GA. -e
concept of P-Robust is applied in the design of reliable
network model and measures to reduce disruption risk are
implemented [30]. -e model can run as normal (no dis-
ruption) after failure. Baghalian et al. [31] studied the de-
mand-side uncertainty with probability function and the
failure probability at the supply side of each factory in order
to design the supply network of the Middle East agricultural
food industry. Hernandez et al. [32] used the multiobjective
optimizationmethod to provide the decision-maker with the
choice of the total weighted distance before and after the
disruption. Disruption risk for robust decision-making is
studied by Sawik [33]. In addition to the above, Asl-Najafi
et al. [34] also researched the inventory design under in-
terruption risk. Ghomi-Avili et al. [35] proposed a fuzzy
biobjective bilevel model with a price-dependent demand for
the network design in the presence of random disruptions at
suppliers. Jabbarzadeh et al. [36] established a flexible CLSC
network based on the consideration of lateral transfer as a
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response strategy aiming at reducing the risk of operation
and disruption. In this paper, the disruption of raw material
supply generally refers to the failure of suppliers to meet
customer needs on time [37]. -e reason may be network
disruption or infrastructure disruption.

In addition to the three parts in the abovementioned
literature review, Saha et al. [38] investigate a reward-driven
policy; three different modes of collection are employed.
Mathematical models for both noncooperative and cen-
tralised scenarios are developed to characterise the pricing
decisions and remanufacturing strategies. Nielsen et al. [39]
study the different results of the three policy subsidies. -e
research shows that the results of the subsidy policy can
bring benefits to consumers and increase the complexity of
CLSC members to some extent. Network design and col-
lective planning issues are also included in closed-loop
supply chain planning.

In summary, the existing literature mostly studies the
network design of CLSC under supply chain disruption and
the recovery strategy after disruption or aimed to find the
balance of environmental and economic objectives of green
sustainable supply chain. Different from the existing liter-
ature, this paper combines the carbon tax and supply dis-
ruption to carry out relevant research under the recycling
mode of manufacturers: manufacturers as recyclers, how to
adjust the level of recycling quality to reduce their costs in
the context of sustainable development; changes in gov-
ernment carbon tax policy, how to affect its cost at this time
and how to formulate its recovery and production strategy;
when considering the risk of supply disruption, how does the
risk affect the manufacturer and how does the manufacturer
formulate its strategy at this time. In research methods,
Lingo, Particle SwarmOptimization, and Genetic Algorithm
are used to verify the credibility and validity of the model.

-e structure of this paper is as follows. In Section 3,
the detailed problem description (assumptions, notations,
and mathematical function with nine kinds of cost) is
presented. -e PSO and GA methodology which will be
used in later analysis are introduced in Section 4. -e
numerical experiment and analyzes of the results are il-
lustrated in Section 5. Finally, Section 6 has conclusions
and deficiency.

3. Problem Description

-e whole process in CLSC in this paper is shown in
Figure 1.

3.1. Assumptions

(1) -e quality of recycled products obeys normal dis-
tribution [4, 40].

(2) -e demand is known (the demand rate remains
unchanged).

(3) Remanufactured products and new products are
homogeneous (the utility functions of consumers are
the same) [41].

(4) In a cycle, raw materials are purchased once from
material suppliers

(5) Buyback cost and remanufacturing cost are both
functions of quality level of recycled products [42]

(6) All recycled products are not discarded
(7) -e delivery time in manufacturing and remanu-

facturing processes is negligible
(8) -e lead time is too difficult to be determined to be

considered
(9) Assume that there is no shortage in the whole

process

3.2.Notations. Considering a CLSC where the manufacturer
is the recycler, the parameters are settled, as shown in
Table 2.

3.3. Function. In the assumed closed-loop supply chain
system, the total cost function of the manufacturer includes
the following parts: (1) buyback cost, (2) remanufacturing
cost, (3) raw material cost, (4) manufacturing cost, (5) in-
ventory holding cost, (6) setup cost, (7) ordering cost, (8)
carbon tax cost, and (9) supply disruption cost. Buyback
cost, remanufacturing cost, inventory holding cost, carbon
tax cost, and supply disruption cost will be detailed in
Sections 3.3.1∼3.3.5, respectively. -e remaining costs are
described in Section 3.3.6.

Table 1: Single-channel recycling.

Modes Researcher Time Main research contents

Manufacturer

Polotski et al. 2015 Manufacturing and remanufacturing system production plan

Navin et al. 2017 Considering manufacturing and remanufacturing, the problem of production planning in CLSC is
studied

Hariga et al. 2017 Minimizing the total chain cost

Comparing

Savaskan et al. 2004 -e pricing strategies and channel efficiency of different recovery modes in closed-loop supply
chain

Wen and
Dong 2016 Concluding that CSR and government incentives will promote producers to undertake recycling of

waste products

Chen and Tian 2017 -e optimal recovery mode selection of manufacturer and retailer under price fluctuation is
obtained

Hong et al. 2012 -e optimality of retailer recycling by comparing retailer recycling with others

Wang and Da 2010 -e optimal decision-making of CLSC under retailer recycling and third-party recycling is
discussed
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3.3.1. Buyback Cost. Recycling rate: d � αD is the recycling
rate and α � be− φq is the marginal recycling rate, 0≤ b≤ 1,
referring to Vörös’s paper [40] and a series of the study Guo
et al. [4, 43]. In Vörös’s paper, the recycling rate is inversely
proportional to the quality level of recycled products [40].
Based on the assumptions above, the higher the quality level
of recycled products is, the lower the remanufacturing cost
is, but the price used to recycle products for companies
becomes higher.

In this paper, the quality of returned items is assumed to
be normal distribution. For convenience of calculation, we
assume that the quality of returned products q obeys the
standard normal distribution, q ∼ N(0, 1), and x is the
quality level of returned products (q≤x≤ 1) [16]. -e
probability density function of x is as follows:

X(x) �

1
���
2π

√ e
− x2/2

, q<x< 1,

0, others.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(1)

Buyback cost ratio: considering the assumption that
remanufactured products and new products are homoge-
neous to customers, buyback cost ratio p is the ratio of
return cost per unit of recycled goods to production cost per
unit of new products (production cost includes raw material
cost and manufacturing cost, Cn + Craw). p is defined as p �

ae− θ(1− x), x ∈ [q, 1] [4, 16, 40, 43]. If the required quality
level is higher, p will increase, as shown in Figure 2.

-e average buyback cost is V1 � d(Cn + Craw)E(p):

E(p) � 􏽚
+∞

− ∞

1
���
2π

√
e− x2/2 ae

− θ(1− x)dx � ae
θ2− 2θ/2

􏽚
1

q

·
1

���
2π

√
e− (x− θ)2/2

dx

� ae
θ2− 2θ/2

􏽚
1− θ

q− θ

1
���
2π

√ e
− (x− θ)2/2d(x − θ)

� ae
θ2− 2θ/2

[ϕ(1 − θ) − ϕ(q − θ)].

(2)

Raw material
inventory

Recycling
inventory

Manufacturing

Remanufacturing

Manufacturing
inventory

Remanufacturing
inventory

Serviceable
inventory Customer

Raw material

Recycling

Figure 1: CLSC process.

Table 2: Parameter definition.

Symbol Meaning
a, θ Parameters of the buyback cost function
b, ψ Parameters of the recycling rate function
c, δ Parameters of the remanufacturing cost function
D Demand rate
(1 − β) D Manufacturing rate
(1 − c) D Remanufacturing rate
d1 (d2) Purchasing cost per unit of raw materials charged by major (secondary) suppliers
Craw Purchasing cost for raw material per unit of one manufactured product
hs (hr, hraw) Holding cost of serviceable (returned, raw materials) stock
Cn Manufacturing cost
P Buyback cost ratio
D Return rate
Ω Probability of supply disruption of major raw material suppliers
A Marginal recycling rate
Sm (Sn) Installation cost for remanufacturing (manufacturing)
em ( en) -e amount of carbon emissions from unit remanufactured (manufactured) goods
C1 Cost of carbon tax per unit emission
Tm (Tn) Time required to produce remanufactured (manufactured) products
C0 Ordering cost
T, m, n, and q are decision variables in this paper, where Tmeans one cycle time of manufacturing and remanufacturing system; m presents number of
remanufactures in a cycle, while n is number of manufactures, and q is the required minimum quality level of returned products.
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-us, V1 � d(Cn + Craw)E(p) � a D(Cn + Craw)

be− φq+θ2− 2θ/2[ϕ(1 − θ) − ϕ(q − θ)].

3.3.2. Remanufacturing Cost. -e relationship between
remanufacturing cost rate and product recovery quality is
shown in Figure 3.-erefore, the remanufacturing cost ratio
s is defined as s � ceδ(1− x), x ∈ [q, 1] [44].

-e average remanufacturing cost is V2 � dCnE(s):

E(s) � 􏽚
+∞

− ∞

1
���
2π

√
e− x2/2 ce

δ(1− x)dx � ce
δ2+2δ( )/2 􏽚

1

q

·
1

���
2π

√
e− (x+δ)2/2

dx

� ce
δ2+2δ( )/2 􏽚

1+δ

q+δ

1
���
2π

√
e− (x+δ)2/2

d(x + δ)

� ce δ2+2δ( )/2[ϕ(1 + δ) − ϕ(q + δ)].

(3)

-us,
V2 � dCnE(s) � c DCnbe− φq+δ2+2δ/2[ϕ(1 + δ) − ϕ(q + δ)].

3.3.3. Inventory Holding Cost. -e raw material inventory,
the recycling inventory, and the serviceable inventory—
which include manufacturing inventory and remanu-
facturing inventory—compose the CLSC cycle. -at is, one
cycle T contains m manufacturing periods and n remanu-
facturing periods assumed [43, 45].

For recycled goods with short life cycle, the value de-
creases with shelf time. -erefore, this model considers the
first stage of remanufacturing of recycled goods and the
second stage of manufacturing of new products. Figure 4
shows in detail the inventory.

Above all, we got the following.
-e average inventory holding cost consists of the fol-

lowing four parts: (1) remanufacturing products’ inventory
cost Hm, (2) manufacturing products’ inventory cost Hn, (3)
recycling products’ inventory cost Hr, and (4) raw materials’
inventory cost Hs:

Hm �
1
2
hsImTm

1
T

�
1
2
hs ∗

1
m

(1 − c)αDT∗ Tm

1
T

�
1

2m2hs(1 − c)α2DT ,

Hn �
1
2
hsInTn

1
T

�
1
2
hs ∗

1
n

(1 − β)(1 − α)DT∗Tn

1
T

�
1
2n2hs(1 − β)(1 − α)

2
DT ,

Hr �
1
2
hrIrT

1
T

�
1
2
hr

α
m

DT[m(1 − α) + α(1 − c)]

�
1
2
hr α(1 − α) +

α2

m
(1 − c)􏼢 􏼣DT ,

Hr �
1
2
hrIrT

1
T

�
1
2
hr

α
m

DT[m(1 + α) + α((1 + c))]

�
1
2
hr α(1 − α) +

α2

m
(1 + c)􏼢 􏼣DT ,

S �
1
2
(1 − α)

2β + n − 1
n

DT
2
,

Hraw � hrawS
1
T

�
1
2
hraw(1 − α)

2β + n − 1
n

DT .

(4)

In summary, the average inventory holding cost V3 is

V3 � Hm + Hn + Hr + Hraw

�
1

2m2hs(1 − c)α2DT +
1
2n2hs(1 − β)(1 − α)

2
DT

+
1
2
hr α(1 − α) +

α2

m
(1 − c)􏼢 􏼣DT

+
1
2
hraw(1 − α)

2β + n − 1
n

DT .

(5)
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Figure 2: Buyback cost ratio p.
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C

Figure 3: Remanufacturing cost s.
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3.3.4. Carbon Tax Cost. Remanufacturing is the imple-
mentation of high-tech repair and transformation of recy-
cled old products, so the carbon emissions in
remanufacturing process are much less than those in the
production of completely new products, which is why
remanufacturing has attracted much attention. In this ar-
ticle, we assume that carbon emissions per unit of rema-
nufactured goods are ex, manufactured ones are en, and
ex < en.

-e average carbon tax cost is V4 � (C1/T)

[αDem + (1 − α)Den].

3.3.5. Supply Disruption Cost. In a sustainable CLSC system,
two levels of raw material suppliers, major suppliers and
secondary suppliers, are considered. Because the cost of raw
materials per unit charged by major suppliers is low, supply
disruption is prone to occur.

Making use of the achievements of Guo and He [4], the
average cost of supply disruption is shown as follows:

V5 � (1 − ω)(1 − α)Dd1 + ω(1 − α)Dd2. (6)

-e probability of disruption of raw materials supply by
major suppliers isω; d1(d2) is the purchasing cost per unit of
raw materials charged by major (secondary) suppliers. -us
the cost for manufacturers to purchase raw materials from
major suppliers is (1 − ω)(1 − α)Dd1, and it costs manu-
facturers ω(1 − α)Dd2 from secondary suppliers due to the
insufficient supply of the primary supplier.

3.3.6. Average Total Cost Function. Referring to the series of
research worker of Guo et al. [4, 6, 43, 46], other costs are as
follows.

-e total demand is D and the amount of αD is
remanufactured by recycling, so the manufacturing quantity
should be (1 − α)D. Craw is the purchasing cost for raw
material per unit of a manufactured product.

-erefore,

(1) Manufacturing cost V6 is (1 − α)DCn.

(2) Rawmaterials’ cost (rawmaterials here refer to the raw
materials for manufacturing new products, which need
to be purchased from suppliers) V7 is (1 − α)DCraw.
T means one cycle time of manufacturing and
remanufacturing system. Suppose that a cycle in-
cludes producing m remanufactured products and n
manufactured products; then T can be expressed as
mTm + nTn. Sm represents the installation cost for
remanufacturing while Sn represents the
manufacturing.

(3) Setup cost V8 is (mSm + nSn)/T.
(4) Ordering cost V9 can be expressed as C0/T.

In the closed-loop system, in which the manufacturer acts
as the recycler, the total cost function of the manufacturer
consists of (1) buyback cost V1, (2) remanufacturing cost V2,
(3) raw material cost V7, (4) manufacturing cost V6, (5)
inventory holding cost V3, (6) setup cost V8, (7) ordering cost
V9, (8) carbon tax cost V4, and (9) supply disruption cost V5.

To sum up, the average total cost function is as follows:
ATC � V1 + V2 + V3 + V4 + V5 + V6 + V7 + V8 + V9

� aD Cn + Craw( 􏼁be
− φq+θ2− 2θ/2

[ϕ(1 − θ) − ϕ(q − θ)]

+ cDCnbe
− φq+δ2+2δ/2

[ϕ(1 + δ) − ϕ(q + δ)] +(1 − α)DCn

+
1

2m2hs(1 − c)α2DT +
1
2n2hs(1 − β)(1 − α)

2
DT

+
1
2
hr α(1 − α) +

α2

m
(1 − c)􏼢 􏼣DT

+
1
2
hraw(1 − α)

2β + n − 1
n

DT +(1 − α)DCraw + C0/T

+ mSm + nSn( 􏼁/T

+
C1

T
αDem +(1 − α)Den􏼂 􏼃 +(1 − ω)(1 − α)Dd1

+ ω(1 − α)Dd2.

(7)
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Figure 4: Inventory status.
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4. Optimization Algorithm

PSO and GA are used to calculate the optimal value in this
paper, avoiding limitation of each other. Meanwhile to
verify that the model is built in green and sustainable
CLSC, the computational results achieved by PSO, GA,
and Lingo are worked out. -is study first uses Lingo11 to
find the best solution. Lingo is an “interactive linear and
general optimization solver,” which is suitable for non-
linear programming or linear programming. Optimal
model solutions usually use this method to obtain the best
solution. Because the model in this paper is a linear
problem, in this case the global optimal solution must be
found, rather than the approximate optimal solution. -e
program is simple, has less code, and is faster. Secondly, in
order to prove the feasibility of the model, a more mature
Genetic Algorithm was selected, and binary coding was
used to find a suitable solution. However, the Genetic
Algorithm may have problems such as the cliff of Ham-
ming. So the particle swarm algorithm is used which has
an information sharing mechanism; that is to say, it is
more enlightening than the Genetic Algorithm. It can
avoid the shortcomings of Genetic Algorithm and analyze
the calculation examples. -e two algorithms have dif-
ferent convergence speeds. When two different calculation
methods are used, the model and calculation results are
better verified.

4.1. Genetic Algorithm. Genetic Algorithm (GA) is a global
parallel search algorithm based on the idea of “survival of the
fittest” biological evolution and heredity.-e key parameters
are population number, replication, crossover, and mutation
probability.

Step 1 (encoding and initial population). Each chro-
mosome in the algorithm consists of four variables (q,
T, m, and n), and a variable is represented by four
binary codes. A chromosome is composed of 16 ge-
notypes. -e longer the chromosomes are, the higher
the accuracy of calculation is. -e first generation
population was randomly generated, and the pop-
ulation size was 30.
Step . (fitness function and selection operator). In fitness,
the smaller the objective function value is, the higher the
fitness value correspondingly is. -us, the fitness
function is f(x) � 1000/objvalue, where “objvalue”
presents the objective function value. In selection, in-
dividual chromosomes are selected and duplicated. It is
more likely to select the chromosomewith higher fitness.
-en, the probability of chromosome selection is the
roulette strategy which was used to select the population.

Step 3 (crossing and variation). Multipoint crossing is
used to generate crossover bits randomly, and the
crossover probability is used to judge whether the
crossover exists or not. Variation of mutation sites is
selected randomly according to the determined vari-
ation probability.
Step 4 (the termination rule). When the algorithm
reaches the preset evolutionary algebra, this termi-
nates the algorithm; otherwise, it is transferred to
Step 2.

-e main calculation process is as shown in Figure 5.

4.2. Particle Swarm Optimization Algorithm. In Particle
Swarm Optimization (PSO), every particle in PSO rep-
resents the possible solution of a problem. -rough the
simple behavior of individual particles and the infor-
mation interaction within the group, the intelligence of
problem solving is realized. It has the characteristics of
simple operation and fast convergence [47]. Guo and
Ya [43] applied PSO to verify the cost model of the
manufacturer. Guo et al. [46] applied PSO and GA to
verify a logistics network under the environment of low
carbon.

Step 1: first, each particle is given a random position
and velocity. Xi � (m, n, T, q) and the value of i is 1∼30
defined.
Step 2: all particles will get a fitness value according to
the objective function (ATC), which is defined as
(ATC1 ∼ ATC30). -en the Pbest is defined as the best
position of each particle, and Gbest is defined as the
best fitness value and position among the Pbest in all
particles.
Step 3: update the position and velocity of 30 parti-
cles. If xi � r and ≥ 0.7 or vi � r and ≥ 0.7, the position
and velocity of particles would be spontaneously
updated.
Step 4: the objective function is run. After it all
updated particles will get the new fitness value
ATC1′ ∼ ATC30′.
Step 5: compare ATC1′ ∼ ATC30′ with ATC1′ ∼ ATC30′
and then select the best as the Pbest value of the particle.
Step 6: update the global best Gbest fitness value.
Choose the best one from all the values of Gbest and
Pbest.
Step 7: end the algorithm while the Gbest reaches the
optimal value; otherwise return to Step 3.

-e main calculation process is as shown in Figure 6.
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5. Numerical Examples

5.1. Results. -e numerical values of the parameters are as
follows:

hs � 1,

hr � 0.2,

hraw � 0.2,

Cn � 20,

Craw � 10,

C0 � 1000,

Sm � 1500,

Sn � 1500,

D � 1000,

φ � 2,

β � 0.9,

c � 0.1,

a � 0.9,

b � 0.1,

c � 0.9,

en � 0.5,

d1 � 20,

d2 � 28.

(8)

For different quality levels of recycled products (0.1∼0.9),
unit carbon emissions em are shown in Table 3. Among
them, the data refer to the relevant literature [48] and are
sorted out. With various values of θ, δ, C1, and ω, different
cases are studied. MATLAB language is used in the PSO and
GA algorithms.

Table 4 shows the average total cost corresponding to
different quality levels calculated by Lingo11
(θ � 4, δ � 1, C1 � 1, andω � 0.2).

From Table 5 (GAP� (PSO − GA)/GA), it can be seen
that, compared with the optimal value of Genetic Algorithm,
Particle Swarm Optimization algorithm has achieved better
results. -en, the results of Table 6 are obtained by com-
paring PSO with Lingo algorithm (GAP� (PSO − Lingo)/
Lingo).

-e sensitivity analysis results of supply disruption
probability ω under the ratio of different remanufacturing
and manufacturing times (m: n) with parameters θ � 4, δ �

1, C1 � 1, and q � 0.3 are shown in Table 7. Table 8 is the
total cost change of different carbon taxes under different
ratios (m: n) when parameters θ � 4, δ � 1, w � 0.2 and
q � 3.

5.2. Analysis. We can draw the following conclusions.
From Table 4, we can see that, with the increase of

recycling quality, the ratio of remanufacturing times to
manufacturing times (m: n) increases gradually. Further-
more, the higher the recycling quality is, the shorter the
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swarm

Calculating the fitness of 
each particle

Updating particle position and velocity 
according to fitness 

Computation of the fitness 
of each particle

Updating the global optimal Gbest 
fitness value
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End
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Figure 6: PSO flow chart.
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Satisfying termination conditions?
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Output optimal solution 

Figure 5: GA flow chart.
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manufacturing and remanufacturing cycle is. In this case, the
increase of recycling cost is greater than the decrease of
remanufacturing cost, so the ATC increases.

According to Tables 5 and 6, from the perspective of
algorithm and model, we can get the following: (1) whether it
is PSO or GA algorithm, the difference between the two
algorithms and Lingo optimal value is very small, which
shows the effectiveness of the algorithm; (2) according to the
change trend of ATC with parameters, it is found that the
change trend of GA algorithm and PSO algorithm is the same,
which proves the effectiveness of the model; (3) from the
result of gap analysis, the gap between PSO algorithm and
Lingo algorithm is smaller than that of GA algorithm, which
shows that PSO algorithm is closer to the optimal value.

According to the results from Tables 5 and 6, we can get
management conclusions as follows:

(1) With the rise of θ(when δ andm: n are still), q and
ATC will decrease and T is longer; when θ is the
same, δ increases, the ratio m: n then diminishes,
q andATC will ascend, and T is shorter. In other
words, if the remanufacturing cost remains un-
changed, the quality level of the recycled product will
be reduced and the total average cost too; in the case
of constant buyback cost, the increase of remanu-
facturing cost will increase the total average cost and
lead manufacturers to recycle higher quality recycled
products. However, because of the recycle of high-
quality recycled products, the recycle cost will greatly
increase, so manufacturers will increase the number
of new products manufactured and reduce the
number of remanufactures.

(2) T is related to the proportion of remanufacturing
and manufacturing m: n. When the proportion is
smaller, this means that the number of remanu-
facturing times in a cycle is reduced (assuming that
the number of manufacturing times is certain), so T

is shorter.

In summary, the optimal strategy for manufacturers at
this time is to use products that meet the lowest level of
remanufacturing quality for remanufacturing, so as to re-
duce ATC. After meeting the minimum quality level,
manufacturers can consider reasonable planning of rema-
nufacturing and manufacturing times to reduce costs (the
ratio of optimal remanufacturing to manufacturing times in
this example is 3 :1).

From Tables 7 and 9, we can get some management
recommendations.

(1) When the carbon tax remains unchanged and the
quality level of recycled products remains unchanged
(C1� 1 and q� 0.3), the average total cost increases
with the increase of the probability of supply dis-
ruption (as shown in Table 7). Because the occur-
rence of supply disruption will affect the normal
development of the downstream enterprises of the
whole supply chain to a certain extent, the increase of
the probability of supply disruption will bring more
serious losses to the members of the supply chain
(shown in Table 9).

(2) With the increase of ω, we can see that T also in-
creases, which can be explained as follows. -e in-
crease in the probability of supply disruption may
increase the manufacturing time Tn, so T increases.
Combined with Table 6, we can see that the cycle T

has a significant correlation with the proportionm: n

but has no significant relationship with the proba-
bility of supply disruption.-is article focuses on the
impact of supply disruption and carbon tax on ATC,
so the impact of supply disruption and carbon tax on
the cycle T is no longer considered in the sensitivity
analysis.

(3) -erefore, enterprises need to formulate and im-
plement effective supply disruption risk prevention
strategies to avoid the occurrence of supply dis-
ruption as far as possible, so as to make the pro-
duction of enterprises go smoothly.

(4) However, the risk of supply disruption is unavoid-
able. Once supply disruption occurs, manufacturers
should immediately adjust x to the lowest level to
meet the recycling requirements and adjust the
proportion of remanufacturing and manufacturing
times, so as to minimize the average total cost (in this
case, when q � 0.1, m: n � 1: 1, the average total cost
can reach the minimum value under supply
disruption).

Table 8 examines the impact of different carbon taxes
on total average costs when supply disruption risks re-
main unchanged and the quality level of recycled products
is consistent (ω � 0.2 and q � 0.3). Table 10 shows the
minimum average total cost and the best ratio (m: n)
under different recycling quality levels and different
carbon taxes.

-e managerial implications that can be derived from
Tables 8 and 10 are as follows:

Table 3: Unit carbon emissions of manufactured and remanu-
factured products.

Quality level x 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ex 0.3 0.3 0.25 0.25 0.2 0.2 0.15 0.1 0.1
em 0.5

Table 4: Different quality levels of recycled products (Lingo).

q em m n T ATC

0.1 0.3 1 3 8.7697 49984.95
0.2 0.3 1 3 8.7557 50476.73
0.3 0.25 1 3 8.7347 50910.62
0.4 0.25 1 2 7.6090 51144.72
0.5 0.2 1 2 7.5882 51471.58
0.6 0.2 1 2 7.5705 51751.41
0.7 0.15 1 1 5.7485 51965.07
0.8 0.1 1 1 5.7344 52166.07
0.9 0.1 1 1 5.7232 52334.57
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(1) With the increase of carbon tax, the average total cost
rises gradually. -erefore, the total carbon emissions
should be considered as much as possible in the

Table 8: Result of sensitivity test on different carbon tax
C1(ω � 0.2 and q � 0.3).

C1 m n ATC

1

3 1 51173.16
2 1 50965.65
1 1 50734.78
1 2 50765.69
1 3 50910.62

2

3 1 51236.35
2 1 51036.11
1 1 50816.00
1 2 50828.18
1 3 50965.42

3

3 1 51297.64
2 1 51003.96
1 1 50893.34
1 2 50888.37
1 3 51018.56

4

3 1 51357.19
2 1 51169.48
1 1 50967.31
1 2 50946.48
1 3 51070.21

5

3 1 51415.15
2 1 51232.90
1 1 51038.31
1 2 51002.73
1 3 51120.46

Table 5: Comparison with PSO and GA (C1 � 1 andω � 0.2).

θ δ m n
q T ATC q T ATC GAP(%)By PSO By GA

4
0.5 3 1 0.1462 7.7849 50341.48 0.1491 7.4757 50342.24 − 0.0015
1.0 2 1 0.2380 6.8362 50814.65 0.2281 3.7857 50964.41 − 0.2939
1.5 1 1 0.3527 6.0158 50998.63 0.3538 6.7043 51018.26 − 0.0385

5
0.5 3 1 0.1428 7.8051 50268.44 0.1407 7.1054 50269.32 − 0.0018
1.0 2 1 0.2283 6.8513 50649.07 0.2033 4.2545 50712.07 − 0.1242
1.5 1 1 0.3398 6.0643 50918.61 0.3342 6.6400 50930.37 − 0.0231

6
0.5 3 1 0.1401 7.8142 50177.39 0.1305 7.2107 50185.33 − 0.0158
1.0 2 1 0.2019 6.8725 50538.28 0.1976 4.9052 50569.56 − 0.0619
1.5 1 1 0.3156 6.1547 50818.52 0.3112 5.8369 50821.60 − 0.0061

Table 6: Comparison with PSO and Lingo (C1 � 1 andω � 0.2).

θ δ m n
q T ATC q T ATC GAP(%)By PSO By Lingo

4
0.5 3 1 0.1462 7.7849 50341.48 0.1490 7.6681 50340.98 0.0010
1.0 2 1 0.2380 6.8362 50814.65 0.2279 6.8026 50652.63 0.3199
1.5 1 1 0.3527 6.0158 50998.63 0.3521 5.8209 50996.85 0.0035

5
0.5 3 1 0.1428 7.8051 50268.44 0.1430 7.6724 50267.02 0.0028
1.0 2 1 0.2283 6.8513 50649.07 0.2176 6.8079 50581.30 0.1340
1.5 1 1 0.3398 6.0643 50918.61 0.3311 5.8263 50906.37 0.0240

6
0.5 3 1 0.1401 7.8142 50177.39 0.1395 7.6749 50156.28 0.0421
1.0 2 1 0.2019 6.8725 50538.28 0.2033 6.8153 50513.62 0.0488
1.5 1 1 0.3156 6.1547 50818.52 0.3188 5.8295 50812.12 0.0126

Table 7: Result of sensitivity test on different supply disruption
probability ω(θ � 4, δ � 1, C1 � 1, and q � 0.3).

ω m n T ATC

0

3 1 6.8874 49660.97
2 1 6.4235 49453.46
1 1 6.0123 49222.59
1 2 6.7939 49253.50
1 3 7.6967 49398.43

0.2

3 1 6.9025 51173.16
2 1 6.4356 50965.65
1 1 6.0258 50734.78
1 2 6.8342 50765.69
1 3 7.7014 50910.62

0.4

3 1 7.0134 52685.35
2 1 6.4922 52477.84
1 1 6.0305 52246.97
1 2 6.8901 52277.88
1 3 7.7233 52422.81

0.6

3 1 7.0279 54197.54
2 1 6.5138 53990.03
1 1 6.0366 53759.16
1 2 6.9280 53790.07
1 3 7.7614 53935.00

0.8

3 1 7.0401 55709.73
2 1 6.5313 55502.22
1 1 6.0419 55271.35
1 2 6.9847 55302.26
1 3 7.8432 55447.19

1.0

3 1 7.0496 57221.92
2 1 6.6003 57014.41
1 1 6.0485 56783.54
1 2 7.2360 56814.45
1 3 7.9659 56959.38
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production operation of enterprises, and the total
cost should be reduced by adjusting the ratio of
remanufacturing times to manufacturing times in
the production process. (In this case, when carbon
tax is 1 or 2, the best ratio of remanufacturing times
to manufacturing times is 1 :1 making the average
total cost reach the optimum state; when carbon tax
is greater than 2 and less than or equal to 5, the best
ratio of remanufacturing times to manufacturing
times is 1 : 2, shown in Table 10 and Figure 7.)

(2) If the government wants to promote remanu-
facturing, it can consider decreasing carbon tax
reasonably, to encourage manufacturers to increase
the ratio of remanufacturing times to manufacturing
times.

(3) For the carbon tax value set by the government,
enterprises can choose the optimal production
strategy to minimize the average total cost according
to the recycling quality level (in this case, when
C1 � 3, enterprises can choose the best ratio m: n �

1: 1 under the quality level q � 0.1 or choose the best
ratio m: n � 1: 2 under the quality level q≥ 0.2,
shown in Table 10).

(4) -e optimal strategy of enterprises is to control the
proportion of remanufacturing times and
manufacturing times reasonably according to the

quality level of recycled products in the model and
the relevant policies of the government, so as to
minimize the average total cost.-e setting of carbon
tax value needs to take into account the interests of
enterprises. Only by pursuing the balance point of
economic interests and environmental protection

Table 10: Optimal operational strategies (different carbon taxes
ω � 0.2).

q C1 m n ATC

0.1
1 1 1 49800.18
3 1 1 49956.33
5 1 2 50073.48

0.2
1 1 1 50297.21
3 1 2 50453.80
5 1 2 50567.90

0.3
1 1 1 50734.78
3 1 2 50888.37
5 1 2 51002.73

0.4
1 1 1 51116.41
3 1 2 51268.34
5 1 2 51383.55

0.5
1 1 1 51445.18
3 1 2 51595.58
5 1 2 51711.15

0.6
1 1 1 51726.57
3 1 2 51876.20
5 1 2 51992.46

0.7
1 1 1 51965.07
3 1 2 52113.90
5 1 2 52230.51

0.8
1 1 1 52166.24
3 1 2 52314.72
5 1 2 52431.88

0.9
1 1 1 52334.57
3 1 2 52482.63
5 1 2 52600.08

Table 9: Optimal operational strategies (different supply disrup-
tion probability when C1 � 3).

q ω m n ATC

0.1
0 1 1 48487.33
0.5 1 1 52159.83
1 1 1 55832.34

0.2
0 1 2 48961.05
0.5 1 2 52692.92
1 1 2 56424.79

0.3
0 1 2 49376.18
0.5 1 2 53156.65
1 1 2 56937.13

0.4
0 1 2 49740.23
0.5 1 2 53560.56
1 1 2 57380.77

0.5
0 1 2 50054.45
0.5 1 2 53907.29
1 1 2 57760.14

0.6
0 1 2 50324.39
0.5 1 2 54203.91
1 1 2 58083.43

0.7
0 1 2 50553.36
0.5 1 2 54454.72
1 1 2 58356.08

0.8
0 1 2 50746.65
0.5 1 2 54665.89
1 1 2 58585.13

0.9
0 1 2 50909.08
0.5 1 2 54842.96
1 1 2 58776.84

1 2 3 4 5
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Figure 7: Average total cost fluctuation chart with different carbon
taxes.
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interests can the government and enterprises achieve
a win-win situation.

(5) What is interesting is that we get a result that seems
to be contrary to our expectation: with the increase
of carbon tax, the ratio m: n should also increase
(the increase of carbon tax means that remanu-
factured products is more advantageous than new
products in the cost of carbon tax, so theoretically
enterprises will increase the number of remanu-
facturing times only considering the carbon tax),
but in fact we get that the value of m: n corre-
sponding to the minimum total average cost de-
creases with the increase of carbon tax. -e reason
may be that, in our numerical example, the carbon
tax cost per unit of remanufactured goods and its
average inventory holding cost increase more than
the carbon tax cost of manufactured goods and the
average inventory holding cost of manufactured
goods increase, so the carbon tax increases and
the remanufacturing and manufacturing ratio
decreases.

6. Conclusions and Recommendations

-e optimal recovery and production strategy of manu-
facturers as recyclers in a sustainable CLSC considering
carbon tax and supply disruption are studied. We assume
that the recovery quality level obeys the standard normal
distribution. -e average total cost function of the manu-
facturer is established and the cost model considering en-
vironment and supply disruption and its corresponding
algorithm are proved by Lingo, PSO, and GA. -rough
numerical examples, we analyze the effects of supply dis-
ruption risk and carbon tax policy on the optimal pro-
duction and recycling strategies for manufacturers; then, the
optimal strategies are given.

With the rise of supply interruption probability, ATC
of the system will increase. Once supply interruption
occurs, it will bring serious losses to the operation of the
enterprise. In the process of recovery and production,
enterprises can adjust the quality level of recycled
products according to carbon tax, rationally arrange
remanufacturing and manufacturing batches to reduce
their ATC, and actively deal with the problem of supply
disruption.

Further research direction is to reduce the constraints of
hypothetical conditions (random market demand, consid-
ering the discarding and shortage of recycled goods, etc.).

Data Availability

-e data used to support the findings of this study are in-
cluded within the article.

Conflicts of Interest

-e authors declare that they have no conflicts of interest.

Acknowledgments

-is work was supported by the Ministry of Education’s
Humanities and Social Sciences Project (17YJA630119).

References

[1] C. T. Zhang and M. L. Ren, “Closed-loop supply chain co-
ordination strategy for the remanufacture of patented
products under competitive demand,” Applied Mathematical
Modelling, vol. 40, no. 13-14, pp. 6243–6255, 2016.

[2] A. Shakourloo, A. Kazemi, andM. O. M. Javad, “A newmodel
for more effective supplier selection and remanufacturing
process in a closed-loop supply chain,” Applied Mathematical
Modelling, vol. 40, no. 23-24, pp. 9914–9931, 2016.

[3] A. Yenipazarli, “Managing new and remanufactured products
to mitigate environmental damage under emissions regula-
tion,” European Journal of Operational Research, vol. 249,
no. 1, pp. 117–130, 2016.

[4] J. Guo, H. Lu, and M. Gen, “Optimal strategies for the closed-
loop supply chain with the consideration of supply disruption
and subsidy policy,” Computers & Industrial Engineering,
vol. 128, pp. 886–893, 2018.

[5] P. C. Sauer and S. Stefan, “Extending the reach of multi-tier
sustainable supply chain management—insights frommineral
supply chains,” International Journal of Production Eco-
nomics, vol. 217, pp. 31–43, 2018.

[6] E. Bazan, M. Y. Jaber, and S. Zanoni, “Carbon emissions and
energy effects on a two-level manufacturer-retailer closed-
loop supply chain model with remanufacturing subject to
different coordination mechanisms,” International Journal of
Production Economics, vol. 183, pp. 394–408, 2017.

[7] J. Wang, M. K. Lim, M.-L. Tseng, and Y. Yang, “Promoting
low carbon agenda in the urban logistics network distribution
system,” Journal of Cleaner Production, vol. 211, pp. 146–160,
2019.

[8] L. Zhen, L. Huang, and W. Wang, “Green and sustainable
closed-loop supply chain network design under uncertainty,”
Journal of Cleaner Production, vol. 227, pp. 1195–1209, 2019.

[9] T. Paksoy, N. Y. Pehlivan, and E. Özceylan, “Fuzzy multi-
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Cold goodsmanufacturers and logistics service providers are two essential groups of players in the goods safety issue in cold chains
under the administration or inspection of governments and various stakeholders, including customers and final consumers. In
this research, we applied the evolutionary game theory to examine the behavioral strategies of manufacturers and logistics service
providers, while we formulated the governments and various other stakeholders’ impacts by contracted subsidy and penalty. First,
we developed an evolutionary game theory model of the interaction between manufacturers and logistics service providers. *en,
we examined the evolutionary stable strategy (ESS) of the manufacturers and logistics service providers under various constraints.
Finally, we used simulation to demonstrate the impact of combinations of various parameters on the ESS and evolutionary paths.
*e results showed that the behavior strategies of the manufacturers and logistics service providers are interleaved and affected by
the parameters in the developed model. We analyzed the ESSs and evolutionary paths by considering profits of the cold goods, the
cold chain logistics costs, mainly the additional profits and costs of sharing information, and the subsidy and penalty regulated by
contracts and governments. By tuning the parameters for numerical studies, we can find that the subsidy and penalty are essential
for the cold chain manufactures and logistics service providers to adopt the information-sharing strategy, while the cost of the
strategy and the profit of them constrains the positivity. Although, besides instant costs and profits, the information-sharing
strategy can add values to cold chains in the long run, the administrators must consider the two populations of players and
advocate them to adopt the information-sharing strategy consistently by using optimal policies.

1. Introduction

In cold chains, safety problems of fresh goods frequently
happen because of the temperature out of control, especially in
the logistics processes [1]. Economically, the temperature is not
well controlled due to technology investment and cost reasons.
In the context of food quality and safety, the stakeholders in
cold chains believe that it is beneficial to visualize the cold
chains based on the information transparency technologies and
mechanisms [2]. Besides, the increasing degree of information
transparency helps the administration of the cold chain by the
stakeholders and the related governmental departments.

In cold chains, the manufacturers, as cold food suppliers
and specialized logistics service providers, are two relevant

stakeholders. *e logistics service providers usually un-
dertake the transportation and warehousing processes from
the manufacturers to the customers (typically retailers or
final consumers). Generally, the manufacturers will make
contracts with the logistics service providers to maintain the
temperature during the whole logistics process so that they
can control the food quality. *e logistics service providers
should share the information in the logistics processes to the
manufacturers and related government departments, even
the related customers and final consumers. So, various
sensors, wireless sensor networks, and even the Internet of
things should be applicable in the logistics facilities and
devices [1, 3]. By these technologies and devices, the tem-
perature and other quality-related information can be

Hindawi
Mathematical Problems in Engineering
Volume 2020, Article ID 7989386, 18 pages
https://doi.org/10.1155/2020/7989386

mailto:zhhu@shmtu.edu.cn
https://orcid.org/0000-0003-4099-3310
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/7989386


sensed, transported, and shared. However, different logistics
operators may use different technologies, and the infor-
mation transparency degree is affected by various factors.
Notably, the manufacturers usually outsource the logistics
processes to various local companies, which makes the in-
formation less transparent. Besides, some companies may
hesitate to share information due to distrust and competi-
tion. On the manufacturer’s and customer’s sides, infor-
mation transparency is a crucial way to inspect the
temperature status and administrate the distributive logistics
processes.

To study this dilemma and the mutual interactions
between the manufacturers and logistics service providers in
cold chains, an evolutionary game [4, 5] is used to formulate
the information transparency mechanisms. We consider the
manufacturers and logistics service providers as two pop-
ulations with dynamic interactions, while the evolutionary
game models are capable of studying the dynamics between
populations. *e manufacturers and logistics service pro-
viders adjust the strategies according to the feedbacks in the
cold chain markets. We studied the penalty and various
interference costs and returns in the context of contracts
between manufacturers and logistics service providers
without considering the third-party coordination organi-
zations. However, the related government departments and
industrial organizations can regulate the business in the cold
chain, primarily due to food safety issues.

*is study contributes to the literature in the following
aspects. First, although some studies have examined infor-
mation transparency or information sharing issues in lo-
gistics [6], cold chain logistics is not studied. However, the
temperature control features the cold chain, especially for
safety problems [1], and so the information transparency
incurs additional investment and administration. Mean-
while, the evolutionary game is an essential tool to examine
the behavior strategy of information transparency [7] in the
context of cold chains. Second, some pioneering studies have
examined the technologies, devices, operations, and even
information systems for cold chain logistics [8], while they
did not investigate the dynamics among the main stake-
holders (here manufacturers and logistics service providers).
An evolutionary game model contributes to analyzing such
dynamics. *ird, although many pioneering studies using
evolutionary games in supply chains provide useful refer-
ences for this study, the administrators must consider the
costs and benefits induced by temperature control tech-
nologies and processes and governments’ different roles to
extend these existing studies to cold chains.

In the following sections, we firstly review the studies
related to information transparency, cold chain logistics, and
evolutionary games in supply chains. *en, we elucidate the
research problem with the assumptions in Section 3. Section
4 developed formulations and model analysis. In Section 5,
we conduct numerical studies. Section 6 concludes the study.

2. Related Studies

2.1. Information Transparency in Logistics. To inspect and
manage the temperature-controlled cold chains, the

stakeholders must provide the relation information inter-
faces connected with the logistics facilities and devices.
Information transparency is a concept to represent the
easiness of accessing the information shared among the
stakeholders in the cold chain. However, we can seldom find
the researches in the context of cold chain logistics, while the
communities of logistics and supply chains have published
some pioneering studies.

In Table 1, we reviewed the pioneering studies on lo-
gistics information transparency in three dimensions. First,
information transparency coincides with information
sharing. In the “Issue” column, “RFID” is a hot topic, es-
pecially from several years ago.*e Internet of*ings (IoTs)
plays an essential role in information transparency in lo-
gistics and supply chains, including cold chains. Investments
and risks have been identified and studied because invest-
ments in technologies and devices must pay the value in-
formation transparency. *e “Stakeholders” mainly include
the members in supply chains and the governments. In
Table 1, two studies examine the logistics service providers
[6, 19] in the context of supply chains.

2.2. Cold Chain Logistics. A cold chain is a temperature-
controlled supply chain, where the technologies, devices,
and management systems play essential roles in the pro-
cesses of the cold chain. Logistics makes the cold chain
temperature control much complicate because the facilities
and processes are usually distributive and undertaken by
various stakeholders and even outsourcing.*e industry has
developed the technology aspect of the cold chain well,
notably including refrigerators and power technologies. *e
information and system aspects are highly related to this
study. In Table 2, we reviewed the studies to present the
typical issues examined in the literature and the methods
used. We classify the issues into three categories: operations
research, operations management, and systems. In cold
chain systems, sustainability and safety issues are increas-
ingly concerned. Furthermore, we classify the issues into
logistics problems and supply chain problems. *e research
methods include assessment, optimization algorithms,
empirical and case studies, and review.

2.3. Evolutionary Games in Supply Chain Studies.
Evolutionary game is a tool to study the dynamic evolu-
tionary strategies between two interacted populations by
establishing and analyzing the replicator dynamic systems.
*e pioneering studies have developed evolutionary games
for policymaking problems and the behavior strategies of
interreacted stakeholders. Although the evolutionary game
is also widely used to study the supply chain, the cold chain is
seldom examined by it. *erefore, in Table 3, 12 studies in
supply chain management (SCM) are reviewed. Mainly the
issues and the interacted populations are summarized. In the
studied issues, most papers studied sustainability (also in-
cluding green, low carbon, and remanufacturing behavior
strategies), while these papers also examined the risk and
knowledge-sharing issues. *e populations involved mainly
include production supply chain members (typically
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manufacturers, suppliers, and retailers) and governments.
*ese studies do not study logistics service providers or
other entities related to logistics.

3. Problem Description and Assumptions

3.1. Problem Description. As estimated by [52], the global
cold chain market will probably reach approximately USD
269.61 billion by 2024, growing at a CAGR of around 7.5%
between 2018 and 2024. *e cold chain is a system for the
management and transportation of temperature-sensitive
products through refrigerated and thermal methods of
packaging. A cold chain is a temperature-controlled supply
chain from the manufacturers of the cold goods to final

customers. Unlike other goods, cold chain goods are per-
ishable and sensitive to temperature changes. So, cold chain
logistics is not just a process of warehousing and trans-
portation. Its validity involves innovative technologies,
devices, and managerial systems to ensure temperature
control and maintenance in the whole logistics process.
Simultaneously, the natures of the cold chain goods are
different and demand different temperature control tech-
nologies, methods, and devices, which involve knowledge
transfer from the manufacturers to the logistics service
providers.

In a cold chain, various stakeholders are involved. *e
manufacturers and logistics service providers are two roles
strictly related to ensuring the cold chain goods quality and
the key players in temperature control. In the logistics
scenarios, from the manufacturers to the final customers, the
cold goods are stored and transported through various
warehouses and containers by trucks, trains, ships, and other
means. *erefore, it is challenging to manage the time-
varying status of cold goods when the cold chain is not
transparent. In the cold chain, the individual logistics service
suppliers can apply various technologies and devices to
control the temperature, while these devices are not well
connected. So, it is beneficial for the logistics service pro-
vider to connect the logistics processes (even devices) when
the information acquired by these processes is shared, at
least in the cold chain. Although the devices and their
collected data may even be not credible and traceable, the
information transparency degree deduced by information
sharing in the cold chain is a way to manage the cold goods’
temperature. As analyzed above, technology and devise
investments contribute to the additional costs of logistics.
When the investment costs still restrict the whole industry,
the tradeoff and evolutionary games between the manu-
facturers and logistics service providers may determine the
development tendency of the cold chain ecosystem. In the

Table 1: Studies in logistics information transparency.

Study Issue Stakeholders Method

[9] Information integration and profitability Manufacturers, retailers Conceptual
model

[10] Information sharing, supply uncertainty, and demand
volatility Manufacturer, retailers Simulation

[11] Role of information sharing in SCE Vendors, retailers Case study
[12] Information flows in SCEs Buyers, suppliers Data analysis
[13] RFID investment SCE Survey
[14] RFID-enabled business intelligence Manufacturers, distributors IS
[15] Information sharing and investment in procurement Suppliers, buyers Game model
[8] RFID information sharing and exchanging Governments, enterprises IS
[16] RFID investment risk and gain reallocation SCE Risk assessment

[17] Information sharing, environmental and economic
benefits Manufacturers, suppliers Inventory model

[18] Information linkages with retailers Multinational companies and retailers Case study
[19] Information sharing of VMI TPL, its customer Inventory model
[20] Information sharing and safety traceability Producers, distributors, and ordinary users IS

[6] Blockchain and information sharing Manufacturer, supplier, and logistics service
integrator Stackelberg game

[21] Food traceability Farmers, traders, and consumers Case study
Note. IS� information system; RFID� radio frequency identification; SCE� supply chain enterprises; TPL� third-party logistics.

Table 2: Studies in cold chain logistics.

Study Issues Methods
[22] Performance evaluation Assessment
[23] Logistics competence AHP, FCE
[24] Distribution network GA
[25] VRPTW GA
[26] Sustainable distribution MILP
[27] Disruption management Partial least squares
[28] Perishable product Empirical study
[29] Data-driven decision-making Review
[30] Recommender systems Heuristics algorithm
[31] Value-added service Case study
[32] Distribution optimization PSO
[33] Integrated IRP GSAA
[34] Sustainability Graph theory
[35] Distribution optimization GA
[36] Vehicle routing problem Heuristics algorithm
Notes. AHP� analytic hierarchy process; FCE� fuzzy comprehensive
evaluation; GA� genetic algorithm; GSAA� genetic simulated annealing
algorithm; IRP� inventory routing problem; MILP�mixed-integer linear
program; PSO� particle swarm optimization; VRPTW� vehicle routing
problem with time windows.
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following study, we employ an evolutionary game to study
the information transparency mechanisms between these
two key stakeholders (manufacturers and logistics service
providers) in a cold chain.

On the side of logistics service providers, to organize the
temperature-controlled cold chain logistics processes, the
following information is beneficial: the food status (original
temperature and quality), the refrigerator technologies
suitable for the food, and the restrict time and temperature
standards allowed for food package handlings for ware-
housing and transshipment [3]. *e stakeholders can ne-
gotiate possible other demands in the contracts for ensuring
food quality in logistics. *ese information aspects affect the
costs and efficiencies of logistics, and so the risks and profits
are different from the logistics service providers. Well-
controlled information transparency in cold chains incurs
increasing costs and responsibilities to the manufacturers
and logistics service providers.

As analyzed above, in cold chains, information trans-
parency incurs two-sided effects. On the one side, information
transparency can increase food safety and satisfaction degrees
by propelling companies to share their information related to
temperature control by using various advanced refrigerator
and information technologies. On the other side, information
sharing for increasing information transparency incurs
technology investment and management costs, operations
risks, and possible competitions [53]. *erefore, it is a di-
lemma for companies to increase information transparency in
the whole cold chain industry. Various food safety events
frequently happen, while the cold chain technologies and
markets are developing very fast at the same time [27].

3.2. Model Assumption. In the context of evolutionary
games, cold chain manufacturers and logistics service
providers are two distinct groups of companies as two
populations of players. *e individual player in a population
behaves under the affection of other players in the same
population. *ey will stimulate each other. *e mutual
interactions between the players from the two populations
will directly affect the behaviors of the two players and, thus,

as a whole affect the populations’ behaviors [54]. *e in-
dividuals in the same population can share behavior in-
formation in a manner of cooperation.

In cold chains, as for information transparency, man-
ufacturers and logistics service providers may cooperate and
not cooperate in propelling information sharing. *e pos-
sibilities of adopting the cooperation strategy are denoted by
x and y (x, y ∈ [0, 1]) for the two populations; inversely, the
possibilities of not adopting the cooperation strategy are
(1 − x) and (1 − y). In an evolutionary game, these possi-
bilities evolve and present dynamics.

In cold chain logistics, advocating information transpar-
ency incurs an additional cost (denoted by C) for the infra-
structures of sensors, communication networks, and
application systems. *e logistics service provider may obtain
the additional profit (denoted by P) due to market acceptance.
When a manufacturer does not share information, the unit
profit of cold goods production is πA, while the logistics service
provider can just manage the cold chain by general cold chain
practices. *e logistics service provider can obtain the profit
(πB), when the company does not choose the strategy of
cooperation. When the manufacturer and the logistics service
provider cooperate closely, they can obtain profit P from the
market, and they can undertake the costC cooperatively. In the
cooperation (information sharing for information transpar-
ency) strategy in the evolutionary game, when one player
shares information while another does, a penalty (denoted by
F) will incur to the one that does not choose cooperation;
simultaneously, the one choosing to share information will
obtain a subsidy V. *e penalty and subsidy mechanisms can
be contracted and administrated by the governments.

Information transparency will benefit the stakeholders in
the cold chains, including customers and administration
departments. So, the improvement of food safety due to
information transparency may result in the readjusting of
the market. *e administrators should reallocate the in-
duced surplus of the additional profit between the manu-
facturer and the logistics service provider. *e amount
allocated to the manufacturer is denoted by a proportion, α
(α ∈ [0, 1]); thus, the logistics service provider can obtain
(1 − α). Simultaneously, the cost also will be allocated to the

Table 3: Studies of evolutionary games in supply chain management.

Study Issues Populations
[37] Behavior strategies triggering green practices Producers, retailers
[38] Remanufacturing closed-loop supply chain Manufacturers, retailers
[39] Green SCM diffusion Governors, enterprises
[40] Long-term green purchasing relationships Suppliers, manufacturers
[41] Energy source selection Government, power plants
[42] Low-carbon investment strategies Suppliers, manufacturers
[43] Financial risk cooperation behaviors Suppliers, manufacturers
[44] Sustainability and government intervention Governors, producers
[45] Wholesale-retail pricing strategies Manufacturer, retailers
[46] Cooperation relationships and tendency Constructors, suppliers
[47] Remanufacturers competing for leadership Manufacturers, retailers
[48] Green investment strategies with subsidy Manufacturers, suppliers
[49] Low-carbon behaviors, strategies, and policies Retailers, manufacturers
[50] Knowledge-sharing behavior and alliance Construction enterprises
[51] Green production and financial intervention Suppliers, manufacturers, and governments
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manufacturer (β) and the logistics service provider (1 − β),
β ∈ [0, 1]. *e values of (α, β) will affect the evolutionary
tendencies of the game and should be negotiated in practice.

4. Formulations and Model Analysis

4.1. Payoff Matrix. Considering the assumptions and no-
tations elucidated in Section 3.2, the payoff matrix between
the cold chain manufacturer and logistics service provider is
presented in Table 4. *e additional cost and profit are
reallocated to the players when at least one player chooses
the cooperation for information sharing in the information
transparency mechanisms.

4.2. Replicator Dynamic System. Based on the payoff matrix
(Table 1), the average profit obtained by the cold chain
manufacturers when the cooperation strategy (denoted by Fco)
is dominant is computed as (1). Similarly, the average profit of
the manufacturers when cooperation is adopted (Fnoco) is
formulated by (2). Synthesizing (1) and (2), the average profit
obtained by the manufacturer (F) is formulated by (3). *en,
the replicator dynamic equation of themanufacturers adopting
the cooperation strategy is formulated by (4):

Fco � y πA + αP − βC( 􏼁 +(1 − y) πA − βC + V( 􏼁, (1)

Fnoco � y πA − F( 􏼁 +(1 − y) πA( 􏼁, (2)

F � xFco +(1 − x)Fnoco, (3)

F(x) �
dx

dt
� x Fco − F( 􏼁 � x(1 − x) Fco − Fnoco􏼂 􏼃

� x(1 − x)[(αP − V + F)y − βC + V].

(4)

Like (1)–(4), the logistics service provider’s average
profits when it adopts cooperation and non-cooperation
strategies (Eco and Enoco) are formulated by (5) and (6). So,
the overall average profit (E) is computed by (7). *us, the
replicator dynamic equation (E(y)) is given in (8):

Eco � x πB +(1 − α)P − (1 − β)C( 􏼁

+(1 − x) πB − (1 − β)C+V( 􏼁,

(5)

Enoco � x πB − F( 􏼁+(1 − x) EB( 􏼁, (6)

E � yEco +(1 − y)Enoco, (7)

E(y) �
dy

dt
� y Eco − E( 􏼁 � y(1 − y)[x((1 − α)P − V+F)

− (1 − β)C+V].

(8)

4.3. Evolutionary EquilibriumPoint. Combining (4) and (5),
we developed a replicator dynamic system in (9). *e values
of x and y of an evolutionary stable strategy (ESS) should
meet F(x) � F(y) � 0 in (9). Under these two equations, we

can obtain two groups of ESS as (10) and (11). We then can
derive five equilibrium points (EPs) from the dynamic
system (9) in the domain s � (x, y) | 0≤ x, y≤ 1􏼈 􏼉. *ese EPs
are denoted by E1(0, 0), E2(0, 1), E3(1, 0), E4(1, 1),
E5(x∗, y∗), x∗ ∈ [0, 1], andy∗ ∈ [0, 1]:

F(x) � x(1 − x)[(αP − V + F)y − βC + V],

E(y) � y(1 − y)[x((1 − α)P − V + F) − (1 − β)C + V],

⎧⎪⎨

⎪⎩

(9)

x1 � 0,

x2 � 1,

y∗ �
βC − V

αP − V + F
,

(10)

y1 � 0,

y2 � 1,

x∗ �
(1 − β)C − V

(1 − α)P − V + F
.

(11)

4.4. ESS Analysis. We analyze the equilibrium points’ sta-
bility by using the stability of the Jacobian matrix of the
replicator dynamic system. Firstly, we derive the Jacobian
matrix (denoted by J) in (12). *e determinant (detJ) and
trace (tr J) of J are then computed in (13) and (14) indi-
vidually. *e equilibrium points satisfying detJ> 0, tr J< 0{ }

are stable points of the replicator dynamic system. *e detJ
and tr J of the five equilibrium points are computed as
Table 5 by using (13) and (14):

J �

zF(x)

zx

zF(x)

zy

zE(y)

zx

zE(y)

zy

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

zF(x)

zx
� (1 − 2x)[(αP − V + F)y − βC + V],

zF(x)

zy
� (αP − V + F)x(1 − x),

zE(y)

zx
� ((1 − α)P − V + F)y(1 − y),

zE(y)

zy
� (1 − 2y)[x((1 − α)P − V + F) − (1 − β)C + V],

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(12)

det J � (1 − 2x)[(αP − V + F)y − βC + V]

· (1 − 2y)[x((1 − α)P − V + F) − (1 − β)C + V]

− (αP − V + F)x(1 − x)((1 − α)P − V + F)y(1 − y),

(13)
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tr J � (1 − 2x)[(αP − V + F)y − βC + V] +(1 − 2y)

· [x((1 − α)P − V + F) − (1 − β)C + V].
(14)

(1) E1(0, 0) is an ESS when
(− βC + V)[− (1 − β)C + V]> 0; 2V − C< 0􏼈 􏼉 is met.
Because of − βC + V≤ 0 and − (1 − β)C + V≤ 0, we
can obtain V< βC and V< (1 − β)C. It indicates that
when the subsidy cannot compensate for the co-
operation cost, the cold chain manufacturer and the
logistics service provider will give up the cooperation
by sharing information.

(2) E2(1, 0) is an ESS when − (− βC + V)􏼈 ((1 − α)P −

(1 − β)C + F)> 0; (1 − α)P + βC + F − (1 − β)C − V

< 0}, we can deduce that βC − V≤ 0; (1 − α)􏼈

P − (1 − β)C + F≤ 0}. So, V> βC and (1 − β)C>
(1 − α)P + F. Under this ESS, the cold chain man-
ufacturer undertakes less cost; the logistics service
provider obtains minor profit. Comparatively, α is
big, while β is small.

(3) E3(0, 1) is an ESS when − (αP + F − βC)􏼈 (− (1 −

β)C + F)> 0; αP − V + F< 0} is met. Setting
− αP − F + βC≤ 0; − (− (1 − β)C + F)≤ 0􏼈 􏼉, we can
get βC> αP + F; F> (1 − β)C􏼈 􏼉. Under this ESS, β is
small and α is big, while the subsidy V should be big
comparatively.

(4) E4(1, 1) is an ESS when − (αP + F − βC) − ((1 − α)􏼈

P + F − (1 − β)C)> 0; C − 2F − P< 0} is met. When
− (αP + F − βC)< 0 and − ((1 − α)P + F− (1 − β)C)

< 0, we can get βC< αP + F and (1 − β)C

< (1 − α)P + F. In this ESS, β is big. So, the cold
chain manufacturer undertakes more cost than the
additional profit and the penalty paid by the logistics
service providers; the cost undertaken by the logistics
service provider is also beyond the profit and the
penalty paid by the logistics service providers. Two
times of additional profit and subsidy are more
significant than the cost of information sharing.

We classify the studies on the ESSs into four parts in
Tables 6–9 considering the inequalities between V and βC

and the inequalities between V and (1 − β)C.

(1) Category 1: V< βC and V< (1 − β)C

(1) In Category 1.1, (1 − β)C> (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. *e subsidy
cannot compensate for the cost of information
sharing to themanufacturers and logistics service
providers. *e information-sharing cost of the
logistics service providers is higher than the
additional profit and penalty (obtained from the
manufacturers when they do not adopt the co-
operation strategy). In summary, the subsidy is
low, the profit is low, the information-sharing
cost is high, and the penalty to the non-coop-
eration strategy is low. An ESS exists, E2(0, 0),
and both players will give up the cooperation of
sharing information.

(2) In Category 1.2, (1 − β)C> (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. For the manu-
facturers and logistics service providers, the cost
of sharing information is high, while the subsidy,
the additional profit deduced by information
sharing, and the penalty cost deduced by non-
cooperation are low. Here, the ESS is E2(0, 0).
*us, both players will give up the cooperation
strategy.

(3) In Category 1.3, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. For both players,
the cost of sharing information, the subsidy, and
the penalty cost of non-cooperation strategy are
all low. Affected by the additional profit P, two
ESSs will occur: E2(0, 0) and E4(1, 1). *e
players will choose cooperation or non-cooper-
ation strategies according to the additional profit.

(4) In Category 1.4, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F> (1 − β)C. For both players,
the cost of sharing information and the subsidy is

Table 5: *e detJ and tr J of the five equilibrium points.

EP detJ tr J

E1(0, 0) (− βC + V)[− (1 − β)C + V] 2V − C

E2(1, 0) − (− βC + V)((1 − α)P − (1 − β)C + F) (1 − α)P + βC + F − (1 − β)C − V

E3(0, 1) (αP + F − βC)(− )(− (1 − β)C + F) − αP + βC − (1 − β)C

E4(1, 1) − (αP + F − βC) − ((1 − α)P + F − (1 − β)C) C − 2F − P

E5(x∗, y∗) Δ 0
Note. Δ � − [(1 − β)C − V](((1 − α)P + F − (1 − β)C)/((1 − α)P − V + F))[βC − V]((αP + F − βC)/(αP − V + F)).

Table 4: Payoff matrix.

Logistics service provider
Cooperation (y) Non-cooperation (1 − y)

Manufacturer
Cooperation (x)

πA + αP − βC πA − βC + V

πB + (1 − α)P − (1 − β)C πB − F

Non-cooperation (1 − x)
πA − F πA

πB − (1 − β)C + V πB
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low. Affected by the additional profit P, two ESSs
emerge, E2(0, 0) and E4(1, 1). So, the players will
choose cooperation or non-cooperation strate-
gies according to the additional profit.

(5) In Category 1.5, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. For the manu-
facturers, the cost of sharing information is high;
however, for the logistics service providers, this
cost, the subsidy, and the penalty of adopting the
non-cooperation strategy are low. An ESS exists,
E2(0, 1).

(6) In Category 1.6, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F> (1 − β)C. Comparing with
(5), the penalty cost increases, resulting in two
ESSs, E1(0, 0) and E3(0, 1).

(2) Category 2: V< βC and V> (1 − β)C

(1) In Category 2.1, (1 − β)C> (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. Here, the subsidy
to the manufacturers is low, and the cost of
sharing information is also low. However, the
subsidy to the logistics service providers is high
as well as the cost of sharing information. When
the penalty of non-cooperation is also low, both
players behave by waiting and following the
other ones. So, no ESS exists.

(2) In Category 2.2, (1 − β)C> (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. *e logistics
service providers can get a high subsidy that is
higher than the cost of sharing information. So,
they will choose the cooperation strategy.

Table 6: Local stability analysis (V< βC and V< (1 − β)C).

No. Figure Constraints EP det J tr J State

1 Figure 1(a)

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

2#

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ

3 Figure 1(b)

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ

4#

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ

5 Figure 1(c)

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ

6 Figure 1(d)

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ

7 Figure 1(e)

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ ESS

8 Figure 1(f )

V< βC, V< (1 − β)C E1(0, 0) + − ESS
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ

Note. #� the constraints conflict with each other.
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However, to the manufacturers, the subsidy is
lower than the cost of sharing information; the
cost of sharing information is even less than the
sum of the additional profit of sharing infor-
mation and the penalty paid by the logistics
service providers. So, the manufacturers will not
choose the cooperation strategy.

(3) In Category 2.3, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. *e cost of
sharing information to the manufacturers is low;
the additional profits of sharing information are
all high for the two players. So, the manufac-
turers and logistics service providers will both
choose the cooperation strategy. An ESS exists,
E4(1, 1).

(4) In Category 2.4, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F> (1 − β)C. *e penalty cost
of the non-cooperation strategy is at a high level.
If both players do not adopt the cooperation
strategy, the penalty costs will decrease their
profit. So, they will choose to adopt the coop-
eration strategy.

(5) In Category 2.5, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. *e subsidy to
the logistics service providers is higher and more
significant than the penalty of non-cooperation
strategy; the cost of sharing information and the
additional profit of sharing information are both
low. *erefore, they both will not adopt the
cooperation strategy, and so no ESS exists.

Table 7: Local stability analysis V< βC and V> (1 − β)C.

No. Figure Constraints EP detJ tr J State

1 Figure 2(a)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

2#

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

3 Figure 2(b)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

4#

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

5 Figure 2(c)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

6 Figure 2(d)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

7 Figure 2(e)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

8 Figure 2(f)

V< βC, V> (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) + + Instability point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

Note. #� the constraints conflict with each other.
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(6) In Category 2.6, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F> (1 − β)C. *e penalty of
non-cooperation strategy increases. So, the lo-
gistics service providers adopting the coopera-
tion strategy will obtain higher profit from the
penalty when the manufacturers adopt the non-
cooperation strategy. To the manufacturers, the
subsidy cannot compensate for the cost of
sharing information. So, an ESS exists, E2(0, 1).

(3) Category 3: V> βC and V> (1 − β)C

(1) In Category 3.1, (1 − β)C> (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. To the logistics
service providers, the subsidy of sharing infor-
mation is high and even higher than the cost of
sharing information. *e evolutionary tendency

depends on the additional profit of sharing in-
formation. *ere exists an ESS, E2(1, 0).

(2) In Category 3.2, (1 − β)C> (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. Similarly, an ESS,
E2(1, 0) exists.

(3) In Category 3.3, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. *e subsidy is
higher than the cost of sharing information;
this cost of sharing information is low; si-
multaneously, the subsidy and additional profit
of sharing information are high; and the
penalty cost of the non-cooperation strategy is
low. So, for the manufacturers and logistics
service providers, adopting the cooperation
strategy will increase the total profit. So, the
ESS is E4(1, 1).

Table 8: Local stability analysis V> βC and V> (1 − β)C.

No. Figure Constraints EP detJ tr J State

1 Figure 3(a)

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

2#

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

3 Figure 3(b)

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

4#

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

5 Figure 3(c)

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

6 Figure 3(d)

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

7 Figure 3(e)

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

8 Figure 3(f )

V> βC, V> (1 − β)C E1(0, 0) + + Instability point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

Note. #� the constraints conflict with each other.
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(4) In Category 3.4, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F> (1 − β)C. Comparing with
(3), the penalty of the non-cooperation strategy
increases. So, for the manufacturers, adopting
the cooperation strategy can avoid the penalty
and obtain a high subsidy and additional profit of
sharing information. *e ESS is to adopt the
cooperation strategy, namely, E4(1, 1).

(5) In Category 3.5, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. *e subsidy is
high, while the additional profit of sharing in-
formation is low. No ESS exists.

(6) In Category 3.6, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F> (1 − β)C. *e additional
profit of cooperation strategy drops, while the

logistics service providers’ additional profit in-
creases. So, an ESS exists, E3(0, 1).

(4) Category 4: V> βC and V< (1 − β)C

(1) In Category 4.1, (1 − β)C> (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. To the logistics
service providers, the cost of sharing information
is high, while the additional profit is low. Ad-
ditionally, to the manufacturers, the additional
profit of sharing information is high, and the
subsidy is higher than the cost of sharing in-
formation. So, to maximize the total profit, an
ESS exists, E2(1, 0).

(2) In Category 4.2, (1 − β)C> (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. *e subsidy to

Table 9: Local stability analysis V> βC and V< (1 − β)C.

No. Figure Constraints EP detJ tr J State

1 Figure 4(a)

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

2#

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

3 Figure 4(b)

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

4#

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C> (1 − α)P + F E2(1, 0) + − ESS
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) + + Instability point
E5(x∗, y∗) Δ 0

5 Figure 4(c)

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F< (1 − β)C E3(0, 1) + + Instability point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

6 Figure 4(d)

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC< αP + F, F> (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) + − ESS
E5(x∗, y∗) Δ 0

7 Figure 4(e)

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F< (1 − β)C E3(0, 1) − Saddle point

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

8#

V> βC, V< (1 − β)C E1(0, 0) − Saddle point
(1 − β)C< (1 − α)P + F E2(1, 0) − Saddle point
βC> αP + F, F> (1 − β)C E3(0, 1) + − ESS

E4(1, 1) − Saddle point
E5(x∗, y∗) Δ 0

Note. #� the constraints conflict with each other.
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Figure 1: *e local stability of the evolutionary game V< βC and V< (1 − β)C.
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Figure 2: *e local stability of the evolutionary game V< βC and V> (1 − β)C.
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Figure 3: *e local stability of the evolutionary game V> βC and V> (1 − β)C.

E5

E1

E2

E3

E4

0

1

1

(a)

E5

E1

E2

E3

E4

0

1

1

(b)

E5

E1

E2

E3

E4

0

1

1

(c)

E5

E1

E2

E3

E4

0

1

1

(d)

E1

E2

E3

E4

0

1

1

(e)

Figure 4: *e local stability of the evolutionary game V> βC and V< (1 − β)C.
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the manufacturers is higher than the cost of
sharing information. However, for the logis-
tics service providers, the subsidy is lower

than the cost of sharing information, and the
additional profit is also low. So, an ESS exists,
E2(1, 0).
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Figure 5: Evolutionary paths V< βC and V< (1 − β)C.
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Figure 6: Evolutionary paths V< βC and V> (1 − β)C.
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(3) In Category 4.3, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F< (1 − β)C. *e additional
profit of sharing information increases, which
benefits both players. An ESS exists, E4(1, 1).

(4) In Category 4.4, (1 − β)C< (1 − α)P + F,
βC< αP + F, and F> (1 − β)C. *e additional
profit of sharing information and the penalty
cost of non-cooperation both increase, which
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Figure 7: Evolutionary paths V> βC and V> (1 − β)C.
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propels the manufacturers and logistics service
providers to adopt the cooperation strategy.
*erefore, an ESS exists, E4(1, 1).

(5) In Category 5.5, (1 − β)C< (1 − α)P + F,
βC> αP + F, and F< (1 − β)C. *e subsidy to
the logistics service providers is low, while the
subsidy to the manufacturers is high, but the
additional profit of sharing information is low.
Under these conditions, no ESS exists.

5. Numerical Study

In the developed evolutionary game model (see (1)–(14)),
eight parameters are involved [πA, πB, P, F, V, C, α, β]. In
Table 10, corresponding to the ESS analysis in Section 4.4, we
use four groups of settings to present different combinations
of these parameters. In this study, we use Matlab 2018 to
implement the models and depict the results.

6. Discussion and Conclusion

6.1.Discussion. In Section 4, we constructed an evolutionary
game model between the cold chain manufactures and lo-
gistics service providers for studying the impacts of infor-
mation transparency on safety. To demonstrate and examine
the model, we devised four categories with 23 groups of
parameters to represent various scenarios for numerical
experiments.

Figures 5(c), 5(d), 6(c), 6(d), 7(c), 7(d), 8(c), and 8(d)
depict the impacts of the constraints (1 − β)C< (1 − α)P + F

and βC< αP + F on the ESS and simulations. *e cold chain
manufacturers and logistics service providers will adopt the
information-sharing strategy with high probabilities. When
the right parts of the two constraints increase, the profits
deduced by information sharing are high, and so the
stakeholders can obtain much from the strategy. *e penalty
to the cold chain companies plays an important role in
pushing them to adopt the information-sharing strategy.

We consider the constraints V< βC and V< (1 − β)C in
the evolutionary game model. *e low subsidy will result
that the stakeholders give up the information sharing
strategy. We produced the numerical simulation results, as
presented in Figures 5(a)–5(e). *e probability of giving up
the information sharing strategy is high. When the gov-
ernments increase the subsidies, the stakeholders will be
active in adopting the information-sharing strategy. So, in
the developed model, the subsidy is an essential instrument
for advocating the information-sharing strategy.

*e costs undertaken by the cold chain companies are
harmful to them to adopt the information-sharing strategy.
When the governments can subsidize these costs, the
penalties are severe enough, and the companies have no
choice and will adopt the information-sharing strategy. We
depict the simulation results in Figures 7(a)–7(f) when
considering the constraints V> βC and V> (1 − β)C in the
evolutionary game model. It is beneficial for the cold chains
to find effective ways to reduce the costs for information
sharing technology and systems. *e governments should

support the companies to reduce these costs by policy-
making, technology innovation, and administration.

*e cold chain manufacturers and logistics service
providers may present different attitudes to the information
sharing strategy. *e cost of sharing information may be
beyond the subsidy and the penalty for some stakeholders. If
the stakeholders can not adopt the information-sharing
strategy consistently, they will reduce the positive effects of
information sharing on cold chain safety significantly. So,
the policymakers should carefully consider the profit and
cost allocation ratios and the subsidy amounts according to
the practical situations. *ese considerations should con-
tribute to the simultaneous adoption of the information
sharing strategy. Alternatively, the policy may damage the
positivity of sharing information.We illustrate these analysis
in Figures 6(b), 6(e), 6(f), 7(b), 7(f ), and Figures 8(a)–8(d).
When the manufactures and logistics service providers
adopt a different strategy, the evolutionary game cannot be
stable with ESSs.

Besides instant costs and profits, the information-
sharing strategy can add values to cold chains. Consumers
can buy cold chain products when product safety is trustful.
Information sharing and transparency provide a way for the
public to inspect the cold chains and so contribute to in-
creasing purchases and profits. *erefore, when the gov-
ernments devote much to administrate the cold chain
transparency, the cold chain industry may be productive and
effective.

6.2. Conclusion. To guard the cold chain safety, the gov-
ernments should advocate information transparency as a
premise for the temperature-controlled cold goods supply
chains. While information transparency incurs additional
costs for cold chain infrastructure, communication, and
information management systems, due to its contribution to
cold chain safety, the contracts between the main stake-
holders and the related government departments can su-
pervise and administrate the cooperation of sharing
information by subsidies and penalties. In this study, at the
industrial level, the interactions between the main cold chain
stakeholders (cold goods manufacturers and cold chain
logistics service providers) under administration are for-
mulated by an evolutionary game model. *e ESS analysis is
conducted theoretically and numerically by considering the
relations among the parameters (including the additional
profits of sharing information, the penalty of adopting non-
cooperation strategy, the subsidies paid to the players
adopting the cooperation strategy, and the ratio of reallo-
cating costs and profits between the two populations). By
using different combinations of parameters, the ESS emerges
or disappears. *erefore, well-developed strategies and
combinations of technical parameters contribute to safe and
efficient cold chains. However, in this study, the evolu-
tionary model is static because the parameters are given and
not affected by each other. In more practical conditions, the
behaviors of manufacturers, logistics service providers, and
governments may interact with each other, and the static
parameters will present dynamics. Besides, we will try to use
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dynamic, differential, and Bayesian game models to examine
the dynamics between the manufacturers and logistics
service providers. Different models may reveal different
features of the problem. Moreover, a cold chain involves
various stakeholders in the supply chain, other than just
manufacturers and logistics service providers. A complicate
supply chain may revise the proposed evolutionary game
models and generate new research opportunities in the
future. We conduct theoretical analysis in this study, while
we can further improve the study by using real-world cases.
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