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The Internet of Things allows vehicles to communicate with their surroundings and send various traffic and road conditions to
other vehicles, making driving better. Data received from other vehicles sometimes need to be processed. In this state, the data
should be sent to the Roadside unit for processing and fog if necessary. The source and destination must know each other’s
identities to send and receive information, and various attacks can threaten source and destination authentication. The paper
presents secure authentication scheme based on fog-cloud for the Internet of Vehicles. Formal and informal security analyses
verify that the SATFC demonstrates resistance to famous attacks. The SAIFC is compared with another scheme regarding security
features, computing, and communication costs. The SAIFC simulated with the NS3 tool and compared several routing protocols
in packet loss, packet delivery, end-to-end delay, throughput, and MAC/PHY overhead.

1. Introduction

Today, intelligent transportation systems in many countries
are increasingly expanding [1]. That has improved road
safety, traffic monitoring [2], automatic driving [3], and
passenger comfort, one of the main goals of intelligent
transportation systems [4]. Furthermore, IOT is an emerging
technology connected to the physical and digital worlds [5].
The Internet of Things has revolutionized the relationship
between objects and humans. The IOV [6] is one of the most
active research areas created by combining the Internet of
Things and the Vanets. IOV has solved many traffic prob-
lems, thus leading to passenger safety and facilitating the
driving experience [7, 8]. There are several ways to transfer
data between vehicles, one of which is the HTTP protocol.
Almost all devices connecting to the Internet use HTTP
protocol [9]. HTTP can connect the vehicle to vehicle and
vehicle to RSU. Figure 1 shows the vehicle communication
with the HTTP protocol.

Before sending information, the sender and receiver
must authenticate each other to trust the data’s integrity.

Hasrouny et al. [10], in 2015, presented a group-based
authentication from vehicle to vehicle. Their method did not

support AKE in the fog based. In 2017, Yang et al. [11]
proposed a AKE for the IOV environment. However, the
protocol is based on ECC but cannot perform mutual au-
thentication in the environment of fog based on HTTP.
Protocol ensuring privacy and authentication for a vehicle to
vehicle resource sharing was presented in 2017 by Benarous
and Kadri [12]. Nevertheless, this method is vulnerable to
rainbow attacks, and the fog environment does not support
key exchange and mutual authentication. The design of
authentication protocol for the automotive system is based
on wireless sensor network by Mohit et al. [13] in 2017. This
protocol supports fog and mutual authentication, but key
exchange and ECC are not supported, and in terms of se-
curity, it is weak to RTA. In 2017, lightweight AKE for IOV
was presented by Ying and Nayak [14]. This method is
inefficient in terms of security, does not use the ECC method
in AKE, and does not support the fog environment. An
efficient anonymous authentication scheme for the IOV was
presented by Liu et al. [15] in 2018. Although this method
has used ECC, it is still weak against RTA. Structurally, it
does not support fog environment and HTTP. In 2019, Lim
and Tuladhar [16] presented a Lidar information-based
dynamic V2V authentication. This scheme does not use
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ECC, is vulnerable to various attacks, and does not support
AKE in the HTTP base fog environment.

A secure authentication protocol for the IOV presented
by Chen et al. [17] in 2019. This method did not support AKE
in the fog environment and was vulnerable to the RTA.
Vasudev et al. [18] presented lightweight authentication
protocol for IOV in 2020. Kalra and Sood [19] 2015 and
Kumari et al. [20] 2017 presented an authentication scheme
for IOT and cloud. The schemes are based on HTTP and
support mutual authentication; however, they do not sup-
port key exchange in the fog and are vulnerable to RTA. In
2019, Wazid et al. [21] presented an AKM protocol in fog-
based IOV. Although this method could support mutual
authentication and key exchange in a fog environment, it is
weak to RTA. Tablel shows a comparison of the related
works to the SAIFC.

1.1. Our Contribution

(i) First, we examine the security problem of Kumari
et al. Then, we use the AVISPA to perform a safety
analysis.

(ii) We testbed the scheme Kumari et al. using the
Arduino board.

(iii) We propose an HTTP-based authentication
scheme for IOV-fog-based, which sends data for
authentication via a cookie.

(iv) We have SAIFC a secure authentication for the IOV
environment, which is resistant to various attacks.

(v) We have SAIFC informal and formal AVISPA tools
for security analysis. We have also compared the
SAIFC scheme with other protocols in terms of
security features.

(vi) We compare the SAIFC scheme’s computational
and communication costs with other protocols.

(vii) We have implemented the SAIFC scheme with NS3
simulation to obtain the most appropriate routing
protocol for the SAIFC scheme.

1.2. Structure of the Paper. The structure of this paper is as
follows: Section 2 explains the problems of the scheme of
Kumari et al. and then provides the security analysis and
testbed results. Section 3 introduces the problem statement
and network model. Section 4 presents the SAIFC scheme,
and in Section 5, Security Analysis and Result are discussed.
Performance analysis and comparison of security features do
provide in Section 6. Section 7 presents the simulation of the
SAIFC scheme with the NS3 tool and analysis results. Fi-
nally, Section 8 concludes this work.

2. The Security Problem of Kumari

This section discusses the RTA on the Kumari scheme.

2.1. RTA. RTA is a precalculated table that is used to break
the hash. RTA is sometimes used to recover passwords or
credit card numbers. This attack has tables of specified
length and contains a limited number of components [22].
To study the working method, you can visit Rainbow Crack.

2.2. Notations. Table 2 shows the notations used in

the paper.

2.3. RTA in the Registration Phase

Step 1: Edi merges the Idi and Pwi values in the reg-
istration phase, hashes them into /i, and sends them to
the CS. Attackers can break the hash value generated by
Edi at this point using a rainbow attack. After this step,
it can read the data sent by Edi to the CS or change this
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TaBLE 1: Comparison of related works with SAIFC scheme.
Mutual
Related works Fog based RTA authentication Key exchange ECC based HTTP based
[10] No No No No No No
[11] No No No Yes Yes No
[12] No No Yes No No No
[13] Yes No Yes No No No
[14] No No No Yes No No
[15] No No Yes No Yes No
[16] No No No No No No
[17] No No No No No No
[18] No No Yes No No No
[19] No No Yes No Yes Yes
[20] No No Yes No Yes Yes
[21] Yes No Yes No Yes No
SAIFC Yes Yes Yes Yes Yes Yes
) S Attacker — Edi: {PIdi, Ck'}
TaBLE 2: Used notations in this paper. Rainbow Crack {PIdi, Ck/}
Notations Description Resend {PIdi, Ck'} for Edi
Vdi Vehicle
Idi Identity of Vdi ) ) o
Pwi Password of Vdi 2.4. RTA in the Login and Authentication Phase
1(235 Rg[ljm(lg) SerI;:ire) Step 1: Edi performs a series of calculations in login and
F Fogg authentication, generates P1, P2, and PIdi data, and
Ides Identity of CS sends it to the cloud. Attackers can break the hash value
IdR Identity of R generated by Edi at this point using a rainbow attack.
XR The secret key of R is based on ECC After this step, it can read the data sent by Edi to the CS
Zp Finite field group or change this information and send it back to the CS.
P Prime number of the order >2'*° The steps are as follows:
rl, r2 Random numbers generated for ECC . .
rs Random numberg generated by R Step R3: Edi — CS: {P1, P2, P1di} .
G Generator point of a large order n Ste.p A3: Attacker — CS: {P1, P2, P1di}
Ck Cookie information Rainbow Crack {P2}
Et Cookie expiration time Resend {P1, P2, P1di} for CS
:;(.) XHOFR The attacker can listen to the sent messages in steps 2 and
I Concatenation 3 because she has obtained the sent data in the previous step.
AT Expiration time Figure 3 shows the stages of an RTA in the login and
TV Timestamp Vdi authentication phase.
TR Timestamp R
TF Timestamp fog

information and send it back to the CS. The steps are as
follows:

Edi — CS: {Ii}
Attacker — CS: {Ii}
Rainbow Crack{li}
Resend {Ii} for CS

Step 2: The CS then performs a series of calculations to
respond to Edi’s registration and sends the hashed PIdi
and Ck' to Eddie to continue. Attackers can break the
hash value generated by CS at this point using a rain-
bow attack. After this step, it can read the data sent by
CS to the Edi or change it and send it back to the Edi.
The steps are as follows. Figure 2 shows the stages of
a RTA in the registration phase.

CS — Edi: {PIdi, Ck'}

2.5. Security Analysis Kumari. Avispa is used to evaluate the
security of Internet protocols [23]. Avispa will provide an
HLPSL to define the security of protocols and display their
security specifications. We analyzed the security of Kumari
with Avispa, and the results show that it is vulnerable to
a rainbow attack. In the first stage, attackers can break the
hashed data sent from Edi by using a rainbow attack. Fig-
ure 4 shows the security weakness of Kumari.

2.6. Testbed. The tools we used to test the attack on the
Kumari scheme were the Linux operating system and the
board. We chose MD5 by default because the author did not
mention the type of hash used in his work, and the MD5
library we used for the Arduino is available on GitHub.
Table 3 shows information about the environment and the
tools used.

Arduino is a hardware and processing platform designed
as open source. This platform is based on a simple I/O and
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Embedded device Ed; Attacker Cloud server CS

Registration phase
Computes Ii = h (IDi||Pwi)

{Iiy Stepl: Rainbow Crack [1i} Selects a random number rs.

v

) Assigns pseudo identity PIldi as
Resend {1i} for CS Pldi = h (rs||Ides||1i) @ Idcs.
Ck = h (rs||Xes| | Et|| Pldi).

Ck' = Ck.G; Ti = rs @ h (Xcs||PIdi).
Ai=h(rs @ h (Xcs||Pldi) @ 1i @ Ck’).
Ai’ = Ai.G.
ti =Ti @ Xcs, ai'= Ai° D Xcs
et = Et @ Xcs
Stores ti, ai’, et with PIdi in its database.

v

Step2: Rainbow Crack {PIdi, Ck" )} {PIdi, Ck’}

A

Resend [PIdi, Cl'} for Edi

A

Stores {PIdi, Ck}

FIGURE 2: Stages of a RTA in the registration.

Embedded device Ed; Attacker Cloud server CS

Login Phase and Authentication Phase

Selects a random nonce rl.
Pl =rl.G; P2=h(rl. Ck).

{P1, P2, P Idi} Step1: Rainbow Crack [P2} Obtains data corresponding to PIdi.

v

Resend (P, P2, P Idi} for CS or— Zﬁ;ﬁﬁ”gﬁf)
» Px2 =h (P1.Ck).
Verifies P*2=P2
If true, then selects a random nonce r2
and computes
P3 =r2.G; P4 =7r2. Ai°

Step2: Copy and storage [P3, P4, Ti} {P3, P4, Ti}

A

Ai=h(Ti @1i @ Ck).
Px4= P3.Ai. P
Verifies Px4=P4. -

If true, then computes

SK =rl.P3=rlr2.G,

Vi=h(rl. Ck’)||SK).

Resend {P3, P4, Ti} for Edi

[Vi} Step3: Copy and storage {Vi} SK+*=r2.Pl =r2.rl.G

v

Calculate V*i = h ((P1.Ck) ||SK #).
Verifies V*i = Vi.
If true, CS authenticates Edi.
Otherwise, Vi is rejected.

Resend [Vi} for Edi

»
»

After mutual authentication, session key
SK =rl.P3 =rl.r2.G=r2.Pl = SKx*is
shared.

FIGURE 3: Stages of a RTA in the login and authentication.
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Trace Files Modes Variables monitoring MSC
< Previous step I~ Untype Int_rudoer_ embeddeddevice cloudsezr'ver cloudse_‘l;ver embedgeddevice =
j - - - - edi -
c Incoming events : {h( I nce.nonce)} skkdics Stepl.
{h(npnce.nonce)}_skgdics ol .
{h[nonce.norlce) } skedics Siepd.
o Past e en l"3).hash( nonce-1.nonceonce.xor(h(nonge-1.nonce.h(norfe.nonce)),nonce )).Sr%Rée)}_s
= [(embeddeddevice, 3) -> (Intruder_, 0) : {H(Idi.P\ SteR5.
(Intruder , 0) -> (cloudserver, 7) : {h(nonce.non: 2)),nonde).hash{h(noncef.nonce.nonce.xpr(h(nonce-2.nonge.h(nonce.noncg)),nonce)).n
(Intruder_, 0) -> (cloudserver, 4) : {h(nonce.noni Step6
(cloudserver, 4) -> (Intruder_, 0) : {xor(H(Rs.Idc: {h(nonce.norjce)}_skedics ’
(cloudserver, 7) -> (Intruder_, 0) : {xor(H(Rs.ldc:
larabhadAdadAdA o OV s~ llndmdar AV TUNAT
e [
Intruder knowledge : Compose knowledge
{xor{h(nonce-2.nonce.h(nonce.nonce)),nonce).h
{xor(h(nonce-1.nonce.h(nonce.nonce)),nonce).h
{h(nonce.nonce)}_skedics
edi
cs
h
4 [ = 7]

FIGURE 4: Vulnerability of Kumari et al. in the tool AVISPA.

TaBLE 3: Environmental information and testbed tools.

Description
Kali Linux ver: 2020

Environment

Operating system

Boards Arduino Uno R3
Programming languages ANSI C
Type hash MD5 Arduino libs

Attack tools Rainbow table ver: 1.8

the designed processing/wiring language. Also, this platform
is suitable for communication with external systems and
software. Our work in the article used the Arduino board
model Uno R3, microcontroller ATmega328, and input
voltage, 7-12 with memory of 32KB, and a speed clock of
16 MHz. Figure 5 shows the implementation of the Arduino
boards.

2.6.1. Appointed Data. To attack the Kumari scheme, in the
register phase, we need ID and Pwi, equal to al and 260 each.
Table 4 shows the required data in the registration phase.
Next, we will implement the given data in the Arduino
board, and we will get each of the provided data from the
serial port of the hash port. Finally, we will use these data to
prove the authenticity of our attack. Figures 6 and 7 show the
hash output in the Arduino board, and Figure 8 shows the
MD?5 source code used.

2.6.2. Testbed Result. At this stage, we will attack the reg-
istration phase of the Kumari scheme using a Rainbow.
Table 4 shows the values and hashes of ID and Pwi. To

FiGure 5: Implementation of the Kumari scheme of the
Arduino board.

perform the attack, we assign the hash values of ID and Pwi
to the Rainbow tables. The output results show that the
Rainbow breaks the hashes given to the plain text quickly,
which shows the weakness of the design against this attack.
Figure 9 shows the results of an attack on an ID, and Fig-
ure 10 shows an attack on Pwi. The ciphertext/plain text and
statistical results are marked with a red box in the image.
The results of the statistics of the RTA to reach the plain
text ID are as follows: total time 0.58, time of chain traverse
0.58, hash and reduce the calculation of chain traverse
7216200, hash and reduce the calculation of alarm traverse
16391, number of alarm 11, the performance of chain tra-
verse 12.46 million/s, and the performance of chain alarm
12.46 million/s. The results of the statistics of the RTA to
reach the plain text Pwi are as follows: total time 0.58 s, time
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TABLE 4: Data used in the testbed.

Notations Values HEX MD5
1D al 6131 8a8bb7cd343aa2ad99b7d762030857a2
Pwi 260 323630 a423670e1833f3fdb077ca70bbd5d66

11:43:49.474 -y BaB8bb7cd343aa2ad99b7d762030857a2

Ficure 6: The results of ID hash.

11:46:53.013 -> a4£23670el833£3£db077ca70bkbdsdee

Autoscroll Show timestamp

[Noheemi'lg

FiGure 7: The results of Pwi hash.



Security and Communication Networks

#include <MD5.h>
Void setup ()
{ //initialize serial
Serial. Begin (9600);
//give it a second
Delay (1000);
//generate the MDS5 hash for our string
Unsigned char* hash=MD5:: make hash ("260");
//generate the digest (hex encoding) of our hash
Char *md5str = MD5::make digest (hash, 16);
Free (hash);
//print it on our serial monitor
Serial.println (md5str);
//Give the Memory back to the System if you run
the md5 Hash generation in a loop
Free (md5str); }
Void loop () { }

Ficure 8: MD5 source code.

Edit

File

View Search Terminal Help
-h|8a8bb7cd343aa2ad99b7d762030857a2

:~# rcrack
1 rainbow tables found
memory available: 2232034918 bytes
memory for rainbow chain traverse: 60800 bytes per hash, 60800 bytes for 1 hashes
memory for rainbow table buffer: 2 x 1440016 bytes
disk: ./md5 loweralpha-numeric#l1-7 © 3800x90000 O.rt:
disk: finished reading all files
plaintext of 8a8bb7cd343aa2ad99b7d762030857a2 is al

1440000 bytes read

statistics

plaintext found: of
total time: .58
.58
0.00

(6]5]
7216200

time of chain traverse:
time of alarm check:
time of disk read: 0.

hash & reduce calculation of chain traverse|

hash & reduce calculation of alarm check:
number of alarm:

performance of chain traverse:
performance of alarm check:

16391

11

12.46 million/s
5.46 million/s

F1GURE 9: The results of the RTA on the ID hash.
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:~# rcrack
1 rainbow tables found

memory available: 2113745715 bytes
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Cppe 5 -

-h[a4f23670e183373fdbe77ca70bbd5d66

memory for rainbow chain traverse: 60800 bytes per hash, 60800 bytes for 1 hashes

memory for rainbow table buffer: 2
disk:

disk: finished reading all files
plaintext of a4f23670e1833f3fdbe@77ca70bbd5d66 is 260

statistics

plaintext found:

total time:

time of chain traverse:
time of alarm check:
time of disk read:

hash &
hash & reduce calculation of alarm check:
number of alarm:

performance of chain traverse:
performance of alarm check:

result

reduce calculation of chain traverse:

X 1440016 bytes
./md5 loweralpha-numeric#1-7 © 3800x90000 0.rt:

1440000 bytes read

1 of

0.58

B.57

0.00

.00 s

7216200

7543

9

12.57 million/s
3.77 million/s

FiGUre 10: The results of the RTA on the Pwi hash.

of chain traverse 0.57 s, hash and reduce the calculation of
chain traverse 7216200, hash and reduce the calculation of
alarm traverse 7543, the number of alarm 9, the performance
of chain traverse 12.57 million/s and, the performance of
chain alarm 3.77 million/s.

3. Network Model

This section describes the network, assumption, and ad-
versary models and reviews ECC.

The network model for fog computing-based IOV is
shown in Figure 11. This network model has a variety of
connections between different parties, such as “V2V, V2R,
R2F, F2F, F2C.” V2V: vehicles can communicate with other
vehicles, and receive and send traffic information and other
data. V2R: RSU can communicate with vehicles, exchange
information, and be associated with other RSUs. R2F:
sometimes, the received data require complex processing
beyond the power of RSU, in which case the data do transmit
to fog for processing. F2F: fog can communicate with other
fog and support each other to process data [24]. F2C: when
fog cannot do the necessary processing, they send the data to
the cloud. The assumptions in this model are as follows:

(i) The time of all devices is synchronized
(ii) Cloud and fog and fog nodes know each other

(iii) Fog and clouds are resistant to various attacks that
also do not leak any data

(iv) The transmission channel is not secure in the
network

3.1. Problem Statement. The main challenge in the IOV
environment is to ensure the source of the data sent. Au-
thentication allows us to identify the source of the trans-
mitted data and to be able to detect fake data. The Kumari
scheme is a cookie-based authentication scheme for IOT
environments. However, this scheme is vulnerable to
rainbow attacks. This paper presents a SAIFC scheme based
on the ECC, which uses the cookie in the HTTP protocol to
send data. This scheme provides secure authentication be-
tween source and destination and resists active and passive
attacks.

3.2. Adversary Model. The following are some of the attacks
that can be dangerous in an IOV environment:

(i) Replay attack: an attack method where an intruder
records a communication session and then broad-
casts it again

(ii) Man-in-the-middle attack: MITM attack is when an
intruder uses session data to forge connections or
change data

(iii) Sybil attack: an attack in which the attacker can have
multiple identities and deceive other vehicles
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Cloud layer

3\7@9
(X ((X (X
1 | I
- -«

<«—» F2F <«—» R2R
F2C <«—» R2F

<+«—>» V2V
<+«—>» V2R

FiGURE 11: Network model of IOV and fog computing.

(iv) Impersonation attack: the intruder intends to forge
the other person’s identity in these attacks

(v) Brute force attack: the attacker uses all possible
modes to break the encrypted text

(vi) Rainbow table: an attacker uses tables where the
hash text output does save to break the hash text

Our SAIFC will be resistant to the attacks.

3.3. Review ECC. The ECC is a PKE method based on an
algebraic structure of EC on finite fields. The use of EC in
encryption was proposed independently by Neal et al. in
1985. The PKE is based on the difficulties in some math
problems. Earlier, systems based on the public key were
considered safe, assuming that finding two or more prime
factors for a large integer was difficult. For EC-based al-
gorithms, it is assumed that finding the DL from a random
element of EC is impractical, given a publicly known base
point. The size of the EC determines the difficulty of the
problem. The main advantage of the ECC was a key with
a smaller size, which means reduced storage. The EC is a flat
curve composed of equation (1) for today’s encryption
purposes.

y2=x3+ax+b. (1)

4. SAIFC

In this section, the different phases of the SAIFC scheme are
described. Figure 12 shows the roadmap of the SAIFC.

Start

END
FiGure 12: SAIFC roadmap.

4.1. Initialization. The first R chooses equation (1) on the EC
of Zp. After R choose the element is f, a,b € Zp each in
which a,b fulfill condition y* = x> + ax + (b) (mod p). In
the EC, G is the foundation point, with a prime order of
n(n>219) If the O is a point, then the equation .G = O is at
infinity. XR are randomly selected as the secret keys of R.

4.2. Register Phase. The Register phase is as follows:

Step 1: Vdi to register in R, Ii=h (IdR||Pwi), Tv="h
(TV) computes and sends Ii, Tv, and TV to R.

Step 2: When the registration request was received, R
checks TV in the computes of TV'=h (TV) and the
result obtained with Tv, and if it is the same, it checks in
terms of timestamp. If it is small from the expiration
time, continue the steps. R produces a rs and computes
PIdR =/ (rs||IdR||li) ® IdR for Vdi and storage IdR.
Then, R computes the Ck and other component. R
storage ti, ai’, and et corresponding to PIdR of Vdi in its
DB. The expiration time of the Et that corresponds to Ii
of Vdi is storage by R himself. R timestamp calculated
itself in the Tr = h (TR) After, sends {PIdR, Ck/, Tr, TR}
to Vdi through a communication channel.

Step 3: Vdi checks TR in the computes of TR’ = h (TR),
and the result obtained with Tr; if it is the same, it
checks in terms of timestamp. After receiving {PIdR,
Ck'}, the Vdi stores PIdR and Ck’ in its memory. Ck =h
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(rs||XR||Et||PIdR) can update its expiration time.
Figure 13 shows the flowchart of the SAIFC Start
registration phase.

4.3. Login and Authentication Phase

Step 1: For each entry, the Vdi selects a r1 and computes
the ECC point P1=r1.G; P2 =h(rl. ck' ). Then, it
stores P1 in its memory, and Tv=h (TV) computes and
sends the login request {P1, P2, PIdR, Tv,TV} to R.

Step 2: Upon receiving the login request, R checks TV
in the computes of TV'=h (TV) and the result is
obtained with Tv, and if it is the same, it checks in terms
of timestamp. If it is small from the expiration time,
continue the steps: R data corresponding to the receives
PIdR and computes rs = Ti®h(XR||PIdR). Next, R
computes the Ck=h (rs [|XR||Et [|PIdR) and
P %2 = h(P1.Ck).

Step 3: R selects a random nonce 12, computes the ECC
point P3 = r2.G; P4 = r2. Ai’ and Tr = h (TR) compute
sends {P3, P4, Ti, Tr, TR} to Vdi.

Step 4: Upon receiving, Vdi checks TR in the computes
of TR’ = h (TR), and the result obtained with Tr, and if it
is the same, it checks in terms of timestamp. The next Yes
step computes Ai = h(Tiel i®Ck') and the ECC point

P x4 = P3.Ai. Then, it verifies P 4 = P4 to authen- computing
ticate R. If the verification holds, then Vdi authenticates secret key
R and continues the next step;

Step 5: Vdi computes the session key SK=r1.P3 =
rl.r2.G and VR = h((rl. Ck)IISK) and Tv=h (TV)
sends to R.

Step 6: Upon receiving the login request, R checks TV
in the computes of TV'=h (TV) and the result ob-
tained with Tv, and if it is the same, it checks in terms
of timestamp. If it is minor from the expiration time,
continue the steps: R computes the session key SK =
rl-P3=rl-r2-G=r2-Pl=_SKx. Then, R verifies
V «* R=VR to authenticate Vdi. If the verification
holds, R authenticates Vdi; otherwise, VR is rejected.
From then on, all the after messages transmitted
between Vdi and R are XOR with the session key
SK =r1P3 =r1r2G =r2P1 = SK *. Figure 14 shows
the flowchart of the login and authentication phase of
the SAIFC.

Step 7: R calculates Tr=h (TR), IDR'=h (IDR) and The

sending to F. F checks TR in the computes of TR' =h uizgliittabion END
(TR), and the result obtained with Tr, and if it is the °Perat“l’nt“(;as

same, it checks in terms of timestamp. In the next step, si:fcnez:flfuy

calculate IdR' =/ (IDR), check whether IDR’ =IDR’

that is true storage the IDR. In the next step, calculate FiGURE 13: Flowchart of the registration phase.
Tf=h (TF) and {IDR/, IDR, Tf, TF} sending to CS.

Step 8: F checks Tf in the computes of TF' = h (TF), and 5. SAIF . .

. ecurity Analysis
the result obtained with Tf; if it is the same, it checks in SAIEC S ty 24
terms of timestamp. In the next step, calculate IDR'=h  In this section, security analyzes our SAIFC and discusses
(IDR), check whether IDR’ = IDR' that is true storage of  the results and analysis, followed by an informal security
the IDR. Figure 15 shows the authentication steps. analysis.

v

operation
failed
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FIGURE 14:

Flowchart of the login and authentication phase.
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Vehicles RSU FOG Cloud
TV =h (TV)
Registration phase Check if Tv =TV
Computes i = h (IDR||Pwi) Check if TV < AT
Tv=h(TV) Selects a random number rs.
Assigns pseudo-identity PIdR as
{i, Tv, TV} PIdR= h (rs||ldR||Ii) D IdR.
> Ck = h (rs||XR||Et||PIdR).
Ck* = Ck.G; Ti =rs @ h (XR||PIdR).
Ai=h (rs @ h (XR||PIdR) @ Ii @ Ck").
Ai’ = Ai.G.
ti=Ti @XR, ai’'=Ai" P XR
et = Et @XR
Storage ti, ai’, et with PIdR in its
database.
TR =h (TR) Tr=h(TR)
Check if Tr = TR
Check if TR <AT { PIdR, Ck’, Tr, TR}
Storage {PIdR, Ck'} <
Login Phase and Authentication Phase
Selects a random nonce r1.
Pl =rl.G P2="h(rl Ck). TV =h (TV)
Tv=h(TV) Check if Tv =TV
Check if TV < AT
{PL, P2, P ldR, Tv,TK} Obtains data corresponding to PIdR.
” rs = Ti @ h (XR||PIdR);
Ck = h(rs||XR||Et||PIdR).
P#2=h (P1.Ck).
Verifies P+2=P2
If true, then selects a random nonce r2
and computes
TR =h (TR) P3 =r2.G; P4 =r2. Ai°
Check if Tr = TR Tr=h(TR)
Check if TR <AT
Ai=h(Ti @1i @ Ck’) {P3, P4, Ti, Tr, TR }
Px4= P3.Ai. <
Verifies P+4=P4.
If true, then computes TV =h (TV)
SK =rl.P3=rl.r2.G, Check if Tv =TV
VR =h((rl. Ck’) ||SK). Check if TV <AT
Tv=h(TV) SK*=r2.Pl =r2.rl.G
Calculate V*R = h ((P1.Ck) ||SK#).
{VR, Tv, TV } Verifies V+R = VR.
> If true, R authenticates Vdi.
Otherwzlse, AVR is re]ec.tedA After mutual TR =h (TR)
authentication, a session key. Check if Tr = TR
f}l;re(i;l,P.? rl.r2.G =r2.P1 = SK+is Check if TR <AT
Tr=h(TR) 1dR=h(IdR)
IDR=1 (IDR) Check if IDR= IDR
The IDR is Storage in .
. the Fog. TF"=h (TF)
{IDR, IDR, Tr, TR} Tf=h (TF) Check if Tf = TF™
> Check if TF <AT
. IdR=h(IDR)
{ IDR. IDRTf.TF Check if IDR'= IDR'

AVISPA is a formal verification tool for evaluating a safe
protocol that combines several methods to model checking
[21, 25, 26]. AVISPA is an HLPSL used to define the security
of schemes and their security specifications [27, 28]. In

The IDR is Storage in
the cloud.

FiGURrE 15: Authentication of the SAIFC scheme.

HLPSL, an attacker always plays a legal role that is indicated
by (i). The D-Y threat model [29] has been embedded.
AVISPA uses four tools OFMC [30], CL-AtSe [31], SATMC
[32], and TA4SP [33] to analyze security targets. Out of these
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four tools, SATMC and TA4SP do not support xor opera-
tion; therefore, in the simulation, we have used other tools
(OFMC and CL-AtSe) to test.

5.1. Analysis of AVISPA Results. Our SAIFC scheme, a re-
play, MITM, and other attacks are discussed in Section 4.2,
with tools OFMC and CL-AtSe tested. The simulation results
of OFMC and CL-AtSe are shown in Figures 16 and 17,
respectively. The total number of visited nodes is 12, while
the number of depth four plies with a search time of
0.44seconds and CL-AtSe analyzed 0 states, and the
translation time was 0.15 seconds. Thus, the overall results of
the two tools show that the SAIFC scheme is safe.

5.2. Informal Security Analysis

(i) Replay attack: In the SAIFC scheme, the attacker
can intercept the messages exchanged at the reg-
istration, login, and authentication phases and take
legal registration or login in the future. In the SAIFC
scheme, TV, TF, and TR parameters are used to
prevent this attack, and before any processing, the
receiver of the message first checks the time stamp,
and if it is smaller than the expiration time, it
performs processing; otherwise, the communication
channel is closed. The reason for the SAIFC scheme
is that it is resistant to replay attacks.

(ii) MITM: The SAIFC scheme can be an attacker
placed between vehicle and RSU and intercept or
modify the exchanged messages. In the SAIFC
scheme to prevent this attack, mutual authentica-
tion is used, as shown in steps 3, 4, and 5. Also, in
the SAIFC scheme, using a timestamp and HF in
each message has made it resistant to a MITM.

(iii) Sybil attack: To prevent a Sybil attack in the SAIFC,
in the registration phase, the vehicle first sends its
password to RSU. RSU calculates parameters PIdR
and Ck’ based on XR and R1 due to the use of Pwi,
PIdR, and CK’, and the SAIFC scheme is resistant to
Sybil attack.

(iv) Impersonation attack: We have used mutual au-
thentication in the SAIFC scheme to prevent this
attack, which is discussed in steps 3, 4, and 5.

(v) Brute force attack: The attacker wants to check all
possible situations until the answer is reached.
Assuming this, the attacker can extract the pa-
rameters of P1, P2, P3, and P4 from the exchanged
messages. He cannot attack because key XR is
unknown to him, and he has no way to guess the
random numbers r1 and r2. For this reason, the
SAIFC schema is resistant to Brute force attacks.

(vi) RTA: If the attacker wants to break the HF of the
messages sent between the communication parties,
this process takes time. In the SAIFC scheme, a time
stamp is used in each message, which makes the
attack impossible because it takes time to break the
HEF. If the time stamp of the received message is
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% OFMC
% Version of 2006/02/13
SUMMARY
SAFE
DETAILS
BOUNDED_NUMBER_OF_SESSIONS
PROTOCOL
/home/span/span/testsuite/results/ Auth_Fog. if
GOAL
as_specified
BACKEND
OFMC
COMMENTS
STATISTICS
parseTime: 0.00 s
searchTime: 0.44 s
visitedNodes: 12 nodes
depth: 4 plies
FiGURE 16: Results of the SAIFC in the OFMC.

SUMMARY
SAFE
DETAILS
BOUNDED_NUMBER_OF_SESSIONS
TYPED_MODEL
PROTOCOL
/home/span/span/testsuite/results/ Auth_Fog.if
GOAL
As Specified
BACKEND
CL-AtSe

STATISTICS
Analysed : 0 states
Reachable: 0 states
Translation: 0.15 seconds

Computation: 0.00 seconds

FIGURE 17: Results of the SAIFC in the CL-ATS.

greater than the expiration time, the message is
considered invalid, and the communication channel
is closed. Therefore, the SAIFC scheme against the
RTA is resistant.

6. SAIFC Performance Analysis

The performance analysis of the SAIFC scheme and security
features are compared in this section with protocols by
Wazid [21], Liu [15], Liu [11], Kalra [19], Kumari [20],
Vasudev [18], Ming Chen [17], Ying and Nayak [14] , Mohit
[13] in this section.
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TaBLE 5: Comparison of the different schemes in terms of communication costs.

Total Total
No Schemes HF ECC PKE PKD SKE SKD cost

cost (ms)
1 [21] 35 Thf 4Teccm 0TPKe 0TPKd 0TSKe 0TSKd 35 Thf + 4Teccm 8.9845
2 [11] 8 Thf 11Teccm 0TPKe 0TPKd 0TSKe 0TSKd 8 Thf + 11Teccm 24.5044
3 [15] 10 Thf 6Teccm 0TPKe 0TPKd 0TSKe 0TSKd 10 Thf + 6Teccm 13.5518
4 [19] 9 Thf 7Teccm 0TPKe 0TPKd 0TSKe 0TSKd 9 Thf + 7Teccm 15.8043
5 [20] 13 Thf 8Teccm 0TPKe 0TPKd 0TSKe 0TSKd 7 Thf + 8Teccm 17.8379
6 [18] 17 Thf 0Teccm 0TPKe 0TPKd 0TSKe 0TSKd 17 Thf 0.0391
7 [17] 17 Thf 0Teccm 0TPKe 0TPKd 0TSKe 0TSKd 17 Thf 0.0391
8 [14] 12 Thf 0Teccm 0TPKe 0TPKd 2TSKe 2TSKd 12 Thf+2TSKe + 2TSKd 0.046
9 [13] 20 Thf 0Teccm 0TPKe 0TPKd 0TSKe 0TSKd 20 Thf 0.046
10 SAIFC 30 Thf 8Teccm 0TPKe 0TPKd 0TSKe 0TSKd 30 Thf + 8Teccm 17.877

6.1. Computational Cost. The computational costs of the
SAIFC scheme and other schemes [21], [11], [15], [19], [20],
[18], [17], [14], [13] are tabulated in Table 5.

For analysis, the following symbols are defined. Thfis the
number execution of HF. Teccm is the number execution of
an ECC point multiplication operation. TPKe is the number
execution of PKE. TPKd is the execution number of PKD.
TSKE is the number execution of SKE. TSKd is the number
execution of SKD. The time required to calculate the XOR
operation is small, and we do not consider this. We use the
paper [30] evaluation results for different cryptographic.

Our observations show that protocols by Vasudev et al.
[18] and Chen et al. [17], with 0.0391 ms, have a lower cost
compared to Ying and Nayak [14] and Mohit et al. [13]
protocols which cost 0.046 ms. Wazid et al. [21] and Liu et al.
[15], and Kalra and Sood [19] protocols have costs of
8.9845 ms and 13.5518 ms, and 15.8043 ms, respectively. The
cost of the SAIFC is slightly higher than the Kumari et al.
[20] protocol, and Liu et al. [11] protocol has the highest
computation cost.

6.2. Communication Cost. A comparative study of the
communication costs and total bits of different schemes is
presented in Table 6. The obtained results have been mea-
sured manually and with the E3C tool [34]. Our observations
show that Liu et al. [15] protocol has the lowest commu-
nication cost. The next is Kalra and Sood [19] and Kumari
et al. [20] protocols with communication costs of 3. Next,
Chen et al. [17] and Ying and Nayak [14] protocols are the
communication cost. The SAIFC scheme costs more than
Wazid, [21], Liu [11], and Vasudev [18] protocols, and Mohit
et al. [13] protocol has the highest communication cost.
First, Mohit [13] protocol has the least bits, and then, the
SAIFC scheme and Kalra and Sood [19] and Kumari et al.
[20] protocol are 1760 bits. Next are Ying and Nayak [14]
and Liu et al. [15] and Vasudev et al. [18] and Chen et al. [17],
and Wazid et al. [21] protocols, 1952 bit and 2272 bit and
2496 bit and 3024 bit and 3392 bit, respectively. Finally, Liu
et al. [11] protocol has the most bit.

6.3. Security Features Comparison. Our observations show
that all protocols are resistant to the replay attack. However,
it is vulnerable to Mohit [5] protocol and MITM and Kalra

[11] protocol insider attack. All protocols are resistant to
stolen-verifier attacks, impersonation attacks, Brute force
attacks, and offline password-guessing attacks. However,
Kalra and Sood [19] protocol is vulnerable to offline
password-guessing attacks. Except for Kalra and Sood [19]
protocol, everyone can support device anonymity, mutual
authentication, session key agreement, and forward secrecy.
In the SAIFC scheme, a timestamp is considered for sending
each message, which is checked at the destination with
expiration time. For this reason, the SAIFC scheme can be
resistant to rainbow attacks. The SAIFC scheme is based on
HTTP Protocol and can support fog, OFMC, and CL-ATSE
used for security evaluation. Table 7 shows a comparison of
security features.

Note: FVI1: replay attack; FV2: MITM; FV3: insider
attack; FV4: stolen-verifier attack; FV5: impersonation at-
tack; FV6: Brute force attack; FV7: offline password guessing
attack; FV8: device anonymity; FV9: mutual authentication;
FV10: session key agreement; FV11: forward secrecy; FV12:
confidentiality; FV13: RTA; FV14: OFMC; FV15: CL-ATSE;
FV1é: fog-based; FV17: HTTP-based.

7. Simulation Results and Analysis

A feasible demonstration of the SAIFC by the NS3 presents
in this section.

7.1. Simulation Environment and Settings. Table 8 presents
the parameters used in the NS3.

7.2. SAIFC Simulation Results. We simulated our SAIFC
using the three routing protocols AODV, DSDV, and OLSR.
The results of packet delivery show that DSDV protocol
performed better, OLSR protocol performed moderately,
and AODV protocol performed poorly. Figure 18 shows the
packet delivery rate comparison. A comparison of
throughput shows that DSDV protocol performed better
and AODV protocol performed poorly. Figure 19 shows the
throughput comparison. In packet loss, DSDV protocol is
higher after AODV and OLSR protocol is placed, re-
spectively. Figure 20 shows the packet loss comparison.
OLSR protocol has less delay than DSDV and AODV.
Figure 21 shows the end to end delay comparison. According



Security and Communication Networks 15

TaBLE 6: Comparison of the different schemes in terms of communication cost and the number of bits.

No Schemes Number of messages Total bits
1 [21] 6 3392
2 [11] 6 8992
3 [15] 2 2272
4 [19] 3 1760
5 [20] 3 1760
6 (18] 6 2496
7 [17] 4 3024
8 [14] 4 1952
9 [13] 9 1280
10 SAIFC 7 1760
TaBLE 7: Comparison of the different schemes in terms of security features.
Securlty Schemes SAIEC
features [21] [11] [15] [19] [20] [18] [17] [14] [13]
FV1 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fv2 Yes Yes Yes Yes Yes Yes Yes Yes No Yes
Fv3 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
Fv4 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
FVs5 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fve Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Fv7 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
FV8 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
FV9 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
FV10 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
FV11 Yes Yes Yes No Yes Yes Yes Yes Yes Yes
FV12 Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
FV13 No No No No No No No No No Yes
FV14 Yes No No Yes Yes No No No No Yes
FV15 Yes No No Yes No No No No No Yes
FV16 Yes No No No No No No No No Yes
TaBLE 8: Simulation parameters.
Parameters Description
oS Ubuntu-20.04.1
Hardware Dell 5110, Core i5, 4 GB RAM
Tool NS 3 2.29
No. of V 30
No. of R 10
No. of fog 5
Mobility of V' 20 m/s (no pause)
Mobility model Random
Environment area 300 * 1500 M
Loss model Two-ray ground loss
Transmit power 7.5dBm
Routing protocol AODV-DSDV-OLSR
MAC IEEE 802.11
Wireless protocol 802.11 p
Communication range of R to V/ 145M
Simulation scenario Highway

Simulation time 300 seconds
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to the results, it is impossible to say precisely, which routing
protocol works best for the SAIFC scheme.

For this reason, we have measured the overhead of
routing protocols. The results show that OLSR, DSDV, and
AODV protocols have the lowest overhead and are suitable
for the SAIFC OLSR protocol scheme. Figure 22 shows the
overhead comparison.

8. Conclusion

We have dealt with an important emerging research topic to
secure authentication between IOV and fog computing. We
propose an HTTP-based secure mutual authentication
scheme for IOV-fog-based, which sends data for authenti-
cation via a cookie. We used informal and AVISPA for the
security analysis SAIFC scheme; the security analysis results
show that the SAIFC resists famous attacks. The perfor-
mance analysis of the SAIFC with other protocols about the
number of bits, computation, and communication cost
shows that the cost of computation and communication has
increased in the SAIFC. We simulated the SAIFC scheme

with the tool NS3 and then compared the AODV, DSDV,
and OLSR routing protocols. Among the routing protocols
compared, OLSR is more efficient. The results show that the
SAIFC scheme works well on highways with the OLSR
routing protocol and can be used in applications related to
the exchange of information in fog-based environments. In
future work, the SAIFC scheme can be developed based on
the blockchain system, and a lightweight scheme can be
reached by reducing communication and computing costs.

Acronyms

AVISPA: Automated validation of internet security
protocols and applications

IOT: Internet of things

I0V: Internet of vehicles

RSU: Roadside unit

V2V: Vehicles to vehicles
V2R: Vehicles to roadside unit

R2F: Roadside unit to fog
F2F: Fog to fog
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F2C: Fog to cloud

HLPSL: High-level protocol specification language
OFMC: On-the-fly model-checker

CL- CL-based attack searcher

ATSE:

SATMC: SAT-based model-checker

TA4SP:  Tree automata-based protocol analyser
AKE: Authentication and key exchange
AKM:  Authenticated key management

ECC: Elliptic curve cryptography

EC: Elliptic curves

DL: Discrete logarithm

HEF: Hash function

PKE: Public key encryption
PKD: Public key decryption
SKE: Symmetric key encryption
SKD: Symmetric key decryption
RTA: Rainbow table attack.

Data Availability

The data used to support this novel scheme are included
within the article.
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With the development of electronic information network technology, large car networking systems can produce all kinds of data
such as text, images, and videos, a large number of heterogeneous data, different features of heterogeneous data, and different data
structures. In the Internet of vehicles, the beacon message generation strategy needs to be researched and designed on the premise
of meeting the requirements of vehicle location accuracy and wireless communication performance. According to the Kalman
filter differential prediction equation, the message generation model of Kalman filter beacon is established. In the deep learning
research on the underlying data fusion algorithm, the most effective way to solve the problem of insufficient integration degree
between the underlying data is to improve the data quality and ensure data sharing and reuse between multisource heterogeneous
data. Therefore, the D-S evidence theory fusion model and rough set underlying model are proposed in the vehicle-mounted cloud
network. Among them, the D-S evidence theory fusion model ensures the improvement of underlying data quality, forms effective
rule combination, and reduces conflicts between rules through filtering evidence theory. The rough set underlying data fusion
model optimizes the underlying data of each device by improving the rough set attribute reduction method of particle swarm

optimization algorithm.

1. Introduction

The Internet of vehicles (IOV) is a combination of vehicles,
mobile Internet, and Internet of things. It refers to the
network interconnection between vehicles and people, ve-
hicles and roads, and vehicles and supporting infrastructure
through vehicle-mounted devices or related mobile devices
and the use of communication technology, intelligent ter-
minals, and vehicle navigation systems. Thus, the network
system of intelligent supervision, vehicle scheduling, and
other related functions can be effectively implemented for
the whole ecosystem of people, cars, roads, and the envi-
ronment [1]. Compared with the traditional vehicle man-
agement system, the data scale, data types, and real-time data
acquisition have made substantial progress. On this basis,

more professional data processing technology and the ap-
plication of more abundant vehicle management services for
the heterogeneous underlying data fusion of the Internet of
vehicles are still needed.

Although the vehicle-mounted cloud network is also a
wireless network, it has different characteristics from other
wireless networks because it covers the road network: (1)
Node mobility: the fast and frequent movement of vehicles
not only leads to the dynamic change of V2X wireless
communication frequent short links (short link connection)
and link capacity but also makes the dynamic change of
network topology, which makes it impossible to form a
stable topology. (2) The vehicle position can be predicted.
The moving trajectory of a vehicle is limited, and it always
drives along the given direction of the road. Its driving speed
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is affected by the moving state of the vehicle in front, and its
position and moving direction and speed are predictable to a
certain extent. (3) Local information acquisition: because the
storage and computing functions of vehicle nodes are very
limited, they cannot store a large amount of data or carry out
complex application calculations. Therefore, in most cases,
vehicle nodes only need to obtain local traffic information
and realize complex applications by using the network. (4)
Energy is basically unrestricted. The vehicle can carry and
continuously supplement external energy to continuously
power the on-board equipment, making the on-board
equipment have strong performance. (5) GPS, vehicle
sensor-assisted positioning: at present, many vehicles carry
GPS and other on-board sensors for vehicle positioning,
which can not only ensure that the vehicle has accurate
global synchronization clock but also provide accurate
position, speed, direction, and other state information for
the vehicle. Through these devices, communication and
interaction between vehicles can be well supported.

The big data scenario formed by the periodic dissemi-
nation of safety information by vehicle nodes in the Internet
of vehicles is exactly in line with the extended application
field of data fusion in the Internet of vehicles. The knowledge
discovery of massive vehicle node information through the
data fusion algorithm of universities can accurately locate
the vehicle position information. Based on the vehicle
random path prediction model, a moving vehicle location
data update strategy based on BM-KFFPP and a beacon
information generation strategy based on threshold were
proposed on the premise of meeting the requirements of
vehicle information accuracy and wireless communication
performance. Aiming at the problem of vehicle position
information loss in the process of beacon message trans-
mission, a beacon lost data complement algorithm based on
least square support vector machine was proposed, which
was simulated and verified by example. The multisource
heterogeneous underlying vehicle cloud network data fusion
framework uses the ontology idea and D-S evidence theory
method to perform feature fusion on the underlying data to
reduce data redundancy, improve data accuracy, and opti-
mize decision-making efficiency. Section 2 describes the
related work, Section 3 describes the overall design of data
fusion at the bottom of vehicle cloud network, Section 4
provides example verification, and Section 5 gives the
conclusion.

2. Related Work

2.1. Internet of Vehicles. The Internet of vehicles is an in-
formation interaction network composed of vehicle speed,
route, and location. It is a vehicle-network joint technology
that is aimed towards safety, energy saving, environmental
protection, and information communication [2]. The In-
ternet of Vehicles realizes the collection of vehicle, traffic
environment and road information through electronic
equipment such as RFID, GPS, Beidou positioning, high-
definition cameras, sensors, and image processing.
According to certain communication protocols and stan-
dards, wireless communication or information exchange can
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be carried out among one person, one road, one environ-
ment, one network, and one infrastructure. The cloud
computing center uses computer technology to process
vehicle data information, so as to timely report the road
conditions, calculate the best route of different vehicles,
arrange the signal cycle, and achieve intelligent scheduling,
monitoring, and management of vehicles, people, and roads.
The Internet of vehicles is the inevitable result of human
society entering the information age and automobile age and
is the extension and application of Internet of things
technology in the field of transportation [3]. The formation
of Internet of vehicles industry can be regarded as the
collection of vehicle-borne information service system and
intelligent traffic system (ITS) [4]. The vehicle information
service system is to point to by vehicle electronic equipment
in a timely manner to understand the status of the vehicle
driving and the information service system. The intelligent
transportation system mainly refers to providing the traffic
information system, vehicle management system, etc., in an
important mode of the future intelligent car [5]. The un-
derlying data fusion is a multidisciplinary computer tech-
nology, which has related applications in many fields. The
United States is the fastest developing and earliest in the
underlying data fusion technology. In the early stage, the
underlying data fusion was mainly applied to the military
field. As early as the 1970s, the United States funded the
research on sonar signal understanding and fusion and
developed a series of CISR (Command, Control, Commu-
nications, Computers, Intelligence, Surveillance, and Re-
connaissance) and IW (Intelligence Weapon) systems [6, 7].

2.2. Underlying Data Fusion Technology. After years of re-
search and development, multisensor underlying data fusion
technology has achieved fruitful theoretical and application
results. The progress of computer technology, communi-
cation technology, and data processing technology also
provides new impetus for the development of multisensor
data fusion technology. Among them, real-time processing
technology plays an increasingly important role in the
multisensor underlying data fusion system and is applied
more widely. As the system structure becomes more com-
plex and the data scale becomes larger, a real-time data
processing strategy is needed to maintain the stable oper-
ation of the system and ensure the real-time utilization value
of the collected data flow [8]. Due to the heterogeneity of
data acquired by multiple sensors, distributed underlying
data fusion will also bring into play its potential value. In
order to meet the various needs of underlying data fusion,
many underlying data fusion models have been proposed,
which can be roughly divided into two categories: (1)
functional fusion model, which is mainly constructed by the
sequence of functions realized by the underlying data fusion
in each node, and (2) data fusion model, which is mainly
constructed through data extraction in the underlying data
fusion [9]. Literature [10] is a fusion model of human-
machine information interaction. This model takes into
account the role of users in the terminal of the Internet of
vehicles and mainly uses the role and reaction of people in
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the fusion process. The classic fusion method is modified to
enhance the independence of different fusion stages, which
is beneficial for better coordination of different fusion
models. However, the weakness of this fusion model is that
the user participates too much in the process, resulting in the
lack of entity abstraction. The fusion model in literature [11]
is applied to the Internet of vehicles in the Internet of things:
the whole realization process is the network connection
between vehicles and sensors of the surrounding environ-
ment infrastructure equipment, and the key to this fusion is
the real-time correlation of data [12]. This method is divided
into two different systems: data filtering and underlying data
fusion, to ensure the accuracy of the data. The adaptive
exponential smoothing method is adopted to rapidly fuse the
road segment travel time based on a fixed detector and
floating car under different reliability, so that the road
segment travel time can be obtained accurately and effi-
ciently [13]. Considering the continuity of traffic status
(travel time) of adjacent sections, a fuzzy regression model is
proposed, and only a small amount of floating car data are
needed to accurately predict the travel time of interflow
interruption [14].

2.3. Dynamic Road Network Induction. The heterogeneous
system data: floating car GPS data, coil detection data, and
video detection data, are fused and matched to the GIS to
achieve dynamic road network induction [15]. By filtering
out the floating vehicle data which are greatly affected by
signal control and mining the historical floating vehicle data,
a road travel time estimation method with missing signal
timing information is proposed. For coarse-grained floating
vehicle data [16], the average absolute error of this esti-
mation method is superior to that of the traditional direct
and indirect methods, and a new method for real-time
capacity of urban road network of Internet of vehicles based
on immune theory is proposed. This method introduces the
immune network theory into the vehicle self-organization
network and obtains the traffic flow in the road network
through the recognition of statistical antigen and antibody,
which not only solves the real-time problem but also solves
the problem that traditional methods need to establish an
accurate mathematical model [17]. In view of the charac-
teristics of traffic information in the environment of Internet
of vehicles, the improved artificial neural network and
improved support vector regression method are used to
predict the road travel time [18].

The research on the underlying data fusion in the aspect of
vehicle-mounted cloud network mainly includes the fol-
lowing: Literature [19] puts forward the ontological research
on ontology fusion methods among various specialties of
high-speed railway in China. Literature [20] uses ontology to
solve the problem of disunity between developers and op-
erators of railway information in Europe and realizes data
sharing and interoperability. Literature [21] introduces the
overall design scheme and key technologies of railway big data
platform. Literature [22] mainly studies and analyzes the
standardization of high-speed railway data and proposes the
construction of standard indicators. Literature [23] is aimed at

the problem of multisource heterogeneity of data information
in intelligent maintenance decision of the high-speed railway
signal system, where the ontology fusion algorithm was used
to reduce the computational complexity and time complexity
compared with the classical closure algorithm, and the
running time of the algorithm was also much lower than that
of the classical closure algorithm. Finally, a unified framework
for heterogeneous underlying data fusion and intelligent
decision-making of the high-speed railway signal system is
proposed. The experimental verification and analysis show
that the diagnostic accuracy of this framework is significantly
improved and its applicability is good. Literature [24] takes
the high-speed railway as the research object and adopts
feedback D-S evidence theory to optimize the algorithm for
problems such as insufficient integration degree caused by
multichannel data transmission during train operation, which
is verified feasible by experiments. Through the research and
analysis of the working state of the track circuit, the char-
acteristic attributes of the data are extracted in literature [25],
and the fusion of the two kinds of monitoring data of the
signal equipment and the microcomputer equipment is re-
alized, which is of practical significance for the research on the
fusion of the underlying data of the track circuit. Literature
[26] takes the TDCS/CTC system as the main research object
and proposes a system hierarchical information aggregation
scheme for the problem of high real-time requirements of
massive train control data. The scheme was successfully run in
the railway general dispatching command center, proving its
practicability. Literature [27] uses the Kalman underlying data
fusion algorithm to conduct real-time modeling of random
vibration interference with the second-order autoregressive
model and builds the strapdown inertial testing method for
tracking geometric parameters. It is verified that the test
degree of the modified system is effectively improved.
Through the analysis and study of data transmission char-
acteristics of railway train control in literature [28], the im-
portance of fusion technology to improve safety performance
of train control is clearly identified. In this regard, the colored
Petri net (CPN) algorithm is used for modeling, and the
experimental results show that this method is effective and
feasible. Studies have shown that the different semantic
alignment of vehicle-mounted data records in cloud network
systems can easily lead to the problem of data conflict and
information islands. The multisource heterogeneous data
fusion method can integrate structured, semi-structured, and
unstructured data to ensure data consistency and provide data
guarantee for intelligent decision-making in railway operation
and maintenance systems.

3. Overall Design of Data Fusion at the
Bottom of Vehicle Cloud Network

3.1. Architecture of Underlying Data Fusion. The data fusion
system for heterogeneous data in the Internet of vehicles
adopts the architecture of C/S (client and server) and B/S
(browser and server) for mixed development. The client uses
mobile devices with the Android operating system to obtain
corresponding data. The heterogeneous data are then
uploaded to the Tomcat server through wireless LAN 802.11
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FIGURE 1: Overall architecture of the system.

(Wi-Fi) or GPRS traffic data, and the Tomcat server cleans
the heterogeneous data and transfers them to the corre-
sponding cloud storage platform in real time. The server side
mainly refers to the cloud storage platform where data are
stored, while the data fusion display side extracts data from
the cloud storage platform through related services to
achieve related fusion. Figure 1 shows the overall archi-
tecture of the system.

The data acquisition layer is composed of various
terminal devices installed on the vehicle, mainly using
mobile devices with the Android operating system, such as
mobile phones, tablets, vehicle intelligent rearview mirrors,
and other devices. By using different sensors such as GPS
and camera of mobile devices, text, picture, and video data
are collected according to the different running time of
vehicles. At the same time, the collected data are uploaded
to the Tomcat server in real time through 3G/4G or Wi-Fi,
and then the data are saved to the corresponding cloud
storage platform in real time after relevant service
processing.

3.2. Underlying Data Storage and Fusion. The data storage
layer uses the cloud storage mode and manages data of the
entire system. The Hadoop distributed file system (HDES)
stores uploaded video data in the data acquisition layer, the
distributed nonrelational database MongoDB stores image
data, and the relational database MySQL stores text data. The
classified storage method is adopted to improve the storage
efficiency and later utilization efficiency of data. The data
interaction between the data storage layer and the data
acquisition layer is shown in Figure 2.

The data fusion display layer is mainly used to fuse the
three heterogeneous data—text, picture, and video—stored
in the data storage layer and display them to the web front
end, so as to satisfy people’s data utilization. This layer
mainly develops corresponding web-side applications
through the node.js platform and Java Web to realize the
real-time vehicle position display, path tracking, and real-
time upload data fusion and display on the browser side.

Packet routing data transmission is one of the key
technologies for information transmission in the Internet
of vehicles, and it is also the most common data

transmission technology. It has important theoretical
significance and practical application value and has a
profound impact on the communication networking ca-
pability of the Internet of vehicles. In the environment of
high mobility of vehicle nodes, topology changes greatly
and links are unreliable. Networking routing is a complex
task. The key point of routing design is to design and
maintain routes from the source node to the destination
node to ensure real-time, complete, and effective data
transmission. The main challenges of routing protocol
design include transmission delay from the source node to
the destination node, routing cost and stability, and re-
liability and QoS. Performance indicators include average
end-to-end latency, route cost, packet delivery rate, and
throughput. Figure 3 shows the routing protocol diagram
of packet transmission.

Routing protocols based on the topology structure use
existing links to transmit data, which is inefficient, and the
existing protocols have poor data transmission effect in high
dynamic environments. For typical topology-based proto-
cols such as DSDV (destination-sequenced distance-vector)
routing, AODV (ad hoc on-demand distance vector)
routing, and DSR (dynamic super-resolution) routing, NS2
is used to simulate urban scenarios. The simulation envi-
ronment includes a 4 km section, 80 vehicle nodes, 90 min
time, 6 MHz transmission rate, and 28.8 dbm power. The
speed is 10m/SEC, and the measurement analysis is sim-
ulated from the parameters such as throughput, packet loss
rate, and data collision. Compared with the other two
routing protocols AODV and DSDV, the DSR routing
protocol has higher performance in traffic safety trans-
mission in urban environments. Table 1 compares the
transmission performance of typical routing protocols based
on topology.

3.3. Bottom-Level Multiple Information Fusion of Internet of
Vehicles Information Processing. More research on infor-
mation fusion focuses on multisensor information fusion
and comprehensive processing, so as to get more accurate
and reliable conclusions. The multisensor data fusion is
generally divided into three levels: data layer, feature layer,
and decision layer.
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TaBLE 1: Comparison of typical routing protocols based on topology.

Parameter Routing protocol type Throughput Packet loss rate Data collision
DSDV Active table drive High Low Middle
AODV Active equation Middle Middle High
DSR Passive equation Low High Low

Data layer fusion requires that sensors observe the same
physical quantity. If multiple sensors observe different
physical quantities, data can only be fused at the feature layer
or decision layer. Data layer fusion is the direct fusion of the
observation data of the observation sensor. The original
measurement data of each sensor are directly fused without
analysis and processing. This fusion has the advantage of
collecting as much field data as possible, providing raw
concrete information for other fusion levels. However, it
requires a large number of sensors, high processing cost,
long processing time, and poor real-time performance.

Feature layer fusion is the fusion of the information
collected by the underlying sensor. Firstly, the original sensor
data are collected, and then the features of the original data are
analyzed and extracted. Finally, the data are classified and
collected according to the characteristic information.

Decision level fusion is a kind of high level fusion, that is, the
optimal decision is made according to certain judgment criteria.
In order to meet the needs of specific decision problems, this
paper makes full use of all kinds of feature information of
measurement objects extracted from feature level fusion and
adopts appropriate fusion technology to realize it.
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Assume that the probability model of the measured value
of sensor J is described by the Gauss probability distribution
function:

F(X) = e[<”252>(x-xf>2](2 V‘lx?) (1)

As shown in Figure 4, there are three relationships
between sensor I and sensor J: (1) sensor I and sensor J are
independent; (2) sensor I strongly supports sensor J, and
sensor J weakly supports sensor J; and (3) sensor J strongly
supports sensor I, and sensor I weakly supports sensor I.
For two sensors, if the measurement information of the
two sensors is inconsistent, there must be sensor mea-
surement error, and the fusion of the two sensors has no
practical significance. When the measured values of the
two sensors support each other, the fusion results mini-
mize the uncertainty and unreliability of the measured
values.

The rules in fuzzy theory select the minimum or max-
imum value directly from the dataset «, which is not suitable
for the decision value of the fusion sensor k. Therefore, the
following algorithm is improved:

(k1) uy, ) +k(u, +u,
o) L) 2]

(2)

The channel load data sequence is used as the dependent
variable reference data column, and the communication
environment parameters and traffic flow data sequence are
used as the independent variable comparison data column.
According to the following calculation steps, the correlation
degree of the main influencing factors of channel load in this
section is determined:

Step 1 (dimensionless processing of data): before the
association analysis, in view of the different di-
mensions of the original data, it is necessary to
carry out the dimensionless processing of range
standardization on the original data and trans-
form the data of different time and space into
comparable standardized data. For the processing

of original data, the standardized transformation
method is adopted.

Step 2 generate the difference data sequence. The dif-
ference in the standard data series after dimen-
sionless processing is calculated, that is, the
absolute value of the difference between the
standardized dependent variable series and the
independent variable series.

Step 3 calculate the correlation coefficient according to
Deng’s correlation degree calculation method:

d(7) :(min Z,(t) —mian(t)) 3)
+ p(max Z,;(t) — max Zj (t)).

Step 4 rank the calculated correlation coeflicients
according to their sizes. The larger the value is,
the stronger the correlation degree between the
influencing factor and the channel load is at time
T; otherwise, the correlation degree is weaker.

In order to maximize transmission, the delay forwarding
protocol is distance-based forwarding in essence. The setting
of forwarding rules tries to make each distributed message
cover the “jump” range as long as possible, that is, the node
furthest from the source node is selected for forwarding, and
the single hop is transmitted to the subsequent node for the
next hop relay. Sending the end node sends messages, and
the nodes within its transmission range receive messages.
When receiving messages, the receiver starts the setting of
delay forwarding timer T, and its model is as follows:

d..
T(x) = AT(max U) + T pin- (4)
RI]

In message distribution, it is assumed that the vehicle
node VS sends a new message, and all vehicle nodes that
receive the message directly within the transmission range
consider themselves potential relay and forwarding nodes
(RNs). Nodes elected as RNs by policy will distribute
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messages to other vehicles in the transmission range; if not
elected, the message is discarded. If two RN’ are close to each
other, because the transmission coverage area between them
is basically the same, the situation of conflicting interference
may occur. In addition, the two elected RNSs (radio network
subsystems) also need to be in the communication range to
ensure successful reception of relay messages.

The appropriate transmission range depends on the
transmission rate of the channel and the target bit error rate.
Therefore, the protocol is usually designed to maximize the
transmission range of a relay configuration that uses as few
destination RN as possible, as long as transmission is ensured.

Beaconless message distribution usually uses the fol-
lowing basic methods to suppress redundant spurious
distribution:

(1) Message distribution based on probability: the
vehicle node receiving the new message selects the
node for message distribution based on probability
P, which can be set to a fixed value or dynamically
changed. According to the dynamic traffic density
scenario, the probability P can be dynamically
adjusted according to the number of receiving
groups or the interest degree of neighboring ve-
hicles in the message, which has a wider coverage
and higher efliciency than the algorithm with fixed
probability.

(2) Counter-based message distribution: the vehicle
node receiving the new message sets the counter and
waiting time. When the vehicle receives the same
message within the waiting time, the counter will be
accumulated, and at the end of the waiting time
period, the counter value will be compared with the
set value (which can be fixed or dynamically adjusted
according to some rules). If the counter value is less
than the threshold, the message is forwarded. Oth-
erwise, the message is discarded.

(3) Message distribution based on delay forwarding timer:
the vehicle node receiving new messages sets timer 7' to
delay message distribution. When the value of T ex-
pires, the message is forwarded. However, if the same
data are received during the delay forwarding timer
period, the node is forbidden to forward messages,
which is called the suppression rule. The message
distribution rule based on delay timer T is as follows:
the vehicle with the lowest timer value will distribute
the message first, and the other adjacent vehicle nodes
whose delay timer does not reach will cancel the
message distribution. The setting of delay timer is
usually related to distance. The node with a larger
distance from the sending vehicle has a smaller T value
of delay timer and can obtain the priority of
forwarding.

4. Example Verification

The floating vehicle collects the number of vehicles, traffic
flow density, speed, and other data within the vicinity of
500 meters once every 5 minutes, with a data scale of 300.

7

TaBLE 2: Simulation parameters of urban road intersections.
Parameter Value
Length of import (export) 1.5km
Vehicle position sampling interval 6s
Average traffic flow in one lane 1,660 vph
Number of incoming lanes 6
Number of exit lanes 6
Average headway 2.5s
Average velocity 58 km/h
The signal cycle 65s
Green letter than 2/5
Green time 36s
Green interval 3.8s

60

Average (Mbps)
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F1GURE 5: Load-distance relationship of the channel (exit channel).

The last 24 data are taken as test samples, and the channel
load sequence is taken as the research object to conduct
short-term  channel load prediction experiments.
According to the requirements of periodic beacon mes-
sage generation rate and packet size in vehicle-mounted
security applications, the size of beacon message is 800
bytes and the message generation rate is 15 bits/second,
that is, the beacon message rate of each vehicle is 96 K. The
initial communication distance is 250 meters, the initial
carrier detection distance is 500 meters, the maximum
communication distance is 500 meters, the maximum
carrier detection distance is 1500 meters, the minimum
allowable channel load threshold is 3 Mbps, the maximum
allowable channel load threshold is 6 Mbps, the power
adjustment step is 0.01, the channel load prediction period
is 1 minute, the average velocity is 58 km/h, and the green
interval is 3.8s. The simulation parameter settings are
shown in Table 2.

After using the DS algorithm, the average channel load
generated by the beacon message near the intersection is
shown in Figure 5.
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FIGURE 7: Relationship between the message distribution rate and
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As shown in Figure 5, after a certain oscillation period,
the channel load converges to the preset threshold range of
3-6 Mbps. The closer to the intersection, the greater the
channel load value. When vehicles leave the intersection, the
channel load value begins to decrease significantly. At 400 m
away from the intersection, the channel load begins to in-
crease again.

Figure 6 sets the average transmission delay and MAC
layer redundant stray distribution probability of the actual
experiment under different vehicle densities P and different
vehicle speeds on the experimental road with 3D graphics
and establishes a model to compare the simulation results.
The linear surface in the figure represents the simulation
results of the real road, and the model analysis results are
represented by dashed lines. The average MAC layer
transmission delay time of v (80, 100, and 120km/h) is
plotted.
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Figure 7 shows the relationship between the message
distribution rate and the transmission range at different
vehicle densities. As can be seen from Figure 7, for values
below 400 m, the probability of repeated forwarding is very
low, the message distribution efficiency is high, and the
influence of vehicle density can be ignored.

As for the relationship between the PDR and the
communication distance between two vehicles, the ex-
pected PDR is set as 9, the minimum retransmission
distance is 50 meters, the maximum retransmission times
is 5, the retransmission interval is 50 meters, and the
maximum retransmission distance is 500 meters. The
American Denso V2X vehicle-mounted machine sup-
porting DSRC protocol was selected as the workshop
communication platform, and the underlying data fusion
decision algorithm was set according to the above pa-
rameters to conduct data acquisition and analysis on the
position message generated by the No. 7 and 8 vehicles in
the fleet and the communication process with the
neighboring vehicles. PDR value pairs without transfer
mode algorithm and with the transfer mode algorithm are
shown in Figures 8 and 9.
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5. Conclusion

For real-time and heterogeneous data acquired in the data
awareness layer, relevant databases or distributed file sys-
tems of different cloud storage models are adopted for
different data formats. The classification and storage of
heterogeneous data facilitates related operations in data
fusion. A threshold-based message generation strategy for
vehicle beacons is proposed. According to the relation of
Kalman filter prediction time domain, the message gener-
ation model of Kalman filter prediction beacon is estab-
lished. According to the measured value and preset
threshold of channel load, a beacon message generation
model and strategy with time interval adaptive adjustment
are established. This distributed strategy can effectively re-
duce channel load, avoid channel congestion, and ensure the
fairness of message generation and transmission of each
node while meeting the requirements of location informa-
tion accuracy required by the application of Internet of
vehicles. In the case of the large-scale road network, it is
necessary to reduce the burden of path calculation in the
Internet of vehicles data center and optimize and improve
the efficiency of path calculation. In addition, the method in
this paper does not consider the special needs of customers,
such as the shortest route, the lowest driving cost, the safest
travel, and other personalized needs. The above problems are
the key points to be improved and perfected in the next step.
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The application of digital signature technology to the Internet of vehicles (IoV) is affected by its network and communication
environment. In the 5G era, the influx of a large number of intelligent devices into the mobile Internet requires a low transmission
delay and power consumption as well as high-security requirements. To the best of our knowledge, a well-designed solution in
which signcryption technology is used has not been proposed in the IoV research area. Motivated by the fact, a certificateless
signcryption scheme based on the elliptic curve digital signature algorithm, in which pseudonym and timestamp mechanism are
also considered, has been designed in this paper. We prove that the scheme proposed by us can be reduced to solving the difficulty
of the computational Diffie-Hellman problem with a standard model, showing that the scheme meets requirements on both
security and efficiency, which provides a comparative analysis with the state-of-the-art schemes in terms of security analysis,
computational cost, and communication cost, demonstrating that the scheme proposed by us is suitable to be deployed in the IoV

environment, which is of the characteristics of high-speed vehicle movement.

1. Introduction

The Internet of vehicles (IoV) has made significant progress
in the 5G era. To meet the needs of research and application,
IoV communication can be divided into vehicle to vehicle
(V2V), vehicle to infrastructure (V2I), vehicle to pedestrian
(V2P), and vehicle to network (V2N). We call them vehicle
to everything (V2X). At present, data transmission of the
IoV is realized with the help of the DSRC and cellular
network, and then, data are stored in the cloud [1]. Among
them, V2X communication is based on the 5G network [2],
which has been widely used by global operators and auto-
mobile manufacturers. Security issues such as counter-
feiting, manipulation, and forgery exist in all the IoV links
[3]. Since they are critical aspects in solving the problems of
information security and privacy protection, anonymous
authentication has become a hotspot of research in recent
years. Kamat et al. [4] proposed an identity-based and
cryptography-based VANET security framework (IBC).

Shamir[5] proposed the concept of an identity-based system.
In 1984, a cryptosystem based on arbitrary strings could use
conventional anonymity approach for the first time, which
entails a third-party trustworthy institution storing the
correspondence between all vehicles and anonymous cer-
tificates. According to the report, if the authority is not
authorized, it may intentionally disclose personal infor-
mation of the vehicle, forge, and tamper with the legal
vehicle identification. Tzeng et al. [6] integrated the identity-
based public-key cryptosystem into the Internet of vehicles
to meet this challenge. The user’s private key is generated by
a third-party private key generator (PKG). What can be done
if a third-party private key creation center is dishonest or
malicious as public keys. For instance, Zhang et al. [7]
recommended that fingerprint information be used for
identity authentication. Cui et al. [8] adopted edge com-
puting in VANETs to apply privacy protection. Raya and
Hubaux[9] proposed that signature of any user can be
forged, causing the problem of key escrow. As a result, Al-
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Riyami and Paterson[10] presented the concept of a key
generation center (KGC), pointing out that any effective key
can be generated by the secret value of OBU and partial keys
distributed by KGC. A certificateless signature system was
presented by Liu et al. [11] in 2007. Keys are no longer solely
determined by the CA, and the traditional signature method
was broken. Shim [12] devised a novel certificateless sig-
nature system and assessed its security using computational
Diffie-Hellman (CDH), and Yang et al. [13] considered that
the scheme was vulnerable to malicious and passive KGC
attacks. Thumbur et al. [14] suggested a certificateless sig-
nature technique without bilinear pairing in 2020, claiming
that the scheme can be used in IoV with limited resources.
Mei et al. [15] suggested a bilinear pairing-based certifi-
cateless signature aggregation approach with conditional
privacy protection. Under the random oracle paradigm, the
approach achieved complete aggregation and was proved to
be safe. For V2V secure communication, Ali et al. [16]
devised an identity-based message authentication technique
without bilinear pairing. When vehicles request to register
with the trusted authority (TA), the TA creates pseudonyms
and keys for them to secure its anonymity during the
communication process. Barbosa and Farshim[17] proposed
the certificateless signcryption (CLSC) concept, which can
transmit signing and encryption simultaneously. Processing
time, broadband occupation, and key management can all
benefit from signcryption, which was first proposed by
Zheng [18]. Barbosa’s method, however, has been shown to
be vulnerable to malicious passive KGC assaults. For bilinear
pairs, Barreto et al. [19] suggested a certificateless
signcryption approach. Suzhen et al. [20] proposed a
signcryption technique that includes a privacy protection
feature in 2018. Vehicle keys and pseudonyms were gen-
erated by TA and PKG, respectively. The bilinear pairing
operation was used in the same way in documents [20, 21],
with low computational efficiency. Many researchers are
now studying signcryption technology [22-25], but no
systematic scheme is formed. Du et al. [26] put forward a
certificateless signature scheme based on elliptic curve
cryptosystems, but there is a replacement key attack. We
improve Du et al’s scheme, propose a new certificateless
signcryption scheme based on an elliptic curve, and apply
this scheme to the privacy protection of the IoV. We
construct a new CLSC scheme to obtain a higher level of
security. Our CLSC scheme proves its security of the
scheme by using two different types of adversary selection
message attacks. Compared with other existing schemes,
this scheme avoids expensive bilinear pairing, is more
cost-effective, and is suitable for rapidly changing IoV
environment. The main contributions of this paper are as
follows:

(i) To create pseudonyms, ECC cryptography is
employed; the standard tamper-proof device (TPD)
and password (PWD) are not used. Instead, the
pseudonym is formed using the intermediate var-
iables false identity and timestamp. Therefore, the
hidden danger of password theft is avoided, and the
system has a high level of privacy protection.
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(ii) Combining certificateless and signcryption theory,
anonymous is introduced into the scheme. Key
generation is related to RSU, OBU, and KGC; the
IBC algorithm is improved by two-way authenti-
cation among them. Thus, the security of the key is
enhanced.

(iii) When compared to other related systems, the
computational cost decreased. The scheme satisfies
the security requirements of IND-CCA and EUF-
CMA, giving the IoV system forward security,
anonymity, traceability, and the capacity to prevent
replay attacks.

2. Elliptic Curve

If q is a large prime, it satisfies g >2'®", and Z, includes all
solutions in the finite domain F,. Elliptic curve E: y? =
x> +ax+b mod g, and E(Z,) denotes the set of pairs
(x,9) € (Z X Z ) satisfying the above equation along w1th
a spec1a1 value O That is, E(Z ) = {(x Vx,yeZ

x> +ax +b mod qUO. The elements E(Z ) are calfed the
points on the elliptic curve E, where 4a* + 27b2 #0,and O is
called the point at infinity.

(i) Elliptic curve digital signature algorithm (ECDSA)
[27]: it is an algorithm through which a random
integer k is generated and calculates the point P =
kG as well as the number r = x, mod q is calculated,
where x, is the x coordinate of P. Finally,
s =k '(z +rd,) mod q is calculated as a signature,
and z is the hash truncation of message M.

(ii) Elliptic curve discrete logarithmic problem
(ECDLP): there are two points M, N on the elliptic
curve E(a,b), and M =k-N (Vk € Z*) is calcu-
lated, when the points M,N are known, the
problem of solving the coefficient k is called an
elliptic curve discrete logarithmic problem, and the
coeflicient k cannot be calculated in the polynomial
time.

(iii) Elliptic curve Diffie-Hellman problem (ECDHP):
the problem is that on inputs a,b € Z*, point G is
taken as the base point in the finite field of elliptic
curve E(a,b) to have the given equation, M =a-
G,N =b-G,R =ab -G when the values of M and
N are known, solving the value of R is called an
elliptic curve Diffie-Hellman problem, which can-
not be effectively solved in the polynomial time.

2.1. System Overview. In our scheme, the IoV model consists
of vehicles, roadside units, key generator centers, and trusted
authorities. The specific division of labor is as follows:

Onboard unit (OBU): intelligent vehicles with OBU can
exchange information and data with roadside units or other
vehicles. Each vehicle periodically broadcasts information
for safe driving. To ensure location privacy, each vehicle
needs to use a pseudonym to replace its real identity to
transmit information.
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FIGURE 1: System structure diagram of the IoV.

RSUs (roadside units): RSUs are deployed alongside
urban roads, which consist primarily of a wireless
communication interface and a local data preprocessing
unit. The roadside units are deployed by specific
guidelines. As a result, the vehicle can access the roadside
units. All the RSUs should be interconnected with the
intelligent transportation information data center.

Trusted authority (TA): the TA is managed by the
traffic management department and is mainly in charge
of OBU identity registration and authentication. It is
tully trusted in this scheme and is responsible for gen-
erating the false identity of the vehicle.

Key generation center (KGC): the KGC is in charge of
communicating with TA to generate partial public/private
keys for legitimate OBU and RSUs.

The model is shown in Figure 1.

2.2. Scheme. Our CLSC scheme is designed for IoV commu-
nication, eliminates the issue of key escrow, and makes use of a
pseudonym mechanism to protect the real identities of both
parties to the communication, so ensuring the privacy of the
identity and vehicle traceability.

First, in order to eliminate the impact of replacing the
public key, the system master key is added to the
pseudonym generation formula to make it more difficult
for attackers to forge signatures, and make the s im-
possible to bypass. It can be seen that in the Du et al.’
scheme [26], part private key SK; was calculated by the
system master key. The malicious signer cannot calculate
the value of the system master key and SK; through
technical means, but the public key of the certificateless
signature scheme is not authenticated between the signer
and the verifier. The malicious signer forges the signature

by forging the secret value and bypassing the unknown
system master key. Therefore, there is a key replacement
attack. So, in our scheme, signcryption algorithm is
introduced to ensure the confidentiality of transmission
and improve transmission efficiency. Finally, the security
of the scheme is proved in the standard model. The
meaning of relevant symbols is shown in Table 1. The
flowchart of the algorithm is shown in Figure 2. The
algorithm steps are provided.

2.3. Algorithm. There are five participants in the improved
certificateless signcryption scheme algorithm: KGC, TA,
RSU, the sender of vehicle (V ), and the receiver of vehicle
(V). OBU and RSU conduct two-way authentication
through TA [28]. We divide the entire scheme into six al-
gorithms, which are listed as follows.

2.3.1. Initialization. The KGC chooses five collision-resis-
tant Hash functions:

H,: {0,1}" —>Z;,
H;: {0,1}" xG—»Z;,
Hy: 0,1} xGx G — Z, (1)
Hj: {0,1}*><ZZ><G><G—>Z2,
H,: {0,1}*XGXG—>Z;.

The KGC secret saves system master key s and encrypted
transmits s to TA, and TA saves (s,RID;) and generates
system public key P, =sP. The common parameter is
pp = (4G, P, P,,, Hy, Hy, Hy, H3, Hy).
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TaBLE 1: Parameter description table.

Parameter Implications

G Additive cyclic group of order g

P Generator of group G

s System master key

z Z; ={x: 0<x<gq,ged(x,q) = 1}

H,,H,,H,,H;,H, Five safe hash functions

P, K k; The identity of roadside unit j, public key Y;, and private key y;

S; Partial private key

T KGC generate the secret value to generate public/private keys

X; Secret value of the vehicle

& Secret value for the RSU

PK;,SK; Public key and private key for a vehicle

RID; List of true vehicle identities

F; False identity of a vehicle

FID; Pseudonym of a vehicle

T; Current timestamp of a vehicle

1) Ciphertext between two vehicles

Y, Yv* Encryption key and decryption key

ViV Vehicle of data sender and vehicle of data receiver

A, A Type-I and type-II adversaries

pp=(q@GPP,, H,H,H,H,H)S

pub’

= (r,+ hs) mod q

(s, RID)
RID,=F,® H (sZ)

(S, R)

Signcryption (PP, M, FID » FID,, SK,, PKB)

T=tp=(T,T)

r=T mod g;
u,=H,(FID,,P,);

v,=H, (FID,,m h, PK,,T);

T=t" (v, +7 (S, +u,x,) modg;

\Y =u,x, (Q,—Ry);

~~~~~~~~~~~~~~~~~~~~~~~
§=(T,7,C)

(Z,F)

Unsigncryption (PP, FID,, FID,, PK,, SK, 9)
T=v,p+r(QA+h,P )
Y =ux, (Q,-R);
u,=H,(FID,, - P,);

v,=H, (FID, m, h,, PK,, T);

pup

Public channel
Security channel

FiGURE 2: The CLSC of our scheme.

2.3.2. Registration. OBU executes the algorithm, randomly
selects z; € Z, calculates the negotiation key [29] Z; = z;P,
generates false identity F; = RID;®H,(2;P,;), and then
sends (Z;, F;) to TA. The algorithm is executed by TA, and
TA receives the message (Z;, F;) from OBU. TA calculates
RID; = F;®H (sZ;) and queries whether the vehicle identity
list containing RID;. If not, the algorithm is terminated by
TA, and the OBU is determined to be illegal. RSU sets
identity as P;, randomly selects k; € Z7 as its private key,
RSU calculates negotiation key K; = k;P and public key
K; =k;P,,;, and sends (P;,K;) to TA, and TA calculates

j
K; = sK; and forwards (P;,KK;) to the legitimate OBU.

2.3.3. Pseudonym Generation. The trusted organization no
longer issues the public-key certificates (PKI) to vehicles but
generates pseudonyms for them. In this scheme, the gen-
eration of a pseudonym consists of three parameters, in-
cluding false identity of its own, RSU identity information,
and timestamp, rather than the device password informa-
tion. When the vehicle enters the area responsible for RSU,
OBU receives K; from the RSU broadcast. When OBU
receives multiple RSU broadcast signals at the same time in a
critical environment, it can only record the strongest RSU
broadcast information and discard relatively weak RSU
broadcast information. The OBU checks the RSU’s public
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key; if K; ¢ (P}, K;), the RSU will be illegal, and the algo-
rithm will not be executed. Otherwise, OBU obtains the
current timestamp T; and the public key K of the current
RSU, then selects the secret value §; € Z7 for the RSU. The
OBU calculates FID;, = F;@H, (K §,T;), FID;, = P,Q, and
sets the pseudonym of the vehicle FID, = (FID;;, FID,,, T)).

Through the above operations, TA indirectly judges
the legitimacy of RSU. OBU generates the pseudonym
through legal RSU, false identity of the vehicle, and the
timestamp.

2.3.4. Key Generation

(i) Secret value: OBU chooses a random x; € Z; as its
secret value. When the pseudonym is updated, the
secret value should also be changed randomly, to
maintain forward safety [30].

(ii) Partial private/public key: KGC inputs the pseu-
donym of the vehicle FID; and the parameter value
PP, KGC chooses r; € Z* randomly and calculates
partial public key R; = ;P and partial private key
S; = (r; + h;s) mod g, which is h; = H, (FID;, R;).
KGC sends (S;, R;) to OBU via secure channel.

(iii) Public key extract: OBU calculates P; = x;P,
u; = H, (FID;, P;), Q; = R; + u;P; then generates the
public key, which is PK; = (R;, Q).

(iv) Private key extract: OBU checks whether the S;P =
R; + h;P,, is established. If so, it will be accepted. If
not, it will be rejected. The private key is generated
as SK; = (S;, x;). Proof of correctness is as follows:

S;P = (r;+his)P =R; + hP,.

2.3.5. Signcryption. 'V 4 is the sender of OBU, while V' is the
receiver of OBU, and V , takes message M, FID,, FID;, PP,
SK 4, and PKj as input; generates a random integer ¢; and
produces signcryptext 6. The signcryption generation pro-
cess is based on ECDSA, and the specific calculation process
is as follows:

i T=tP= (T, Ty), T,,T, are the x coordinate value
and y coordinate value of point T.

(i) T=t"'(vy +7r(S4 +usx,))modqg, where r=
T,modq can be considered as an important pa-
rameter for verifying signatures, and there has three
hash functions.

h, = H, (FID,,R,),
u, = H,(FID,, P,), )
v, = Hy (FID,m, h,, PK ,, T).

Hash functions hy, h,, and h; are used to protect the
pseudonym FID ,, message m, and public key PK ,.

C=Meouw, (3)

C is signcryptext, which is generated by M XOR W.

5
w=H, (FIDA, FIDB,Y), (4)
Y =u,xy (QB - RB)’ (5)

V4 sends 6 = (T, 1,C) to V.

2.3.6. Unsigncryption. Vg takes §, FID 4, FIDy, PP, SK, and
PK 4 as input and returns massage M, if 7T = v, P +r(Q4 +
h,P,,) is hold. Vi performs the following steps:

w" = H,(FID,, FIDy, Y™), (6)

Y' = UpXp (QA - RA)’

7
up = H, (FID, Pp). @

V3 executes the algorithm M = Cew™ to decrypt the
signcryption.

3. Correctness

Only if the following two equations are true, respectively, the
scheme meets the correctness.

(i) Public verifiability. The message is signed by V ,, if
the verification signature is valid, V receives the
message. Otherwise, if the signature is invalid, Vp
rejects the message.

1T =t " (vy +7(Sy +uyx,))tpmodg

=(vy+r(ry+hys+uyuxy))P

(8)

vaP+r(Ry+u,Py+hyPoy)
=v, P+ r(QA + hAPpub).

(ii) Consistency of encryption and decryption. If Y* =Y
is true, w*=w must be true, and
M = Cow* = Meowdw* must be established.

Y =u,xy (QB - RB)

= Uy x,UugxgP,

(9)

Y' = UpXp (QA - RA)

(10)
= ugxgu x,P.

Both Y and Y* are deduced from the public key gen-
eration algorithm Q, =R, +u,P,, Qp=Rg+ugPy,
P, =x,P, and Py = xzP. From the formulas (4), (6), (9),
and (10), it is deduced that the equation w* = w holds.

M=Cow"
=Meoweow" (11)

=Mowow.

Thus, the message M can be restored.



4. Security Proof

Two types of adversaries are considered to prove the security
of our scheme [31]. These requirements on security are
described via some games between adversaries (A; or A;;)
and a challenger C. Adversaries can be divided into two
cases: one is that the adversary A; is a malicious who does
not know the system master key s, but can replace the public
key of any user; the second type of adversary A;; is a
malicious KGC attacker, who knows the master key s but
cannot replace any public key. In our CLSC scheme, the
adversaries may access the following oracles:

(i) Hpg: FID; is entered as an identifier, and a public
key PK; matching FID; will be returned.

(ii) H;: FID; is entered as an identifier, and a partial
private key S; will be returned.

(iii) Hpeplace.px: FID; is entered as an identifier, a new
public key PK that can be used will replace the
original public key PK;.

(iv) Hgg: FID; is entered as an identifier, a private key
SK; matching FID; will be returned, when the public
key is not replaced.

(V) Hgignerype: When there is a message M, identity of a
sender is FID 4, and identity of a receiver is FIDy as
input, and an available signcryption § on M will be
returned.

(Vi) Hypgignerype: When a signcryption 9, identity of a
sender is FID 4, and identity of a receiver is FIDy as
input, the message M will be restored, when § is
available.

A; can access all the above oracles, while A;; can access
all of them except Hy,pjoce px and Hy, because Aj; owns the
system master key s, A;; can forge partial private key y;
meanwhile, A; and A can suppose H; = {Hpg, Hy,
HReplace.PK’ HSK’ HSigncrypt’HUnsigncrth} and HII = {HPK’
Hgx, Hgigneryptr Hunsignerypt}>  Tespectively. We  prove our
CLSC scheme from two aspects: confidentiality and
unforgeability.

4.1. Confidentiality. This property is considered as the
indistinguishability =~ under  chosen-ciphertext  attack
(IND-CCA). In this section, the security proof is proved
by some games between adversaries (A;orA;) and a
challenger C.

Game 1: The game interactions between an adversary A
and a challenger C are as follows:

(i) Setup: C inputs a security parameter A, a common
parameter pp and « are generated, of which « is
kept as a secret.

(ii) Phase 1 queries: A; sends bounded queries in
polynomial time to the oracles H;, and the C re-
sponds to the queries passing through these oracle
models.

(iii) Challenge: A; sends two equal length messages 1,
and m; to challenger C with FID} and FIDj as
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identifiers. A bity € {0, 1} is randomly selected by C,
through which Signerption (PP, M, FID}, FID},
SK*, PK3) is implemented by C and § is sent to A;.

(iv) Phase 2 queries: A; sends bounded queries in
polynomial time to the oracle H;, and the C responds
to the queries passing through these oracle models.

(v) Guess: A; outputs a guess of p, which is p*.

It is said that A; wins game 1, if y* = y and the following
conditions are established:

(1) SK* cannot be extracted by A, at any point
A Y Ar Y P

(2) S cannot be extracted by A, if A has replaced PK’;
with PK , before accepting the challenge

(3) In phase 2 queries, A; is unable to perform
unsigneryption query on 8* under FID} or FIDj,
and signcryption FIDj, PK’, or PKj has been
replaced after the challenge is issued.

Game 2: The game interactions between an adversary A
and a challenger C: the challenge steps are the same as those
of game 1.

(i) Setup: C inputs a security parameter A, and a
common parameter pp and « are generated. C
sends parameter pp and o to A;.

(ii) Phase 1 queries: Aj; sends bounded queries in
polynomial time to the oracle H;, and C responds
to the queries passing through these oracle models.

(iii) Challenge: A}; sends two equal length messages m,
and m, to challenger C with FID}, and FIDj, as
identifiers. A bit y € {0, 1} is randomly selected by
C, through which Signcryption(PP, M,FID},
FID}, SK, PK}3) is implemented, and then, § is sent
to Ajp.

(iv) Phase 2 queries: A;; sends bounded queries in
polynomial time to the oracle H,;, and C responds
to the queries passing through these oracle models.

(v) Guess: A; outputs a guess y* of y.

It is said that A;; wins game 2 if y* = y and the following
conditions are hold:

(1) Aj; cannot extract SK at any point. Because the
secret value x; cannot be obtained by A, A;; solves
x; as ECDLP problem.

(2) In phase 2 queries, A;; is unable to perform an
unsigncryption query on 8" under FID¥ or FIDj.

If the probability Adv(A) =2« |Pr[A —1/2]| is negli-
gible, we say that the scheme is IND-CCA safe. We know
that A; can access to all of the oracles, while A}, can access to
all of them except Hppjoce px @and Hy.

A; sends bounded queries in polynomial time to the
oracle H; making a signcryption query Hgjgp .y but cannot
win & under FID; or FID}. The key generation process is
Q4 — R} =u}x,P,Qf — R} = ujx3P,and Y = ujxjujx} P.
It is still difficult to solve Y, which is an ECDHP problem.

A;; sends bounded queries in polynomial time to the
oracle H;, making a public key query H py, but H;; cannot
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be used to obtain x;; thus, A;; cannot obtain PK;, and
solving x; is an ECDLP problem.

The probability for A; and A}; to win game 1 and game 2
is negligible.

4.2. Unforgeability. This property is considered as the ex-
istential unforgeability against the chosen message attack
(EUF-CMA). In this section, the security proof is proved
through some games between adversaries (A orA;) and a
challenger C.

Game 3: The game interactions between an adversary A
and a challenger C are as follows:

(i) Setup: C inputs a security parameter A, a common
parameter pp and o are generated, and ais kept as a
secret.

(ii) Phase 1 queries: A; sends bounded queries
in polynomial time to the oracle H;, and C
responds to the queries passing through these oracle
models.

(iii) Forgery: A; forges the message M* and sign-
cryption 8 = (T*, 7*,C*) from the sender V7 to
the receiver V.

If the decryption output is M* and the following con-
ditions are met, it is said that A; wins game 3.

(1) A; cannot extract SK’ at any point

(2) A; cannot extract SK; for any pseudonym FID;, if
PK; has been replaced

(3) A; cannot extract x7

(4) A; cannot make a signcryption query on M* under
FID?, or FID},

Game 4: The game interactions between an adversary A
and a challenger C: the challenge steps are the same those of
as game 3.

(i) Setup: C inputs a security parameter A, and a
common parameter pp and « are generated. C
sends parameter pp and « to A;.

(ii) Queries: A;; sends bounded queries in polynomial
time to the oracle H};, and the C responds to the
queries passing through these oracle models.

(iii) Forgery: A; creates a forged message m™ or sign-
cryption 6 = (T*,7%,C*) from the sender V7 to
the receiver V7.

If the decryption output is M* and the following con-
ditions are met, it is said that A;; wins game 4.

(1) Aj; cannot extract SK7 at any point

(2) Aj; cannot make a signcryption query on M* under
FID}, or FIDy

If it is negligible A; or A;; to win game 3 and game 4
(AdeigeC)I/‘(IA (k) <negl(k), we say that the scheme is EUF-
CMA safe. Note that A; has access to all of the mentioned
oracles, while A;; has access to all of them except Hpepjyce.pxc
and H,.

A; executes public key replacement queries from
H Replace. PK> which can replace the public key with
PK, = (R,,Q,), PKy= (R Qp), signcryption queries
from  Hgguoyp and  unsigneryption  queries  from
Hynsigneryptions Ay randomly selects t* € Z7, x}, € Z7, and
X} € Z;, whichisusedto T* = t*P = (Tx,Ty), r* =T, mod
g v = Hy (FID}, m, b, PK 4, T), Q4 = x4 P — b} P, and
Qp=x3P - hg P, which are forged, so as to signcrypt the
message m*. Then, signcryption §* = (T*,7*,C*) is forged,
Vg receives 6*, and feasibility verification is conducted:

T =t (v xR P
=(va+rix)P (12)
=v'P+ r*(Q’A + h;PPub).
If it is only a signature algorithm without signcryption,
the adversary can still forge a signature and pass the au-

thentication by signing before encryption or encrypting
before signature, which is the same as Du et al. [26].

Y’ = ux, (Qp= Rp)
(13)
= quA(x;P ~ Py — RB),
Y7 = upxp (Qu— Ra) (14
= quB(xZP —hy Py, — RA).
According to formulas (13) and (14), it is known that
Y*#Y', so w* #w', the adversary A; cannot pass the en-
cryption consistency verification. Public key replacement
fails. A;; cannot execute query partial private key from H ;
thus, y is forged to replace x%, and t' € Z is selected to forge
8 = (T*, t%,C*), where T =t'P,
™ =t" (vy+r(Sy+u,y)modg, and C*=m*ew, in
which P, =yP and u, = H,(FID4,P,), and Vj gets &";
then, a feasibility verification is done.

T = (t'_l (v+7r(Sy+uy y)))t’Pmodq

=(V +r(ry +hys+uyy))
=P

(15)

=V P+r(Ry+hyPpy +1y Py),.

A;; cannot replace any public key. It is known that
Qu#Ry+hyPy; thus, T°T"#vP+71(Qu+hyPyy,). The
output will be INVALID, and V discards the ciphertext.

The probability of A; and A}; to win game 3 and game 4
is negligible.

5. Security Analysis

5.1. Forward Security. If the system master key s is omitted,
it is calculated due to the difficulty of ECDLP, it is still
difficult to calculates r; and x;, and (PK;,SK;) remains
unknown. Therefore, it is guaranteed that the past sign-
cryption information will not be disclosed, because of the
randomness of #; and x;. When the system master key is
omitted, the new values will immediately replace it. The key
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TaBLE 2: Run time of the different encryption operations.
Symbol Operation Parameter Runtime (ms)
Tem Elliptic curve point multiplication x-P(PeG,xez}) 0.341
T, Inverse mode t~! mod q(t € Z;.q € 2;) 0.029
T, Elliptic curve point plus P+Q(PeGQeQq) 0.002
Ty, Time required for the bilinear pairing e(S, 7;) (Se G, T ¢ G)) 4.669
Tom Pairing multiplication operation X-P(xez;,PeG) 0.788
Tha Pairing addition S+T(Se€G,S€G)) 0.002
Tonep MapToPoint hash function H,:0,1" — G, 0.145
T, Modular exponentiation g* mod n 1.915

update is realized, and these actions further confirm the
security of the communication [32].

5.2. Traceability. The ciphertext should contain relevant
information about the vehicle identity. In the scheme, TA
can be used to calculate RID; = F;@H, (sZ;) using the system
master key s, which queries whether RID; is listed in the
vehicle identity. It seems that only the trusted authority TA
can track the vehicle according to the relevant information.
In addition, the IoV requires an extremely high real-time
nature. The ciphertext contains timestamp information,
which can also prevent replay attacks. Because ciphertext
C = Mew; w=H,(FID4,FIDg,Y), here we can use the
pseudonym of the vehicle FID; = (FID;;, FID,,, T;), making
the ciphertext contains timestamp information.

5.3. Anonymous. Pseudonyms are used in V2V and V2I
communications to protect the true identity of the vehicle.
The pseudonym of the vehicle consists of three parts:
FID; = (FID;;, FID,,, T;), where FID;, is generated by the
false identity F; of the vehicle, FID,; = F;6H, (K jfi“Ti),
F; = RID;®H, (z;P,,), FID;, = P}, and T; is the timestamp
to ensure the anonymity of the vehicle. It is necessary to
protect the identity information RID; of the vehicle when the
pseudonym information is disclosed. According to the ir-
reversibility of a hash function and the difficulty of ECDLP,
the attacker cannot calculate z;, &, or k; in polynomial time,
so the RID; of the vehicle cannot be obtained. In addition,
vehicles carry different pseudonyms in different RSU
communication ranges and timestamps; that is, the pseu-
donym information of the vehicle changes with position and
time, which makes the generation process of a pseudonym a
one-way trapdoor function.

5.4. Unforgeable. The unforgeability of the CLSC scheme is
proven in the unforgeability section using a (existential
unforgeability against selected message attacks, EUF-CMA)
security model. The signature ciphertext forged by an at-
tacker does not satisfy the encryption consistency or convey
the attacker’s intentions.

6. Performance Evaluation

Computational cost, communication cost, and safety anal-
ysis are analyzed in this section compared with other

relevant schemes [33-38]. The schemes selected for com-
parison are certificateless signcryption, which can be applied
to the IoV.

The computational cost mainly depends on the amount
of signcryption and unsigncryption algorithms, which can
be measured based on the number of execution times of
statistical elliptic curve scalar multiplication, elliptic curve
scalar addition, bilinear pairing, and mapping to point
operation. The computational cost of XOR operation on Zg
is too small to make comparison. The operation results are
listed in Table 2. The experimental system environment is as
follows:

CPU: Intel core i7-6700@3.40 GHz; RAM: 8 GB;

OS: Ubuntu 16.04;

Library: MIRACL, a public C++cryptographic library;
[https://github.com/miracl/MIRACL/archive/master.
zip].

Under the same operating environment, our scheme
costs 1.397 ms, Kasyoka et al.’s scheme [33] costs 1.705 ms,
Karati et al.’s scheme [34] costs 2.424 ms based no pairing,
Karati et al’s scheme [35] costs 18.913ms based on
bilinear pairing, He et al.’s [36] scheme costs 2.05 ms, and
Seo et al.’s [38] scheme costs 3.41 ms. Compared with the
other schemes [33-36, 38], our scheme in this paper de-
creases by 18.06%, 42.37%, 92.61%, 31.85%, and 59.03%,
respectively.

Communication cost is measured by the length of a
single ciphertext. In the bilinear pairing operation scheme,
the length of |G, | is 1024 bit, and that of |G,| is the same. To
provide the security schemes of the same level for a scheme
based on the elliptic curve, g is the prime number and the
length of |Z7] is 160bit. The additive cyclic group with q
order generation for point P on a nonsingular elliptic curve
is G, and the length of |G| is 320 bit.

The superiority of this scheme is illustrated by com-
paring the computation and communication overhead of a
single ciphertext, which is statistically analyzed in Table 3.

In the comparative analysis of communication cost, the
length of a single ciphertext is used as the unit of com-
parison, which is 640 bit in our scheme, slightly higher than
that of Kasyoka et al.’s [33] and Seo et al.’s [38] and is lower
than that of Karati et al.’s [35] and He et al.’s [36] bilinear
pairing scheme, the same as no pairing scheme of Karati
et al. [34].
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TaBLE 3: Performance comparison of different signcryption schemes.
Calculate cost Communication cost

Scheme i . . . . .

Signcryption Unsigncryption Runtime Signcryptext Length
33] 2T, 3T,,, 1.705s 31Z; 480 bit
(34] 3T, + 2T, + Ty 4T, +2T,, 24245 2122 + |G 640 bit
[35] 3T, 2T, +2T), 18913 4G, + 1Z;| 4256 bit
[36] 3T, 3T, +2T,, 2.05s 3G + 12| 1120 bit
[38] 3T,,, 7T o 341s 31Z: 480 bit
Our CLSC T+ Top 2T, + 3T, 1.397s 21221 + |G| 640 bit

TABLE 4: Safety comparison.

Scheme Confidentiality Unforgeability Forward security Anonymous
[33] False True False False
[34] False False False False
[35] True False False False
[36] False True False True
[37] False True False False
[38] True True False False
Our CLSC True True True True

Our CLSC scheme is designed according to a certifi-
cateless signcryption model and relies on ECDSA, which
depends on the difficulty of pseudonyms generation. In this
section, the security of the algorithm is compared and with
that of similar schemes and is then analyzed. The result is in
Table 4.

7. Conclusion

In this paper, we construct a reliable certificateless sign-
cryption scheme without bilinearity, where a pseudonym
mechanism is also designed to protect the privacy of ve-
hicles. We use certificateless signcryption technology to
implement the scheme, which can secure vehicular com-
munication with a low computation overhead. Performance
analysis demonstrates that the scheme proposed by us can be
used to reduce computational and communication cost
compared with other related schemes. Security proofs and
analyses show that the scheme proposed by us can be used to
avoid replacement public key attacks, and ensure the sat-
isfaction of the security of IND-CCA as well as EUF-CMA.
Other requirements on security including perfect forward
secrecy, anonymity, traceability, and resistance of replay
attacks can also be ensured.
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The blockchain is a peer-to-peer distributed ledger technology that works on the precept of “write-once-read-only.” In a
blockchain, pieces of information are arranged in the form of blocks, and these blocks are linked together using the hash value of
previous blocks. The blocks in a blockchain mechanism are appended only, which means that once information is stored in a block
and it cannot be changed; no one tampers the block’s content. The traditional electronic medical records (EMRs) based system
stores the patients’ information in a local database or server, which provides centralization of information, and traditional EMRs
are more centric on the health providers. So, security and sharing of patients’ information are difficult tasks in the traditional EMR
system. The blockchain mechanism has the potential to resolve these existing problems. Due to the appended-only-ledger
principle and decentralization of blocks between the network participants, blockchain technology is suited to the EMR system. In
this article, first, we discuss all the existing EMR systems and discuss their drawbacks. Keeping all the drawbacks in our mind, we
propose a blockchain-based medical record system that utilizes clouding technology for storage purposes. Furthermore, we have
designed a smart contract and consensus algorithm for our proposed EMR. Our system only uses a permissioned blockchain
model so that only verified and authenticated users can generate their data and participate in the data-sharing system.

1. Introduction

In the recent epoch, patients’ medical information is
growing rapidly due to the collaboration of information
technology (wearable Internet of things devices, e.g.,
wearable sensors) and the healthcare system. The patients’
medical information is important because it provides sig-
nificant help for medical researchers as well as service
providers to turn up with the proper result, which will help
to diagnose patients [1]. Medical researchers and service
providers often want to share patients’ data. So securely
storing the patient data is a crucial task [2]. The traditional
electronic medical record-based (EMR) system does this
task. The EMR-based system provides real-time patient
records, ease of access to these records, improved accuracy,
sharing of patient data between different researchers, and

safety and security to the patient data compared to the
paper-based system [3]. In the paper-based system, main-
taining and storing patient data is a difficult task (such as
huge numbers of rooms are needed to store patients’ records,
etc.), and the safety of records is also not guaranteed [4, 5].
Malicious users are easily able to do harmful activity in these
records. To rectify these problems, the electronic medical
record-based system is used in comparison to the paper-
based system. But still, in the traditional EMRs-based sys-
tem, many pitfalls are present.

1.1. Shortcoming of Existing Electronic Medical Record (EMR)-
Based Systems. Currently, electronic medical records
(EMRs)-based systems are widely popular because they can
manage the huge volume of patients’ data and provide easy
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access to these data. But although, there are several draw-
backs present in the existing EMRs-based system.

(i) The EMRs-based system stores data related to a
patient in a local database or server, which provides
centralization to the patients’ data [6]. If users or
service providers want to access the patients’ data,
they directly access it without the patient’s
intervention.

(ii) The traditional EMRs-based systems are more
centric on health providers. The health providers
(i.e., hospitals, authorities, etc.) share the patient’s
data without the patient’s knowledge. Therefore,
they can manipulate the data. As a result, the
originality and integrity of data are at high risk.

(iii) The records of the patients are not secure and safe in
the traditional EMRs-based system. Malicious users
(or) attackers enter the EMR system due to the lack
of security and privacy mechanism [7, 8] present in
these systems, and then they tamper (or access) the
patient’s data.

(iv) The sharing of patients’ data in the traditional
EMRs-based system becomes problematic because
different health providers use different encryption
methods and schemas [9]. (even if the patient has
agreed to share the data with service providers).

(v) Currently, IoT-based smart devices [4, 10, 11] (i.e.,
wearable sensors) are also generating the patient’s
data. Generally, cloud servers (such as storage) are
used to store patient’s data [12, 13]. But, this
mechanism demands more cost and time in
maintenance. Therefore, the system’s overall effi-
ciency has degraded [14, 15].

(vi) Due to the health providers’ centric approach, they
can modify the patients’ data. So updating the
medical records in the EMR system is also a big
challenge.

In summary, the current EMR system has several pitfalls,
such as centralized storage and inadequate access control
mechanism. Therefore, a decentralized technique is highly
required to store the patient’s data, and at the same time, it
should provide privacy and security, proper access control
mechanisms [16], and authenticity for the patients’ data
[7, 17, 18]. The blockchain mechanism can solve the
problems mentioned earlier. Due to its inherent charac-
teristics, it is well suited to healthcare applications
(4, 5, 14, 15].

1.2. Motivation behind the Proposed Work. Many pitfalls
exist in the traditional electronic medical records (EMRs)
system, which motivated us to propose a new framework for
the EMR system using blockchain technology. A few of them
are discussed here.

(i) In the traditional EMR system, patients’ data is
stored in the central database, and in a centraliza-
tion system, the “single-point-failure” problem
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exists. This existing problem motivates us to design
a new system in which patients’ data is stored in a
decentralized way such that if any node fails, then
also we will be able to retrieve the patient’s data. The
blockchain mechanism is well suited for the
abovementioned problem.

(ii) In the traditional EMR system, the security and
privacy of patients’ data in vulnerable. The present
system does not provide a sufficient solution for
these problems. With the integration of blockchain
technology in the current EMR system, patient data
security and privacy can be achieved.

(iii) The traditional EMR systems are more centric on
health providers. They share the patients’ data
without the knowledge of patients. To rectify this
problem, a suitable system is needed where patients
are the central authority for sharing their medical
data with other providers.

(iv) In the traditional EMR system, health providers
cannot share the patient’s data, even if patients
concur to share their data. The reason behind this
problem is that health providers use different
schemas to store the data in their local databases.

So, a proper mechanism is needed which can resolve all
these problems. Blockchain technology has the potential to
resolve all these problems.

1.3. Major Contributions. This article presents the following
contributions:

(i) We have rigorously performed the literature review
for the blockchain-based electronic medical health
record system and then we have also discussed the
shortcomings of the existing system.

(ii) A proposed framework for an electronic medical
health record system with blockchain technology
has been proposed by considering all aspects of the
EMR system.

(iii) We have designed a smart contract algorithm using
a finite state machine for the proposed EMR system.

(iv) We have also designed a consensus algorithm for
the proposed EMR system.

(v) Finally, we have given some future research chal-
lenges with security concerns.

1.4. Organization of the Article. The rest of the article is
organized as follows: the literature review for the EMR
system is presented in Section 2. Section 3 deals with the
proposed architecture with smart contract and consensus
algorithm, followed by concluding remarks for the article in
Section 4.

2. Related Works

Many authors attempted to solve the problems of the tra-
ditional EMRs based system by using the blockchain
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mechanism [4, 5, 19, 20]. Some authors also used the
smart contracts mechanism to solve it. Uddin et al. [4]
proposed “A Patient Agent (PA) Based Remote Patient
Monitoring (RPM) Architecture.” Every patient has its
own patient agent in their architecture, which is stored on
the patient local server (PLS). In their architecture, PA
selects one node as a miner among the available nodes,
and the miner’s work is to generate a hash value of the
current block. Xia et al. [5] proposed a blockchain-based
data-sharing scheme. The framework proposed by Xia
et al. addresses the problem associated with sensitive data
stored in the cloud environment. The authors suggest the
patient-centric solution in [12] for health data sharing
system, using a private blockchain. Azaria et al. [19]
proposed a MedRec: a decentralized record management
system to handle electronic medical records using
blockchain technology. The problem with the proposed
architecture is the security of the individual database.
They did not address this problem, and the key man-
agement problem remains unsolved in the proposed ar-
chitecture. Chen et al. [20] proposed a new business
process for medical information sharing based on a
blockchain mechanism. The proposed approach is “pa-
tient-centric,” where patients are the central authority for
viewing and sharing their medical records. The limitation
of this method is the smart contract mechanism.

Yang and Li [7] proposed a blockchain-based archi-
tecture for EHRs systems, using a new incentive mecha-
nism to create a new block. The architecture works on top
of the existing database, which healthcare provider
maintains. Griggs et al. . [13] proposed blockchain-based
smart contracts to secure remote patient monitoring. The
proposed framework uses a private (permissioned)
blockchain. Al Omar et al. [8] proposed a permissioned
blockchain-based healthcare data management system to
attain privacy and security. The proposed solution is a
“Patient-Centric” approach in which the patient is the sole
authority to keep the data on a blockchain. Dubovitskaya
et al. [9] proposed a blockchain-based healthcare data
management framework, especially for electronic medical
records (EMRs) systems. They provide a secure and
trustable framework for sharing in the EMR system.
Novikov et al. [21] presented a decentralized blockchain-
based infrastructure to store patients’ electronic medical
records (EMRs) in a healthcare system.

Table 1 compares the existing blockchain-based medical
records system concerning blockchain taxonomy (i.e., smart
contracts, consensus algorithm, authentication, key man-
agement, and 51% attacks, etc.). In Table 1, two abbrevia-
tions are used: ND and PB. In this specific column, PB means
the type of blockchain is permissioned blockchain, and ND
means that the authors did not discuss the type of block-
chain. The solution provided by the authors is applicable for
both permissioned and permissionless blockchains. ND
means that the respective authors did not discuss the cor-
responding blockchain taxonomy in other columns. Table 2
compares the existing approach with its advantage and
disadvantage.

3. Proposed Architectures

3.1. System Overview. Our proposed architecture comprises
the following components (or entities): a central authority
and a management system, known as CAMS, a list of the
service provider (e.g., doctors, insurance companies, and
research organizations, etc.), the user (generally, a patient), a
pool of Data Lake, hash generators, and a cloud server. These
entities are connected using a decentralized peer-to-peer
architecture. The architecture of the proposed system is
shown in Figure 1.

3.2. Role and Responsibilities of the Involved Entities

(i) Central Authority and Management System
(CAMS): the CAMS is responsible for generating a
pair of keys and issuing the same keys using the
cryptographic mechanism to the user and service
provider. The proposed framework utilizes the
permissioned blockchain system. If any new user or
service provider wishes to join the system, firstly,
they take permission from CAMS. Here permission
means that the CAMS authenticate them because
the new user or service provider may be a malicious
user. CAMS is also responsible for managing the
entire system. CAMS has a list of users and service
providers who are already present in the network. If
any new user or service provider joins, then after the
process of key generation and authentication,
CAMS updates the list, which tells that currently
how many users and service providers exist in the
system.

(ii) User: the user is generally a patient who wants
services from service providers. All users have a
copy of smart contracts which tells about the
agreement or set of protocols—the copy of smart
contracts issued by the CAMS. If any user wishes for
services from service providers, this request is
checked by smart contracts. If smart contracts are
executed correctly, then, only the user can take the
services from service providers; otherwise, not. The
service providers are doctors, hospital authorities,
insurance claim companies, and medical re-
searchers, etc.

(iii) Service providers: service providers provide their
services to the user according to the need of the user.
Service providers are doctors, insurance companies,
laboratory offices, and scientific researchers, etc. The
user consults with a doctor for specific medical
treatment. The doctor gives suggestions accord-
ingly. Doctors often suggest a specific medical test
according to the user’s problem. For this, the user
goes to the laboratory office (inside or outside the
hospital) to perform the test. If the laboratory office
gives the result immediately to the patient, then the
patient shows these results to the doctor and gets
suggestions for some medicine, if required.
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TaBLE 1: The comparison of existing approaches with their advantages and disadvantages.
Type smart A . .
Researcher Blockchain contract Conse.znsus Authentication and Scalability Mining incentive Blockchain speaﬁc
. algorithm key management vulnerability
mechanism
Uddin [4] ND No No No ND Yes ND
Xia [5] PB No No Yes Yes No ND
Liang [12] PB No No No No No ND
Azaria [19] ND Yes Yes No ND Yes ND
Chen [20] PB No Yes Yes Yes No ND
Yang [7] ND Yes No No Yes Yes ND
Griggs [13] PB Yes Yes No ND ND ND
Al Omar [8] PB Yes No Auth. ND ND ND
BTbOVItSkaya PB No Yes Yes No No ND
Novikov [21] ND Yes No Auth. ND ND ND

ND: not discussed; PB: permissioned blockchain; Auth.: authentication; No: not present or did not discuss the required algorithm or mechanism; and yes:
provided required algorithm or mechanism.

TaBLE 2: The comparison of existing approaches with their advantages and disadvantages.

Reference

The idea of the article

Advantages

Disadvantages

(4]

A patient agent (PA) based remote patient
monitoring (RPM) architecture.

The PA selects miners based on the
available CPU resources and previous
performance of miners. So by doing this

time is minimized.

The smart contract mechanism and
consensus mechanism are not discussed in
this article. This architecture is also
vulnerable to denial of service attacks and
ransom cyber-attack.

[20]

A new business process for medical
information sharing based on a blockchain
mechanism.

The proposed approach is “patient-
centric” where the patient has all the
authority for viewing and sharing his/her

medical records.

The authors do not investigate and analyze
the smart contracts mechanism under the
permissioned blockchain.

(7]

A blockchain-based architecture for EHR
systems using a new incentive mechanism
for the creation of any new block in a
blockchain-based system has been
proposed.

The proposed architecture uses a smart
contract mechanism for agreement

between patient and provider.

The proposed architecture is a “provider-
centric” approach.

A blockchain-based smart contract for
secure remote patient monitoring has been
discussed.

The proposed method uses smart
contracts and the PBFT consensus

mechanism.

Key management and authentication and
blockchain-based specific vulnerability (51%
attacks) part are not discussed by the author.

(21]

A decentralized blockchain-based
infrastructure for storing the electronic
medical records (EMR) of the patients in a
health care system.

This scheme uses a patient-centric model
with the support of smart contracts to

access patient data.

The consensus mechanism and blockchain-
related vulnerability are not discussed by the
author.

(5]

A blockchain-based data sharing scheme.

The proposed architecture is scalable to

any number of nodes.

The communication and authentication
protocols are not discussed.

(12]

A solution for health data sharing using a
private blockchain has been discussed.

The method proposed is a patient-centric

approach.

The authors do not explore the underlying
smart contract and consensus mechanism.

A permissioned blockchain-based
healthcare data management system to
attain privacy and security for healthcare
data has been proposed.

The proposed solution is a “patient-

centric” approach. Smart contracts
helpful for interaction with the
blockchain.

are

They assume that the user is having a key and
password. How these keys are generated, they
did not discuss.

A blockchain-based healthcare data
management especially for electronic
medical records (EMR) has been proposed.
The proposed framework consists of the
membership service, local database, cloud
server, chain code, and the user (either
patient or doctor) and nodes with his own
ledger. Practical byzantine fault tolerance
(PBFT) for the consensus mechanism has
been used.

This scheme supports access control and
data availability with desired security.

The issue with the framework is scalability.
Blockchain-based specific vulnerability (51%
attack) is not discussed by the author.

(19]

MedRec: a decentralized record
management system, to handle electronic
medical record systems by using blockchain

technology has been proposed.

In this architecture, they used smart

contracts.

The problem with the proposed architecture
is the security of an individual database.




Security and Communication Networks

Central Authority & Management

System (CAMS)
Service
Providers
E@) Pool of Data
Lake

Generators

Hash

@D@&@ Y o

Insurance Pharmaceutical

Doctor
Company

User
Company

Research

Organization

Cloud Storage

Blockchain

B

Blockchain Network

Smart
Contracts

Ledger

FIGURE 1: Proposed architecture.

Sometimes laboratory office directly gives the result
to the doctor. Many users also take insurance plans
like health insurance plans and term insurance plans
according to their needs; therefore, insurance com-
panies have also come into the picture as service
providers. Pharmaceutical companies interact with
doctors and insurance companies to brand and sell
their medicine. Scientific researchers interact with
different service providers (doctors, pharmaceutical
companies, and users) for their research. Due to all
these activities, a huge volume of data is generated.
The EMRs system without a blockchain cannot
handle this (as discussed in section 1). But by using
the blockchain with EMRs system, trust in a patient’s
data increases and transparency of the entire system

(iv) Pool of data lake: the pool of Data Lake contains the

bunch of data that users and service providers
generate. Service provider gives their services (a pa-
tient consults a doctor and provides description of
health records and insurance records) to the user; and
all these huge amounts of data are kept inside the pool
of Data Lake. The pool of Data Lake is a container (or
database) used only to store the generated data.

(v) Hash generators: the hash generators generate the

hash value of the current block. The hash generators

module takes the data from a pool of Data Lake and
converts it into the size of a specified block. First,
they validate the block. After the validation process,
they keep the block inside the blockchain system.
CAMS specifies the size of the block. In the pro-
posed system, more than one hash generators exist.
The CAMS module picks the suitable hash gener-
ator, depending on the existing performance of hash
generators. So at any point in time, only one or two
online hash generators are available.

(vi) Cloud server: the cloud server only stores the blocks

in the blockchain network. Our proposed architec-
ture uses the cloud server instead of a local database
because the volume of data is high. As per the dis-
cussion in section 2, these blocks are connected by
using the hash value of previous blocks, so tampering
with the data in any block is impossible. If scientific
researchers want to use the patient's data for research
purposes, they can use it with the user’s permission
only. Without the user’s permission, scientific re-
searchers, as well as service providers, are not able to
take and share the user's data. Since the user data are
stored in the blockchain system, using the crypto-
graphic mechanism, it provides security for tamper-
proof and immutable of user data.



3.3. Algorithm for the Proposed System. The algorithm for the
proposed system is as follows:

(i) Step 1. CAMS authenticates the user who wants
services from the service provider.

(ii) Step 2.If the user’s authentication is successful, then
the user is granted to take services from providers;
otherwise, the error message is generated: au-
thentication is not successful.

(iii) Step 3. If a new user wants to join the system, the
new user may join after CAMS approval. The
CAMS generates the pair of keys, and steps 1 and 2
are repeated.

(iv) Step 4. The user consults with service providers, and
the data generated by them are kept in a pool of
Data Lake.

(v) Step 5. The hash generators collect the data from the
Data Lake pool, verify it, convert it into a block, and
add it to a blockchain by using the previous block’s
hash value. This step is repeated after a while.

(vi) Step 6. Steps 4 and 5 are repeated for every user who
wants services from the provider.

(vil) Step 7. Finally, the blockchain is stored in a cloud
server.

3.4. Smart Contract Algorithm of the Proposed System. As per
discussion, in Figure 2 in section 2.6, smart contracts are
based on the state machine model, and the state machine
model is always a deterministic state machine model. Smart
contracts are define the set of rules, which are written in the
form of the program (or scripts). This set of scripts are stored
on all the nodes of the blockchain system. In turn, the
blockchain nodes execute these scripts to perform certain
activities or transactions in the network [22, 23]. By using
the same concept, we also propose a deterministic state
machine model for the proposed system since a deter-
ministic state machine model is represented as a directed
graph, and a directed graph consists of a set of vertices and a
set of edges. In the deterministic state machine model, these
sets of vertices are referred to as a set of states, and a set of
edges is referred to as a transition from one state to another
state or in the same state. The advantage of showing the
smart contracts using the state machine model is that it is
very easy for the developer to write the code by seeing the
flow of the state machine. Moreover, it triggers the events to
achieve the necessary behavior, which suits the EMR system.
Furthermore, disclosing the smart contract code to external
parties is not required. They can predict the system behavior
and write the code with add-on requirements. Our proposed
state machine consists of 4 states: labeled as state 0, state 1,
state 2, and state 3. The user is represented as state 0; CAMS
is represented as state 1; service providers are represented as
state 2. State 3 is called a dead state. The proposed state
machine model is shown in Figure 2.

In the state machine model, certain actions are defined:
Authentication, No Action, Violation, and Permission. This
set of actions is used to transition from one state to another.
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For example, if the machine is in state 0 and the action is
Authentication, then the machine automatically moves from
state 0 to state 1. If the machine is in state 1 and the action is
Violation, then the machine automatically moves from state
1 to state 2. If the machine is in state 2 and the action is No
Action, then the state does not change and so on (see
Algorithm 1).

The solidity programming language can be used to
implement the proposed smart contract for the EMR system.
It is a statically-typed programming language influenced by
other languages such as JavaScript, C++, and Python.
Moreover, this language is designed to run on the Ethereum
Virtual Machine (EVM). The Remix IDE with the solidity
version 0.5.10 is used to execute the suggested smart con-
tract. Remix IDE provides a convenient platform to deploy
smart contracts. It provides three different environments
(JavaScript VM, Injected Web3, and Web3 Provider) to
execute and deploy smart contracts [24]. Furthermore, the
execution cost plays a crucial role when smart contracts are
executed in any of these three environments. Execution cost
determines the total cost (in terms of “gas”) required to
execute the defined computational operations.

3.5. Consensus Mechanism for Proposed System. The con-
sensus algorithm is the set of rules to reach a common
viewpoint or agreement. The consensus algorithm is
designed so that, after executing the block, all the nodes (or
majority of nodes) in a network agree that the block is valid
and can be included in the blockchain network. Once the
agreement is done, no node can change the decision. For the
proposed system, we also designed a consensus mechanism
for the verification and validation of a new block [25]. In our
proposed architecture, a new block is verified and validated
with the help of hash generators. The main work of hash
generators is to validate the block (whether the correct user
sends the block or data or not because it may be possible that
malicious users send the data in a pool of data lake, so
validation is needed) and after the validation of new block,
generate the hash value of new block, and finally add them in
a blockchain.

In the proposed architecture, more than one hash
generator exists but only one hash generator is responsible
for validating and generating the hash value of the new
block. The work of other hash generators is to validate the
new block. The selection of hash generators is based on the
previous performance of the hash generators or on the stake
or wealth deployed in the network because the service
providers also act as hash generators. The reason behind this
is if the service providers act as a hash generator, based on
their wealth deployed in a system, then the chance of
malicious activity is very less because in that case, if they are
performing a malicious activity, they are damaging their
own wealth. In the proposed system, two categories of hash
generators exist. In the first category, only one hash generator
exists which is responsible for both validating as well as
generating the hash value of the new block, and in the second
category, remaining hash generators exist which are respon-
sible for validating the new block only (see Algorithm 2).
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FIGURE 2: Smart contract using a finite state machine.

1 Require: Actions such as Authentication, Violation, Permission, No Action
2 Ensure: Messages such as Authentication successful, Error and abort, Permission granted, No Action required
3 FOR STATE 0 AND STATE 1:Action: Authentication, violation, No action
4 If (f(Action) == Authentication) then
5 f(Message) = authentication is successful;
6 move: S (1)
— 5(0);
7 Else if (f(Action)==No Action) then
8 f(Message) =No action required;
9 move: S (0)
«— S(0);
10 Else if (f(Action) == Violation) then
11 f(Message) =error and abort;
12 move: S (3)
— §(0);
13 End if
14 FOR STATE 2:Action: Permission, violation, No action.
15 If (f(Action) = = Permission) then
16 f(Message) = take permission;
17 move: S (1)
— S(2);
18 Else if (f(Action) == No Action) then
19 f(Message) =No action required;
20 move: S (2)
— S(2);
21 Else if (f(Action) == Violation) then
22 f(Message) = error and abort;
23 move: S (3)
«— S(2);
24 End if
25 FOR STATE 3:Action: Permission, authentication, violation, No action
26 If (f(Action) == Permission/Authentication/Violation/No Action) then
27 f(Message) = error and abort;
28 move: S (3)
«— S(3);
29 End if

ALGORITHM 1: Smart contracts as state machine model.
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1 Require: Authentication value, Validation value, Genesis block

for hash generators; BCl=block chain length;
AV
Genesis block;
3A,=0;
4V,=0;
5 BCl=1;
6 Per = 0;
7 For (i = 0tohash_generator — 1) do
8 Execute Per[HGi]];
9 End for
10 Per « Per[HGI[0]];
11 For (i = 1tohash_generator) do
12 If (Per[HG/i]]&gt; Per) then
13 Per « Per[HGJi]];
14 End if
15 End for
16 Display: Selected hash_generator)
17 For (i = 0tohash_generator — 1) do
18 Check authentication of selected hash_generator;
19 If (Authentication == true) then
20 A=A, +1;
21 End if
22 End for
23 If (A,>[HG[m]/2]) then
24 Display: Authentication is successful;
25 End if
26 Create a new block by using the selected hash_generator
27 For (i = 0tohash_generator — 1) do
28 Check validation of new_block by all hash_generators;
29 If (Validation == true) then
0V, =V, +1;
31 End if
32 End for
33 If (V,>|HG[m]/2 +1]) then
34 Display: Validation is successful;
35 End if
36 While (TRUE) do
37 Calculate the Proof_Hash value for new_block;
38 If (Proof_Hash == Target_Value) then
39 BCl=BCl+1;
40 End if
41 Change Nonce_value;
42 End while

2 Ensure: New block, Blockchain length, Nonce-value SP[n] = list of service providers; HG[] = hash generators; Per[] = performance

= authenticating value provided by hash generators; V,, = validating value provided by hash generators; BC: Blockchain; BO:

ALGORITHM 2: A consensus algorithm for proposed architecture

3.5.1. Consensus Mechanism of the Proposed System

(1) In the first phase, after the selection of the hash gen-
erator, the remaining hash generators first authenticate
this selected hash generator. If [ceiling (N/2)] number
of hash generators authenticates this selected hash
generator (assume that in a system “N” number of hash
generators exist, excluding the selected one), then
authentication is successful and it proceeds further;
otherwise, the system aborts it with a message: au-
thentication not successful; error message.

(2) In the second phase, the selected hash generator
picks the data from the pool of Data Lake, converts it

into a block, and sends the new block to other hash
generators for validation. All the hash generators,
including the selected one, validate the new block. If
[floor (N/2) +1] number of hash generators, validate
the new block (assume that in a system “N” number
of hash generators exist, excluding selected one, +1 is
used for selected hash generator) then validation of a
new block is successful and it proceeds further,
otherwise, the system aborts it with a message:
validation not successful; error message.

(3) In the third phase, the selected hash generator
generates the hash value of the new block and is
added to the blockchain system.
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4. Conclusion

In this article, we present the blockchain-based novel ap-
proach for electronic medical records (EMRs) systems. The
proposed blockchain-based system provides several ad-
vantages compared to traditional electronic medical records-
based systems. Traditional EMRs systems are more centric
on healthcare providers. Whereas the proposed BMRS ap-
proach is centric on the patient only, which means that if the
healthcare providers want to access the patient’s data, they
can access and share the patient’s data with the patient’s
permission, which is an advantage over the traditional EMRs
system. In the proposed architecture, hash generators are
responsible for the maintenance of the blockchain system,
including the creation of a new block, validation of a new
block, and finally, adding the block to the blockchain net-
work. The service providers also act as hash generators. The
proposed system considers both smart contracts mechanism
as well as a consensus mechanism. The smart contracts
mechanism is based on the state machine modal. Hash
generators use the consensus algorithm to authenticate the
healthcare providers and to validate new blocks.

In future work, our research team will try to incorporate
the incentive mechanism with its mathematical model and
provide a solution for the mitigation of various attacks, such
as routing attacks and phishing attacks that increase the
security of the EMR system.
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This paper provides an in-depth study and analysis of a distributed allocation algorithm for collaborative resources for cloud-edge-
vehicle-based Telematics. The approach starts from the emerging application of urban environmental monitoring based on
vehicular networking, with an integrated design of data sensing detection and transmission, and collaborative monitoring of
vehicle swarm intelligence based on urban air quality collection to avoid redundancy of information and communication
overload. A hybrid routing method with minimal delay for reliable data transmission is proposed. The power adjustment al-
gorithm divides the channel into 3 states. When the CBR is less than 0.5, the channel is in an idle state, and when the CBR is greater
than 0.5 and less than 0.8, the channel is in an active state. The algorithm designs redundancy strategies based on coding
mechanisms to improve the reliability of data transmission, combines coding mechanisms with routing design, incorporates
routing switching ideas, and performs probability-based routing decisions to minimize the delay. In straight-line road sections, a
fuzzy logic prediction-based vehicle adaptive connectivity clustering routing algorithm is proposed to reduce the communication
overhead during vehicle collaboration and ensure high network connectivity; at intersections, a probability-based minimum delay
routing decision algorithm is proposed to reduce the information transmission delay. Experiments show that the proposed
method effectively improves the efficiency of data-aware collection and transmission, and increases the reliability of transmission.
With the explosive growth of video services, the problem of intelligent transmission of DASH-based video streams has become
another research hotspot in mobile edge networks. Based on the edge container cloud architecture of vehicular networking, the
resource constraints of microservices when deployed in the edge cloud platform were analyzed, and a multi-objective optimization
model for microservice resource scheduling was established with the comprehensive performance objectives of shortest
microservice invocation distance, highest resource utilization of physical machine clusters, and ensuring load balancing as much
as possible.

1. Introduction

Before the emergence of container technology, micro-
services were mainly deployed on virtual machines directly
on bare metal, which was difficult to operate and maintain.
Container technology, on the other hand, is a lightweight
virtualization technology that provides resource scheduling
and isolation for microservices at the container engine layer,
reducing concerns about inconsistencies across platforms
between development, testing, and production environ-
ments [1]. When deploying specific functional modules in

different locations, how to utilize limited resources in a more
balanced and efficient manner and further improve appli-
cation service quality and user experience is a challenge in
the initialization process of mobile IoT slices. And because
containers reduce the hardware system virtualization layer,
they can use the hardware resources of the actual physical
host directly and therefore make fuller use of hardware
resources. In summary, lightweight, and fast start/stop
containers are well suited for edge workloads and are a good
vehicle for Telematics microservices. However, as the
granularity of containers is smaller, the number of
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containers that can be started by one physical machine is also
larger, and the resource management for containers is more
complex [2]. Common container scheduling tools such as
Kubernetes and Docker Swarm Kit only provide some
simple resource scheduling policies, which cannot fully
utilize the performance of physical machines, so it is crucial
to design a reasonable resource scheduling policy for
microservice containers [3]. Vehicle networking refers to a
system network that carries out wireless communication and
information exchange among vehicles, roads, pedestrians,
and the Internet on the basis of in-vehicle network, inter-
vehicle network, and in-vehicle mobile Internet according to
agreed communication protocols and data exchange stan-
dards. Traditional vehicle networking refers to the electronic
label loaded on the vehicle through the wireless radio fre-
quency and other recognition technology, effectively realized
in the information network platform to the vehicle attributes
and static, dynamic information extraction, and utilization,
according to the different function demands to the vehicle
operation status to provide effective supervision and com-
prehensive service system. With the rapid development of
the Telematics industry and technology, the traditional
definition can no longer cover all its contents.

The rapid development and widespread use of the In-
ternet of Everything have led to a shift in the role of edge
devices, from the role of a single consumer of data to the role
of a consumer and producer of data, with edge devices
becoming more intelligent and capable of autonomous deep
learning, predictive analysis, and intelligent data processing
of data at the edge of the network. Big data processing is
slowly entering the era of edge computing with the Internet
of Everything at its core from the cloud computing era [4].
Cloud computing relies on powerful resource provisioning
in data centers to centrally process big data, compared to
edge computing which relies on numerous edge devices at
the edge of the network to process massive amounts of data,
reduce the occupation of network resources, enhance real-
time communication capabilities, and complete data pro-
cessing and execution services with extremely low latency
[5]. With the growth of the Internet of Everything, latency-
sensitive and compute-intensive application services are
increasing, and cloud computing solutions cannot meet the
latency requirements of these application services. For ex-
ample, autonomous driving, self-driving cars generate 4 TB
of data per day, which is demanding in terms of compu-
tational latency. The accuracy of multiedge collaborative
mobile IoT slicing can reach 85%, while the other two
comparison models are 72% and 65%, respectively. WAN
transmission brings latency uncertainty, and autonomous
driving data needs to be processed at the edge of the network
to ensure low latency, but the computational resources on
the edge side of the network are far inferior to cloud
computing, and the data are processed through deep neural
networks under resource-constrained conditions [6].

With the continuous improvement of relevant standards
and the increasing number of smart vehicles, it is foreseeable
that more vehicles will be connected to the network through
relevant protocols in the future. Along with the increasing
number of vehicles, road hazards have become an issue that

Security and Communication Networks

is faced in the development of Telematics. This makes it
increasingly important to study the transmission strategy of
vehicle safety services. In the process of vehicle communi-
cation based on IEEE 802.11P and LTE-V protocols, channel
congestion, channel interference, shadow fading, and in-
telligent computational processing are the main factors af-
fecting the performance of vehicle communication. It is
important to study how to schedule the computational and
communication resources in vehicular networking to im-
prove the communication performance of vehicle safety
services.

To sum up, the continuous development of the Internet
of Vehicles business and the continuous increase in the
number of connected vehicles have brought great chal-
lenges to the existing Internet of Vehicles solutions. In
order to improve driving safety and travel efficiency, the
problem of limited computing power of a single vehicle can
be solved by offloading tasks to the MEC server for exe-
cution. On the one hand, different IoV services have dif-
ferent requirements for latency, bandwidth, and computing
power. How to manage and allocate communication and
computing resources to meet the needs of various services
is a key issue in-vehicle edge computing networks. On the
other hand, due to the distributed deployment of MEC
servers, the communication and computing resources on
edge nodes are relatively limited. However, the unloading
requests of vehicles are usually random and sudden, and an
unreasonable resource allocation scheme will cause
problems such as increased delay, unstable network ser-
vices, and poor service quality. Therefore, it is of great
significance to study communication and computing re-
source allocation methods for task offloading in-vehicle
edge computing networks.

This paper proposes a distributed end-edge collaboration
algorithm for the edge network of intelligent networked
vehicles. According to the characteristics of high reliability
and low delay content transmission of the Internet of Ve-
hicles, a limited block length mechanism is introduced. At
the same time, the compression coding power consumption
of the vehicle video information source is introduced, and
the vehicle energy consumption model is established.
According to the video quality requirements of the vehicle
video information source, by adjusting the video coding rate,
the information source transmission rate, and the selection
of vehicle multipath routing, a fully distributed optimization
algorithm is proposed to improve the utilization of network
resources and ensure a single Equity in energy consumption
of vehicles. This paper proposes a distributed edge-end
collaborative algorithm based on the subgradient algorithm,
which realizes the resource allocation strategy by adjusting
the video coding rate, the information source transmission
rate, and the vehicle multipath routing decision. The farther
the terminal is from the communication node, the greater
the data transmission delay. Therefore, this paper uses dy-
namic communication nodes to solve the delay and energy
consumption problems faced by mobile terminals. The al-
gorithm can be deployed and executed in each ICV and only
needs to exchange a small amount of information with its
neighbouring nodes.
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2. Related Works

As transferring large amounts of data to the cloud not only
takes up limited backhaul bandwidth resources, it also gen-
erates large transmission latency and poses security risks of
data leakage. In response to these problems, edge computing
was born [7]. Edge computing is a service that deploys data
processing and storage capabilities from the cloud as close to
the endpoint as possible, storing, and analyzing data at the
edge of the network, solving many of the challenges that exist
when transferring data to the cloud center. As smart chips
continue to develop, the processing power of terminals is
gradually increasing, so that some simple data processing can
be done locally at the terminal [8]. Of course, edge intelligence
and terminal intelligence also have problems that need to be
solved, such as the uneven distribution of edge devices and the
uneven data storage and processing capabilities; not only is
the energy consumption of terminal devices relatively high
during processing, the terminal itself has limited endurance,
and the life span of the terminal is also a problem that cannot
be ignored when processing large amounts of data [9].

A heuristic algorithm based on three scenarios is pro-
posed for the task scheduling problem of edge servers in
multiserver multiuser mobile edge computing systems.
Experimental results show that the algorithm can signifi-
cantly reduce the average task execution delay. An efficient
lightweight offloading scheme is proposed for the multi-user
edge system [10]. The results show that this offloading
scheme can effectively reduce the execution time of end-to-
end tasks and improve the resource utilization of the edge
server [11]. The battery size of end devices is typically very
limited due to device size, etc. [12].

Abreha et al. proposed an analytical framework that
models downlink traffic in a drive-through vehicle net-
working scenario via a multidimensional Markov process. It
can be speculated that the computing load brought by the
number of tasks at this time is not high for the edge servers in
the network. So, the effect is not obvious. As the number of
tasks increases, the task completion rate varies greatly. When
the number of tasks is 60, the lowest task completion rate is
79.1% and the highest is 94.8%. There is a 15.7% gap between
the lowest and highest. The arrival of packets in the RSU
buffer is constructed as a Poisson process, and the transit time
is exponentially distributed [13]. Considering the state space
explosion problem associated with multidimensional Markov
processes, this paper uses an iterative per-duration technique
to compute the stationary distribution of Markov chains [14].
Sar-dianos et al. studied the hybrid data dissemination
problem, i.e., optimally determining the time and destination
of data transmission vehicles, and whether the vehicles obtain
the required data directly from the edge of nearby vehicles
[15]. The authors proposed a new data propagation algorithm,
called the hybrid data propagation offline algorithm, which
prioritizes finding the most beneficial vehicle-to-vehicle
broadcast, and then selected the feasible vehicle-to-base
station propagation method [16]. Shakir et al. studied how to
deploy drop box optimally by considering the trade-off be-
tween delivery delay and drop box deployment cost [17]. To
address this issue, first, provide a theoretical framework to

accurately estimate delivery delay; then, based on the di-
mension based on the idea of enlargement and dynamic
programming [18]. In terms of content uploading, Guan et al.
proposed to deploy dedicated access points (APs) at bus stops
to facilitate video uploading to study the video uploading
problem of mobile buses and proposed a water injection
placement algorithm that aims to balance the distribution
[19]. The aggregate bandwidth of each bus is analyzed by
establishing a queuing model to analyze the upload delay of
video content, and a machine learning model is further used
to incorporate the impact of bus routes into the queuing
model. Based on the different application conditions, it is a
great challenge to meet the requirements of low delay, huge
amount of calculation, high efficiency, high reliability, and
meticulous precision. For example, each car has different
requirements for communication; there are self-driving cars
and ordinary vehicles, which need to be treated differently.

In an edge computing environment, there are two aspects
of energy consumption by the end device when performing
task offloading [20]. One is the computational energy con-
sumed when the task is computed locally, and the other is the
transmission energy consumed when the task is uploaded to
the edge server and the results are received back from the edge
server. Therefore, offloading strategies can be designed to
reduce energy consumption by means such as adjusting CPU
frequency and offloading intensive tasks to the server [21].

The joint proposes a layered, modular edge computing
architecture that runs on the cloud, fog, and edge devices and
provides containerized services and microservices. The pro-
posed architecture has three main layers: the sensing layer, the
intermediary layer, and the enterprise layer. The perception
layer is the underlying layer that performs sensing and op-
erations (edge computing); the intermediary layer represents
intermediate devices and operations (gateways, fog com-
puting); and the upper layer, called the enterprise layer,
represents the cloud and operations such as long-term global
storage. The proposed architecture ensures that the data are
collected and analyzed in the most efficient and logical place
between the source and the cloud, balancing the load and
pushing the computation and intelligence to the appropriate
layer. It is also necessary to allocate the microservice con-
tainers with call dependencies to the same physical host, so
that the cross-server calls of the microservice container are as
few as possible, to reduce the response time of the service. For
the container scheduling problem under the microservice
architecture, a container scheduling strategy based on an
improved particle swarm algorithm that effectively reduces
network calls to fast physical hosts in container-based
microservice clusters is proposed, considering the invocation
relationship conditions between microservices.

3. Analysis of the Distributed Allocation
Algorithm for Collaborative Resource
Allocation in the Cloud-Edge-Vehicle
Side of Telematics

3.1. Collaborative Resource Design for Cloud-Edge-Vehicle
Telematics. The user terminal in Telematics is a vehicle, and



because vehicles travel fast on the road with many vehicles
and complex road conditions, smart driving vehicles under
Telematics have high quality of service (QoS) requirements
for various applications [22]. For this reason, when per-
forming microservice deployment under Telematics, various
aspects are considered including the dynamic characteristics
of the vehicle (e.g., whether it is moving or not), the type of
big data problems (e.g., speed, accuracy), and commuta-
tionally complex data analysis. The deployment architecture
of microservices in the Telematics system is derived from the
previous section on Telematics system architecture: cloud-
side-end microservice layered deployment architecture, as
shown in Figure 1.

This architecture consists of three parts: the vehicle and
road test terminal, the edge cloud platform, and the central
cloud. Unlike traditional cloud computing centers, the edge
cloud layer deploys the cloud infrastructure near the service
road section, which is not as powerful as traditional large
cloud data centers but is closer to the specific service area
and can effectively improve the quality of service (QoS) of
Telematics applications. Vehicle and road information
sensing through sensing technology, the On-Board Unit
(OBU) enables vehicle-to-vehicle (V2V), vehicle-to-road,
and vehicle-to-cloud communications. Microservices with
functions such as onboard data fusion calculations, location
positioning, road condition sensing, periodic or event data
sending and receiving, and supporting autonomous driving
fusion decisions are therefore deployed to the onboard and
roadside terminals. The number of users accessing the In-
ternet of Vehicles service will suddenly increase, resulting in
the overload of some specific microservice resources. When
the QoS of the application is reduced, the specific micro-
service container instance will be dynamically added.

The edge cloud platform of Telematics is a data pro-
cessing center, through its strong computing capacity, it can
realize the processing of massive real-time data of Tele-
matics; it is an application software deployment platform,
providing traffic-based cloud services to multiple users, to
realize the interoperability of resources of different traffic
systems; it is a resource management platform, through
virtualization technology, realizing the unified management
and elastic expansion of computing resources, thus in-
creasing system stability, reducing costs, and saving energy
consumption.

At the vehicle end, the vehicle unit and sensors are
mainly used to collect the vehicle and environmental in-
formation; at the tube end, the wireless communication
network is mainly responsible for the return transmission
of information collected by the vehicle unit and roadside
units, and the distribution of control information; at the
edge of the vehicle network, the cloud end, using its strong
computing and data processing capabilities, will process
the collected data and information and calculate the in-
tegrated output for the application services required by the
user. Accordingly, it is important to consider having
enough CPU processing power available, memory, disk
space available, and bandwidth resources to meet the
hardware requirements when deploying microservices [16].
In the Telematics Edge Cloud, container-based
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microservice resource scheduling means that according to
the resource requirements of the microservice, the cloud
computing center allocates the corresponding container
resources to it, and then the scheduling system deploys it to
the physical machine to run. The operation logic of
microservice scheduling is divided into four steps: (1) Grab
the task in the task executor by annotation and report it to
the task registration center. (2) The task orchestration
center obtains data from the task registration center to
schedule and save it into persistent storage. (3) The task
scheduling center obtains scheduling information from
persistent storage. (4) The task scheduling center accesses
the task executor according to the scheduling logic. It has
high precision and robustness, and is more suitable for
solving problems such as missing data. The essence is that
the scheduling system schedules the set of containers for
deploying microservices to run on the set of physical
machines according to the scheduling policy. The con-
tainers can be configured together with the resources re-
quired by the microservice programs, making full use of the
hardware resources of the Telematics Edge Cloud platform,
and making the physical machine clusters in the Edge
Cloud as load balanced as possible while meeting the re-
source requirements of the microservices.

In addition, microservices are generally responsible for a
single service function. When providing services to Tele-
matics users, multiple microservices are often required to
work together to meet user requirements, so there is a
dependency relationship between microservices to invoke
and be invoked. Each microservice is deployed into a
container, and there is a one-to-one correspondence be-
tween the microservice and the container, thus creating a call
dependency between each container. Therefore, in the
scheduling and resource dispatching of containers, it is not
only necessary to consider maximizing server resource
utilization and load balancing between servers but also to
allocate microservice containers with invocation depen-
dencies to the same physical host as far as possible, so that
the cross-server invocations of microservice containers are
as few as possible to reduce the response time of the service,
as shown in Figure 2.

The initial deployment of microservices means that the
application estimates the number of resources it needs based
on the actual number of users it serves daily while ensuring
that there is a certain number of resources left over; then it
applies for resources to the edge cloud based on its estimated
resource characteristics; finally, the Telematics Edge Cloud
platform schedules and deploys it to a designated physical
host to run according to the microservice resource sched-
uling policy.

The initial deployment of microservices means that the
application estimates the number of resources it needs based
on the actual number of users it serves daily while ensuring
that there is a certain number of resources left over; then it
applies for resources to the edge cloud based on its estimated
resource characteristics; finally, the Telematics Edge Cloud
platform schedules and deploys it to a designated physical
host to run according to the microservice resource sched-
uling policy. The transmission time of each batch is
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FIGURE 1: The layered deployment architecture of Telematics microservices.

minimized and the cost function is minimized. At the same
time, the above algorithm also considers the upper limit of
the bandwidth of each task, which can maximize the use of
bandwidth resources. The initial deployment of micro-
services can ensure the number of resources required for
their daily operation and meet their QoS requirements. The
dynamic scaling of microservices refers to the dynamic
addition of specific microservice container instances when
unexpected conditions are encountered, such as a sudden
increase in the number of vehicles in the service area of the
Telematics Edge Cloud Platform, which results in the
overloading of some specific microservice resources and a
reduction in the QoS of the application, and then the Edge
Cloud Platform deploys the added microservice instances to
the specified physical hosts to run following the microservice
resource scheduling policy to meet their resource
requirements.

Whether it is the initial deployment of microservices or
dynamic expansion, the edge cloud microservice resource
scheduling policy is required to reasonably schedule
microservice containers to deploy and run on the specified
physical hosts. In the following, the microservice resource

scheduling problem on the Telematics edge cloud platform is
modeled according to its characteristics [23]. In the
microservice resource scheduling problem on the edge
cloud, it is crucial to make the most efficient use of resources
in the resource scheduling process due to the limited
computing resources compared to traditional cloud com-
puting centers and the high user requirements for latency. In
addition, as there are dependencies between microservices,
the dependency between containers is also an important
factor in the resource scheduling process, thus ensuring the
responsiveness of the edge cloud to tasks, improving the
utilization of cloud resources, and reducing the energy
consumption of the edge cloud center.

3.2. Distributed Allocation Algorithm Design. In the system
proposed in this paper, each buyer has a computationally
intensive service to perform, but due to its computing re-
sources and capacity constraints needs to migrate part of the
service to a suitable service vehicle in the vicinity, and pay
the final chosen service vehicle a certain amount of money.
Each buyer is represented by a 7-tuple as follows:
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SR={r(t), f',v,6,1*, R}, (1)
where I'(t) = {x, y} denotes the geographic coordinates of
the buyer at the time ¢, fT is the buyer’s local computing
power (CPU cycle/s), v and 0 are the buyer’s speed (km/h)
and direction of travel, respectively. d and A € [0, 1] denote
the data volume (bits) of the buyer’s computationally in-
tensive business, i.e., and the business migration rate, re-
spectively. The data volume size (bit) of the migrated part of
the business; R is the communication radius of the vehicle.
Therefore, when scheduling resources for microservice
containers, one of the optimization goals is to occupy the
least number of physical hosts on the premise of meeting
their needs, so that the resources of physical hosts can be
effectively utilized.

The vehicle cloud consists of a set of computing services
providing vehicles within the buyer’s one-hop V2V com-
munication range, where each member has more computing
power and free resources compared to the buyer, repre-
sented by the following 7-tuple:

SP={r ), f’,v,6,A>, R}, )
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The interference limit in this section considers the in-
terference between the RSU sender pair and the receiver side
of the vehicle node V, and the interference between the
sender side of the K -relay forwarding and the receiver side

of the vehicle node V. (3) is the interference between the K
sender and the receiver V in different regions, where k, m,
andG denote the channel gain between the k-th relay and the
m-th node on the I-th subcarrier.
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In the actual process of vehicular network traffic flow
data acquisition, it is often accompanied by loss com-
munication such as sensor failure or transmission dis-
tortion, which inevitably results in the occurrence of
missing, lost, or abnormal data, and may even lead to a
high percentage of data loss, resulting in unreliable
transmitted data [18]. Previous studies have shown that the
higher-order tensor can tap higher-level data correlation,
make full use of data dimensional information, improve
the accuracy of data recovery, have higher accuracy and
robustness, and is more suitable for solving problems such
as missing data.

An analytical model of mobile IoT slices was established,
abstracting different slices as different layers in a multilayer
graph. The RSU can timely broadcast the vehicle density
information and the priority information of the road con-
dition warning message to the roadside cluster head vehicles
in a timely manner. The aim is to solve the problems of how
to deploy slices efficiently and flexibly, dynamically, and
controllably allocate resources and optimize performance
within and between slices according to the needs of different
applications, and how to achieve highly reliable and low
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latency edge computing slices in the application scenario
where IoT terminals are constantly on the move, to maxi-
mize resource utilization and optimize the performance of
mobile IoT slicing services, as shown in Figure 3.

In the subsequent study, we found that using only the
trained neural network to predict the test set could not
achieve better results, probably because the network decision
space was too large and the training set could not cover all
the decided cases. To solve the above problem, a genetic
algorithm was used to perform a range search after the
neural network decision to obtain a better decision result.

To solve (5), the task bandwidth allocation algorithm is
designed because the core objective is to minimize the
transmission completion time of each batch, i.e., to minimize
the transmission time consumed by the last task to finish
transmission within each batch, so with a certain bandwidth
of the base station, the bandwidth is first allocated in equal
proportion to the data size of the task, and if the bandwidth
allocated to user i exceeds its bandwidth limit Bj, then if the
bandwidth allocated to user i exceeds its bandwidth limit Bi,
then the user’s upper bandwidth limit is allocated, and then
the remaining tasks are reallocated proportionally according
to the above process [19]. In this way, the tasks within a batch
can be transferred as simultaneously as possible, minimizing
the transfer time of each batch and thus the cost function,
while the algorithm also considers the bandwidth limit of each
task, allowing for maximum utilization of bandwidth re-
sources. Once the task transfer is complete, computational
processing can begin, using a simple single-core processor to
process incoming tasks serially, following the first-come, first-
served principle, until all tasks are finally processed.

2 2
W,; = WR; RV}, (5)

Since the adjacency matrix of each node of the graph
random wandering model is a Markov matrix, the wan-
dering probability of each node is a specific value in the
adjacency matrix. Assuming that there are M components to
be deployed, the matrix will reach a new state after M steps of
wandering. The idea of routing switching is integrated, and
the probability-based routing decision is made with the goal
of minimizing the delay. Then, according to the final state of
the matrix, the specific deployment probability of each node
can be obtained, and the system needs to allocate more
available resources to the node with the highest probability.

In the process of slicing resource management, this
paper proposes to achieve this through a multimodel col-
laborative learning scheme, i.e., using Generative Adver-
sarial Networks (GAN) and Deep Reinforcement Learning
(DRL) to address resource demand prediction within slices
and dynamic resource allocation between multiple slices,
respectively, ie., through multimodel collaboration to
perform dynamic resource allocation for different slices to
achieve efficient use of limited resources while providing
slicing services for more applications.

maxminV (d,G) = E log D (x)

X~Pyata(x) [

(6)
~Ey p, 51 +logD(g)]].
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FiGure 3: Network environment.

When a user sends a service request, a chain of invo-
cations will be formed in the server to handle the user’s
demand. All microservices in the chain of invocations
collaborate to meet the user’s needs. Therefore, it is necessary
to invoke the containers deployed in each physical host. The
invocation of containers in the same physical host consumes
significantly less time than the invocation across physical
hosts. Therefore, in the process of container deployment and
resource scheduling, the number of container calls across
physical hosts should be minimized, so that the time for
container calls across physical hosts can be reduced and the
network resources wasted.

Therefore, when scheduling resources for microservice
containers, one of the optimization goals is to minimize the
number of physical hosts occupied while satisfying their
requirements so that the resources of the physical hosts can
be used effectively. In this paper, we use the defined pa-
rameter Z to denote the total number of physical hosts
occupied by the deployment of microservices-equipped
containers, while the combined resource utilization of the
physical host population activated for the deployment of
microservices in the entire edge cloud is expressed by the
parameter U, as shown in the defined formula in (7).
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The value of takes the range (0, 1), and the fewer physical
hosts occupied by the same number of microservices, the
higher the resource utilization of the physical machine cluster.
The RSU, a network node located in the middle of a roadside or
intersection, can communicate with the traffic management
center and roadside vehicles to obtain timely information on
the global traffic situation [24]. The centralized control
mechanism allows the RSU to play an important regulatory
role in congestion control and wireless channel control of in-
vehicle communication. In the proposed algorithm, the RSU
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can broadcast accurate information on the density of vehicles
and the priority of roadside alert messages to the roadside
cluster headers on time by reusing the same communication
resources. By combining the vehicle density information and
the priority of the alert message, the vehicle node can calculate
the information interference factor.

According to the CBR value of the cluster head vehicle,
the power adjustment algorithm classifies the channel into
three states, when the CBR is less than 0.5, the channel is in
an idle state when the CBR is greater than 0.5 and less than
0.8, the channel is an inactive state, and when the CBR is
greater than 0.8, the channel is in a congested state. The
channel state transfer diagram is shown in Figure 4.

Resource management for containers is even more
complicated. Commonly used container orchestration
tools such as Kubernetes and Docker SwarmKit only
provide some simple resource scheduling strategies and
cannot fully utilize the performance of physical machines.
Therefore, it is very important to design a reasonable re-
source scheduling strategy for microservice containers.
When the channel is congested, by appropriately reducing
the vehicle signal power, the conflict of vehicles competing
for channel resources can be reduced, thus improving the
efficiency of message delivery. When the channel is idle, the
vehicle signal power is increased to improve the delivery
success rate and the coverage of the alert message. When
the channel state is active, the power of the vehicles in the
cluster is not adjusted.

4. Analysis of Results

4.1. Performance Results of the Cloud-Edge-Vehicle-Side IoT
Collaborative Resource Platform. When an IoT application
starts running, the slicing system will perform business

identification and related resource requirement analysis and
use this as the basis for scalable deployment of functional
modules. During the deployment process, depending on the
type of service and demand, certain functional modules may be
deployed at the core, at the edge, or even at the bearer network
between the terminal and the core or other locations, enabling
the flexible and scalable deployment of each functional module.
These virtualized platforms for deploying different functional
modules have different available resources, and the links
connecting them have different transmission performances.
Therefore, it is a challenge for the initialization process of
mobile IoT slices to make more balanced and efficient use of
limited resources when deploying specific functional modules
at various locations and to further improve the quality of
service and user experience of applications.

The latency in this experiment refers to the entire time
that the data are sent from the terminal to the distributed
computing platform until the calculation results are
returned to the terminal. The goal of the multiedge col-
laborative mobile IoT slicing is to reduce the latency while
maximizing recognition accuracy, and the experimental
results confirm that the architecture achieves this goal. In
contrast, edge computing relies on numerous edge devices at
the edge of the network to process massive data, reduce the
occupation of network resources, enhance real-time com-
munication capabilities, and complete data processing and
service execution with extremely low latency. There are three
main reasons for this: firstly, the constant switching of
communication nodes as the terminal moves; secondly, the
multiedge collaborative slicing model that uses distributed
deep learning from multiple edge nodes; and thirdly, the
efficient task allocation and optimal transmission path se-
lection method implemented through graph neural net-
works, as shown in Figure 5.
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In Figure 5, the comparison between latency and average
correctness for the three architectures mentioned above is
depicted. As can be seen from the figure, if higher accuracy is
required, a larger latency is used. In the case of object
recognition experiments, higher accuracy is used when the
latency requirement is first guaranteed. For example, the
requirement that the time delay must be less than 1.5 sec-
onds enables the multiedge collaborative mobile IoT slice to
achieve 85% accuracy, compared to 72% and 65% for the
other two comparison models, respectively, thus showing
that the multiedge collaborative mobile IoT slice has higher
accuracy for the same time delay requirement, and similarly,
the multiedge collaborative mobile IoT slice has lower la-
tency for the same accuracy requirement.

As shown in Figure 6, both the delay and energy con-
sumption in dynamic communication node mode is es-
sentially constant, but both the delay and energy
consumption in fixed communication node mode gradually
increase as the terminal moves away from the communi-
cation node. This is because when the terminal is further
away from the communication node, the terminal needs to
increase its transmitting power to transmit data to a greater
distance so that the communication node can receive it
properly, which inevitably results in higher energy con-
sumption. Similarly, the further away the terminal is from
the communication node, the greater the data transmission
delay. Therefore, this paper uses dynamic communication
nodes to solve the problems of latency and energy con-
sumption faced by mobile terminals. In some application
scenarios of the Internet of Vehicles, such as autonomous
driving, the latency requirement even needs to be lower than
10 ms. This makes the research on the transmission strategy
of IoV security services more important.

In this network environment, using the CB-SIC solution
(combined CB and SIC technology), all task nodes gain a
total of 232-time slices to transmit data to the base station if

they transmit with incremental CB power. When trans-
mitting with fixed CB transmission power, a total of 219-
time slices of data are transmitted to the base station. With
the CB-only scheme (using only CB technology), only one
task node in a time slice can transmit data to the base station.
The interference avoidance scheme is like the CB-only
scheme in this respect. The SIC-only scheme (using only SIC
technology) has better data throughput than the CB-only
and interference avoidance schemes but is still not com-
parable to the CB-SIC scheme.

By adjusting the number of tasks and idle nodes, 24
different network environments were obtained. In these
network environments, the experimental results of the CB-
SIC scheme, the CB-only scheme, the SIC-only scheme, and
the interference avoidance scheme are compared. On-Board
Units (OBUs) enable vehicle-to-vehicle (V2V), vehicle-to-
road, and vehicle-to-cloud communications. The amount of
data transmitted by each node in all-time slices is then
calculated based on the transmission rate of the nodes, and
the average data throughput in each network environment
are shown in Figure 7.

As can be seen from the figure, the throughput obtained
by the CB-SIC scheme is significantly improved compared to
the other three schemes. Regardless of the number of task
nodes and idle nodes, the CB-SIC solution consistently
achieves more than twice the data throughput of the CB-only
solution. The throughput can be further increased by in-
creasing the CB transmission power, and the CB and SIC
technologies increase the data throughput of the entire
wireless network.

The task nodes need to transmit data directly to the base
station by using CB technology. The base station, in turn,
uses SIC technology to receive multiple signals simulta-
neously. Therefore, the container-based microservice ar-
chitecture is adopted, and the application software functions
are disassembled into microservices with smaller granularity
for deployment, to achieve high reliability, flexibility, and
high performance under limited resource conditions. In
addition, the application scenarios of the edge cloud of the
Internet of Vehicles are fixed. In this chapter, the structure of
the network system is first given and a mathematical model
is developed by analyzing it. The CB technique also generates
a power gain, which further increases the number of signals
that can be received and decoded at the same time by the
base station using the SIC technique. In these ways, the
amount of data transmitted to the base station in a fixed
period is maximized. Simulation results show that the CB-
SIC scheme, which combines CB and SIC technology, can
significantly increase throughput compared to the CB-only
scheme, the SIC-only scheme, and the interference avoid-
ance scheme.

4.2. Performance of the Cooperative Resource Distributed
Allocation Algorithm. In both the CB-SIC PRO and CB-SIC
FIFO schemes, a suitability threshold is used to select an
edge server for each task. Therefore, changes in the exper-
imental results were observed by increasing the fitness
thresholds in both schemes. To further demonstrate the
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effect of threshold o on task completion rate and task
completion latency in different network environments, the
number of randomly generated tasks in the network was set
to 40, 50, 60, and 70.

From the function in the optimization objective, it can be
analyzed that the closer the user is to the base station, the
lower the bandwidth cost to achieve the same code rate.
Therefore, the algorithm adopts the shortest distance access
principle, which can greatly reduce the bandwidth con-
sumption of the base station. The step-by-step training of the
DNN network relies on its self-learning ability to finally
obtain a better training model, and then make decisions on
the incoming tasks, and output the best access strategy
selected, as shown in Table 1.

It can be seen from Table 1 that the MBRA algorithm has
nearly 50% of the data errors within 20%, followed by nearly
98% of the data errors within 40%, which is significantly
higher than the other three heuristic algorithms, and the
overall effect is better. It can also be seen from Table 1 that
the average accuracy of the MBRA algorithm in the entire
training process is 84.13%, the total time consumption for
processing 20,000 pieces of data is 1471s, and the time
consumption for a single task decision is only 74 ms. The
decision-making time of the heuristic algorithm is short, but
the overall error is relatively large, so it cannot achieve a
good decision-making effect.

The main purpose of the cooperative network is to make
use of the high mobility and processing ability of the in-
telligent terminals carried by users, to make the intelligent
terminals act as relays randomly, and to establish the
communication between the sensor nodes and the infra-
structure in a cooperative way, so that the data can be
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TaBLE 1: Time complexity and solution average error rate of MBRA and comparison algorithms.

Algorithm

Solving time (s/data) Average error rate (%)

Base station access decision algorithm MBRA
Random access RAS

Access to NDAS at the closest distance
Equal distribution of access to EDS
Brute-force algorithm VA

0.074 15.87
0.00452 54.19
0.0029 29.4
0.00481 53.97
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F1Gure 8: Diagram showing the effect of threshold « on the task completion rate of the CB-SIC PRO solution.

efficiently aggregated to the core network. Therefore, in the
vehicle networking scenario, these ICVs need to consume
more energy to relay the data sent by other sensor nodes. The
algorithm in this paper considers the edge-end collaboration
mechanism, and the ICVs closer to the base station assist the
ICVs farther away from the base station to transmit data by
means of data relay, thus resulting in more energy
consumption.

Under the edge-end coordination mechanism of the
algorithm in this paper, some ICVs that are far away from
the base station do not communicate directly with the base
station but use other ICVs to transmit data through mul-
tipath and multihop routing. Therefore, this algorithm can
also reduce the number of links for vehicle-to-base station
direct communication, thereby saving communication
bandwidth resources.

Figure 8 illustrates the effect of progressively increasing
suitability thresholds on the task completion rates. When the
number of tasks is 40, the task completion rate increases
slowly at first, and then gradually starts to decrease once it

reaches 100%, and finally remains constant. When a =0, the
task completion rate is 98.2%. When « =14, the task
completion rate reaches 100%. At o =22, this starts to
decrease and eventually stays at 98.2%. The task completion
rate of the CB-SIC PRO solution remains at a high level for a
task count of 40, and it can be assumed that the compu-
tational load from the task count at this point is not high for
the edge servers in the network. Therefore, the impact is not
significant. As the number of tasks increases, the task
completion rate varies considerably. At a task count of 60,
the task completion rate ranged from alow of 79.1% to a high
of 94.8%. There is a 15.7% difference between the minimum
and maximum.

The experimental results in Figure 9 show that the degree
of load imbalance in the data center increases as the size of
the microservice containers to be deployed increases. Then,
the scheduling system deploys it to the physical machine to
run. Its essence is that the scheduling system schedules the
container set for deploying microservices to run on the
physical machine set according to the scheduling policy, and
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the container can be configured with the resources required
by the microservice program. For the same experimental
conditions, the standard deviation of the data center load
imbalance of the MFGA algorithm is better than the other
three algorithms and stays in the lower range, achieving
good load balancing.

From the experimental results in the previous section,
communication time consumption has a more obvious
impact on the overall time consumption, and the amount of
data determines the communication time consumption.
Here, we investigate the impact of the size of the input
feature map of the deep network model on the computation
time and acceleration ratio of the edge clusters, with five VM
VMs-1 used as edge devices, one as the edge gateway and the
remaining four as edge nodes, the number of data frames is
1, and the network bandwidth is set to 1000 Mbps.

Under the mechanism that the ICV communicates di-
rectly with the base station, the total energy consumption of
video compression and communication varies greatly for
each ICV, that is, the total energy consumption of video
compression and communication of ICVs closer to the base
station is higher than that of the ICV. This is because the
ICVs that are closer to the base station have better signal-to-
noise ratios of transmission channels and can support higher
data transmission rates with less communication energy
consumption.

One limitation of the value iteration method is that it
requires a finite and minimal number of states, which makes

solving the system of equations almost impossible when, as
in this paper, the state space is growing exponentially. The
policy iteration algorithm includes a process of policy es-
timation, which requires scanning all states several times, a
complexity that seriously affects the efficiency of the policy
iteration algorithm. Both value iteration and policy iteration
require a known state transfer probability to compute the
optimal policy, which is difficult to implement in real-world
usage scenarios.

5. Conclusion

The Internet of Vehicles, as an application of the Internet of
Things in the field of intelligent transportation, is an im-
portant development direction for future driving technol-
ogy. In an IoT environment, it is impossible to realize
autonomous driving without the collaborative cooperation
of cloud, edge, and end. As a data processing center and
application software deployment platform close to the end
service terminal in the Telematics system, the edge cloud
platform will carry most Telematics applications. As it is
deployed at the edge of the network, it can greatly shorten
the response time of Telematics applications, reduce
bandwidth costs, and improve service quality. The edge
cloud platform has relatively limited resources compared to
traditional cloud data centers, and its resource scheduling
algorithm directly affects the performance of Telematics
applications that are not on it. Therefore, it is important how
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to make limited use of edge cloud hardware resources in the
Telematics edge cloud platform and ensure the reliability and
high performance of Telematics applications. In this strat-
egy, firstly, the clustering algorithm is used to cluster the
vehicles on the road, secondly, it is introduced how to
evaluate the channel busy status of the clustered vehicles
using the RSU of the roadside node, then the vehicles are
classified into different channels states according to different
channel busy degrees, and the corresponding power ad-
justment strategies are carried out by the vehicles in different
channel states to improve the communication performance
of the alarm messages transmitted on the road. Finally, the
performance of the proposed algorithm is effectively verified
in simulation experiments.
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Owing to the security requirements of Internet of vehicles (IOV), it is necessary to design a secure privacy-preserving scheme for
communication. Traditional privacy-preserving schemes have two deficiencies. One is the high cost of computation and
communication. Another is the inability to prevent the spread of malicious or modified messages. Motivated by those facts, we
proposed a trust-based authentication scheme for certificateless privacy-preserving of IOV, based on the advantages of the short
key, fast speed, and high security performance of elliptic curve cryptography (ECC). We proposed a method to replace the
revocation list by authenticating trust to prevent broadcasting fake and altered massages. Our scheme can encrypt the message
sent by the node while adopting a certificateless authentication method to complete the anonymous authentication function,
which protects the privacy of the node information and effectively reduces the system storage load. In addition, aggregate
signatures can effectively reduce computational and communication overhead. It is proven theoretically that the proposed scheme
can satisfy correctness, anonymity, confidentiality of messages, and unforgeability of signatures. Therefore, this scheme is more

suitable for the deployment and application of physical IOV.

1. Introduction

Internet of vehicles (IOV) are applications of mobile ad hoc
networks (MANETSs) and wireless sensor networks in the
field of intelligent transportation to implement the com-
munication between intelligent vehicles and increase the
safety and efficiency of road traffic. The key features that
distinguish IOV from other MANETs are vehicle density,
self-organization, multihop, rapid change of network to-
pology, limited network capacity, no power and storage
constraints, predictable node mobility patterns owing to
fixed roads and lanes, and a large number of nodes in urban
traffic [1]. A typical IOV architecture usually includes three
components: service center, road side unit (RSU), and a
vehicle node that configures the onboard unit (OBU), where
the OBU is mounted on the vehicle to provide wireless
communication capabilities. The RSU is used to provide a
wireless and radio-covered vehicle interface [2]. As networks
become more common, there is a growing need for vehicle-

to-vehicle (V2V) and vehicle-to-infrastructure (V2I) com-
munications [3], and the communication between V2V and
V2I is realized by dedicated short range communication
(DSRC) [4] systems. Most importantly, the IOV is a
promising technology for providing effective traffic man-
agement solutions, navigation-based services, infotainment,
and vehicle safety.

Privacy and security issues in IOV have attracted a
significant amount of attention. Since IOV supports
emergent real-time applications and processes vital message,
relevant schemes should meet security requirements such as
privacy, confidentiality, integrity, and nonrepudiation to
provide secure communication to attackers and malicious
nodes [5]. All Kinds of security attacks such as denial of
service (DOS), Sybil attack, illusion attack, and wormhole
attack will affect the privacy of the vehicle and possibly lead
to traffic congestion, misinformation dissemination, posi-
tioning and identity leakage, disguise or forgery of data, and
intrusion of private information. Therefore, data security
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and privacy-preserving issues in the IOV environment have
become the focus of attention [2, 6].

A number of asymmetric cryptography-based security
authentication schemes have been proposed to prevent such
attacks. Anonymous authentication is one of the basic
methods used for preserving privacy. The typical anonymous
authentication mechanisms in IOV include pseudonyms,
random silence, group signatures, ring signatures, blind
signatures, and smart cards. In recent years, scholars have
proposed a variety of anonymous schemes for IOV security
authentication, such as digital signature scheme [7] and
group signature scheme [8] based on public key infra-
structure (PKI). However, these traditional anonymous
authentication schemes have the following disadvantages.
(1) The computational and communication costs of message
authentication are large. In the case of high traffic density,
there will be more delay, and a large number of messages will
get lost. (2) Requirement for vehicle to store a large number
of certificates and dependence on the revocation list to
achieve vehicles revocation. It results in a large storage
overhead of the system. Therefore, improving the efficiency
of anonymous authentication based on ensuring security is
also one of the principal challenges facing IOV [9].

Except for efficiency issues, authentication mechanism
also has a major limitation, as it only ensures that the
messages are transmitted from a legitimate sender, and does
not prevent legitimate senders from maliciously spreading
false or modified information to other vehicles. False or
altered messages can reduce traffic efficiency and, at worst,
threaten people’s lives. The question to be considered is how
a vehicle decides whether to believe a message sent by a
dependable vehicle. In order to prevent the above problems
from causing improper behavior of the vehicle, misconduct
detection mechanisms [10] and reputation systems [11] have
been put forward. Trust vehicles can be distinguished from
untrusted vehicles by building trust relationships and
detecting malicious behavior in IOV, thereby preventing the
vehicle from being misdirected by other malicious vehicles.
Therefore, trust is essential to protect IOV. Anonymous
authentication trust is becoming a compelling method of
preserving privacy in IOV. Nevertheless, there is a lack of
research on this topic, especially for the IOV system. Trust
management of IOV [12] has been studied and attempted.

In this study, we propose a certificateless anonymous
authentication scheme based on the trust of the IOV. In our
scheme, the trust value is combined with the traditional
encryption scheme for preserving privacy. Only if the vehicle
generating the message has a certain trust value, the message
is thought to be reliable. The proposed method can not only
ensure the effective communication of vehicles in the vehicle
network but also make sure the vehicles receive information
that is reliable. The basic principle of the scheme is to allow a
trusted authority (TA) or authorized parties (AP) to an-
nounce the latest aggregate list of integrated node trust
(INT) and verify the node trust without certificates. In our
proposed scheme, a TA updates the trust value of each
vehicle, stores the values in the trust value table using
hashing techniques, and then broadcasts the trust value
table. Thus, all vehicles can obtain the trust value of the
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adjacent vehicle by querying the trust value table to
strengthen security. Depending upon the location of the
trust value in the INT aggregation list, the receiving node can
verify the sender’s message anonymously and without a
certificate, and aggregate signatures can effectively reduce
the computational costs and communication overhead.
Furthermore, multiple APs may flexibly coordinated to
achieve trust authentication while supporting aggregation
signature verification. The method can provide fast, anon-
ymous authentication and preserve privacy, and can ensure
the reliability of the message of V2V communication.

L1. Our Contributions. The main contributions of the
proposed scheme are summarized:

(i) We propose a scheme to guarantee the security of
communication and the reliability of messages in
IOV by combining trust with traditional privacy-
preserving encryption scheme. We demonstrated
that the proposed method was secure, and evaluated
the performance by analyzing the proposed scheme.

(ii) We propose a method to replace the revocation list
by authenticating trust, and our scheme does not
involve PKI certificates, thus reducing the storage
burden of the system vehicles. It also does not in-
volve complex bilinear pairing operations, which
effectively improves authentication efficiency.

1.2. Organization. The rest of this article is arranged as
following: Section 2 describes the related work of the pro-
posed scheme. Section 3 introduces preliminaries and
background information. In Section 4, we described the
proposed scheme in detail. Section 5 gives a proof of the
security in the random oracle model under ECDLP. Security
analysis and performance evaluation are described in detail
in Section 6. Finally, Section 7 summarizes the future work
of this paper.

2. Related Work

In the last several years, scholars have done a lot of research
on the preserving privacy and data security of nodes in IOV.

2.1. Anonymous Authentication. Many anonymous au-
thentication schemes have been proposed for IOV, which
can be divided into five categories based on the encryption
mechanism employed: public key infrastructure (PKI),
certificateless signature, symmetric cryptography, identity-
based signature, and group signature.

To realize preserving privacy and security in IOV, in
2007, Raya and Hubaux [13] used anonymous certificates to
hide the identity of users and a PKI-based scheme is pro-
posed. Raya advises to store huge amounts of public/private
keys and corresponding certificates in each vehicle, and the
vehicle randomly selects the certificate to sign the message.
The privacy of the vehicle is protected by regular replace-
ment of keys and certificates. In 2008, Lu et al. [2] proposed
an efficient conditional privacy preservation (ECPP)
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protocol based on bilinear mapping. The main limitation of
ECPP is the large latency of RSU in generating pseudonym.
In 2012, Shim proposed an identity-based signature scheme
[14], which stores the master key in the vehicle’s tamper-
proof device. The vehicle can use the system master key to
generate pseudo-names and other information. In 2013,
Horng et al. proposed a scheme [15] to use RSU to generate
different pseudo-names for vehicles to generate a distinctive
anonymous authentication scheme, avoiding the use of a
great deal of public and private key pairs by using pseu-
donym communication. However, guaranteeing the security
of the RSU is also a problem. Shao et al. [16] through the use
of the new group signature scheme proposed new IOV
authentication protocol. However, it can cause random
tracking, which reduces user privacy. In 2018, Li et al. [17]
proposed an anonymous conditional privacy-preserving
authentication scheme based on pseudoidentity method.
Each OBU should prestore pseudoidentity in order to
maintain their identity privacy. Liu et al. [18] designed a
distributed MAC layer antiattack pseudonym scheme. In
2019, Liu et al. [19] designed an anonymous authentication
scheme based on group signature, where area TA provided
anonymous authentication services. Boualouache et al. [20]
proposed an effective pseudonym changing and manage-
ment framework. This approach can keep the message in-
tegrity, and the sender’s privacy, but it also has some
disadvantages. When the vehicle’s private key has been
revoked, the system needs to be updated regularly for vehicle
certificate; it may take time. Key distribution, management,
and storage are challenges. To solve these problems, Du et al.
[21] designed a certificateless signature scheme combined
with certificateless public key cryptography. Zhong et al. [22]
presented a full aggregation authentication scheme for
VANETS, which achieved conditional privacy protection by
using pseudonyms. In 2020, Bayat et al. [23] proposed a new
security and privacy protection scheme based on RSU. In
this scheme, the TA stored the master key in the temper-
proof device of the RSU, and the verifier used the public key
of the RSU instead of the system to check whether the
signature is valid. Therefore, vehicles cannot check the
signatures of other vehicles on the road from other RSUs.
However, bilinear pairing and map-to-point operations are
used in the scheme, which results in high computational
overhead. Verma et al. [24] proposed the pairing-free cer-
tificate-based aggregated signature scheme. Xu et al. [25]
proposed a certificateless signature scheme based on the
CDH assumption. However, the scheme utilized the ex-
pensive map-to-point hash function, which also increased
computational and communication overhead. To reduce
computational and bandwidth costs, Mei et al. [26] proposed
a conditional privacy certificateless signature scheme, which
achieved full aggregation. But the scheme is also based on
bilinear pairing. To further reduce the overhead of the ve-
hicle, Chen et al. [27] designed a certificateless aggregated
signature scheme without the expensive map-to-point hash
function and bilinear pairing operations. Ali et al. [28]
proposed a certificateless short signature-based conditional
privacy-preserving authentication scheme based on ECC,
which supported the batch signature verification method.

TABLE 1: Properties of related IOV schemes.

Scheme Crypto.primitive =~ Comp.&comm.cost
Raya and Hubaux [13] PKI High

Lu et al. [2] Group signature Medium
Shim [14] ID based Low

Shao et al. [16] Group signature Medium

Table 1 provides the nature of the above scheme for the sake
of clarity.

However, only anonymity is not sufficient to prevent an
attacker from illegally tracking, even if the broadcast mes-
sage remains completely anonymous [29]. In addition,
traditional public key infrastructure (PKI) guarantees user
identity authentication in IOV; however, PKI cannot dis-
tinguish untrustworthy information from authorized users.
Therefore, a trust evaluation is necessary to guarantee the
trustworthiness of information by distinguishing malicious
users from networks.

2.2. Trust. The issue of trust stems from the field of security
and social psychology. In the past decade, the concept of
trust has been suggested to introduce information and
communication technology (ICT). There is little research
about trust management of IOV during the preceding years.
In 2014, MC Chuang and Lee [30] proposed a lightweight
authentication scheme for distributed trust extension, called
trust extension authentication mechanism, applicable to the
vehicle network, with good anonymity and security. In fact,
they are designed to further enhance the performance of the
authentication process by using the concept of passing trust
relationships. Nevertheless, because of the selfish and
malicious nodes, the security of mobile ad hoc networks has
been greatly reduced. Then, Sugumar et al. [31] proposed a
trust-based authentication protocol for cluster-based IOV in
2016. The vehicles are clustered and the trust level of each
node is estimated. Inspired by the estimated trust, the cluster
head is selected. Because the CRL check requires time, the
group signature-based scheme has a long computing delay.
In 2018, Yan et al. [32] proposed a scheme to anonymously
verify the trust of pervasive social networking (PSN) nodes
in a semi-distributed way. It was emphasized that trust plays
an important role in maintaining pervasive social net-
working. It can be seen that anonymous authentication of
trust is emerging as a novel way to ensure privacy. In 2020,
Liang et al. [33] proposed a reputation scheme based on
implicit generalized mixed transition distribution model,
which can evaluate the credibility of neighbor vehicles.
Begriche et al. [34] proposed a vehicle-mounted network
reputation system node based on Bayesian statistical filter
that would establish a profile based on the behavior of its
neighbors. However, there are only two categories of vehicle
states. In the same year, Awan et al. [35] proposed a cen-
tralized trust-based clustering mechanism, using multiple
parameters to select reliable cluster head and a backup
cluster head, thus improving network security. In addition,
the method selects a backup cluster head to achieve stable
clusters. However, the scheme relies on the RSU. Alnasser



et al. [36] proposed a recommendation-based trust model.
The trust of this model comes from two methods: direct trust
and indirect trust, but the trust value is calculated in the way
of weighted sum, which cannot resist collusion attacks. Chen
et al. [37] proposed a decentralized trust management
system based on blockchain. The trust model only allows
trusted nodes to participate in the verification and consensus
process, and a trusted execution environment is applied to
protect the trust evaluation process and an incentive model
for incentivizing more participation and punishing mali-
cious behavior. Gao [38] proposed a trust management
scheme. In the scheme, the trust of nodes includes direct
trust and recommendation trust. Direct trust is computed
dynamically through history and Bayesian inference. Rec-
ommendation trust takes into account the trust and repu-
tation of other nodes and their reputation. Ahmad et al. [39]
proposed a hybrid trust management scheme called
NOTRINO, which calculates the trust value of nodes at the
transport layer and calculates the trust value of data at the
application layer.

Unlike all the previous work, this paper combines IOV
application scenarios based on the research trust-based [32]
and encryption scheme [40], a certificateless anonymous
authentication scheme suitable for preserving privacy is
proposed for IOV.

3. Preliminaries

In this section, we will briefly cover the mathematical
foundations, system model, security and authentication
requirements.

3.1. Mathematical Foundations. This subsection describes
some of the basics associated with anonymous authentica-
tion protocols, namely, elliptic curve cryptography (ECC)
and mathematical assumptions.

3.1.1. Elliptic Curve Cryptography (ECC). After elliptic curve
cryptography was proposed by Koblitz [41] and Miller [42]
in 1986, respectively, ECC began to be commonly used in
security-related fields such as encryption and protocols. In
the following sections, we briefly introduce elliptic curve
cryptography, which is extensively used to design many
encryption and security schemes because of its availability in
computing and communication costs. In the case that the
safety strength provided is the same as that of the discrete
logarithm system, the parameters required by ECC are far
less than those of the discrete log-based system [43]. The
elliptic curve can be characterized by the set of solutions of a
two element equation.

If the group G is a finite cyclic group on the elliptic curve
E, its order is p and the generator is P. Let p be a prime
number greater than 3, and the elliptic curve y* = x> + ax +
b on Z, consist of a group of solutions (x, y) € Z,xZ,
based on congruence y* = x> +ax +bmodp and an ex-
ceptional point o called infinite point, where a,b € Z
comprises two constants satisfying 4a° + 27b* # Omodp. In
addition, G has two rules of operation:
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(1) Addition (+):let P,Q € G, if P+Q, R = P + Q, then
R s the point where the line crosses P and Q and E; if
P=Q, R=P+Q, then R is the intersection of the
tangent of E and P(Q); if P=-Q, there is
P+Q=P-P=0.

(2) Scalar multiplication (-): let P € G, m € Z;, and P
have a scalar multiplication of m-P=P+P+---+
P (m times in total).

3.1.2. Difficult Problem. Let G be a finite cyclic group with
large prime g on an elliptic curve and P be a generator. To
demonstrate the security of our scheme, two difficult
problems are defined. The mathematical difficulties of
participating in the proposed scheme are shown.

Definition 1. Elliptic curve discrete logarithm problem
(ECDLP): random point P,Q € G on E are presented, and
Q = xP, output x € Z;.

Definition 2. Computation of Diffie-Hellman problem
(CDHP): given P,aP,bP € G, where a,b € Z;, calculate
abP.

If the algorithm of the ECDLP or the CDHP on the
group G cannot be solved by a nonnegligible probability &
within the time 7, then the ECDLP or the CDHP is difficult
in the group G.

3.2. System Model. We describe the system model of the
proposed anonymous authentication scheme in Figure 1.
The trusted authority (TA) has adequacy functions and is
trusted to provide identity management and trust man-
agement. What is more, TA or IOV nodes that are more
stable and dependable than other vehicle nodes (for ex-
ample, wi-fi access points and base stations) can act as
authorizers (AP). AP uses adequate information about nodes
to estimate the trust value of the node. In order to achieve
instant communication, the nodes interact with each other.
Because message integrity and privacy are important, it is
necessary to verify node trust anonymously for reliable
communication and preserving privacy. TA is used by ve-
hicle nodes to manage the correspondence among real
identity, pseudonym, key and trust in the cloud to save
computing and storage costs. When the TA is inaccessible,
the IOV node can use some of the IOV nodes as APs to
correspond to each other.

(1) Trusted authority (TA): it is based on the assumption
that TA is fully trusted and has sufficient computing
and storage capacity. Through a secure channel,
entities (vehicles and RSU) must register with the TA
using some personal credentials that uniquely
identify the entity. TA is responsible for the regis-
tration of fixed RSU on the roadside and mobile
OBU installed on vehicles and can reveal the true
OBU identity of secure messages.

(2) Road side units (RSU): suppose the RSUs are widely
deployed on the road and can be viewed as the router
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FIGURE 1: The system model of IOV.

between the TA and vehicle nodes. RSU are not
entirely credible, so they have to be supervised by
TA.

(3) Vehicles (OBU): each vehicle is equipped with OBU
which has a shorter communication range and less
computing power than RSU. With the built-in OBU
and DSRC protocols, each vehicle can communicate
with neighboring vehicles, RSU and TA. The real
identity of the vehicle and some secret information
about the operation are stored in the OBU.

3.3. Security Requirements. Because messages are trans-
ported in an open access environment, security and privacy
issues related to IOV must be considered. For anonymous
authentication on trust in IOV, the following safety re-
quirements must be met [6]:

3.3.1. Authentication. This requirement consists of vehicle
authentication and message integrity. Vehicle authentica-
tion allows the receiver to verify the authenticity of the
sender, and the message integrity ensures that the message is
not changed during the transmission.

3.3.2. Anonymity. The system proposed in this scheme is
shown in Figure 1. No entity other than TA can know any
information about the real identity of the vehicle, that is,
only TA can reveal the real identity of the participating
vehicle.

3.3.3. Traceability. This function is used to identify malicious
vehicles that may transmit false messages. Vehicles and RSU
have no way to know the real sender of the received message,
but TA can recover the true identity of the sender in case of an
accident, which is called conditional traceability in IOV.

3.3.4. Unlinkability. The user’s unlinkability means that the
attacker could not judge whether any two messages are from
the same vehicle.

3.3.5. Replaying Resistance. Malicious vehicles cannot collect
and send messages that have been received by the recipient.

3.4. Authentication Requirements. In order to ensure the
safety of IOV communication, the following authentication
requirements must be met:

(1) The computational and communication overhead of
digital signatures must be low
(2) Authentication should be robust and extensible

(3) The process of reauthentication and revocation
should be provided

4. The Proposed Scheme

In this section, we describe a trust-based authentication
scheme proposed in this paper, which can authenticate node
trust and verify node signature by anonymous method,



which is suitable for secure V2V communication in IOV.
Specifically, after system settings and node registration,
authorized parties (AP) issue aggregated lists of INT values
and INT hash (in short, aggregated lists) to each IOV node.
On the basis of INT, nodes generate their one-time key pairs
to sign their messages. Based on previous research on trust in
IOV, we can assume that the trust of a node is a specific
value, such as context-aware trust generation [12].

The scheme is divided into seven phases: system ini-
tialization, node registration, issue trust value, aggregate list,
one-off key pair generation, signature generation, and
verification. The symbols used in the proposed scheme are
given in Table 2. Detailed procedures for the proposed
scheme are as follows:

4.1. System Initialization. In this subsection, TA generates
system parameters and loads them to the vehicle node. The
system initialization of the scheme is the responsibility of
TA, which consists of two parts, namely, key generation
center (KGC) and tracing authorization (TRA), assuming
that both parties have enough storage space and computing
capacity. Since we assume that TA is reliable in this paper, we
can conclude that KGC and TRA are also reliable.

(1) Given the safety parameter ¢, TAs use two large
prime numbers p, g and an elliptic curve defined by
y* =x>+ax+b(mod)p,a,b € F,.

(2) The KGC chooses point P from E and generates
group G through P. KGC selects the random number
a € Z; and calculates

Ppubzap, (1)

where « is the secret value stored in KGC and is the
master key used to extract part of the key.

(3) The TRA picks point P from E and produces the
group G through P. TRA selects the random number
B € Z; and calculates

Tpub = ﬁP’ (2)

where 8 is the secret value stored in TRA and the
master key for traceability.

(4) TAs choose four secure hash functions H;:
G—Z! H,:{0,1}" — G, H;: {0,1} — G,
hy: {0, 1} — {0, 1}", hy: {0,1}" — Z;.

(5) They publish the system parameters Para:

Para =(P, p,q, E,G,Hy, Hy, Hy, by, 1y, P gy T ).
(3)
When the system is initialized, these public system

parameters, Para, are reloaded into the tamper-
proof device in the vehicle node.

4.2. Node Registration. In this subsection, when each vehicle
node V, registers with the system (TA), it needs to rely on its
unique real identity (RID;. In addition, the public key can be
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TaBLE 2: System notations.

Notations Description
V; The ith vehicle
M Messages from vehicles
t;T; A timestamp
TV, The short-lived trust value of V;
T_TV; The validity period of TV;
AC_TV,; The authentication code of TV,
Cert; The certificate of ID; issued by TA
P oo Pt The public key pair of KGC and TRA
RID; The real identity of V;
U, V) The one-off public/private pair key of TV
sign; The signature from V;

A cycle additive group
P A generator of the group G
q The order of G
H(-) A MapToPoint hash function
h() The hash function
TA Trusted authority
CRL Certificate revocation list
OBU On board unit
RSU Road side unit

authenticated using the aggregation list distributed by AP,
thus achieving certificateless, trust-based authentication.
Therefore, the proposed scheme does not need the public key
certificate (Figure2).

(1) The vehicle V; selects a random number k; € Z;‘ and
calculates

ID;, = k;P. (4)

TRA receives (RID;, ID;,) from the vehicle, and the
communication channel between the two parties is
safe, where the vehicle node V; can be uniquely
identified through RID,.

(2) When TRA receives RID; from vehicle V;, where
RID; is the real identity of V, it first checks for RID;
and then calculates

ID;, = RIDiEBHl(ﬁ'IDi,l’Ti’Tpub)’ (5)

where T; indicates the validity period of this
pseudoidentity. The TAs choose random u; € Z,
TAs also provide certificate Cert; = u;P. The node
uses this certificate to request its trust value from
TAs. Going down this, KGC can receive pseudoi-
dentity ID; and Cert; in a secure manner.

ID; = (ID,,,ID;,,T;). (6)

(3) When KGC obtains the pseudoidentity ID;, it cal-
culates part of the private key psk;, after selecting a
random number d; € Z; and computing Q;p, = d;P.

pskip, = d; + hz(IDi, Q,Di) x o mod q. (7)
The vehicle receives (ID;, psk;p,Cert;,Q;p) from

KGC in a secure manner, including the pseudoi-
dentity, partial private key, and certificate.
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FIGURE 2: Registration of vehicle node.

4.3. Issue Trust Value and Aggregate List. First of all, each AP
(executed by TA or IOV nodes) delivers an original trust
value with a valid period and the aggregate list of INT hashes
for node V; in the system; the AP then notifies all vehicle
nodes of the newly generated aggregation list. The AP first
inspects the validity of the previous trust value before de-
ciding whether to reissue the trust value. In this subsection,
one of its essential components is nodes to verify the trust
values of other nodes during communication. Nodes request
and receive INT in a trustworthy way. In addition, AP will
use its signature to distribute the latest INT summary list.
Based on its current INT, the trusted processor can produce
a one-time public and private key pair.

The trust value of the vehicle can be obtained by ana-
lyzing the message records issued by the vehicle collected by
AP. At AP, the information collector saves the results in a
database after collecting and processing message records
from the vehicle nodes. The trust evaluator is used to
evaluate the trust value of the vehicle node and detect the
malicious vehicle node. The trusted publisher issues an
aggregated list of INT hash values for all nodes on the IOV
node on a regular or per request basis. When a vehicle node
is registered, T As issue an original trust value on the basis of
the behavior of the vehicle node. The TAs collaborate with
APs to determine the node’s INT and track its true identity
without revealing the node’s true identity to any other IOV
node. The TA database also holds the trust value of each
node and its true identity. The AP can communicate with the
TA more stably and reliably than a normal node.

After the AP reevaluates the trust, a new trust value is
obtained, and it then stores the hash value of the new INT
value to the appropriate location of Ha or Ha_AP;. When
the value of trust expires, the trust value is re-requested, and
the AP deletes the old value. Its corresponding INT is saved
to the appropriate location in the latest aggregation list. The
AP then publishes the updated list to all vehicle nodes. All

AP simultaneously broadcasts its latest INT summary list.
The value of the node’s trust can be verified through the
presence and location h, (Qi“h1 (n;)) or hy (Qi”h1 (n,-_APj))
of the aggregation list (Ha or Ha_AP;). Because INT values
are sorted in the list (for example, in ascending order), the
node during the message authentication is easy to compare
trust value. The following will be described separately in two
cases, as described in detail below.

(1) AP is executed by TAs: in this phase, based on the
true identity of the vehicle, the TAs construct an
original or new INT value for the vehicle node. When
the current period of trust value expires, a new trust
value is requested, at which point TA reevaluates the
trust value of V; and publishes it to V; using the
authentication code AC_TV;. The vehicle node
transmits a random number d1 and its certificate
Cert; to TAs to request a trust value. The shared
session key between TA and V; is established using
the Diflie-Hellman key agreement protocol, and d2
is selected by TA. Afterwards TAs transmit pa-
rameters: {hl (TV,-"AC_TV,»), T TV, s,Q;=s;- P},
where TV, is due at T_TV,. The list Ha of INT
hashes is produced periodically by TAs: Ha =

{h Q1 (1)), 1y (Qif|y (1)), -}, where
hy (TV; ”AC_TVI-). And then all the nodes will receive
{Ha"signTS (Ha)} from TAs.

(2) AP is carried out by the IOV node: AP (APj)
can be played by node V; to assess the others’

trust value in IOV. In the same way,
Diflie-Hellman key agreement protocol is adopted
to establish the shared session key between AP
and V;. Afterwards AP; transmits parameters:

{hl(TVi_APj"AC_TV,-_APj),T_TV,-_AP]-} to V,

ni=



where TV;_AP; is due at T_TV;_AP;. In this case,
V; also can be authenticated with by node V. If
there are multiple APs, Ha_AP; is produced pe-
riodically by AP;. And publish it to all nodes after

signing: {Ha_APszignAPj (Ha_APj)} with his
private key. Of which

oAb h(Qilly (n,-AP))), ... ®
| m(Qiy(n-AP))), |

4.4. One-Off Key Pair Generation. In this subsection, vehicle
nodes can construct its one-off key pair on INT to sign the
messages it sends. Receivers can verify received messages
individually or aggregately.

Be based on n; = h; (TVi"AC_TVi), one-off anonymous
public and private key pairs (Y; and r;) can be constructed by
V. The production of one-off anonymous key pairs is
depicted in Algorithm 1. By randomly changing the nonce a,
V; can produce a distinctive key pair for a new one-oft public
and private key pair. Therefore, if #; is the same, different key
pairs can be generated to achieve advanced privacy.

4.5. Signature Generation. In this subsection, the vehicle
must sign the message with the one-off private key before
sending the message, in order to authenticate and preserve
the integrity of a message. Vehicle V; first randomly selects
pseudo ID; from memory and selects the latest timestamp ;.
The updated timestamp ¢; protects signature messages from
replay attacks. Given the signature key (psk;p,r;) and
message M, the following steps will be performed by vehicle
V.

1

(1) The node sends the message M, by calculating /; and
signing on M, using the private key Y.

h; = Hy(M;,ID;,Y ;,t;)

. (9)
sign; (M;) = h; - s; + psk;p, mod q.
(2) After that, V; outputs the final message and uses the
following format to send msg to other nodes

msg = (ID,, Y, sign;, M, t;,Q;). (10)

4.6. Aggregate. If different nodes send many messages to the
same node over a period of time, we can calculate multiple
signature combinations as S = Y, sign; (M;) for getting a
collection of individual certificateless signatures at a
receiver.

4.7. Verification. When adjacent vehicles communicate with
each other and send messages, the receiving vehicle needs to
check the signature of the message to ensure that the cor-
responding vehicle does not attempt to propagate a false
message (Figure3).
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(1) Individual verify: when the node receives the mes-
sage, the receiver first extracted h, (n;) from Y

h (n,) =Y2@H,(Y1,), (11)

and calculates h,; (Qi“h1 (n;)) to verify the trust
value of V; according to the location in the list.
Once the authenticity of the sender’s trust value is
verified, the recipient performs signature verifica-
tion. The receiver uses system common parameters
to validate the sender’s signature by computing h;, =
h,(ID;,Q;p) and h; = Hy(M;,ID;,Y;,t;), then
checks if the following equation is met,
sign; (M) - P =h; - Qi+ Qqp + hy - Ppy, and if
satisfied, the recipient accepts this certificateless
signature. Since P, = aP, psk;p =d;+h,(ID;,
Qip)xamodg, Qp=dP, Q=s;-P, and
sign; (M;) = h; - s; + psk;p, mod q. We obtain

sign;(M,)-P = (hi c5t PSkIDi) - P
=h-5;-P+(di+h,xa)-P  (12)
=h;-Q; + QID,» +h,- Ppub.

(2) Aggregate verify: when the node receives the mes-
sage, the receiver first calculates:

hy(n;) = Y2;0H, (Y1,). (13)

Extract from Y; and calculate ki, (Qi"h1 (n;)) to verify
the trust value of V; according to the location in the
list, in which i =, 1,2, ..., n. Once the authenticity of
the sender’s trust value is verified, the recipient
performs signature verification. The receiver uses
system common parameters to validate the sender’s
signature by computing h;, = h,(ID;,Q;p) and
h; = H;(M;,ID;,Y;,t;), which i=,1,2,...,n, then
check that the following equation is met, sign; (M;) -
P=3(hi-Q)+ X (Qup) + iy (hip) - Py and
if satisfied, the recipient accepts this certificateless
signature. Since P, = aP, Q;p = d;P, psk;p = d;+
h,(ID;,Q;p) X amodg, Q; =s; - P, and sign; (M) =
h;-s; + pskIIDimodq. We can get

S-P=) sign;(M,;)-P

n

i=1

(14)

4.8. Identity Tracking. Once a vehicle sends a malicious
message, the TRA can track the identity of the vehicle.
Through the pseudoidentity ID; = (ID;,,1D;,,T;), TRA
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Require:
n, = h, (TV,|AC_TV))
Ensure:

(1)  Y,;(Y1; and Y2;) and r;(r1; and r2;)

(2) (i) The one-off public key Y; can be calculated as:

3) Yl=n-a-Q;Y2 =h (n)eH,(n;-a-Q;)

(4) Where « is a random number and @ represent an XOR operation;
(5) (i) The private key r; can be calculated as

(6) rl; =Yl -s;72=H,(YL,|Y2) s

ALGORITHM 1: Generation of one-off anonymous key pairs.

1. Choose (pskjp, 1;) , a, ID;, Y, t;
compute h; = Hy (M;, ID;, Y;, t;)
compute sign; (M;) = h; - s;+ psk;p, mod q

msg = (ID;, Y}, sign;, M, t;,Q; )

o

2.Compute h(n;) =Y2;®H, (Y1;)
h(Q;[|h(n;))

sign; (M;)-P=h;- Q; JrQID,Jrhm-Ppul7

verify

FIGURE 3: Anonymous authentication process based on trust.

calculates the equation RID; = ID;,@H, (B-ID;,T;, T )
to trace the vehicle’s true identity. At the same time, the AP
will reevaluate the trust of the vehicle and publish the
updated list to all vehicle nodes. In addition, TA will update
its database.

5. Security Proof and Analysis

Before we show that the proposed scheme has the security
and privacy requirements, existential unforgeability of the
signature, sign; (M;), is proved in the random oracle model.

5.1. Security Model. The security model of the proposed
scheme is to design a game between challenger € and ad-
versary &, that is, whether adversary & can win the chal-
lenge given by challenger € in polynomial time with a
nonnegligible probability. Adversary o performs the query
described below in the game.

(i) Setup: challenger & creates the public key and gives
it to .

(ii) h,(-) queries: in this query, challenger € chooses a
random v; € Z; and then adds (ID;,Qp,v;) into
the hash hst hl“? Finally, & sends v, = h, (ID,, Qp)
to .

(iii) Y () queries: challenger € picks random x; € Z*
inserts tuple Y1;, Y2,, x; into Y"* and responds o
o with Y1,, Y2, in query i.

(iv) H, (-) queries: in this query, challenger € picks
random y; € Z;, inserts the tuples Y1;, Y2, y;, Hy,;
into Y and responds to & with H ,i in query i.

(v) H;(-) queries: in this query, challenger & picks
random u; € Z?, inserts the tuple u;, m;, H; to H*
and responds to & with H; (m;,ID,;,Y;,t;) = H

(vi) Partial private key queries: in this query, challenger
€ calculates psk;p and then the value psk;p is
outputted to .

(vii) Sign queries: after receiving the message M;, €
generates the request message (ID;,Y;,sign;,
M;,t;,Q;) and sends it to .

The probability that o/ may violate the authentication of
proposed scheme T is expressed as A dvi“! (of).

Definition 3. The proposed scheme I for IOV is secure if
A dviuth (o) is negligible for any polynomial adversary /.

5.2. Security Proof. In this subsection, to prove unforge-
ability of the proposed scheme, we need to show that it is
unforgeable against adversary &. If and only if CDHP is
difficult, our scheme is safe under adaptive selective message
attack in the random prediction model.

Theorem 1. Unforgeability: make the prime order group G
into (1,t',&')— CDH group, which implies that no challenger
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G (t1,¢l) can destroy CDHP on it. Therefore, the proposal is
that the existence of an attack on adaptive selection is
(& qy> Gy Gr,» Gr > Gpio Gs)-secure, and € = eqgel, and cq
and t =t1 —cg(qy +qp, +qu, + qu, + 9pk *+ qs) is constant,
where e is the basis of the natural logarithm.

Game: adversary & has the advantage of € and time t.
Suppose &/ queries gy times for Y queries, qp, times for
h, queries, qy times for H,queries, gy, times for
Hj queries, g, times for Partial private key queries, and g
times for Sign queries. And then, a challenger € who has the
advantage of at least e/eqs and runtime:

t+ce(dy + iy, + G, + G, + Dok + Gs)> (15)

to solve CDHP.

Proof. Challenger € gives parameters ¢, G, e and random
instance of CDHP, which is P, aP, bP, whereas P is a
random generator of G with order g, a and b are random in
Z,.Let D = abP € Gbe the solution for CDHP. Challenger
& interacts with o to find the solution through the fol-
lowing query.

Setup: challenger € creates K, = q,G, P, h,,H,, H;
and gives it to &. This is h,, H,, and H;, which is a random
oracle controlled by &, as follows:

h, (-) queries: when &/ makes a h, query with parameter
(ID;,Qqp,), € checks whether tuples already exist in the
hash list hl’“ In that case, € transfers v; = h, (ID;,Qp) to
. If not, € selects a random v; € z: and then adds
(ID;,Q;p,v;) into the hash list hlzi“. Finally, € sends v; =
hy(ID,,Qyp) to .

Y (-) queries: challenger &€ can query the public key Y. In
response to queries, challenger & keeps tuplelist Y1, Y2, x;
called Y'. At first, it was empty. & selects random X; € Z;
Y2; € {0,1}" and calculates Y1; =x;P-aP. It then adds the
tuples Y1, Y2, x; into Y and when querying i, it responds
to with Y1, and Y2,

H, (") queries: in response to queries, challenger €
maintains list H%' in tuple Y1,, Y2, y;, Hyj. € picks
random y; € Z* and sets H,;, = H, (Y1, ||Y2) = y;P. Then, it
adds the tuples Y'1;,Y2;, y;, Hy; into Yl”t and when querying
i, it responds to 527 with Hy;.

H;(-) queries: in response to queries, challenger &
keeps tuple list u;, m;, H;;, called HUst. At first, it was
empty. To respond to the query m;, challenger € will do
the following:

(1) If it already exists in the tuple u;, m;, Hy; in HY
when m; is queried, € responds to H,(m;, ID;,
Y, t;) = Hy,

(2) Otherwise, € only produces random bit 7€ {0, 1},
which will be determined later for £in P, [b; = 1] = &

(3) € selects random number u; € Z7. If b; = 0, it then
sets Hy (m;, ID;, Y, t;) = Hy; = u;P. If b; = 1, it then
sets H; (m;,ID;,Y;,t;) = Hy; = bP - u;P. Afterwards,
% adds the tuple u;, m;, Hy; to H and responds to
o with H;(m;,ID,;,Y;,t;) = Hs;. Note that H,; is
homogeneous in G and independent of /.

Security and Communication Networks

Partial private key queries: o/ queries partial private
key for pseudoidentity ID;, € calculates Q;p =d;P and
then examines if the tuple (ID;,Q;p,v;) already exists in
the hash list hlz’“, where d; is a random number. When
the corresponding tuple (IDI’QIDi’V )& is not found, €
will output a failure and stop because the query cannot be
answered coherently. Or else € evaluates psk;, =d; +
h, (ID;, Q;p) x amodq and outputs psk; to &. It is worth
noting that by calling this part of the partial private key
query, & cannot obtain the psk,D of the target user
through ID;.

Sign quer1es: the signature oracle is simulated by
maintaining the list of tuples m;, H;;, 0; in response to any
message m; signature query. We call this list Stist, which was
initially empty. When & uses the message m; to query oracle
Sign, € responds to the query.

(1) If the query m; already exists in the tuple m;, Hs;, 0;
in §%, challenger € responds with o;.

(2) Besides, € inspects whether  (u;,m;, Hy;),
(Y1,Y2;,x;), (ID;, QID,» v;), and (Y1,Y2;, y,,H,;)
exist. Otherwise, € executes h,-queries to obtain
(ID;,Qp,v;), Y-queries to gain (Y1;,Y2;x)),
H,-queries to obtain (Y1,,Y2;,y;,H,), and
Hj-queries to gain (u;, m;, Hj;). Next, € picks two
random numbers r; and h;. If b; =0, 0; = h; - r;+
psk;pmodq. If b; =1, it sets o;= *, value of
placeholder. Flnally, it adds tuple m;, Hs;, 0; to list
Slist and replies to o;.

Challenge: challenger & publishes the signature query
m;. Challenger € obtains o; € G by running the
above algorithm in response to Sign queries. Note that €
can use the public key K, to run ¢/ to obtain P, aP, Hy;,
0;, which can be converted into a valid Diffie-Hellman
tuple.

Claim: o stops, admit defeat, or forged signature m/, o/,
where m! = m;,,, for some i* where &/ does not query the
signature. If of is successfully forged, it means that CDHP is
solved. At this time, & outputs “success.” Otherwise, the €
output “fails.” & performed exactly as expected in the game
model. Thus,

Advg = Pr[%”d (P,aP,bP) = success: a,b € Z*]

[Venfy(Y mi, 0,) = valid: (Y,r <—Oneofﬂ<eyGen]

(m', )~ (Y)
=&
(16)

By modifying, if &/ cannot create forgery, € will also fail.
But if o finds m;.’s forgery successfully, € claims success only
atb;. =1,and & useindexiy, iy, ..., iy to gs sign oracle query
for messages with b; = 0 (for b; = 1, & will stop immediately
after the failure is declared), then A dvy = A dvg - Pr[b;.

=1]-Pr[b; =0,j=1,2,...,q5] = &1 - &)%e.

Therefore, challenger € uses signature forger &/ to solve
CDHP, which has the advantage of ¢/ and time t/. The
maximization of function &(1 — &)%e is at £ = 1/(1 + gg), of
which it has the following values:
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1 1 qs 1 1 q5+1
(1— ) -s:—(l— ) -&. (17)
1 +¢gs 1+4s ds 1 +4gg

For large qg, (1—1/(1+qg))"" = 1/e.

Meanwhile, €’s running time consists of &/’s running
time and the additional overhead, in which the group
multiplication to evaluate each signature and hash request
from € is the main part. Any such multiplication can be
done by using up to ¢y time units on G. € may have to
answer a request like qy+q, +qy +qu, +qp +qs
Therefore, its overall runtime 1is ¢+ cg(gy + qn, *
qu, + Gu, *+ 9ok + 9s)-

If there is a forgery € that (t, ¢ gy, qy» Gr > 9r,> 9pio 9s)
breaks our proposed scheme on G, then there is a challenger
@ (t1,¢r) that can destroy CDHP, where &/ = ¢/ (eqg) and
tr=t+cg(qy +qn, +qu, + qu, + 9ok +9qs)- On the con-
trary, if the group Gis a (7,1, e/)-CDH group, no challenger
could break the proposed scheme, where t =t/ — c (qy +
Gn, + u, + 9, + ok + qs) and € = eqgel.

5.3. Security Analysis. We demonstrate that our proposal
complies with all security and privacy requirements de-
scribed in Section 3.3. As summarized by the comparison
results in Table 3, we compared the proposal with other
schemes for meeting security requirements, where SR1, SR2,
SR3, SR4, and SR5, respectively, represent the authentica-
tion, anonymity, traceability, unlinkability, and replaying
resistance. The comparison results show that the proposed
scheme is superior. The security requirements of the pro-
posed scheme are analyzed next.

5.3.1. Authentication. For the following reasons, the pro-
posed scheme provides message integrity and validity of
sender identity: signature sign; (M;) - P is used to verify the
authenticity of the message sent from vehicle to verifier
vehicle. And, as shown in Theorem 1, in the random oracle
model, signature sign; (M;) - P is nonforgery for adaptive
selection message and identity attack under the difficulty of
CDHP.

5.3.2. Anonymity. The INT value n; given by AP (node or
TAs) produces the one-off public key Y; used in message
authentication, which cannot be linked to the real identity.
Moreover, in order to distinguish a one-oft key pair for each
message, V; changes the random number each time (Y, ;) is
produced. Therefore, for the reason that TA is completely
trusted, node privacy can be securely protected. For trust-
based anonymous authentication, TA periodically distrib-
utes Ha to IOV nodes and uses its private key to sign. Ha’s
internal position on behalf of the trust value of V;, however,
does not link to the real identity of V; and the true value of
trust. Therefore, the proposed scheme provides anonymous
authentication of identity privacy-preserving based on trust.

5.3.3. Traceability. Through the equation RID; =1ID;,®
Hy(B-ID;;,T;;Tpp)» TRA can track the identity of a
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TaBLE 3: Comparison of security between related schemes and ours.

Scheme [15] [44] [45] Proposed
SRI v v v ¥
SR2 v v v v
SR3 v v v Y
SR4 N Vv N
SR5 N

malicious vehicle. Accordingly, when a vehicle is marked as
controversial, TRA can track malicious vehicles to meet
traceability requirements. Hence, our proposed scheme
provides conditional privacy-preserving authentication.

5.3.4. Unlinkability. In our proposal, the INT values in
aggregated lists (Ha or Ha_AP;) are broken down into
different levels. According to the INT value published by AP,
each node generates n;,. We can set up an INT value range
n, =h; (TVi”AC_TV,-) to represent a set of nodes that have
the same trust level. Therefore, the trust value of many nodes
may belong to the same level of trust. Even if the message
receiver validates that the same n; exists in Ha or Ha_AP, if
during the period of authentication from the same node sent
two or more messages, message receiver is indistinguishable.
Specific vehicles cannot be linked to any two signatures, so
the proposed scheme supports unlinkability.

5.3.5. Replaying Resistance. The time stamp ¢; in the message
(ID;,Y;,sign;, M, t;,Q;) is used to keep the message fresh.
Vehicles will check the timestamp t; freshness, so that they
can detect the replay message. Therefore, our proposed
scheme for IOV provides resistance against the replay attack.

6. Performance Evaluation

In this section, we will analyze the performance of the
proposed scheme and compare it with the existing schemes
proposed by Horng et al. [15], Bayat et al. [44], and Zhang
et al. [45], respectively. The analysis of computation cost and
communication overhead is highlighted below.

6.1. Computation Overhead and Comparison. The compu-
tational cost refers to the computational overhead of each
entity in the authentication process. Table4provides the
main operations of the four schemes in signing messages and
authenticating a single signature, respectively.

The crypto-operations of Horng et al’s scheme [15],
Bayat et al.’s scheme [44] and Zhang et al.’s scheme [45] are
established on bilinear pairings. Furthermore, the crypto-
operations of the proposed scheme are established on ECC.
In order to reach the 80-bit security level, we consider
various parameters in pairing and ECC-based schemes, as
given in Table 5.

Before the analysis of the computation cost, we define the
time required for each cryptographic-related operation for
signature and verification; a few notes to be used in com-
parison will be described below. In this paper, we use the
experiment in Ref. [40] to learn the execution time of the
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TaBLE 4: Comparison of computation cost.

Scheme Signing Verification

Horng et al. [15] AT g pp + 1T 2Ty, + 2T gpp + 1T e

Bayat et al. [44] ST gnpp + 1Tt 3Ty, + 1Ty,

Zhang et al. [45] 2T 2Ty, + 21T,y + 20T,

Proposed scheme 1T, + 1T e 3T gecce * 1Tty

TasLE 5: Length of the group in bilinear pairing and ECC.

Type of the Type of curve Cyclic 17 1ipl Gl Length of elements of the
system group group
. - a3 |p|=512bits (64 =160 B .
Bilinear pairing E: y* =x° + x(mod)p,a,b € F, G,(P) bytes) bits |G, | = 1024 bits
L Ipl = 160 bits (20 g =160 ~ .
ECC E: y* =x’+ax+b(mod)p,a,b € F, G(P) bytes) bits |G| = 320 bits

basic cryptographic operation by using the MIRACL library,
running on the platform of 3.4 GHZ i7-4770. The following
results are obtained from [40]: T,,_,. is 0.442ms, T, ,cc—s
is 0.0276 ms, T, is 1.709 ms, T,,,,, is 4.406 ms, and T}, is
4211 ms. As a result of these, operating mainly determines
the speed of signature verification, We’re just going to talk
about these five operations and ignore others, such as ad-
dition and one-way hash function.

(i) Tgp_ecc: the execution time of a scale multiplication

operation x - P associated with ECC, where x ¢ Z,

and PeG

(ii) Typecc_s: the execution time of a small scale mul-
tiplication operation v; - p used in the small expo-
nential test technique, where P € G, v; is a small

random integer in [1,2’] and ¢ is a small integer

(iii) T',,pp: the execution time of a scale multiplication
operation x - P associated with the bilinear pairing,

where x € Z; and Pe G

(iv) Ty, the execution time of a hash-to-point oper-
ation associated with the bilinear pairing, where the

hash function maps a string to a point of G

(V) T},: the execution time of a bilinear pairing oper-
ation e(S,T), where S,T € G

First, we review the message signature time overhead.
For Horng et al’s b-SPECS + scheme [15], the vehicle
needs to perform four scalar multiplication operations
and one hash-to-point operation associated with the bi-
linear pairing. To sum up, the time overhead for this
scheme is 4T, ;, + 1T,,,,. For Bayat et al.’s scheme [44],
the vehicle is required to perform five scalar multiplica-
tion operations and one hash-to-point operation associ-
ated with the bilinear pairing. To sum up, the time
overhead for this scheme is 5T, ;, + 1T,,,. For Zhang
et al.’s scheme [45], the vehicle needs to perform two
hash-to-point operations related to the bilinear pairing.
To sum up, the time overhead for this scheme is 2T,,,,,. For
the proposed scheme, the vehicle needs to perform one
scalar multiplication operation associated with the ECC
and one hash-to-point operation associated with the

bilinear pairing. To sum up, the time overhead for this
scheme is 1T, ... + 1T,y

We observe the verification time of the signature
through the verification equation. For Horng et al.’s scheme
[15], the verifier is required to perform two bilinear pairing
operations, two scalar multiplication operations, and one
hash-to-point operation associated with the bilinear pairing.
To sum wup, the time overhead for this scheme is
2Ty, + 2T g pp + 1T, For Bayat et al’s scheme [44], the
verifier is required to perform three bilinear pairing oper-
ations, one scalar multiplication operation, and one hash-to-
point operation associated with the bilinear pairing. To sum
up, the time overhead for this scheme is 3T}, + 1T,,,,. For
Zhang et al.’s scheme [45], the verifier is required to perform
two bilinear pairing operations, two hash-to-point opera-
tions associated with the bilinear pairing, and two scalar
multiplication operations. To sum up, the time overhead for
this scheme is 2T, + 2T, 4, + 2T,,,,- In our scheme, we
evaluate the operation time of two parts of verification: trust
authentication and signature verification. Thus, the verifier
needs to perform three scalar multiplication operations
associated with the ECC and one hash-to-point operation
associated with the bilinear pairing. To sum up, the time
overhead for this scheme is 3T, ... + 1T,

The number of signatures during verification is then
denoted by n. By batch verification of the equation, we can
obtain that the verification time of n different signatures is
2T, +2nT, ,, + nT,,, = 7.824n + 8.422ms for Horng
et al’s scheme [15], 3T}, + nT,,, = 4.406n + 12.633ms for
Bayat et al’s scheme [44], and 2T, + 21T, ;, + 20T, =
12.23n + 8.422ms for Zhang et al.’s scheme [45], respec-
tively. For the authentication phase of # signatures of our
proposed scheme, the execution time of the phase is
3T gpyeec + 1Ty = (5.732n)ms.

Figure 4 shows the computational overhead of signing
messages in each scheme. The linear relationship between
the computation cost and the number of messages of four
authentication schemes is given. Our proposed scheme has a
slightly better performance time than Refs. [15, 44, 45]. The
computational efficiency of our second scheme in this phase
has been improved by 56.88% than Horng et al.’s scheme
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FIGURE 4: Delay in signing messages with respect to the number of
messages.

[15], by 62.57% than Bayat et al.’s scheme [44], and by
40.30% than Zhang et al.’s scheme [45].

Figure 5 shows the total execution time for verifying »n
messages, as the number of vehicles in each scenario is
increasing. We can see from the figure that Bayat et al.’s
scheme’s [44] execution time is less than Horng et al’s
scheme [15], Zhang et al.’s scheme [45], and our scheme in
the authentication phase.

6.2. Communication Overhead. In this subsection, we
compare the communication overhead of the proposed
scheme with other schemes, as given in Table 6.

According to the analysis in Section 6.1, | p | and | p| are
64 and 20 bytes, respectively. Consequently, bytes of ele-
ments in group G, and group G are 128 bytes and 40 bytes,
respectively. Assuming that the number of bytes of message
time ¢, is 4 bytes, the number of bytes of RID is 20 bytes, and
the number of bytes of the general hash function’s output is
20 bytes, the communication overhead of a complete
verification in the authentication scheme of IOV usually
consists of vehicle signatures, pseudoidentities, current
time stamps, and public keys, while the message itself is not
considered.

Because of identity-based encryption, Horng et al’s
scheme [15] does not require any signing certificate together
with the message to send. Instead, send a 42 byte pseu-
doidentity, ie., |ID;| = |1Di1| + IID,»ZI =42 bytes, and the
length of a signature is 21 bytes. Thus, the total transmission
overhead is 42 + 21 = 63 bytes. In Bayat et al.’s scheme [44],
the verifier receives the broadcast anonymous identity and
signature  (AID;,T;,U;) from the vehicle, where
AID; = {AID}, AID?}, AID}, AID%,U, € G, and T; is the
timestamp. To sum up, the communication cost is
128 x 3 +4 =388 bytes. In Zhang et al.’s scheme [45], the
vehicle signs the message as (m;, PPID; ,, 5;,). The overhead
of communication can also be calculated using the method
shown above. For our proposed scheme, the vehicle signs the
message as ID;,Y;, sign;, M, t;,Q; and broadcasts it to the
verifier, where ID; = (ID;,ID;,,T;), Q;, sign; both are
elementsin G.Y; = (Y1;,Y2,) where Y1, is an element in G,
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TaBLE 6: Comparison of communication cost.

Scheme Message Length (byte)
Horng et al. [15] (ID;, M, ai) 63
Bayat et al. [44] (AID;,T;,U;) 388
Zhang et al. [45] (m;, PPID;, 0;;) 148
Proposed scheme (ID;,Y;, sign;, M;,t;, Q;) 228

and Y2, is an array of 20 bytes. T; and ¢, are the timestamp.
Thus, the proposed scheme has a communication overhead
of 40 x 5 +20 +4 x 2 =228 bytes.

7. Conclusion and Future Work

In the proposal, we proposed a scheme to authenticate the
trust of vehicle nodes in IOV. First, our scheme not only
provided anonymous authentication of trust but also an
effective conditional privacy tracking mechanism, which
achieved identity authentication and conditional pre-
serving of privacy, and improved the reliability of V2V
communication messages. Next, our proposed scheme
realized efficient certificateless authentication, which is
based on ECC and replaced the trust on revocation list.
Furthermore, we also proved that the proposed scheme is
secure against existential forgery in the random oracle
model under the CDHP. In future work, we will further
consider the characteristics of IOV to design a more ef-
ficient scheme, such as high dynamics. In addition, testing
the efficiency, adaptability, and robustness of the scheme
in a real environment is also an issue to be addressed in the
future.
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At present, gradient boosting decision trees (GBDTs) has become a popular machine learning algorithm and has shined in many
data mining competitions and real-world applications for its salient results on classification, ranking, prediction, etc. Federated
learning which aims to mitigate privacy risks and costs, enables many entities to keep data locally and train a model collaboratively
under an orchestration service. However, most of the existing systems often fail to make an excellent trade-off between accuracy
and communication. In addition, they overlook an important aspect: fairness such as performance gains from different parties’
datasets. In this paper, we propose a novel federated GBDT scheme based on the blockchain which can achieve constant
communication overhead and good model performance and quantify the contribution of each party. Specifically, we replace the
tree-based communication scheme with the pure gradient-based scheme and compress the intermediate gradient information to a
limit to achieve good model performance and constant communication overhead in skewed datasets. On the other hand, we
introduce a novel contribution allocation scheme named split Shapley value, which can quantify the contribution of each party
with a limited gradient update and provide a basis for monetary reward. Finally, we combine the quantification mechanism with
blockchain organically and implement a closed-loop federated GBDT system FGBDT-Chain in a permissioned blockchain
environment and conduct a comprehensive experiment on public datasets. The experimental results show that FGBDT-Chain
achieves a good trade-off between accuracy, communication overhead, fairness, and security under large-scale skewed datasets.

1. Introduction

Machine learning (ML) has achieved extensive success in
many practical applications. However, a well-trained ML
model heavily depends on massive data. In reality, there may
be sensitive information in the data sets which may lead to
growing concerns about personal privacy and even national
security. And data is considered as a valuable asset and a
critical strategic resource increasingly. All these constraints
greatly motivate federated learning (FL) [1], which enables
multiple entities to collaboratively train a model under an
orchestration service for immediate aggregation and store
data locally. The data in FL may be generated at different
contexts. This may lead the data distribution to be unbal-
anced or Non-IID. The data sets’ scale and quality may be
different. These may lead to different intermediate

computation and communication cost for different parties.
And data is a significantly important asset to organizations,
so a nice FL scheme could stimulate and incent the parties
with high-quality datasets to join the training to form a
better model and guarantee their rewards that match their
contribution in addition to privacy preservation. In this
context, it is necessary to consider factors such as privacy
protection, unbalanced/skewed data distribution, fairness, to
form a closed-loop federated learning system (FLS) [2]. On
the other hand, gradient boosting decision trees (GBDTs)
has become a popular machine learning algorithm and has
shined in many machine learning and data mining com-
petitions [3, 4] as well as real-world applications for its
salient results on classification, ranking, prediction, etc.,
(especially for tabular data mining task) [5]. And several
works have studied the horizontal federated GBDT system
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[6, 7]. They focus on training and publishing a single de-
cision tree among multiple federated parties to compose the
global ensemble model. But in these systems, there are still
some challenges as follows:

(i) Balance of efficiency, learning accuracy, and pri-
vacy-preserving. In most of the existing schemes,
each party trains a single decision tree, and then
shares the tree with the next participating party
[6, 8]. And the global communication cost of
building each tree is a multiple of the corresponding
trainer’s data. Other schemes may adopt crypto-
graphic methods or differential privacy [7]. Cryp-
tographic methods may bring prohibitive overhead.
And the accuracy is relatively lower in the existing
federated GBDT scheme with differential privacy in
skewed data distribution.

(ii) Contribution quantification. Many data owners
may not actively participate in federated learning,
especially when the data owners are enterprises
rather than devices [9]. As mentioned previously, a
nice FL scheme could stimulate parties with high
quality datasets to join the training to train a better
model and guarantee their rewards that match their
contribution. It is also essential to prevent partici-
pants from inflating their contributions. Most of the
existing schemes overlooked this and failed to
provide an outstanding quantifying mechanism.

(iii) Accuracy measurement and verification. In the FL
setting, there is no guarantee that all parties are
honest and trusted. To tackle these issues, [6]
proposed to use MAE to measure the accuracy, and
[8] adopted the blockchain for verification. How-
ever, it leads to additional communication overhead
to achieve higher accuracy. It is necessary to con-
sider two factors in accuracy measurement: (1)
whether the feature with the most information gain
is correctly selected; (2) whether the samples are in
the correct sorting position [10]. To the best of our
knowledge, there is no effective solution to measure
and verify the accuracy contribution of each party.

In response to the above challenges, we propose a closed-
loop federated GBDT system FGBDT-Chain which consists of
two components: FV-tree and FQ-chain. More specifically,
FV-tree is our federated GBDT framework. And we combine
FV-tree with blockchain organically and design FQ-chain to
quantify the contribution logic on the smart contract to attain
a decentralized verification and auditability. Our scheme can
achieve a relatively better balance of efficiency, learning ac-
curacy, and privacy-preserving in skewed distribution of data.
Particularly, it can also quantify parties’ contribution for the
global model, provide a value-driven incentive mechanism
that encourages parties with different data sets to be honest,
and suit to large-scale datasets.

Our contributions can be summarized as follows:

(1) We propose FV-tree, a federated GBDT framework
that can achieve constant communication cost and
less precision loss in skewed distributed data.
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FV-tree is based on the data-parallel algorithm of the
decision tree to find the global top-2 candidate
features and utilizes private spatial decomposition
(PSD) to capture other parties’ distribution and refits
gradients to vote on the local most informative
feature. We also design a scalable differential privacy
mechanism in this process to enhance privacy-
preserving.

(2) We design a contribution quantifying mechanism
with a metric, namely, split Shapley value and a
decentralized verification endorsement mechanism,
namely, FQ-chain, which can reach a relatively fair
and auditable federated GBDT. It can encourage and
incent organizations with different datasets to train a
better model.

(3) We implement the system FGBDT-Chain in a per-
missioned blockchain environment and conduct a
comprehensive experiment on public datasets. The
results show that FGBDT-Chain has high perfor-
mance and can meet the practical application, es-
pecially for large-scale datasets.

The rest of the paper is organized as follows. Section 2
reviews the related work about federated GBDT systems.
Section 4 introduces the design outline of our system. The
technical details of FV-tree and FGBDT-Chain are intro-
duced in Section 5. Section 6 presents the performance
evaluation of our system in terms of accuracy and fairness.
We give a brief discussion and analysis in Section 7. Section 8
summarizes the paper and puts forward the potential re-
search directions in the future.

2. Related Work

In this section, we review the literature on the federated
GBDT and fairness in federated learning.

2.1. Federated Gradient Boosting Decision Tree. Gradient
boosting decision tree (GBDT) and its effective imple-
mentations such as XGBoost [3] and LightGBM [4] are widely
used machine learning both in industry and academic ap-
plications [5, 11, 12]. In distributed GBDT, the training data is
located in different machines and should be partitioned
according to the sample level. Generally, the local histograms
of features are broadcasted to all the parties to obtain the
global distribution. Then each party chooses the most in-
formative splitting points [13]. Among them, the parallel
voting decision tree (PV-tree) [14] is a representative scheme.
It performs full-granular histogram communication
according to the features selected by each machine, then
calculates the global split point. PV-tree can achieve a very low
communication cost (independent of the total number of
features/samples) in the context of uniform data distribution
and has great scalability in the context of large datasets.

In recent years, with the growing concerns about data
security and privacy, several horizontal federated GBDT
systems have been developed. [6] designed a distributed
GBDT scheme, in which each party trains a differential
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privacy decision tree and uses Mean Absolute Error (MAE)
to evaluate the accuracy of each decision tree. [8] took a
similar approach and extended this learning process to the
blockchain. However, in these tree-based sharing schemes,
the quality of the shared tree is low. To solve this problem,
[7] proposed Sim-FL, in which, each instance gathers similar
instances’ gradients of other parties through a local sensitive
hash (LSH) to learn the distribution of other parties. This
weighted gradient boosting strategy can significantly im-
prove the accuracy of each decision tree, and achieve a
primary level of privacy protection. Unfortunately, the
communication overhead in each iteration is proportion to
the number of local instances in the training party, which is
not feasible in large-scale datasets learning. Intuitively, we
summarize the existing federated GBDT system and com-
pare them with our scheme in Table 1.

2.2. Fairness in Federated Learning. Many data owners may
not actively participate in federated learning, especially
when the data owners are enterprises rather than devices [9].
Therefore, the fairness of the federated learning system needs
to be taken into account. In the existing federated learning
research, fairness is mainly realized through an incentive
mechanism. There are two main ideas: (i). All parties enjoy a
global model; (ii). According to the contribution of parties,
parties get different model rewards [15].

The goal of incentive mechanism is to make the party get
a reward commensurate with its contribution. A number of
literature focused on designing incentive mechanisms by
clients’ resources [16] and reputation [17]. Whereas, we
concentrate on the incentive mechanism based on the
contribution of data quality. Because data quality is a key
factor that affects the model. In the scheme based on data
quality contribution, Shapley value [18] has a wide range of
applications, and [15, 19, 20] studied the Shapley Value of
the data point contribution during ML training. In the
training process of federated learning, [21] proposed to
record the intermediate results (i.e. gradients and models),
and then use them to reconstruct the model for approximate
the contribution indexes. This approach is efficient and
feasible in horizontal federated learning. Unfortunately,
there is an essential difference between gradient-based
distributed GBDT and Gradient Descent-based algorithms.
Because reconstructed models are not always useful and
internal nodes will not affect the prediction score. Therefore,
we need a new contribution measurement mechanism for
the scenario without an intermediate model.

In addition, some works use blockchain technology to
record the training milestones of clients and ensure the
security of the incentive mechanism [22-24]. These works
do not promise a good balance of privacy-preserving, effi-
ciency, and learning accuracy to form a practical federated
GBDT.

3. Preliminaries

3.1. GBDT. GBDT is an ensemble model of sequential
training for several decision trees. In each iteration, the

following objective function is minimized to fit the residual
of previous learners [25]:

FY = i[gift (x) *éﬁ (x) | +Q(f) (1)

i

where g; = 0~«l(y;, 7“7 V) is first-order gradient and
Q(f) is a regdlarization term. Let I = I, U I, where I is the
instance set of the father node, I; and I are the instance sets
of left and right nodes after a split. The gain of a split point is
given by:
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To reduce the computational complexity of traversing all

feature values, histogram-based algorithms like [4, 26] use

discrete bins to find the approximate optimal split. The detail
of the histogram-based algorithm as shown in Algorithm 1.

3.2. Private Spatial Decompositions (PSD). Generally, any
dataset with ordered attributes or moderate to high cardi-
nality (e.g. numerical features such as salary) can be con-
sidered as spatial data. In addition, if a dataset can be
indexed through a tree structure (such as a B-tree, R-tree,
kd-tree etc.), it can be implicitly treated as spatial [27].
Formally, a spatial decomposition is a hierarchical (tree)
decomposition of a geometric space into smaller areas/hy-
perspaces, with data points partitioned among the leaves.
Indexes are usually computed down to a level where the
leaves either contain a small number of points, or have a
small enough area, or a combination of the two. There have
been many approaches to spatial decompositions. Some are
data-independent, such as quadtrees which recursively di-
vide the data space into equal quadrants. Other methods,
such as the popular kd-trees, aim to better capture the data
distribution, and they are data-dependent. [27] gives a full
framework for privately representing spatial data. We use
the PSD to share a coarse distribution summary with other
data owners. And it is both used in collaborative learning
and calculation verification under statistical heterogeneity
scenarios.

3.3. Blockchain. Blockchain [28] is a kind of chained data
structure that combines data blocks in order according to
time sequence. The append-only data are ensured that they
are tamperproof and unforgeable through cryptographic
primitives. The main advantages of blockchain are decen-
tralization, security, transparency, and traceability. Hyper-
ledger Fabric [29] is a popular and efficient enterprise-level
permissioned blockchain framework. And Fabric also re-
alizes the modularization of consensus mechanism, au-
thentication, and other components, which is more suitable
for business cooperation between enterprise organizations.
In summary, the fabric can provide a decentralized trust
environment for a group of organizations to carry out
complex business transactions for collaborative GBDT
training tasks.
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TaBLE 1: Compare with existing federated GBDT systems.

Accuracy1 Dp? Shared information® Communication eﬂflciency4 Blockchained®
[6] X v Model v X
(8] v X Model + gradients X X
[7] X v Model v v
Our scheme v v Gradients v v

! The accuracy of federated GBDT model performance well in skewed data distribution. Notice: “X” representative does not meet the requirement, “/> meets
the requirements. > The system has differential privacy extensibility. > The system’s communication architecture, especially the shared training information in
federated GBDT training. * The communication cost is independent of the number of samples in the local dataset. > In the absence of a third-party server
(none of the above systems need it), the blockchain is used as an autonomous platform to coordinate the training process.

Input: I: instance set of the current node, F:feature set.

Output: bestSplit.
forall f in F do.

H < new Histogram();
forall x in I do.

bin « x[f].bin;

H[bin].n « H[bin].n + 1;
forall bin in H do.

return bestSplit.

H[bin].g < H[bin].g + x.gradient;

leftSum, rightSum = CalSumFromSplit(bin);
split.gain = SplitGain(leftSum, rightSum);//(2) ;
bestSplit = ChoiceBetterOne(split, bestSplit);

ArGgoriTHM 1: FindBestSplit.

4. The FGBDT-Chain Framework

This section describes the overall design of FGBDT-Chain,
including the design objectives and system overview. We
adopt the general assumption of federated learning, in which
one model requester publishes a model request and multiple
parties participant in the collaborative learning task. The
problem description is included in Section 3-A. The system
summary is shown in Section 3-B. The main symbols used in
this paper are given in Table 2.

4.1. Design Objectives. We assume that there are M parties,
and each party is denoted by P,, (m € [1, M]). We use I, =
{(x, ")} to denote the instance set of P,, where
X" € RS, y" € R. We focus on the collaborative training of
GBDT model, in which M parties (data owners) include one
requestor cooperate to implement a federated GBDT
training task. For example, as shown in Figure 1, due to the
different distribution of patients, two private hospitals P,, P,
may prefer accurate test predictions for female and young
patients, respectively [15]. Without relying on unrealistic
public datasets and third-party central servers, they hope to
achieve peer-to-peer collaborative learning and obtain high-
quality models in a trusted environment. More importantly,
they need to be guaranteed that they can get rewards cor-
responding to their own contributions. Out of this as-
sumption, our federated GBDT system tries to meet the
following three objectives:

(i) Model accuracy and efficiency. It is the basic re-

quirement of all parties to build a high-quality
global model in multiple skewed data sets. In ad-
dition, the geographical distance between parties
may be far away, and the intermediate process can
be stored in blockchain for the sake of fairness and
security. The communication cost should be strictly
reasonable. For this reason, we propose FV-tree,
which can reduce the communication to a small
range, and obtain good model performance in the
case of skewed data distribution.

(ii) Fairness: As mentioned previously, data is consid-

ered a valuable asset and a critical strategic resource
increasingly. In addition, participants need to invest
tremendous of computation and storage in FL.
Without any revenue, data owners may not vol-
untarily provide data and training resources. To
encourage more parties to participate in a collab-
orative learning program, it is necessary to accu-
rately calculate the cooperative contribution of each
participant. We use the split gain generated by the
party’s updated gradients to calculate the split
Shapley value of each party. In this way, we can
fairly quantify the contribution of each party in the
whole process, and provide the mechanism for the
monetary reward of delayed payment.

(iii) Security: We assume that parties are curious, and

they will not maliciously attack the federated model
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TaBLE 2: List of symbols.

Symbols Meaning

P, m-th party in federated learning task;

M Number of participating party;

I, Instance set of party P, ;

T Number of decision trees in GBDT;

d Maximum depth of decision tree;

Q Total number of ensemble model split;

h,, P,’s histogram of ordered gradients;

bing, bin,, The sum of gradients and counts of each bin in one histogram;

gain? The split gain of g-th split in the GBDT model;

split? The split point of g-th split in the GBDT model, which includes the split feature and split threshold;
psd,, Privacy spatial decomposition structure of P, ;

", C,, They represent the P,’s contribution index of the g-th split and the contribution index of total splits respectively;
(/;?;l P, ’s split indexes (split Shapley value) during the g — th split;

Ko P,’s voting contribution indexes during the g — th split;

wm The P, distribution weight matrix;

wn* The P,,’ global distribution weight vector;

Pk, Sk, The P, key pair for signing and verification respectively;
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FiGURE 1: FGBDT-Chain system overview.

unless they can get higher income. This means that
our system not only needs to avoid leaking the
original data in the learning process but also needs
to provide a necessary verification mechanism. We
also have to eliminate the potential that greedy
participants deliberately exaggerate contribution
through updated information. Therefore, we pro-
pose FGBDT-Chain which can provide an extension
of differential privacy, and a decentralized en-
dorsement mechanism to filter distorted update
information.

4.2. The Proposed Architecture. Our proposed system con-
sists of two modules: permissioned blockchain module and
federated GBDT module. The permissioned blockchain

establishes secure connection channels among all nodes.
FGBDT-Chain is based on the FV-tree training framework,
which includes three stages: distribution preprocessing,
features voting, and gradient histogram aggregation. Per-
missioned blockchain module includes four types of
transactions: model request transaction, feature voting
transaction, gradient histogram upload transaction, and
contribution indexes allocation transaction. The contribu-
tion indexes assignment is implemented by smart contracts
according to historical transactions. The stored information
in the permissioned blockchain is shown in Figure 2.

Step 1. In the beginning, a model requester initializes the
permissioned blockchain and specifies the requirements of
the learning task, such as dataset requirements and model



contribution indexes

Security and Communication Networks

e o o
feature gradient
voting histograms —
E IIII P[\/I
1 |
.y , ,
Dataset i . w ( Tote W( candidatew ( candidatew
CLEES . : feature feature splitt
requirement, - :
del i | Py’s feature | P,’s feature hy, 'hM’ ()
ramet 'l index index {sigh,..., sighs} {sigh’,..., GG
ey 8
parameters : sng_l}
|
|
|
\

Blockchain Storage

split and reward
Gradient histograms
= Split feature voting

F1GURE 2: Blockchain-based ledger storage of FGBDT-Chain system.

parameters. Parties that wish to join the learning task or
receive a request should be authenticated, then upload the
rough distribution summary (i.e., PSD) of their datasets. The
model requester has the right to refuse a party to become a
federation member according to the observation of the
distribution summary.

Step 2. After a specified number of organizations join the
federated learning task, each party downloads all PSDs, and
establishes the distribution matrix and global distribution
vector. So far, the initialization work is completed.

Step 3. In the stage of collaborative training, each party uses
the local dataset I,, and the global distribution vector to
calculate the local most informative features and uploads the
feature index through the voting transaction. At the same
time, all parties can calculate the top-2 features with the
highest number of votes as candidate features according to
on-chained transactions.

Step 4. Parties broadcast the local original gradient histo-
grams of candidate features. After one party receives most
signatures corresponding to his histogram, the histograms
and signature set are written into the transaction. With the
help of the distribution matrix, the verification algorithm
can detect malicious updates in skewed data distribution
(Malicious update refers to the gradient histogram stretched
by greedy participants to improve their contribution
indicators).

Step 5. The smart contract will calculate the best split point
and allocate contribution indexes according to the historical
transactions. These two sub operations can be parallelized
and the complexity is low. In addition, since the update
records are stored in transactions, the contribution indexes
can be calculated after the emergency task training process is
completed.

The above 3-5 steps will form a loop that continues to
execute until the stop training condition is met. When the
learning task is finished, the federated GBDT model and
parties’ update/contribution records are stored in the
blockchain’s transactions. The whole learning process does
not depend on any single party. In addition, because all the
records created during the training of the decision tree are
tamper-proof, the federated member can be audited at any
time.

5. The Design Detail of FGBDT-Chain

FGBDT-Chain is a collaborative learning framework based
on blockchain for GBDT. We will introduce the framework
in two parts: FV-tree and FGBDT-Chain. Firstly, we will
introduce the PSD-based preprocessing phase, which pro-
vides the basis for our framework (Section 5-A). Secondly,
we will describe the GBDT training framework FV-tree in
detail, which includes tree growth processes based on feature
voting, gradient histograms publishing, and the expansion of
differential privacy (Section 5-B). Finally, we introduce
FGBDT-Chain’s fairness assurance, including the fair
guaranteed incentive mechanism based on a novel
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contribution measurement algorithm, and the decentralized
verification scheme on the blockchain (Section 5-C).

5.1. Preprocessing Stage. When a party receives the model
request transaction, it first checks the dataset requirements
and filters out the instances that meet the task description in
the local instance, which is expressed as I,,,. Then it starts the
preprocessing operations. The main idea is to capture the
data distribution of all other parties by generating a rough
distribution matrix W™ € RN»*M and a global distribution
vector w™* € RN». Where W™ is the distribution weight of
P,’s instance x" in party P;’s instance set I , and w{" " is the
distribution weight of the instance x!" in the global instance
set I. In our scheme, w™* is an optional term. When dis-
tributions are badly skewed, it will be used in the voting stage
to select the most informative local feature (Section 5-B1),
and W™ is used for verification subsequently (Section 5-C2).

More specifically, party P, firstly calculates the psd,, by
I,,,, which has been well studied in previous research [27].
Let V" be the value of I-th leaf in psd,,,. Intuitively, the psd,,,
is a tree model represents the rough data distribution
summary of P, , where the value V}" is the number of in-
stances corresponding to the hyper-space represented by the
leave node [, and the count value V}" has been perturbed by
differential privacy. Party P,, can upload psd,, with the
blockchain’s transaction, and download other parties’ psd in
the collaborative learning task. Then P,, maintains the
distribution weight matrix W™ and the global distribution
weight vector w™*. The detail is shown in Algorithm 2. After
party P,, downloads psd; from P;, it uses a local instance set

m to query psd;. Assuming that the query result of i-th
1nstance (xI", ¥t )1sl th leaf in psd;, then P, pushes index i
into the set S{ , where S] is the set of P,’s instances falling in
the hyperspace psd] After all instances have been queried,
W™ can be assigned, where W”‘ = (ISJ l; S])/VJ Finally, after
calculating the distribution vectors W"‘, o , W' of all other
participants, P,, will further assign the global distribution

vector w™*, as follows:
I
J )
YAV )
M L, &)
Zk:l I=1 Vl

M
w't =8 (W x—) 52( i X
j=1 j=1
(3)

where § is a parameter of fitting distribution degree, N and
N denote the number of instances of global and party P;
respectively, which is got from the accumulated leaves’ value
of different psd s. In addition, N;/N represents a fitting
budget of P,. The more instances a party has, the larger
fitting budget needs to be allocated. For Algorithm 2, we
have the following observations. Firstly, the calculation of
PSD only needs one time, and the distributed structure of
tree model will greatly reduce the communication cost
compared with the approach of sending each sample hash
[7]. Secondly, the structure of psd s can be different, which
means parties do not need to communicate in advance to use
a unified structure of psd. In other words, parties can choose
any tree model or inner nodes, whether it is a quad-tree or a

kd-tree. It will not affect other parties to generate their
weight matrix.

5.2. FV-Tree. When the local weight matrix W™ and global
weight vector w™* are established, parties can start to enter
the training stage. In the training phase, each party does not
train a complete tree, instead, it sends minimal update in-
formation. There are two types of update information: (i)
parties’ split feature voting and (ii) gradient histogram of
candidate feature which is used to calculate global split
points. In each node split, parties calculate the split feature
with the most informative gain locally and vote on it. The
top-2 features with majority votes in the global voting will
become candidate features, and then parties send the gra-
dient histograms of them. According to the above two kinds
of update information, each party can update the global
GBDT model synchronously.

However, this method may produce errors due to the
split feature may be not globally optimal, especially in the
context of decentralized data owners with different distri-
butions/sizes. So, we consider gradient refit to alleviate this
problem. The basic idea of gradient refit is to adjust gradients
according to the global weights of the instances, then cal-
culate the most informative feature according to the refitted
gradients. When the global candidate features are selected,
the two local original histograms are sent. The details of FV-
tree are shown below.

At the beginning of an iteration, party P,, has a local
instance set I,,, and the global distribution weight vector
w™*. First, P,, updates gradients and synchronizes the split
information of each new node. Details are shown in the
Algorithm 3 and Figure 3. For each new node generated in
the decision tree, P,, calculates the local split gain of all the
split points. The split gain is calculated as follows:

(ZIEI giw"” )2 N (Ziel gw"" )2
ZzEI,_ P +1 z:dR P +A

When the local split point with the highest split gain is
selected, party P,, will publish the corresponding feature’s
index as a vote. And after receiving all the local votes, every
party can sort features according to the number of votes. So
far, each party can get the ranking of the same features, then
select the top-2 features as candidate features, and upload
the corresponding gradient histograms. It should be noted
that the original uploaded gradients histogram is not the
fitted one. After receiving the histograms from other parties,
each party will traverse all the split points in the aggregated
histograms to find the best split with the highest split gain.
The gain of each split point is calculated as follows:

2 2
(2 Separr) (Boks Tiepa?)
+

fo:l IR ny/le R

(4)
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where, Yipmgls Sipgls YL, |71, and YL, |1g| are
calculated from the aggregated hlstograms When the node
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Input: PSD model set psd,, psd,..., psd,,, instance set I,
Output: distribution weight matrix: W global distribution vector: w*
/lestablish distribution weight matrix

for j—1 to M do

for i—1to N, do

S« psd;.getLeafNode((x;, y;));

S.push(i);

//set hyperspace’s weight to matrix W

forl—1toL;do

Sj.weightH‘IS{IiEs{/V{;

forall i in S/ do

W [i][j] < S{.weight;

//establish global distribution vector

for i—1to N, do

for j—1to M do

w* [i] +=W [i][j] x Nj/N;

return W, w*;

ALGORITHM 2: FVtree:DistributionMatrixEstablish.

_gradients

glgbal top|- 2
top - 2[features histograms

Permissioned Blockchain

FIGURE 3: Training process of FV-tree.

Input: local gradients g,,. . ., gy, , global distribution weight vector w™
Output: bestSplit

localHistograms = ConstructHistograms(gy, . . ., gy, );
localRefittedHistograms = ConstructHistograms(g,, . .., gy > w™*);
/[Local Voting !

forall H in localRefittedHistograms do
splits.Push(H.FindBestSplit())//For details in Algorithm 1;
localVote = Max(splits).getFeatureID();

uploadVote(localVote);

//Global Voting

featureRanking « gather other parties’ localVote;

globalCandidate = featureRanking. Top2ByMajority();
uploadHistograms(globalCandidate, localHistograms);

//Merge global histograms

globalHistograms « gather other parties’ localHistograms;
bestSplit = globalHistograms.FindBestSplit();

return bestSplit;

%

ALGORITHM 3: FV-tree:FindBestSplit.
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reaches the max depth, it becomes a leaf node and the value
is calculated through the following equation:

M m
Value = — ngl/lzl Zielmgi . 6)
Zm=1 |Im| + A

In the training process of FV-tree, a participant needs to
update information from other parties to split none-leaf node,
and the value of a leaf node is directly generated by the
histograms of its parent node. So, we only need to allocate the
privacy budget to the none-leaf nodes. In the communication
process of FV-tree, local feature voting and histograms ag-
gregation may lead to privacy leakage. For the local best split
point selection, the information gain is used as the utility
function, and the exponential mechanism is used to return the
split point with the largest gain value. Let g* be the gradient
with the largest absolute value. By introducing the conclusion
of  previous work  [13], the  sensitivity is
AG = ((3A+2)/((A+1)(A +2)))g*. Before updating histo-
grams, the count of each bin is perturbed by Laplace noise [14].
The sensitivity of the gradient histogram is 2g*, and the
sensitivity of the count histogram is 1. To maintain the ef-
fectiveness of boosting, we use the two-level boosting structure
(EOE) to allocate the privacy budget for multiple decision trees
[13], and our method satisfies the e-differential privacy.

Proof. Assume that the privacy budget of a tree is €,, and the
max depth of a decision tree is d. Since the nodes in one
depth have disjoint inputs according to the parallel com-
position, each instance will go through at most d — 1 times
node split. Further, each split will be regarded as five queries,
namely, the best split feature voting and twice gradient
histograms and count histograms updating respectively. The
privacy budget for each split is e, = (€,/5(d — 1)). Thence,
the privacy budget of a single decision tree satisfies ¢€,-dif-
ferential privacy. In EOE, if there are a total of E ensembles,
the privacy budget of each tree is €, = €/E, and the whole FV-
tree training process satisfies e-differential privacy.

In summary, our scheme leverages voting split features
and updating gradient histogram to make a tradeoft between
accuracy, communication cost and security, and we give a
brief discussion in section 7-A. O

5.3. FGBDT-Chain. To attract more institutions with high-
quality data into the federal learning task, it is necessary to
quantify the contribution of each party fairly and provide
incentive mechanisms according to the contribution index.
A widely used approach is to quantify the contribution of
each participant’s local model [9]. However, it is infeasible
when the local model does not exist. For example, in our FV-
tree scheme, there is no local model, and split points are
decided by all parties. We should design a new approach and
mechanism to quantify the contribution of federated parties.
We first define the fairness of the federated GBDT task.

Definition 1. (Collaborative fairness in GBDT) In a col-
laborative GBDT learning task, multiple parties train a
global model together. The party that provides more valuable

information for the global model will get a higher contri-
bution index. Specifically, fairness can be measured by the
parties’ split gain.

We define what is valuable information as follows.

Definition 2. (Valuable information in gradient-based col-
laborative GBDT): Suppose party P and P’ participate in
distributed GBDT learning. Once the global best split point
is determined, we can informally say that party P provides
more valuable information than P’, if the gradients sub-
mitted by P bring more split gain than the gradients sub-
mitted by P’ on the global split point.

The growing process of decision tree is to constantly find
the split point which can bring the maximum split gain. The
split gain provided by party’s update information for the
global model can reflect the corresponding contribution
because split gain represents the reduced uncertainty in the
selection process of the split point. Formally, let
C2{P,,...,P,} denote a set of M parties. We call a subset B
a coalition of parties if BCC. The histogram vector of P,, € B
is represented by h,,,, coalition B’s histogram set is denoted by
HB. And we denote the best splitting point as split?, the global
gain of split? is G7. Then, we define the utility function U:

2 2
U 2 G(HB: split (ZmeBZbineh’L"bing> (ZmeBZbinehgbing)
B ( R q) - ZmeBZbinehi"binn +A " ZmeBZhineh;"binn +A
(7)

The above equation is the histogram form transformed
from (5). Where h}"/ h}f denote the set of bins on the left/
right parts segmented by split?, bin, and bin, denote the
sum of gradients and counts in the corresponding bin re-
spectively. According to the observation of (7), two prop-
erties fulfill the standard assumptions of cooperative game
theory:

Property 1. Histogram of the empty coalition has no utility:
Ug=0;

Property 2. Histogram of any coalition BCC has nonnega-
tive value: VBCC, Uy > 0;

Proof. The above two properties can be proved simply. For
Property 1, when BC@, each bin in HB equals 0, so the
G(HB;split,) equals 0. For Property 2, because
(X meBXbinenbin )>>0, and my;, is a natural number, the
minimum value of Uy is (0/A) + (0/A) = 0.

To guarantee that the histograms’ contribution mea-
surement is fair to all M parties, we use Shapley Value, which
is the unique value division scheme that satisfies symmetry,
null player, additivity, and efficiency properties. Next, we
define the contribution of a federated party in a single
split: O

Definition 3. (Split Shapley value) In the g-th node split
split? of federated GBDT model, given a utility function
U £ G where G is the split gain function of GBDT algorithm,
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and a histogram set HC = {h™},,,¢; )y, the split Shapley value
of a federated party P, € C is defined as:

1 >

™M=

I
—_

!
(i U HO)2 7

j—1

For simplicity, we use ¢, denotes the split Shapley value
of P, at the g-th splitting, it can be called as split contri-
bution index.

In addition to the split contribution, the voting con-
tributions are required to encourage parties to choose the
most informative features. In the g-th split, the voting
contribution « of P,, is defined as:

If P, ’s vote hits the split feature,

0)
k1 = (9)
" G, If P, svotedoes nothit the split feature,

Finally, the party P,,’s total contribution index of the
g-th splitting of the federated GBDT model is defined as c/;:

¢ = ar, + g1, (10)

where «l, is the voting contribution, « € (0, 1] is a variable
parameter that controls the voting contribution, and ¢ is
the split contribution comes from Equation[eq_split]. When
the federated GBDT model training is complete, the con-
tribution of party P,, is C,, = ZQ:1 ch, where Q is the total
number of split (number of nonqleaf nodes).

In the previous section, we described in detail how to
quantify the contribution of a party. However, it is a
challenge to calculate C when there is no trusted third party
because C is directly related to the interests of each par-
ticipant. To ensure the security of the logic of contribution
measurement, we use a smart contract to retrieve historical
transactions and record the contribution of each party.

Even smart contract can achieve the security of com-
puting process, due to the sensitivity of split Shapley value,
greedy parties can get a higher split contribution ¢ by
tampering with the local histograms. As a concrete example,
it is shown in Table 3. Suppose two parties P;, and P,
submitted their local histogram transactions ki, and h, where
hy = {{1,2},{10,10}}, h, = {{-1, 1}, {10, 10}}. For simplicity,
let A = 0, we can get G is 0.45, and split contribution ¢ of P,
and P, was 0.375 and 0.075, respectively. However, if P,
tampers with its gradient histogram h, by doubling the
magnification, the global G increases to 0.85. Accordingly,
the split contribution ¢,, ¢, is changed to 0.275 and 0.575. It
can be seen that P, has increased his split contribution a lot.

Based on the above analysis, it is necessary to verify the
updated information in our system to maintain fairness. In
federated GBDT, the only existing verification scheme is to
use local datasets to measure the performance of the updated
model [6, 8]. Because it is difficult to generate public vali-
dation data sets, this scheme is considered as a minimized

Security and Communication Networks

(U (HBU {h,,}; split?) — U (HB; split?)).

<M -1 > HBCHC~{h, }: [HBl=j-1 (8)

method in the federated scenario [30]. We inherit this idea of
using a local dataset as the basis of verification. However, we
cannot directly use the performance of the model, the
reasons are as follows: First, updating information in FV-
tree is gradients rather than models. Using gradients to
reconstruct a model requires additional calculation; Sec-
ondly, the verification of model quality cannot fundamen-
tally solve the above problem, because the contribution value
of a histogram will be significantly higher after it is stretched
proportionally. But the quality of the model using the
stretched histogram may not be much different from the
original one. In response to the above problems, we take the
histogram overlap degree as the verification algorithm, in
which the histogram used for verification is constructed by
the distribution matrix W and the local histogram /. And we
integrate this method into the endorsement mechanism of
the permissioned blockchain to implement the FV-tree’s
decentralized verification scheme.

Specifically, as shown in Figure 4, before party P,
submits a histogram transaction, it first needs to broadcast
the histogram h,, to other parties for signature. When
P € C\{P,,} received the signature request of h,, from P,
the P’ local gradients and the distribution vector Wi, will be
used to construct the refitted histogram K", which denotes
the histogram constructed by P; to verify h,,,. For P, there is
only its histogram, which can simply denote as h. The
details of this process are similar to Algorithm 1, except that
x - gradient, 1 are replaced by gW}, ; and W), ; in line 5 and
line 6 respectively. Then h, is used to calculate the over-
lapping degree with h,,:

.m . mx
|b1ng blng

j * —
Ver(hm, hy, ) = v, < max(bin?’ bing*)

lbin;" - binZ‘*|
) bl

max (bin]’, bin]"*

(11)

+
bineh,,

where bin’, bin;" denote cumulative gradients and count
respectively. The overlapping degree can verify the corre-
lation of bin values and whether they are stretched. When
the overlapping degree is less than the threshold, P; will sign
the histogram h,,,, and send sig (h,,,, sk;) to P,,,, where sk; is a
private key of P;. When P,, obtains the signatures of most
parties, it will write the histogram and signature set into the
transaction and sends it to orderers, then the histogram
transaction will be packaged into block.
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TaBLE 3: An example of the influence of local histogram h on split contribution ¢.

No tampering with histogram

P, tampered With his histogram

Local histogram h,;
Local histogram h,

{{1,2}, {10, 10}}
{{-1, 1}, {10, 10}}

{{1,2}, {10, 10}}
{{-2,2}, {10, 10}}

Gain of global split 0.45 0.85
P’ split contribution ¢, 0.375 0.275
P, split contribution ¢, 0.075 0.575
Party m Party 1 Party M Order
1. Send local histograms
—
2. Verify histograms|and sign
3. Collect
signatures 5. Ordering
4. Submit histogram|transaction N transactions
,,,,,,,,,,,,,,,,,,,,,,,,, >
6. Broadcast block %7
7. Validate
and store

3. Add the collected signatures to the histogram transaction, and commit the transaction when

the number of signatures meets requirement.

7. When encountering a histogram transaction, verify the signature and check the number of

signatures.

FIGURE 4: Blockchain-based histogram transactions working flow.

The above design is suitable for the overall architecture
of our federated GBDT, which can detect the histogram with
exaggerated contribution, and will not significantly affect the
efficiency of the system. Firstly, to consider the data dis-
tribution of parties, we can avoid misjudging the correctly
calculated update information as malicious by using the
refitted histogram to a certain extent, and the stretched
histogram can be easily discovered. For the efficiency of the
verification scheme, the whole decentralized verification
process is very similar to Fabric’s high-level transaction flow
[29]. The only difference is that the party uses the local data
set under blockchain instead of simulating the execution of
the smart contract. In addition, this process is also different
from the processing method of Proof of Quality (PoQ) [8],
where they suggest checking the quality of all models after
block generation. If there is a malicious transaction, the
block needs to be repackaged, which means retraining the
whole GBDT model. In our scheme, orderers can filter out
the transactions that are not recognized by the majority of
participants when ordering transactions.

6. Implementation and Evaluation

6.1. Experiment Setup. We implement FV-tree based on
LightGBM (https://github.com/microsoft/LightGBM). For
PSD, we use a data-independent tree model. Each time of the
PSD’s node splitting, we randomly select a feature in the

unused feature set and divide it according to the average of
the global maximum and minimum values (the maximum
and minimum values are specified in the task initialization
transaction), we also treat the label as a feature. The max-
imum depth of PSD is 8, the maximum value of each leaf
node is 500. Laplace noises are injected into the leaf nodes,
where the privacy budget € = 1. For the GBDT model, the
maximum depth of each tree is 8, the number of iterations is
500, the regulation parameter A is set to 0.1, and the
maximum number of bin in the feature histogram is 16
(more bin will bring higher accuracy, but this small accuracy
difference is not significant for the federated GBDT
framework).

We used three public datasets to evaluate our scheme
(https://www.csie.ntu.edu.tw/cjlin/libsvmtools/datasets/), as
shown in Table 4 And 75% of these datasets are used for
training, the rest are used for testing. To allocate skewed local
datasets, as the realistic scenario requires, we used the
partition method of previous work [31], which allocates the
datasets for each party according to the unbalanced ratio
0 € {0, 1}. After allocation, half of parties got (0 * N 4,,)/M
instances of class 0, and ((1 — 0) * N g,.)/M of instances of
class 1, the other parties are just the opposite. This partition
method well represents the data distribution in the feder-
ation scene. Specifically, in addition to label skewed, there is
also feature skewed between local datasets [32]. As shown in
Figure 5, we use kernel density estimation (KDE) to
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TaBLE 4: Dataset description.
Dataset Cardinality Dimension
a%a 32615 123
SUSY 1000000 18
HIGGS 1000000 28
6 17.5
5 15.0
o4 5 125
Z, Z 10.0
U j
A A 75
2
5.0
1 A 2.5
0 0.0
-02 00 02 04 06 08 10 1.2 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
Feature 4 Feature 24
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[ Standalone A [ Standalone A
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]
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FiGure 5: Compare feature distributions between local and global datasets by using Kernel density estimation (KDE). (a) a9a feature 4 (b)

HIGGS feature 24 (c) SUSY feature 7.

intuitively show the skew degree of feature distribution
between local and global datasets.

We compare our federated GBDT system with the other
two frameworks: Standalone framework. This framework
assumes that the parties training integration model only use
their local dataset. The standalone setting shows the per-
formance of the local training model of the party. In ad-
dition, there are two types of local dataset distributions in the
unbalanced partition. We represent one part of the parties
with more positive samples as Standalone A, and the other
part as Standalone B. Centralized framework: This frame-
work assumes that there is a trusted server accessing all
parties’ data, and uses global data to train the ensemble
model without any privacy concerns. The centralized
framework is high-precision, but it is hindered to implement
in practice due to various restrictions. In addition, we also

compare our scheme with other advanced federated GBDT
frameworks in several same settings, such as TFL based on
tree model communication and SimFL based on both tree
model and gradients communication.

6.2. Experimental Results

6.2.1. Voting by Refitted Gradients. We first show the ac-
curacy of FV-tree without considering differential privacy.
To evaluate the effect of gradient refit, we compare FV-tree
and PV-tree by convergence speed. Without losing gener-
ality, the number of parties is set to 4, and the ratio 0 is set to
80%. The default parameters are used in all frameworks. The
experimental results are shown in Figure 6. We can observe
the following points. First, FV-tree performs better than PV-
tree and Standalone models in all datasets. And because of
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FiGure 6: Comparison of the convergence speed, where the number of parties is set to 4, and the ratio 8 is set to 80%. (a) a%a (b) HIGGS (c)

SUSY.

the data skew, the accuracy of standalone mode is greatly
reduced. This is because each party is affected by the data
distribution bias in the learning process. And FV-tree uses a
gradient to refit through PSDs, so it has a greater probability
to select the most informative feature. Second, in the datasets
a9a and SUSY, the centralized framework may lead to
overfitting, while there is no such problem in the schemes
based on FV-tree and PV-tree. Finally, the accuracy of PV-
tree is significantly higher than the Standalone mode. This
means that when considering differential privacy, we can get
a tighter sensitivity without using the gradient refit.

6.2.2. The Impact of Unbalanced Ratio 0. To show the in-
fluence of different skew degrees on the FV-tree, we simply
set the number of parties to 2. The experimental results are
compared with SimFL, an advanced work without differ-
ential privacy. We observe the influence of different un-
balanced distribution degrees on the prediction accuracy, as
shown in Figure 7. We can observe that the accuracy of the
standalone model decreases greatly with the skew of

distribution. Secondly, although the accuracy of our
framework and SimFL can be higher than local training
when the unbalanced ratio is greater than 70%, FV-tree is
much less affected than SimFL. This may be because the
model accuracy is only affected by the feature selection in the
FV-tree framework. While SimFL is affected by the feature
selection and calculation of leaf weight. This means FV-tree
is more suitable for skewed data distribution.

6.2.3. The Impact of the Number of Parties M. The number of
different parties will also affect the accuracy of the model.
We set a different number of parties when the unbalanced
ratio 6 is set to 80%. The experimental results are shown in
Figure 8. Firstly, we can observe that FV-tree outperforms
Standalone and SimFL in different number of parties set-
tings, even the test error on dataset SUSY is less than that of
over fitted centralized model. Secondly, with increasing
number of parties, it does not have too much impact on FV-
tree. This advantage may also come from the fact that FV-
tree is not affected by the calculation of leaf weight.
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FIGURE 7: Comparison of the test errors given different unbalanced ratio 6, where the number of parties is set to 2. (a) a9a (b) HIGGS (c)

SUSY.

6.2.4. The Impact of Differential Privacy. Based on the above
experimental evaluation, FV-tree can achieve almost the
same accuracy in distributed settings as centralized settings.
Then, we test the FV-tree with differential privacy. Generally,
we set the number of parties M to 4, and the unbalanced
ratio 6 is still set to 80%. To control the consumption of
privacy budget, we set the maximum depth d of a single
decision tree to 3. For dataset a9a, which has a small number
of instances, is set as two ensembles, and each ensemble
contains 20 trees. Dataset SUSY and HIGGS, which have a
large number of instances, are set as one ensemble. To ensure
a strict total privacy budget, PSD is not used. We evaluated
the test error for different privacy budgets €, as shown in
Figure 9. Due to the randomness of differential privacy, we
conducted 10 experiments and showed the maximum,
minimum and average values (To be fair, the default pa-
rameter settings are still used in centralized and standalone
models. Because there is no need to consider the con-
sumption of the privacy budget, the iterations T and depth d
can be increased to achieve higher accuracy).

We can observe that the accuracy of the FV-tree can still
be higher than that of local training after using differential
privacy on large-scale HIGGS and SUSY datasets. However,
in the a9a dataset, due to the small amount of data, too much
noise is added to the histogram, which reduces the accuracy
of the model, but it is still comparable to the best training
effect of local training. This means that our scheme has a
good performance in large-scale datasets, and can meet the
needs of practical applications.

7. Discussion
7.1. Accuracy Loss and Communication Overhead

7.1.1. Accuracy Loss. The accuracy loss of the FV-tree comes
from the selection of the best split features. In the balanced
data partition, we assume that the feature values of each
dimension are i.i.d. uniform random variables, and assign
the same number of instances to each party. Then, the
possibility of selecting the best feature is as same as PV-tree
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FiGure 8: Comparison of the test errors given a different number of parties M, where the unbalanced ratio 8 is set to 80%. (a) a%a (b) HIGGS
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[33]. In the scenario of the skewed data partition, the ex-
periment shows that FV-tree still has high accuracy.
Moreover, in the case of significantly skewed data distri-
bution, we can use the weight distribution calculated by
PSDs to refit feature distribution, which can improve the
possibility of selecting the best feature. However, the global
distribution weight vector is used may cause high gradient
values, which will make the privacy boundary loose. Under
these circumstances, gradient cutting may be a feasible
choice [34]. In addition, our scheme is not effective for small
and continuous feature data sets. This obstacle is mainly due
to adding a lot of noise to histograms, which reduces the
effectiveness of the gradient histogram. Therefore, in small-
scale dataset scenarios, we still need to use other federated
GBDT frameworks.

7.1.2. Communication Overhead. The communication cost
of our federated GBDT system is constant. First, in the
pretraining phase, assuming that the depth of a PSD is d,4,

each party has to send one PSD model and receive M — 1
PSD models, so the cost is M (2% —1). In the training
phase, assuming that there are T trees, and the depth of each
tree is d, 297! — 1 times node splitting is needed. Because
each inner node needs to communicate three times, in-
cluding one voting and two histograms uploading, where the
voting communication is a real number. And the cost of a
party sending M -1 times histogram to communicate
histogram is 2 (M — 1)n;,. When two 2/3 of the signatures
are received, the transaction can be sent. Let Ly, be the
length of signature, then the cost of receiving the signatures
is 2/3MLg,,. In addition, they need to receive other parties’
histograms and sign them, where the cost is
2(M = Dny;, + (M = 1)Lg;,,. Therefore, the communication
overhead of a  histogram aggregation is
(4M - 3)Ny;, + ((7/3)M = 1)Lgg,. Because there are T
trees, the total communication overhead is
41 = 1)[(4M = 3)Ny, + ((7/3)M = 1)L, IT, where d,
M, Lg.,, T, Ny;, are constants. So total communication cost
of FV-tree is #O(1), which is less than other #O(|I,,|)
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tfederated GBDT framework [7]. In addition, the storage cost
in the permissioned blockchain can reach an acceptable level
to ensure fairness and tamper-proof.

7.2. Fairness and Efficiency. We regard the growth process of
the decision tree as multiple cooperative games. Shapley
value is used to measure the individual contribution in
cooperation, the fairness of Shapley value is widely recog-
nized. In our design, every node segmentation is fair, and the
details can be obtained from Section 5-C. In addition, be-
cause the benefits obtained by the participants each time
directly come from the gain value, it is also fair for the whole
training process. For example, in the early stage of training,
each split will produce a great gain, and each party will get
more contribution value from it. On the other hand, the
computational complexity of split Shapley value is accept-
able. We can see only M is variable through (8), and in
organization-cross federated scenes, M is usually a relatively

small value. Besides, we do not need to traverse all the split
points in histograms to calculate of U, because the global
best split has been determined in split,.

7.3. Security. It is assumed that all parties will aim at
maximizing revenue and act honestly in the stage of voting
characteristics because in the absence of any data of other
parties, they can only choose the feature with the highest
gain value to vote according to their real data to obtain
voting awards. Similarly, in the phase of communicating
gradient histogram, if the modified gradient histogram is
detected, the histogram transaction cannot be published
because of the need for a similarity test. Hence, a party can
only get the histogram contribution reward if it publishes the
real histograms.

Further, if there are malicious participants in the alli-
ance, our system is still robust. Firstly, suppose that in the
voting feature stage, if multiple malicious participants
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conspire to select a feature f' with less gain to enter the
global candidate features. At the same time, as long as one
honest party selects another feature f, f' is still likely not to
be the split point, because the gain value of f may be greater
than it. On the contrary, if the gain value of f is less than f,
it means that, f' is a good segmentation feature, and di-
viding nodes according to f', ' will not cause great harm to
the model. Secondly, in the histogram aggregation stage,
because the gradient histogram of the malicious party needs
to be verified by two-thirds of the parties, it is necessary for
the malicious parties involved in the conspiracy to reach
two-thirds of the total number to make the histogram of the
damage model accepted by the federation.

8. Conclusion

In this paper, we aim to present a closed-loop federated
GBDT system. In our scheme, each party can get a good
performance model and be allocated to a fair contribution
index. At the same time, with the help of blockchain and
decentralized verification mechanism, the calculation of the
contribution index will remain secure, the results cannot be
tampered with, and provide additional functions such as
delayed payment or audit for any need. Besides, the com-
munication overhead is constant which enables our method
to fit federated GBDT tasks with large-scale datasets very
well. Due to privacy constraints, this scheme may not be
suitable for small-scale data sets, which is the direction we
plan to study in our future work. [35].
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RFID (radio frequency identification) is an Internet of Things (IoT) enabling technology. All physical devices can be
connected to the Internet of Things thanks to RFID. When RFID is extensively utilized and fast increasing, security and
privacy concerns are unavoidable. Interception, manipulation, and replay of the wireless broadcast channel between the tag
and the reader are all possible security threats. Unverified tags or readers provide untrustworthy messages. IoT requires
a safe and consistent RFID authentication system. PUFs are also physical one-way functions made up of the unique
nanoscopic structure of physical things and their reactivity to random occurrences. PUF includes an unclonable feature that
takes advantage of physical characteristics to boost security and resistance to physical attacks. We analyze the security of the
RSEAP2 authentication protocol that has been recently proposed by Safkhani et al., a hash-based protocol, and elliptic curve
cryptosystem-based protocol. Our security analysis clearly shows important security pitfalls in RSEAP2 such as mutual
authentication, session key agreement, and denial-of-service attack. In our proposed work, we improved their scheme and
enhanced their version using physically unclonable function (PUF), which are used by the proposed protocol in tags. This
research proposes a cloud-based RFID authentication technique that is both efficient and trustworthy. To decrease the RFID
tag’s overhead, the suggested authentication approach not only resists the aforementioned typical assaults and preserves the
tag’s privacy, but also incorporates the cloud server into the RFID system. According to simulation results, our approach is
efficient. Moreover, according to our security study, our protocol can withstand a variety of attacks, including tracking,
replay, and desynchronization assaults. Our scheme withstands all the 18 security features and further consumes the
computation cost as 14.7088 ms which is comparable with the other schemes. Similarly, our scheme consumes the
communication cost as 672 bits during the sending mode and 512 bits during the receiving mode. Overall, the performance
of our proposed method is equivalent to that of related schemes and provides additional security features than existing
protocols. Mutual authentication, session key generation, and ephemeral session security are all achieved. Using the real-or-
random concept, we formalize the security of the proposed protocol.

1. Introduction card identification are all examples of traditional automated

identification technologies. However, when employed in the
Recognition technologies are deserving of our attention as  IoT, they have a number of drawbacks. Bar codes, for ex-
they are both essential parts of the Internet of Things.  ample, can only hold a limited amount of data; optical
Recognition of barcodes, optical characters, biometric  character recognition is too expensive; biological recogni-
identity, and magnetic card identification and contact IC  tion is flawed; and magnetic card and contact IC card
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identification need intimate touch, which is inflexible.
Currently, some of these identification methods are unable
to protect personal information [1]. In contrast, RFID is
a noncontact automatic identification technology that does
not need mechanical or visual contact between the system
and the target, and security protections can help keep user
information private. Because of these advantages, RFID has
emerged as one of the most promising IoT technologies [2].

An RFID system consists of RFID tags, RFID readers,
and a database server. Tag-affixed objects are uniquely
identifiable, and their identifying information is saved. They
communicate with the reader using radio waves. In a typical
RFID system, the database server is a local back-end server.

When RFID devices generate a large number of data,
back-end servers’ performance is limited. Cloud computing
overcomes this problem in the IoT context. As a result, the
integration of the cloud platform with the RFID system is
required [2, 3]. RFID systems’ reliability and data processing
capabilities have dramatically enhanced since the in-
troduction of cloud computing. Almost all of the data ac-
quired by RFID sensors are processed on the cloud, which
can aid in the resolution of issues such as data loss and
latency [4]. In the IoT, the most commonly used public
cloud servers are only semi-trustworthy. Because of the
properties described above, the RFID system is vulnerable to
attack. As a result, IoT necessitates the use of a secure and
reliable RFID authentication system.

Similarly, a number of protocols based on physically
unclonable functions (PUFs) have been proposed [12-14].
PUFs are, in reality, physical one-way functions derived
from the unique nanoscopic structure of physical things
(e.g., integrated circuits, crystals, magnets, lenses, solar cells,
or papers) and their reactivity to random occurrences. The
quirks in the manufacturing process of the items are re-
sponsible for the innate uniqueness of the structure and
reactivity. It enables for both the unique identification and
authentication of an object. Furthermore, it is considered
that copying an object’s PUF (and hence the object itself) is
impossible, which might be seen as a security-by-design
feature that prevents impersonation and cloning attacks. As
aresult, PUFs are regarded as a trustworthy and well-known
physical security method for developing IoT authentication
protocols. Physical devices are protected by PUF-based
protocols, which are resistant to physical attacks and provide
multilayer protection. Furthermore, even if the device is
stolen, the attacker will not be able to use the PUF. However,
the majority of proposed VANET solutions are still subject
to different security concerns such as replay attacks, im-
personation attacks, forgery attacks, and non-repudiation
attacks. As a result, it is critical to build a viable VANET
solution to address the existing issues.

2. Literature and Related Works

Several RFID authentication schemes have used elliptic
curve cryptography in recent years (ECC). Due to the dif-
ficulties of resolving the discrete logarithm problem (DLP),
ECCs have demonstrated their efficiency in assuring security
and privacy. The state-of-the-art of ECC-based RFID,
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mobile computing, and VCC authentication protocols are
reviewed in this section and are shown in Table 1. Also, the
details of PUF-based recent works are given in Table 2.

2.1. Problem Definition. Security protocols, such as au-
thentication methods, are supposed to ensure the confi-
dentiality, integrity, and availability (CIA triangle) of
security. The parties to the protocols must be able to au-
thenticate and synchronize with one another at any moment.
Desynchronization attacks can break this condition by
blocking protocol messages or forcing protocol parties to
modify their shared secret values to different values, pre-
venting the parties from authenticating each other and
destroying service availability. Many protocols have been
developed in the literature to satisfy CIA security standards;
however, multiple instances of attacks [2, 10-14] against
them show that they have failed to achieve the needed se-
curity. As a result, attempts to build a secure protocol are still
continuing, and new attacks are emerging that provide
designers fresh insight into how to (not) design a protocol.
As a result of these assaults and security evaluations, the
protocols have progressed.

2.2. Motivation and Contributions. In recent years, a number
of key agreement and authentication techniques have been
created. Most of these protocols have a greater calculation
cost, making them unsuitable with devices with limited
resources. We also noticed that the literature reviewed above
did not take into account the physical factors of security for
vehicle RFID communication systems in VCC situations.
However, in the automotive RFID communication envi-
ronment, the necessity of PUF receives a lot of attention in
the literature.

A PUF-based protocol is capable of dealing with physical
security risks. Even stealing the PUF from the on-board
memory will not allow an attacker to obtain it. As a result, for
VCC, we developed a PUF-enabled RFID-based authenti-
cation protocol. The following are some of the many con-
tributions made by this research:

(1) To build an authentication protocol for VCC com-
munication, the system and threat models are de-
fined first.

(2) We created a PUF-enabled RFID-based authenti-
cation mechanism using the hypothesized attack
model.

(3) To keep the proposed protocol’s cost minimal, only
fundamental cryptographic operations such as ECC,
XOR, concatenation, and hash function are used.
PUF is also used to protect against recognized
physical security risks.

(4) Our approach ensures that possible security threats
are avoided, based on formal and informal security
assessments.

(5) The results of the performance study show that our
protocol is superior to other similar protocols.
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TaBLE 1: Summary of cryptographic techniques applied and limitations of previous existing user authentication mechanisms.

Scheme Year Cryptographic techniques

Advantages

Drawbacks/limitations

(i) Uses “one-way cryptographic hash

Jiang et al. [3] 2018 function”

(i) Fits for vehicular cloud
networking environment

(i) Fails to preserve “revocability”
(ii) Prone to “replay attack”

(i) Based on “RFID”

Alamr et al. [5] 2018

(iii) Uses “to support IoT”

(ii) Applies “ECC cryptographic technique”

(i) Applicable in IoT
environment

(i) Does not support “revocability
and password/biometric update”
(ii) Vulnerable to “data integrity
and key compromise”

Dinarvand and

Barati [6] 2019

way cryptographic hash function”

(i) Based on “RFID technology” uses “one-

(i) Does not fit for generic
TIoT networking
environment

(ii) Based on “ECC cryptographic technique”

(i) Fails to preserve
“impersonation and key
compromise”

(ii) No “formal security” analysis

(i) Based on “three factors (user mobile
device, user password, and personal

biometrics”

Bagga et al. [1] 2018

(iii) Uses “fuzzy extractor for biometric
verification”

(ii) Applies “ECC cryptographic technique”

(i) Applicable in industrial
IoT environment

(i) Based on “three factors (smart card, user

password, and biometrics)” uses “one-way

Kumar et al. [7] 2020 cryptographic hash function”

(ii) Based on “fuzzy extractor for biometric

verification”

(i) Fits for generic IoT
networking environment

(i) Does not support “revocability
and password/biometric update”

(ii) Vulnerable to “known session
key attack”

(i) Fails to preserve “revocability”

(if) No “formal security” analysis

(i) Based on “three factors (user mobile
device, user password, and personal

biometrics”

Jiang et al. [4] 2018

(iii) Uses “fuzzy extractor for biometric

(ii) Applies “ECC cryptographic technique”

(i) Applicable in cloud
environment

(i) Does not support “revocability
and password/biometric update”

(ii) Vulnerable to “known session
key attack”

verification”
Hosseinzadeh 2020 (i) Based on “RFID syste@s” uses “one-way (i) Eits for ToT networking (1) Fails to preserve “revocability”
et al. [8] cryptographic hash function” environment (ii) No “session key agreement”
(i) Based on “RFID systems and quadratic
Zhu [9] 2020 residue” uses “Gong-Needham-Yahalom (i) Fits for healthcare (i) Fails to preserve “revocability”

(GNY) logic”
(ii) Confined to “healthcare system”

environment

(ii) Desynchronization issues

(i) Based on “RFID systems” uses “arithmetic

calculation of ECC”

Gabsi et al. [10] 2021

(ii) Based on “ECC cryptographic system”

(i) Fits for communicating
reader to reader
environment

(i) Does not have to freedom to
connect with the cloud server
(ii) Not suitable for cloud
environment

(i) Based on “three factors (user mobile

device, user password, and personal

biometrics”

Mishra et al. [11] 2018

verification”

(ii) Applies “ECC cryptographic technique”
(iii) Uses “fuzzy extractor for biometric

(i) Applicable in industrial

IoT environment

(i) Does not support “revocability
and password/biometric update”

(ii) Vulnerable to “known session
key attack”

Safkhani et al. [2] 2021

(i) Based on “RFID and ECC cryptosystem”
Uses “one-way cryptographic hash function”

(1) Fits for IoT networking
environment

(i) Fails to establish “mutual
authentication”

(i) No proper “session key
agreement”

(ii) Could not resist “denial-of-
service”

2.3. Roadmap of Article. The rest of the article is structured
as follows: The preliminaries are presented in Section 3. The
RSEAP?2 system is described in detail in Section 4. We give
a security study of the RSEAP2 protocol as well as various
efficient and strong attacks against it in Section 5. The
improved protocol is presented in Section 6. In Section 7, we
provide a verifiable security analysis of our approach. The

performance analysis is presented in Section 8. Section 9

concludes the article.

3. Definitions and Mathematical Preliminaries

The key size comparison between the public-key crypto-
systems like ECC and RSA shows that the communication



(16]

primitives such as physically
unclonable functions and one-way
hash function is utilized

smart meters and the service
providers, but also the physical
security of smart meters

4 Security and Communication Networks
TaBLE 2: Summary of cryptographic techniques applied using PUF authentication mechanisms.
Scheme Year Cryp tograph}c techniques and Advantages Drawbacks/limitations
environment
. . Does not support “revocability.”
Xu et al. [15] 2021 Based on PUF is applicable for Fits for healthcare systems Vulnerable to “know session key
RFID healthcare systems »
attack
Based on smart grid A novel‘ privacy-aware (i) Does not support .revocabﬂ{’ty
o authenticated key agreement and password/biometric update
communication systems. The h hich 1
Gope and Sikdar lightweight cryptographic scheme which can not on'y ensure
b 2019 secure communication between

(ii) Vulnerable to “known session
key attack”

Cao et al. [17]

2021

(i) Based on “three factors (user
mobile device, user password, and
personal biometrics”

(ii) Applies “ECC cryptographic
technique”

(iii) Uses “fuzzy extractor for
biometric verification”

(i) Applicable in smart grid
environment and data collection
scheme

(i) Does not support “revocability
and password/biometric update”

(ii) Vulnerable to “mutual
authentication attack” and “known
session key attack”

Zhang et al. [18]

2020

Key distribution in wireless sensor
networks

It did not only save the storage
overhead, but also provided perfect
resilience against sensor capture
attacks

This cannot resist anonymity,
traceability, and forward secrecy
attacks

Mall et al. [19]

2022

This approach is a survey on PUF-
based authentication and key
agreement protocols for IoT, WSN,
and smart grids

(i) This survey paper can be utilized
to understand the technologies such
as IoT, WSN, and smart grids and
the way to address the AKA in these
technologies

(i) Systematically and
taxonomically examine and discuss
with pros and cons of AKA
applications to the fast-growing
areas of IoT, WSNs, and smart grids
based on a meticulous survey of
existing literature

This study fails to address the
security pitfalls which can integrate
all these technologies

Liu et al. [20]

2021

Key distribution for dynamic sensor
networks

Compared with traditional key
predistribution schemes, the
proposal reduces the storage
overhead and the key exposure risks
and thereby improves the resilience
against node capture attacks

This study cannot be applied to the
current technologies such as IoT and
cloud computing

Mukhopadhyay
(21]

2016

PUFs as promising tools for security
in Internet of Things. This article
discusses about security violation in
the authentication of a commercial
IoT

(i) Studied the lightweight
construction of PUFs

(ii) Proof context test-bed
simulations were presented for
commercially available tools to show
how PUFs can interact with other
ToT nodes to provide overall security

This study fails to address the
security features and how they can
be applied for the AKA protocols

Wang et al. [22]

2021

Blockchain and lightweight
authentication protocol for wireless
medical sensor networks. Applies
“fuzzy extractor for biometric
verification”

Incorporated for blockchain and
wireless medical sensor networks

(i) Desynchronization attacks

(ii) Excess communication cost
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TaBLE 2: Continued.

Cryptographic techniques and

Year .
environment

Scheme

Advantages

Drawbacks/limitations

Lightweight fog computing-based
authentication protocols using
physically unclonable functions for
Internet of medical Things

Lee and Chen

(23] 2021

(i) The proposed protocols use
lightweight cryptographic
operations, including a one-way
cryptographic hash function, the
barrel shifter physically unclonable
function (BS-PUF)

(ii) This study ensures the security of
the sensors and fog nodes and to
avoid a computational burden on
devices

This study is restricted to fog
environment

A survey on supply chain security:
application areas, security threats,
and solution architectures

Hassija et al. [24] 2021

(i) This article discusses the supply
chain’s security critical application
areas and presents a detailed survey
of the security issues in the existing
supply chain architecture

(i) Various emerging technologies,
such as blockchain, machine
learning (ML), and physically
unclonable functions (PUFs) as
solutions to the vulnerabilities in the
existing infrastructure of the supply
chain

This study is a survey work and fails
to address the security features and
how they can be applied for the AKA
protocols

messages can utilize the elliptic curve cryptosystem to reduce
the communication bandwidth. The key size comparison
between ECC and RSA is given in Table 3.

3.1. Background of ECC. “Let & denotes an elliptic curve
over the prime finite field F,, where g be the large prime
number. An equation of elliptic curve over F, is given by
V2 =1’ + au + fmodg, where a, § € F,. The elliptic curve is
said to be nonsingular if 4a’ + 278%°modg # 0. The additive
elliptic curve group G is defined as
G= {(u, V) u,v € F, (u,v) € %} |J {®}, where the point @ is
known as asymptotic point which work as the identity el-
ement or zero element in G.”
Some operations on the group G are as follows [2, 7]:

(1) Let V= (u,v) € G, then define -V = (u,—v) and

V+ (-V) =0.
(2) If \1/: (u,vy) and \2/: (uy,v,) € G, then
VAV = (43,73), where Uy =p*—u; —u,

modgv; = p(u; —u,) — v;modg and
(vy = v/ (uy — u;)modg, if\{ # Vs

P:

(3uf + a)/2v;modgq, if\1/ = \2/

(3) Let V = (u,v) € G, then scalar multiplication in G is
defined as: 4.V =V +V +V+---+ V(5 — times).

(4) If g is the generator of G with order 7, then 71.g = ®.
(a) “Elliptic curve discrete logarithm problem

(ECDLP)”: Finding y € Z; such that v = . v, for
a given V.Y € G is difficult. ? !

(b) “Elliptic curve computational Diffie-Hellman
problem (ECCDHP)”: If g is the generator of G
and a.g, B.g are supplied (g, a.g, B.g), then
computing a..g in G is difficult.

3.2. Physically Unclonable Function. The PUF hardware
primitive accepts a challenge ¢ and generates the matching
response R from the physical properties of its integrated chip
(IC) and C. A PUF may easily be thought of as a one-way
function R = PUF(C) since both the accepted challenge C
and the produced answer R are bit strings [14].

In essence, PUF security is based on the fact that, even if
various ICs use the same production processes, each IC will
be somewhat different owing to manufacturing variances.
The following are the characteristics of PUF [15]:

(i) Uniqueness: A PUF cannot be duplicated;

(i) Unidirectionality: In the real manufacturing circuit,
the variances between input and output function
mapping are both fixed and unpredictable. It is the
hardware counterpart of the one-way function in
this regard;

(iii) Invulnerability: Any effort to tamper with the de-
vice containing the PUF will cause the PUF to
modify its behaviour and, as a result, it will be
destroyed [14];

3.3. Network Model. Figure 1 represents the architecture
which we applied for the design of communication among
the participants. The RFID tag communicates with the
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TaBLE 3: Key size comparison between ECC and RSA.

S. No ECC key size (bits) RSA key size (bits) Key size ratio

1 163 1024 1:6

2 256 3072 1:12

3 384 7680 1:20

4 512 15360 1:30

roadside RFID reader and thereby the communication
passes through the vehicular cloud server. In order to
communicate efﬁciently, the communication parties have to
undergo the authentication and key agreement phase to
establish a session key. More details regarding how the
participants actually take part in the authentication and key
agreement and communication process is discussed in the
next section.

3.4. Threat Model. The “CK-adversary model” is widely
regarded as the “current de facto standard model in mod-
eling key-exchange protocols.” Using the “CK-adversary
model,” the adversary A can “deliver messages (as in the DY
model),” and in addition, A can also “compromise other
information, such as session state, private keys, and session
keys.” “Since the sessions as procedures run inside a party,
the internal state of a session is well-defined. An important
point here is that what information is included in the local
state of a session. For instance, the information revealed in
this way may be the exponent used by a party. Typically, the
revealed information will include all the local state of the
session and its subroutines, except for the local state of the
subroutines that directly access the long-term secret in-
formation.” Therefore, it is important that “the leakage of
some forms of secret information, such as session ephemeral
(short-term) secrets or session key, should have the least
possible effect on the security of other secret credentials of
the communicating entities in an authenticated key-ex-
change protocol.” We demonstrate that the proposed
technique is secure against well-known attacks and offers
session key security and strong credentials’ privacy under
the CK-adversary model through a comprehensive formal
security analysis.

3.5. Security Requirements for an IoT-Based RFID Commu-
nication System. To the best of our knowledge and based on
the available literature, many authentication algorithms for
RFID communication systems have been proposed in recent
years. The best ways for making RFID systems appropriate
for a wide variety of applications are authentication and key
agreement. Several forms of security threats might arise
during the transfer of messages between RFID tags and
readers.

Any authentication mechanism attempting to secure
a viable RFID-based system should meet the following se-
curity requirements: Impersonation attack: By repeating
a message recorded from the channels, an attacker might try
to imitate genuine protocol participants (such as the cloud

> Windiwircless .,)) RadioZighes

< B wsw e

Figure 1: Communication architecture (source: this architecture
was adopted from [2, 7]).

database server, RFID reader, or RFID tag). At all costs, any
impersonation should be avoided.

Replay attack: In this attack, an outsider tries to deceive
other certified participants by restating intercepted
data. This attack is aimed at a user whose data have been
intercepted by an untrustworthy third party. Mutual
authentication: The authentication procedure takes
place between the RFID tag and the back-end database
server. Messages are exchanged across an unprotected
communication route between the tag, reader, and
server. This is the most crucial feature of any au-
thentication system. Mutual authentication must also
be accomplished with all three RFID system players
present.

Tag anonymity: This is the most critical and required
security criterion to reduce forgeries and assure security.
Furthermore, the RFID authentication method retains its
anonymity if an opponent is unable to trace an RFID tag
during message transmission over a public channel. There
are two types of anonymity, namely strong anonymity and
weak anonymity. Furthermore, in order to protect their
security and privacy, participants in IoT communication
do not reveal their true identities.

Man-in-the-middle attack: In this attack, an adversary
listens to the transmitted data before attempting to
remove or change the data supplied to recipients.

Insider attack: Any insider can play the role of ad-
versary in the RFID communication system.
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Desynchronization attack: If a protocol’s authentica-
tion is reliant on shared values, an adversary may cause
desynchronization difficulties. If the shared data are
updated by the server but the tag is not, the server
might be unable to validate the tag in the future. At-
tempts to desynchronize should be avoided at all costs.

Untraceability: Untraceability in the RFID communi-
cation system means that no one can track the par-
ticipants’ activity patterns or their relayed messages.

Session key agreement: A session key agreement
will be made between users and their mobile
devices, as well as the network control centre, fol-
lowing the successful deployment of the proposed
protocol.

Confidentiality: The security of RFID communications
between the tag and the reader is ensured by encrypting
shared secrets on the public channel.

Perfect forward secrecy: This is utilized in the au-
thentication protocol architecture to keep previously
transmitted messages private, so that an adversary who
obtains the entities private and public keys will be
unable to deduce a past session key.

Availability: The authentication and key agreement
mechanism between the RFID tag and the RFID
back-end database server operates continuously in
an RFID system. To accomplish the characteristic of
accessibility, the shared secret information between
the RFID tag and the RFID back-end database server
must be updated in most authentication procedures.
However, security issues such as denial-of-service
(DoS) or desynchronization attacks may cause this
process to be disrupted. As a result of these prob-
lems, the RFID system’s efficiency may be jeopar-
dized. Hence, this issue should be considered while
creating an authentication mechanism.

4. RSEAP2 Protocol

We offer a brief explanation of RSEAP2 [2] in this section.
The tag T, and the cloud database server S interact through
the reader R; to establish a session key SK¢; in this protocol.
It is divided into two parts. The tag enrollment or startup
phase is the first step, in which the tag talks with S via
a secure connection to provide the needed data. The login
and authentication phase is the second phase of the protocol,
and it is used to perform mutual authentication and share
the session key SK¢; = SKyg. This part of the communi-
cation takes place via a public network. We have made use of
the notations as shown in Table 4.

In the initialization phase of RSEAP2, the server S
chooses an elliptic curve E(F,) over F, and a generator g
over G. It also selects x F; as its secret key and its public key
will be x,.g. Any tag T; which aims to register with S inputs
its IDy; and pwry;, generates a random value Rp;F,, com-
putes PWT = h(IDy,|l (pw;®R;;)), and sends the tuple

My, = {PWT, IDy;, TSy, } to S. Once S received M,, verifies
the timestamp, that is [TSg, — T'Sp,|” <tpgxAT at the first.
Next, it generates su;F q and sets it as the T’s serial number,
computes X = h(sn|[IDllxs), Arp; = h(PWT]
(Xp@IDrp;)), Br; = X1;®@PWT, and stores sn; corresponding
to IDpy. It then sends tuple My, = {Ag,
Brissn;, 9, x,.9,G,h()} to T, The tag T, stores
{Ari> Bri» sn;, 9, x.9, G, h ()}
The description of the protocol is as follows:

L1. T; uses it credentials (IDy;, pwyy, Ry;), computes
PWT = h(IDpll (pwri®Rr)), X7, = Br;@PWT, and
verifies A7,= h(PWT|(X7,®IDy;)). If verification is
successful, T; generates a € F, calculates a.g and
W, =h((a.9)® (X5 IID)ITS; 41)s and sends
M, = {(IDgIW)@a.x,.g, a.g, TSy 4, } to the reader R;.

L2. The reader checks the timestamp, that is,
TS a2 = TSy a1 |* < tRAT, generates § € Fj, computes
B.g. and  then  sends M, ={M;, TS, 3,
B-g» (h((TS g I TS 43) & (xp;-g)IIDg;)®P.x.g} to S.

L3. Once S received M,, it verifies the timestamps, that
is, ITS;pq — TS 11" StpgxAT and ITS; ps—
TS, 451" <tpg x AT. Next § extracts h* (TS, 4l
TS; 43® (xg;.g)IRID; =
h((TS o ITS 4@ (x3;-9))IRID;, retrieves xp;.g from
the database, and evaluates h((TS; 4 ITS; 3@ (x;-9))
to authenticate R 5 After the successful authentication
on R; parameters, S extracts ID7[|W7, verifies
Wi=h((«.g)® (X IID;)ITS; 1), retrieves the related
sn; using ID7, computes Xj = h(sm|ID7]x,), and
verifies Wi=h((((e.g) &(X;IIDI)ITS, 4;). Further
generating y € %, computing the session key SK¢ =

(IDj®Xp)|(@B.y.g0

X0 I (s, (TS 41 I1TS 45))), W, = h(ID}|ISKgp),

and sending M, = {W,eh (RID;|B.y.9),
V-9 TSy a5, h(RID; | TS 45l|B.y.9)} to R;.
L4 R; verifies the timestamp, that is,

ITS; a5 — TSpa5l” <tspxAT and h(RID,|ITS, 4518.y-9)
to authenticate S. Subsequently, it extracts W, and then
sends M, = {W,,B.y.9, TS 5} to T;.

L5. Similarly, T, verifies the timestamp, that is,
TS, 47 =TS a1l” <tgpxAT  and  |TSpp5 — TSpul7 <
trrXAT, and then computes SKypg =
h((IDr@Xp)l(a.f.y.godx .o g)ll (sm@ (TS 51 I TS, 45))
and checks W3 = h(ID;||SKg). If so, it sets SK ¢ as the
session key.

5. Security Analysis of RSEAP2

5.1. Inefficient Mutual Authentication Attack. On receiving
the message M, from the reader R;, the cloud database
server S extracts and computes to validate the user and
reader. The details are as follows:

(1) The cloud server performs the computations and
validates the timestamps such as
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TaBLE 4: Notations along with their descriptions.

Symbol Description

T R;,S i tag, j reader, and cloud server

IDr;, IDg; Unique identities of T; and R;

pwTi Password of T;

X Long-term private secret key of the S

|l® Operations of bitwise concatenation and bitwise XOR

SK1s/SKgr Session key established between T; and S

PUF Physically unclonable function

h(-) Cryptographic collision-resistant one-way hash function

a; Random numbers

TSy 4i Timestamps used at i transmission

AT Maximum threshold transmission delay allowed

i=j Validation check, if expression i matches j or not

A An adversary

|TSpas = TSpa|? StpgxAT and |TSpuy — TS 507 <
trg X AT.

(2) Next S extracts h* ((TS; 41 I1TS; 438 (xg;-9)IRID; =
R((TSp 1 ITS A3® (x3;-9))IRID;, retrieves xp;.g from
the database, and evaluates
h((TS; s ITS; 438 (xg;-g)) to authenticate R;.

(3) After the successful authentication on R ; parameters,
S . extracts ID7IWT, verifies
Wi=h((a.g)®(X7IIDI)ITS 4,), retrieves the re-
lated sn; using 1D}, computes X} = h(sn|ID7x,),
and verifies W= h(((a.g)® (X7 IID)ITS,4;) the
authenticity of the user.

(4) It further generatesy € & and computes the session
key SKg¢p = h((ID7@Xp)l(a.f.y.gox,.a.g)|l (sn;
& (TS 11Ty 45)))-

But the conflict here is that the cloud server fails to
compute the proper session key to pass it on to the tag for the
validation. The reason is that the cloud server could not
retrieve the random values generated by the tag and reader
such as o, f € #, and in the session key the cloud server
uses (a.f.y.g®x..a.g) value without the knowledge of the
random numbers. Though the cloud server performs this
computation, it would be certainly a garbage value which the
tag cannot validate at any given point of time. Thus, this
scheme holds the inefficiency to perform mutual
authentication.

5.2. Inefficient Session Key Establishment Attack. On re-
ceiving the message m; from the cloud server, the tag
performs the mutual authentication verification. But, the
verification gets fails. The details are as follows:

(1) As discussed in the above Section 5.1, we understood
that the cloud server fails to compute the authentic
session key. However, on receiving the message from
the cloud server, T; verifies the timestamp, that is,
ITS; 47 — TSpal? <tspxAT and |TS; 45 — TSpul” <
tprxAT, and then computes SKyg=h((IDy
GBXT)II(a.ﬁ.);.gea xs.0.g) (sn;@ (TS 41 1TSS, 45))) and
checks W3 = h(IDy|SKys). If so, it sets SK g as the
session key.

(2) Now you can see that the tag T; did not retrieve or
has the potential to draw out the value
(a.p.y.g®x,.a.g) but still perform the computation
to validate the session key.

This validation never gets successful as it is a known fact
that without the proper parameters and values the verifi-
cation fails and the tag and the cloud server cannot establish
the session key for the future communications. Thus, this
scheme holds the inefficiency to perform session key
establishment.

5.3. Denial-of-Service Attack. According to RSEAP2’s
scheme, the legitimate participants tries to communicate to
each other and get the services as and when required, but
from the security flaw as shown above in Sections 5.1 and 5.2,
we understood that the scheme fails to establish the session
key and mutual authentication. This shows the enough
conclusive evidence that the scheme fails to provide services
to the participants thought the tag and readers are the le-
gitimate participants in the system. Hence, this scheme is
prone to the denial-of-service attack.

6. Our Proposed Scheme

This section presents the proposed secure authentication
protocol and the program architecture which is divided into
a tag, a reader, and a cloud server for parallel processing,
with each component working independently. In this ar-
chitecture as shown in Figure 2, the tag initiates the com-
munication by computing the validating message and
transmits the validating message with a virtual ID to the
reader. Upon receiving the message, it challenges the reader
to validate the message. Thus, the reader computes the
validating message and transmits the validating message
with the virtual ID to the cloud server for further process.
Once the message is received by the cloud server, it validates
the reader message thereby the cloud server authenticates
the reader and tag. After the successful authentication, it
computes the session key to establish the key. Further, at the
next stage, the reader receives the Ackl and Ack2 from the
cloud server as an acknowledgment. Then the check happens
in the next stage, where the tag receives Ackl from the reader
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and simultaneously the reader checks the received Ack2.
Finally, once the check is successful, the tag establish the
session key and end the process (see process flow diagram in
Figure 2).

In this section, we present our proposed scheme. In the
initialization phase, the server S chooses an elliptic curve
E(F q) over F, and a generator g over G. It also selects
x; € F, as its secret key and its public key will be x, - g. Any
tag T; which aims to register with S, inputs its IDy;, pwyy,
generates  challenge C;;, computes ap; = PUF(Cyy),
par; = ar;®h (IDpllpwr;), and  sends  the  tuple
My, = {IDy;, a7;, Cr;} to S. Once S received My, verifies in
the records whether ID; exists or not. If the IDy; is new, it
generates sn; € F P computes pidy; = sn; - x4 - g,
Ar; = h((a;®IDyy)llpidy;), and stores {pidy;, Cpys 51y, api}
corresponding to ID;. It then sends tuple M, = {pidy;, Ar;}
to T;. The tag T; computes PWT = h (ID4, | pwr;®ar;)ll par;)
and stores {PWT, pidy;, par;, Ar;}. Similarly, reader R; aims to
register with S, generates challenge Cp;, computes
ag; = PUF(Cyg;, pag;j = Cg;®IDg), and
Mps = {IDRj,(ij,paR]-} to the cloud database server S. S
computes pidg; by its private key and Cp; = pag;®IDg;,
ag; = PUF(Cg)), Agj = h((ag;®IDg;)lIpidg;);
Mp, = {pide,ARj}; and stores {pide,IDRj,CRj,thj} in its
database. Further R; also stores {pide, paRj,ARj}. The il-
lustration of the tag registration and reader registration is
shown in Table 5 and Table 6, respectively.

sends

sends

6.1. Login and Authentication Phase. To access the services
from S, T; needs to establish a session key with S. The
following steps are followed by T}, R;, and S during this
phase. The illustration is shown in Table 7.

LAl: The tag logs on by (IDg;, pwy;), computes
ay; = par®h (1D pwr;), verifies
PWTZ h (ID|I(pwr; ®ag,)l par;), generates o € Fi; to
compute W, = h((e.g.ar;)® (AL IID)ITS, 41), and
sends M, = {(pidp;| A;[W)ea.x,.g, 0.9, TS 1} to R;.
LA2: On receiving the request, R; verifies TS, ,;;
computes Cp; = pag;®IDyg;, ag;=PUF(Cy;), and
W, = h(aRjIIARjIITSLA3); and sends
M, = {M, TS, 55, (W, pidg))} to S.

LA3: On receiving the request, S verifies TS;,, and
TS 43 extracts My, TSy 3, (W,llpidyg;);  validates
W,= h((ijIIh((ochGBIDRj)IIpide)IITSLA3); and extracts

( picg}i IALIWY) to verify
Wi=h((a.g.0p)®(ALIID)ITS, 4,) and on success,
generates BeF:, computes
SK¢r = h(ID}@Ar) (.. gllx,.a.9)|l
(Sni@(TSLA1||TSLA5))),

W3 = h(a.p.glISKsrll Al pidr;),

W, = h(IDlelARjIITSLAS||pide), and sends

M = {W3, W, TS; 45,9} as a response to R;.

LA4: After receiving the response from S, R; checks
TSy 45, verifies W= h(IDg,l|Ag,lITS, 45l pidg;), and
sends M, = {W3,.9,TS; 45} to T ;.

LA5: On receiving the response from R;, T verifies
TS| 45, computes SKg = h((ID;@A7) | (a.B.glle.x,.g)
||t(syi® (TS; 1TSS As))s and checks
W= h(a.p.glISKrsllAr;ll pidr;). On successful verifi-
cation, T; sets SK ¢ as the session key.

6.2. Revocation and Reissue Phase. To revoke the access of T,
S checks for the availability of ID;; during the subsequent
login attempts. The tag will be given or refused access on the
basis of the check. Since all dynamic identities have a finite
lifetime, it is also impossible to continuously use the same
dynamic identity.

In addition, the next steps to get new credentials are
crucial when a tag T; from an approved registered user is
stolen/lost.

RR1: The tag keeps the same ID;;, but chooses
a password pw®, and generates challenge CF, to
compute af, = PUF(CE.), pak. = af.@h(IDyllpwk,).
Further  submitting the revocation  request
Mpg, = {IDy;, a®,, CR.} to the cloud database server S
through secure channel.

RR2: On receiving the request, S checks the database for
the availability of AR, = h((aX®IDy,)lpidR,) where
pid®, is computed by private key of S. If A%, is not
available, the cloud database server computes and sends
Mg, = {pid%., AR} to T; over the secure channel.

RR3: Finally, for each tag, the cloud server S issues the
new credentials.

RR4: After receiving the new credentials, T; completes
the registration process as processed in the registration
phase.

6.3. Tag’s Password/Update Phase. A registered tag T; can
update his/her current password and follow the steps
without contacting S:

PU1L: The tag logs on by (IDg;, pwy;), computes
ay; = par®h (IDgl pwr;), and verifies
PWT= h(IDyll (pwri®a;)l par;). Upon unsuccessful
verification, this process gets terminated by T;. Oth-
erwise, T; uses new password.

PU2: T, picks pwis™; computes ap; = PUF(Cyy),
pa¥sy = ap@h (IDg ]| pwis™), and PWT™ = h(IDy,]|
(pwiear) | pars™); and stores {PWT™Y,
pidrpy, pags”, Ap;} to complete the process.

7. Formal Security Analysis

Formal security examination strategies are usually used to
inspect and evaluate diverse check plans. According to lit-
erature [25], various security assessment systems can be used
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Figure 2: Communication flowchart.

TaBLE 5: Tag registration phases of our scheme.

TagT; Cloud database server S

Inputs (IDy;, pwy;)
Generates challenge Cy;

Computes ap; = PUF(Cyp;) Verifies IDy;

par; = ar®h (1Dl pwr;) Computes pidy; by private key of S
Ar; = h((ag;®IDy;)l|pidy;)
MRZ:{Pid'I‘i'ATA }
SecureChannel

Mp, ={IDTiv°‘TivCTi}
SecureChannel

PWT = h(IDy|l( pwp;®ar;)l par;), deletes (IDy;, Cry, ;) and stores {PWT, pidyy, par;, Ar;} Stores {pidy;, 1Dy Cry, st g}
i i i 12 1

TABLE 6: Reader registration phases of our scheme.

Reader R i Cloud database server S

Generates challenge Cy;
Computes ag; = PUF(Cy;)
pag; = Cr;®IDy; Computescpide by grlil\;ate key of S
Rj = Pag; Rj
le’;j = PUF(CRJ-) .
Apj = h((oc;je)IDRj)lldej)
MR4={Pide'ARj}
SecureChannel

MRSZ{IDRJ’D‘R;'P“R]‘}
SecureChannel

Deletes (IDR]-,CR]-, och)

Stores {pide,IDRj’CRp(ij}
Stores {pide)paRi’ARi}
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TaBLE 7: Login and authentication phases of our scheme.

TagT;

Reader R i

Cloud database server S

Logs on by (IDy;, pwy;)

Computes ay; = pap;®h (IDy;] pwy;)

Verifies PWT= h (ID;|( pwp@ar)l par;)
Generates « € J«q

Computes W, = h((a.g.or;))® (A5, IID)ITS; 41)
—M = (pidy Ap)W @a.x..g, 0.9, TS, 41

Verifies TS, 4,, compute
Cyj =

pag;®IDg;

Computes ay; = PUF(Cy;)
W, = h(apjl Ag;I TSy 43)

- MZ:{MI’TSLAS’ (W, ”Pidkj)}

Checks TS; 45 and

Verifies TS, 45 and computes

SKyg = h(IDp@Ap)|l(ex
(1@ (TS 4L ITS1a5))
Checks W;‘; h(a.p.glISK gl Ap;llpids;)
to set SKrg as the session key

B.gllax.g)l

Verifies TS, 4, and TS, 45
Extracts My, TSy 43, (W, lpidg;)
Verifies W,=
h(ochIIh((ochGBIDRj)Ilpide)IITSLAS),
Extracts (pidy; | A7, 1W7T)
Verifies W=
h((a.g.00)@ (AL IID)ITS 41)
Generates § € F, computes
K = h((ID30A5) [(0.glx..a.9)l
(1@ (TS 41 I TS1 45))

W3 = h(a.B.glISKrllAg;lIpidy,)

W,=h (IDRj”ARj”TSLASHPide)
M3=(W3>‘/2L4'TSLA5!‘3‘9)

Verifies W,= h(IDp; [ Ag;lI TS 5 lIpidg;)
M4=(W3<)_[3-9>TSLAS)

to evaluate authentication methods. In this article, we used
ROR security theories.

7.1. ROR Model-Based Proof. Under this model, adversaries
say that &/ has access to a set of executing entity queries
including CorruptTi (T;), Test (P"), , Execute (T},S; i) and
Reveal (P'), which perform simulation to check the real
attack. The query descriptions of such queries are given in
Table 8. The ROR model components are as follows:

(i) Participants: The associated participants with the
proposed scheme are the tag T, reader R, ora cloud
server §;. The 1nstances t and t, of T; and S; are
marked as P ! and P¢ which are known as oracles

(ii) Accepted state If the peer points achieve an ac-
cepted status when the final communication has
been authenticated, the instance “P*” comes under
“accepted state.” For the ongoing session, sid is a P!
session ID created in a sequence by PPt after the
sent and received messages were rearranged.

(iii) Partnering: The following things must be accom-
plished to be partnered between Pt and P":

(1) They are in “accepted states.”

(2) They possess the same sid. Further also “au-
thenticate mutually with each other.”

(3) They are also “mutual partners of each other.”

(iv) Freshness: P ! or PS2 is fresh when the constructed
session key between T; and S; is not leaked to </
using the Reveal (P') query listed in Table 8.

The proposed scheme undergoes “semantic security” as
defined in Definition 1.
Definition 1. If Adv™/™ PUF(t ) is the “advantage of an
adversary o/ running 1n polynomial time ¢, in breaching the
semantic security of R fid — PUF to extract the session key
(SK ) among a tag T; and a cloud server S, 7

?’d PUE (t,) = 12Pr[cr = c] - 1|, where c are the correct
b1ts and ¢" indicate the guessed bits.

Furthermore, Definition 2 is about “collision-resistant
one-way hash function” and Definition 3 is about “elliptic
curve decisional Diffie-Hellman problem (ECDDHP),” for
briefing Rfid — PUF.

Definition 2. A “deterministic  function,” say h:
{0,1}* — {0, 1}, is a “one- -way collision-resistant hash
function” if it produces fixed length of [, bits output string
h(m) € {0,1}" as “hash value or message digest” upon an
arbitrary length input string m € {0, 1}". Let an adversary &/
want to find a hash collision. Then, the “advantage” of &/ in
attacking ~ “hash  collision” is  provided by
AV (8,) = Pr(my, my) e, of: my #my, h(my) = h(m,)].

Pr(X) here shows the chance that the pair will be randomly
picked by o in the case of “random event X” and
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TaBLE 8: Various queries with their descriptions.

Query

Significance

CorruptTi (T;)
Execute(T;, Sj)
Reveal (P')

Test (P')

g can extract the stored credentials by compromised tag T;’s memory
This supports o/ in intercepting communications between T; and S j
This allows <f to obtain the SKg (= SKyg) session key from P’ and its partner
It allows &/ to request P’ for the session key SK ¢ (= SK;) and is probably a consequence of a flickered “unbiased coin ¢”

P’ output

(ml,m2)—, 9of. The attack of (5,t)-adversary of &/ to the
resistance of collision of /(-) indicates that the maximum
runtime of t, to the Adv* (¢,) <.

Definition 3. Consider an elliptic curve E_ (1, v) and a point
P, the ECDDHP is “for a quadruple (P, uv,.P, uv,.P, uv,.P),
decide whether uv; = uv, -uv, or it is a uniform value,”
where uvy, uv,, uv, € Z; (=M1, 2, ..., q-1\}.

To make ECDDHP intractable, the chosen prime g needs
to be at least 160-bit number.

Theorem 1. Suppose our scheme (Rfid — PUF) runs in
“polynomial time t,” and the adversary o is working to gain

advantage on Rfid — PUF. If query,, |Hash|, and
AdVECD HP(t f f q yh | I

p
“size of one-way hash function h(-),” and “9l’s advantage in

breaching ECDDHP in t ime t, (see Definition III-A),” re-
spectively, and chosen passwords follow the Zipfs law [26],
then the bit-lengths of the PUF key PUF (C ) where * refers
to T;/R; and the tag identity IDy. arel, and l,, respectively, y'
and sy’ are the Zipf’s parameters [26] respectively, d’s ad-
vantage in compromising the semantic securtty ff therro-
posed  scheme  Rfid — PUF s d-ru (t,)
< 2AdvECDDHP(t )+ (queryh/IHashI) + 2max{(query$/2’ )
(querys/Zl )Y queryS M.

Proof. This proof is presented in the similar way as pre-
sented by authentication protocols. Here four games are
played, such as G, (k=0,1,2,3) related to the evidence
where G is the starting and Gj is the finishing game. We
define Succ?d as “an event wherein & can guess the random
bit ¢ in the game G, correctly” and also the ° advantage of o/
in winning the game G, as Adv ng P~ pr [Succd] ” The
detailed study of these games is as *follows:

Gy: GO is the same as the real ROR model protocol.
Therefore, the semantic security of Rfid — PUF is
defined in Definition 1.

Advl;]fid—PUF '2 Adv szd PUF 1') (1)

G,: In this game, we model for the “eavesdropping
attack” in which &/ can intercept all the communicated
messages M, = {(pidpl|Ar|W))®a.x,.g, 0.9, TS, 41},
M, :iMl»TSLAy (WZHPide)}’ M; = {W;,W,,
TS a5, B-g}, and M, = {W3, .9, TS, 45} while execut-
ing “authentication and key agreement phase” in
Section A using Execute query as discussed in Table 8.
To confirm whether the “calculated session key SK ¢
between T; and S is real or a random number,” & can
execute both Reveal and Test queries. The established

) indicate the “cardinality of hash queries,”

session  key is  SKgr = h((ID}@A7)| (e.f.gll
x.o. gt (sn;@ (TS o ITS 45))) = SKypg. It is worth
noting that the key to session security is dependent on
both a and B “temporary secrets” and T; and S’ for long-
term secretions that cannot be disregarded by eaves-
drops of the messages M, M,, M5, and M,. Therefore,
this “eavesdropping attack” does not give any advan-
tage/increase of winning probability of &/ in G,. This
shows G, and G, games become “indistinguishable,”
and thus obtains the following result:

Adv };féd PUF _ 2 dv szd PUF 2)

G,: In this game, the hash searches are simulated. Both
Ar;and T'S; 4, are altered in the M, message. Similarly,
M,, M5, and M, are also equally unexpected, as they
include random timestamps and random numbers,
suchas Ag;, agj> TSy a3, pidyy> snj, and TS 45 are equally
unforeseeable. So, no collision occurs when &/ does
hash queries. Since both G; and G, are “in-
distinguishable” except for the inclusion of the G,
simulations, we obtain birthday paradox outcomes as

A dV};f’gj—PUF AdyR/id- PUF| queryh (3)

Vil Gy 2|Hash|’

Gj: The CorruptTi (T;) query was implemented in
this final game. Therefore, the opponent & is
extracted depending on the performance of the query
for the credentials Aq;, pidyy, o, ag > Agj» pidg; from
a compromised tag T;. The o/ probability to properly
guess the PUF (C * ) physically unclonable function
secret key of I; bit-length and ID; user identity of /,
bit-length are query,/2" and query /2", respectively.
The advantage of & is more than 0.5, if
query, = 107 or 108, since the passwords of the users
selected tend to obey the law of Zipf’s, by using
assaults via trawling. If & can exploit user’s personal
data for a targeted assault, then query,<10° gives
him an edge over 0.5.

Furthermore, &/ will have all the intercepted messages
M,, M,, M5, and M,. To derive the session key SK¢ =
h((ID; @A) (e.B.gllxg.c. gt (sn;@ (TS 41 1T S145))) =
SKyg shared between T; and S, &/ needs to calculate
h(ag j®IDyg ]-), (AL IIIDy;) which in a polynomially restricted
time ¢, is computationally costly owing to the intractability
of ECDDHP. Since G, and G; games are “indistinguishable,”
the following is excepted to include the question and
ECDDHP of CorruptTi (T;)
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Rfid-PUF Rfid-PUF ECDDHP
|Adv 4G, —Advyg | <Adv, (t P)

(4)
+ {querys query, g, querysla}

oh 7 gk

Now, all the relevant queries related to the above games
are executed, and then the Reveal query is executed along
with Test query to guess the random bit c. Thus, we get

Rfid-PUEF _ 1
AdV‘d)lG3 = 5 (5)

Combining equations (1), (2), and (5) derives:

1 id—
E'Ad";ﬂd PUF(tp) _

Rfid-pUF 1
Advmén - 5‘

Rfid-PUF Rfid-PUF
= [AdvE/E T - Advi Y|

(6)
' <|Adv szd PUF _ dVszd—PUF|

|Ad szd PUF _ v szd PUF

Next, combining equations (3), (4), and (6) provide the
following result:

1 id—
. Ad Rfid PUF(t )
%

queryh ECDDHP
+ Ad t
2[Hash| * Ve ()

+ max{%, %, B - querysﬁ }
(7)

Finally, the equation (7) is multiplied by 2 on both sides
to get

2
Rfid-PUF ECDDHP queryy
Adv; (t,) <2Advy PP (t,) + [Fash]
query, query s
+ 2max<l A B queryf],
2 2

(8)

O
7.2. Informal Security Analysis
Proposition 1. Location privacy (non-traceability)
Proof. The tag Ti simply transmits the message
M, = {(pid | AW Doa.x,.g, o.9, TS 41} with

W; = h(B. (. g)ISK || Aill picly;)
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W, = h((a.9)® (A7 IID)ITS; 41). Only (pidyl|ApllW,) of
this message can be utilized to identify the tag. On each
session, the variables alpha and TS;,, masked and ran-
domized the token described above. The attacker has no
control over any of these values. If a collision happens on the
specified value by T; in the worst-case scenario, the ad-
versary could detect it by monitoring the alpha.g fraction of
M,, and then T; could be monitored. However, the
adversary’s advantage in finding a collision after N protocol
sessions is O (N?/ IF ), which is modest enough in practice.
Furthermore, M, makes no mention of R, or S.

The reader R; delivers M, = {MI,TSLA3, (Wzllpide)}
to S, where (W, pide) may be used to monitor the reader
and determine whether the W, fraction has a collision.
Similarly, after N protocol executions, the adversary has an
advantage of O (N?/ IF *|) in detecting a collision. As a result,
the opponent’s chances of success are slim.

M = {W3, W, TS, 45, B.g} is sent by the server S, where

W, = h(ap.glISKsrIl Ar, pidy),
W, = h(IDRj||ARj||TSLA5||PidR]-)- The reader R; and the
server S, on the other hand, in each of the W5 and W, tokens
are randomized in each session. As a result, an adversary is
unable to retrieve data that could aid in the breach of the
protocol’s location privacy.

Finally, R; sends M, ={W;,B.9,TS;ss} to T, The
adversary’s only target in this communication could be W.
This token is a function of  SKyg=
h((IDp @A)l (a.B.gllxg.a.g)lt (sn;@ (TS ITS 45)))s
which is randomized by T}, R, and S on each session.

Overall, the location privacy of all of our entities (i.e.,
T;, R, and S) is guaranteed by our protocol. O

Proposition 2. Mutual authentication and session key
agreement

Proof. 1t is obvious that the pairs (S,T;) and (S, R;) are
mutually authenticated if a legitimate tag T; connects with
an honest server § through a valid reader R; and within
acceptable time thresholds. However, we do not require
mutual authentication between the reader R; and the tag T;
in this protocol. In more detail, S is the source of trust for T,
while R; is only a gateway to S. The following is a list of the
session key’s correctness and mutual agreement:
Correction Proof:

= h(B.(a.g)ll (h(IDF @A) (B (a.g)llx,. (0.9))ll (s1,@ (TS a1 ITS 1 45)) ) Ar; | picy;)
( B.gll (h((ID7@AL) I (a.B.gllxs.a.g)ll (sn,@ (TS 4, I TS, 45)) )“ATz ||p1dTl) 9)

= h(a.B.gll (h(IDr@ Az )|l (a.B.gllex,.g) | (5@ (TS, 4 ITS145)))) || Aril| picsi )

= h(a.p.gISK gl Apll pidy;) = W
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Because the tag and the server have mutual authenti-
cation, S has already authenticated R i and T; may trust the
reader R;. As a result, our technique ensures mutual au-
thentication and establishes suitable session key
agreement. O

Proposition 3. Physical security

Proof. . Any alteration or damage to the device with built-in
PUF will cause PUF to respond differently or the device to
become unavailable, according to PUF’s characteristics. It is
impossible to collect any relevant information in an ac-
cessible environment since car sensors do not preserve any
information. Physical attacks, aside from rendering the
hardware components in the proposed protocol ineffective,
are unable to extract any relevant information. As a result,
the suggested protocol can ensure the system’s physical
security.

Proposition 4. Achieving forward secrecy

Proof. In our proposed scheme, the session key is computed
as SKrg =
h((IDg @A) (. B.gllxg.c.g)llt (sn;@ (TS 41 1T S; 45))). This
session key is established between the tag T; and the server S.
If o/ wishes to compromise the session key, & requires the
knowledge of the session-specific random values {a, 8}, fixed
value a;, and the identities of the participants involved in
the session key establishment. Now, even if pwy;, pa,; are
compromised by &, due to the lack of knowledge of Cy; or
random values {a, 8} and fixed value a;;, attacker fails to
compute W . Thus, & does not gain any advantage even if he
compromises pwr;, par;. Therefore, &/ cannot compute the
previous/current/future session keys. O

Proposition 5. Message authentication

Proof. In this protocol, the server authenticates M, and M,.
The reader R; authenticates S, M; partially and the tag T;
totally. The use of random integers and the one-way hash
function ensure the integrity of all messages. Any alteration
to the conveyed message causes the receiver to reject the
message.

For instance, consider M, = {(pidp;|AnIW,)®a.x,.
g,2.9,TS; o} message, where W, = h((a.g)® (AL IIDy)|l
TS;4,), which should be authenticated by S.
TS;ps — TS 41" <AT is checked by the server S first. As
a result, if the adversary replicates the message, S will reject
it. Then, S extracts (pid},||A},IW7), retrieves the related sn;
value using IDy; and ar;, and computes and verifies
Wi=h((a.g.apr)®(ALIID)ITS, 4,) to accept the message.
It is clear that any modification in TS;,, a.g, or
(pid;,IA7;IWT) renders the probability of W7 =W, to
27", where n is the hash length, for example 256 — bit for
SHA - 256. The other messages in the protocol can be
reasoned about in the same way. As a result, our protocol
ensures message authentication between the parties
involved. O
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Proposition 6. Replay attack

Proof. In a replay attack, the adversary attempts to use
a previously traded message at a later time ¢'. Any message
received outside of the threshold time (a preset factor of AT')
is likely to be rejected in our protocol. Aside from that, the
one-way hash function ensures the integrity of timestamps.
As a result, replay attacks against our protocol are impos-
sible. Finally, the adversary may break the tag’s anonymity if
he extracted xs.g from the a.xs.g and a.g pair. It is most
likely the same as solving ECCDHP, which is known to be
a difficult task (see Section 3.1). O

Proposition 7. Impersonation attack
Tag:

Proof. Due to the integrity of TS 4, the only way to spoof
the tag is to construct a valid M. It is not possible, however,
without guessing or computing a valid W, = h((a.g)®
(ALID)ITS 41), where TSy 4, is the attack time’s time-
stamp. The enemy also lacks Ap; and IDy;. As a result, the
adversary’s chance of successfully impersonating the tag is
27", where n is the hash function’s bit-length. To put it
another way, the repeat attack is a waste of time.

Reader: O

Proof. Because the integrity of T'S; 45 is guaranteed in our
protocol, the adversary cannot replay messages to imper-
sonate a reader. As a result, generating a legitimate
W, | pidy; is the only way to impersonate the R; in front of S.
The  opponent, on the other hand, lacks
W, = h(ag;jAg;TS 43), W,, and Ag;. Even if she/he obtains
the values W, pidy;, and Ag; in some other way, she/he
must extract ag; from M, in order to determine IDp;. It
necessitates reverse engineering of the one-way hash
tunction, which is a difficult challenge that makes the assault
impracticable. As a result, impersonating R; to § is not
feasible under this protocol.

Server: O

Proof. To impersonate the server S in front of R;, the ad-
versary would have to compute W, W, TS; 45, 5.9, where
W = h(a.B.glISKgr |l Ap;llpidy;) and W, = h(IDy;
IAR; TS, asll pidy;). pidg;j» IDg> x,.c.g would be required.
Aside from x,.a.g, f.a.g, which is contributed by T'; through
sending «.g, this token is randomized by x,.a.g,p.a.g.
Solving a ECCDHP problem, which is a difficult problem,
would be required for the disclosure of & and x,. Even if the
adversary reveals the band and adapts it appropriately, the
adversary still needs to know IDg; due to TS;,s in
h(a.B.glISKgr | Ag;ll pidy;), which is not the case. As a result,
cheating R; and successfully mimicking S gives the opponent
a 27" advantage. Furthermore, impersonating S in front of
R; is a prerequisite for impersonating S in front of T;. As
a result, the attacker cannot effectively impersonate the
server S in front of T; using R;. Only M, = {W3, 8.9, TS, 45},
where W5 = h(a.f.glISKsrllAr; |l pidr;). Unlikely as it may
seem, the attacker lacks IDr;. As a result, the adversary’s
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advantage in committing this impersonation attack is
negligible (i.e., 27"). O

Proposition 8. Offline password guessing attack

Proof. The rationale for security against this attack is nearly
comparable to that of RSEAP2. In a nutshell,
PWT = h(IDg;| (pwr®ar)llpar;) calculates the tag’s tem-
porary password. Even if the adversary could estimate PWT,
the value ap;, which is a random integer created by the tag T},
is still required. As a result, the opponent who could not
foresee ap; will be defeated by this assault. O

Proposition 9. Desynchronization attack

Proof. Because there is no updating phase of shared pa-
rameters after the protocol execution concludes, our pro-
posed technique is immune to desynchronization assaults.
The attacker may only block the M, message if the tag T is
used to set the session key SK;¢/SKgr. Because T; has not
received M, in a timely manner, this entity may need to
restart the login and authentication step in order to rees-
tablish the session key. We wish to underline that the
aforementioned situation is distinct from an impersonation
assault—as previously stated, an adversary cannot imper-
sonate a valid tag. In addition, the tag T; must start the
protocol; otherwise, the server S would reject the
request. O

Proposition 10. Insider attack

Proof. In the initialization phase of our scheme, T; sends
My, = {IDy;, 074, Cry} to S and receives My, = {pidr;, Ar;}
in return. Further computes, where
PWT = h(IDg| (pwri@ap;)llpar;). Likely, the chances for
an insider attacker to disclose pwr; are almost null (ie.,
27 O

Proposition 11. Man-in-the-middle attack

Proof. To carry out a successful man-in-the-middle attack,
an adversary must be able to impersonate a protocol entity
or modify a message without being discovered. Nonetheless,
the aforementioned attack will fail in our suggested protocol
for the following reasons. For starters, as we explained in
Section 7, the adversary’s advantage in impersonating the
tag, the reader, or the server is insignificant. Second, we have
shown (5) that any change to the transmitted message causes
the receiver to reject the received message. Finally, we
demonstrated how an opponent cannot properly relay
a message to deceive about his distance or replay an earlier
message in Sections 6. As a result, the suggested protocol is
impenetrable to a man-in-the-middle assault. O

Proposition 12. Ephemeral secret leakage (ESL) attack:
Proof. As described in the Proposition 2, both T; and S

establish a common session key during the execution of the
proposed scheme. The session key is computed as SKyg =
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h((IDp@A) | (a.f.gllx,.c. gt (sn;@ (TS 4, 1TS; 45))). The
SK-security of the proposed scheme relies on the secret
credentials as discussed in the following two cases:

Case 1. Let us consider &/ knows the ephemeral (short-
term) secret credentials a and . It is computationally
infeasible for &/ to create the valid session key SK ¢
without the knowledge of the long-term secrets ARj,
Ary» agj> and xg.

Case 2. We assume that the long-term secrets ARj, Ay,
agj» and x; some or all of them are revealed to </, and
the attacker </’s task to generate SKpg without the
ephemeral secret credentials a and f3 this again turns
out to be computationally infeasible task.

This shows that &/ can generate a valid session key SK¢
only if both the ephemeral and long-term secret credentials
are revealed. Furthermore, if a particular session is com-
promised, the session key established in previous/future
sessions are completely different to the compromised session
key due to the application of both long-term secrets and
newly generated random nonces, which are secret and not
revealed to &. Therefore, both forward as well as backward
secrecy along with the SK-security are preserved in the
proposed scheme. Moreover, in the proposed scheme, with
the help of the session hijacking attack, a session key is
leaked in a particular session; it has no affect to compromise
the security of other previous as well as future sessions. By
summing up all these cases, the proposed scheme is secure
against the ESL attack. O

8. Observations and Performance Analysis

We use the implementation results in [2] “(CPU: Intel(R)
Core(TM)2T6570 2.1 GHz, Memory: 4G, OS: Win7 32-bit,
Software: Visual C++ 2008, MIRACL C/C++ Library)” to
estimate the computation time. Because SHA-2 occupies
15.8 cycles per bytes [27], it takes
Thfun =0.0004 * (15.8/11.4) = 0.0005 milliseconds to com-
pute. To be clear, the number T corresponds to a single
call to the SHA-2 compression function (fun). The SHA-2
compression function has a message-block length of 512 bits.
We built the new protocol in detail to reduce the amount of
calls to this compression function, particularly on the tag
side, which is the most limited device. Finally, the time
required to calculate scalar multiplication on ECC-160,
represented by TEMP| is 7.3529 milliseconds, whereas the
time required to calculate a chaotic map is T“H = TEMP[28].
The needed time for encryption/decryption of a symmetric
scheme TS™ varies depending on the employed symmetric
encryption method; however, the stated time for AES
is T5'™ = 0.1303 milliseconds. The details are shown in
Table 9.

The hash function output, nonces, timestamps, tag/
reader identities, a symmetric encryption output block,
and elliptic curve points all have bit widths of
160,160,32,160,128, and 320 bits, respectively, for the
performance analysis. We compare the computational
and communication expenses of RSEAP2 with our
method in Table 10. Because tags are the most limited
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TABLE 9: Approximate time required for various operations.

. Description Approximate computation
Notation (Time to compute) Time (in milliseconds)
i Hash function 0.0005
TEMP ECC point multiplication 7.3529
TSYMEneec Symmetric encryption/decryption 0.1303
Tor = TEMP QR code 7.3529

o EMP :
"' =T Chaotic map 7.3529
Tyac = TH® Message authentication code 0.0005
TaBLE 10: Comparison of communication costs.
Communication cost Communication cost Computation Time
Scheme . .. . 7
(sending mode) (receiving mode) (in milliseconds) (ms)
Jiang et al. (3] 768 768 orfun 4 5TSYs 4 3TEMP 37.4205
Kumar et al. [7] 832 544 grfun 4 3TEMP 22.0632
Mishra et al. [11] 672 224 4Tn 4 2TCH 14.7078
Jiang et al. [4] 1280 800 gTfun 4 TS 4 STEMP 22.1935
Safkhani et al. [2] 672 512 6T + 3TEMP 22.0617
Our scheme 672 512 6Tim + 2TEMP 14.7088
401 37405
35
- 30
E
% 25 . . . . . .
g 220632 221935 22.0617
£ : o L
g: 5 ) 14.7078 | 14.7088
£
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Ficure 3: Computation cost comparison.
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F1GUure 4: Communication cost comparison.

devices in the system, we focus our investigation on them.
There are no major changes in consuming time when
compared to RSEAP2, as shown in Figure 3, simply
a minor improvement in our approach. Our scheme is
much more efficient than RSEAP2 in terms of bits sent
(and received), as shown in Figure 4. It entails a significant

reduction in power consumption, which is a critical
metric in such devices. Finally, in Table 11, we compare
and contrast the security qualities afforded by comparable
systems with our scheme (see Figure 5 for an instance). To
summarize, the new protocol is more efficient and secure
than the old one.
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TaBLE 11: Comparison of security features.
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Suitable for cloud environments
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FIGURE 5: Security attribute comparison.

9. Concluding Remarks

In this article, we designed a PUF and RFID-based au-
thentication protocol for vehicular cloud computing envi-
ronment which ensure the secure communication among
the participating entities such as tag, reader, and the cloud
server. The uniqueness property of PUF and ECC allows
significant functional advantages in ensuring and designing
the secure key establishment and communication. Our
proposed protocol efficiently supports for the revocation and
reissue features and tag’s friendly password update/change
mechanism. Using the provable random oracle model, we
presented the advantages of an adversary in violating the
security features. Moreover, through the informal security
analysis, we have shown that the proposed scheme suc-
cessfully prevents all the well-known security attacks for
authentication protocols. Our scheme withstands all the 18
security features and further consumes the computation cost
of 6TTn + 2TEMP = 14,7088 ms which is comparable with the
other schemes. Similarly, our scheme consumes the com-
munication cost as 672 bits during the sending mode and
512 bits during the receiving mode. Overall, the performance
of our proposed scheme is comparable with the related

schemes and provides more security features compared to
the other related existing protocols.
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To meet the rapidly increasing demand for Internet of Things (IoT) applications, edge computing, as a novel computing paradigm,
can combine devices at the edge of the network to collaboratively provide computing resources for IoT applications. However, the
dynamic, heterogeneous, distributed, and resource-constrained nature of the edge computing paradigm also brings some
problems, such as more serious privacy leakages and performance bottlenecks. Therefore, how to ensure that the resource
requirements of the application are satisfied, while enhancing the protection of user privacy as much as possible, is a challenge for
the task assignment of IoT applications. Aiming to address this challenge, we propose a privacy-aware IoT task assignment
approach at the edge of the network. Firstly, we model the resource and privacy requirements for IoT applications and evaluate the
resource satisfaction and privacy compatibility between edge devices and tasks. Secondly, we formulate the problem of privacy-
aware JoT task assignment on edge devices (PITAE) and develop two solutions to the PITAE problem based on the greedy search
algorithm and the Kuhn-Munkres (KM) algorithm. Finally, we conduct a series of simulation experiments to evaluate the
proposed approach. The experimental results show that the PITAE problem can be solved effectively and efficiently.

1. Introduction

With the development of the Internet of Things (IoT),
various IoT applications emerge as the times require, such as
disaster relief, public safety, and face recognition [1-3].
According to Garner [4], the global IoT-enabled applica-
tions and infrastructure market will represent a 33 billion US
dollar opportunity in 2025. IoT applications usually have a
large amount of data that need to be processed in time.
Hence, they have strict requirements on computing re-
sources, response time, and privacy [5-7]. The traditional
cloud-centric task processing model fails to meet these re-
quirements, because it often needs to transmit a large
amount of data to the cloud, which increases network
transmission delay and network traffic [8].

To address the shortcomings of the cloud model, re-
searchers have proposed edge computing [9, 10]. As a novel
computing paradigm, edge computing can combine the

resources of multiple devices at the edge of the network to
provide task processing for IoT applications [11, 12]. With
the wide adoption of wireless sensing and communication
technology, a large number of IoT devices are emerging at
the network edge, such as closed-circuit television (CCTV)
cameras, smartphones, tablets, smart watches, smart home
devices, and smart vehicles. Due to limited resources, these
devices are generally only responsible for data collection and
preprocessing, while complex data analysis work is offloaded
to edge servers or cloud servers.

Supported by the advances in hardware and networking
technologies, IoT devices are constantly increasing in re-
sources and processing capabilities. They communicate with
each other to collect and share data, and immediately
process tasks near the data source [13, 14]. Edge computing
has recently moved beyond the initial principle of utilizing
IoT devices to collect and preprocess sensory data and is now
able to combine and coordinate multiple IoT devices to
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provide processing for IoT applications [1, 14, 15]. Therefore,
the advantages of edge computing such as low latency and
local data processing are further highlighted [2, 16]. In this
paper, we refer to these resource-constrained IoT devices
with data collection and task processing capabilities as edge
devices.

Due to the dynamic, heterogeneous, and distributed
nature of the edge computing paradigm, edge devices are
generally owned by individuals with different interests and
affiliations [17]. As a result, the owner of edge devices may
illegally use and disclose the user privacy information
hidden in IoT data, e.g., faces, motions, locations, etc.,
resulting in serious privacy leakages [18, 19].

Consider a data-intensive IoT application consisting of
multiple interrelated tasks, where each task has different
resource requirements, e.g., CPU, memory, storage, band-
width, etc. To protect user privacy, each private data in the
task specify a set of privacy requirements. Correspondingly,
each edge device has a set of available resources and provides
a set of privacy policies. An important prerequisite for an
edge device to be qualified to execute an IoT task is that it
must satisty the resource and privacy requirements of the
task. Moreover, a single edge device is difficult to process
relatively complex computations due to limited resources.
Consequently, multiple tasks of an IoT application need to
be assigned to multiple edge devices for execution. In
summary, how to assign tasks to multiple edge devices that
satisfy resource and privacy requirements is an important
challenge in task assignment for IoT applications.

In the research of task assignment for IoT applications,
some useful approaches were proposed to offload tasks to
cloud, fog, and edge [1, 20-22]. However, most of them
regard the task assignment from the perspective of resources
and quality of service (QoS), while ignoring the privacy
requirements of the users. Moreover, some researches focus
on the privacy-aware IoT task assignment. They mainly
adopt various privacy technologies like differential privacy,
data generalization, task fragmentation, and privacy conflict
avoidance to control data access [23-26], but they are in-
adequate to address the issue of how private data will be used
after being accessed, such as the purpose of using the data,
the retention time of the data, and the operations executed
on the data.

Inspired by these works, in this paper, we propose a
privacy-aware IoT task assignment approach at the edge of
the network, which assigns IoT tasks to multiple edge
devices close to the data source. These devices do not rely
on a central coordinator and collaborate to process IoT
tasks in a distributed manner. Specifically, we first model
the resource and privacy requirements of the IoT tasks and
evaluate whether the edge devices can satisfy these re-
quirements. Then, we formulate the problem of privacy-
aware [oT task assignment on edge devices (PITAE) as an
optimization problem to maximize the privacy compati-
bility degree between IoT tasks and edge devices. Fur-
thermore, we develop two solutions based on the greedy
search algorithm and the KM algorithm [27, 28] to solve the
problem. The main contributions of this paper are as
follows:

Security and Communication Networks

(1) An integer programming optimization model is used
to formulate the PITAE problem considering both
the resource and privacy constraints.

(2) A privacy model is presented to specify the privacy
requirements and privacy policies, and the weighted
Euclidean distance is employed to measure the
privacy compatibility degree between edge devices
and tasks.

(3) Two solutions based on greedy search and KM al-
gorithm are developed to solve the PITAE problem.
The experimental results demonstrate that the pro-
posed approaches can significantly improve the
privacy compatibility degree of the solution com-
pared with the benchmark approach.

The rest of this paper is structured as follows. Section 2
describes the motivation and framework of the PITAE
problem. Section 3 formally specifies the PITAE problem.
Section 4 presents two solutions to solve the PITAE problem.
The experiments and results are illustrated in Section 5. The
related work is reviewed in Section 6. Finally, the conclusion
and further works are given in Section 7.

2. Motivation and Framework

In this section, we show an audit example of emergency
supply distribution in a disaster relief scenario. In such a
scenario, emergency supplies are usually ample in
quantity and variety, and the distribution time is urgent.
Therefore, it is a very complicated task for traditional
manual audit methods to handle. An IoT-based audit
application can quickly and automatically execute this
process. Such a process captures emergency supply dis-
tribution videos stored in CCTV cameras and uses nearby
edge devices to analyze the videos to automatically
identify some violations, e.g., fake or erroneous emer-
gency supply distribution.

As shown in Figure 1, the workflow of the IoT audit
application includes six tasks (ty-#5): data collection, object
detection, face recognition, supply recognition, violation
analysis, and alarm and report. Firstly, task #, collects data
required for subsequent tasks, e.g., supply distribution video,
supply distribution location, and supply application form.
Secondly, t; uses video data as input to execute object de-
tection and sends the detected face and supply images to t,
and t;, respectively. Thirdly, t, recognizes the face image to
obtain personal identity information (PII), ¢; recognizes the
type and quantity of supplies, and f;, conducts violation
analysis based on the recognition results, location, and
supply application form. Finally, t5 issues an alert based on
the violation result and generates an audit report. In Fig-
ure 1, the rectangular boxes represent tasks, the arrows
represent the invocation of the tasks within the application
workflow, the vertical solid lines mean that all the previous
tasks should be accomplished before the next task is initi-
ated, and the workflow starts from the left and ends at the
right.

This example is a typical data-intensive IoT application.
The input data of each task may involve the user’s private
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FIGURE 1: An example IoT audit application.

data, e.g., face, location, application form, etc. In addition,
each task needs to be assigned to edge devices with different
available resources, e.g., CPU, memory, storage, bandwidth,
etc. The resources and private data required for each task are
shown in Table 1. There are 10 available edge devices (dy-dy)
in the demonstration scenario, and the available resources of
each device are shown in Table 2.

Before assigning IoT tasks to edge devices, it is nec-
essary to evaluate whether these devices can satisfy the
resource requirements of the tasks [29, 30]. As shown in
Tables 1 and 2, d, only satisfies the resource requirements of
ts, while dg can satisfy the resource requirements of all the
tasks.

According to the General Data Protection Regulation
(GDPR) [31], data consumers can only collect private data
for legal purposes. At the same time, the GDPR also requires
data consumers not to use the collected data for other
purposes, and the retention time of the data and the op-
erations executed on the data must be consistent with those
necessary for the stated purpose. To comply with GDPR,
private data in Table 1 have a set of privacy requirements,
e.g., the sensitivity of the data, the purpose of using the data,
the retention time of the data, and the operations executed
on the data. Correspondingly, each edge device also provides
a set of privacy policies. Therefore, another prerequisite for
assigning tasks to edge devices is that the privacy policies of
the edge devices should be compatible with the privacy
requirements of the tasks. The higher the privacy compat-
ibility degree between the edge device and the task, the more
suitable the edge device is to undertake the task.

For example, a privacy requirement of the video data in
task t, is <video, 0.8, data collection, {read, transfer}, 1>. It
means that the sensitivity degree of video is 0.8, and an edge
device can only execute read and transfer operations on the
video for the purpose of data collection. At the same time, it
also requires that the trust degree of the device must be
greater than or equal to 0.8 (sensitivity degree), and video
cannot be retained more than 1 month. Correspondingly, a
privacy policy of edge device d, for the video data is <video,
0.6, data collection, {read, write, transfer, profiling}, 12>. It
indicates that the trust degree of d, is 0.6, d, will execute
read, write, transfer, and profiling operations on the video
for the purpose of data collection, and d, will retain the video
for at least 12 months. As can be seen from this example, the
privacy policy of d, is incompatible with the privacy re-
quirement of f, in terms of sensitivity degree, operations
executed, and retention time.

In summary, the task assignment problem of IoT audit
applications is to assign multiple tasks to suitable edge
devices, so as to satisfy the resource requirements of the tasks

while maximizing the overall privacy compatibility of the
assigned edge devices.

Based on the above example, the privacy-aware IoT task
assignment framework at the edge of the network is shown
in Figure 2. In Figure 2, the developer designs an IoT ap-
plication based on resource requirements, privacy require-
ments, tasks, and their dependencies. The tasks of the IoT
application need to be deployed to qualified edge devices for
execution. Each edge device contains an available resource
description file, a privacy policy description file, and is
equipped with a task assignment manager responsible for
device discovery, qualification evaluation, task assignment,
and coordination.

The framework in Figure 2 does not depend on a central
coordinator and supports distributed task assignment.
Therefore, each participating edge device of IoT applications
can generally play the role of coordinator or collaborator. To
protect privacy and reduce network transmission, all edge
devices participating in the application should be as close as
possible to the data source. The IoT application shown in
Figure 1 is a typical stream data processing application, and
the data collection device (e.g., CCTV camera) is the data
production source of the application. Therefore, the appli-
cation developer selects it as the coordinator of the appli-
cation, which delivers offloading requests to nearby edge
devices. If there are multiple data collection devices (i.e.,
multiple data sources) in an application, the application
developer will select an edge device with large data volume
and high privacy protection requirements from these devices
as the coordinator.

The coordinator is responsible for discovering a set of
qualified edge devices from nearby and forming a collab-
orative group with these devices as its collaborators, and
offloading tasks to these collaborators at the same time.
Specifically, once the coordinator receives the deployment
request of an IoT application, it will advertise the task
processing request to nearby edge devices. The edge devices
that are willing to participate in the collaboration accept the
request and reply their available resources status and privacy
policies to the coordinator. Then, the coordinator evaluates
the resource satisfaction and privacy compatibility of each
collaborative device. More specifically, the application de-
veloper sets a privacy compatibility threshold for tasks.
During the privacy evaluation process, if the privacy com-
patibility between the task and all its candidate devices fails
to satisty the threshold constraints, the coordinator will
request the application developer to relax the privacy
threshold to ensure that the task has enough devices to
perform its function. Finally, the coordinator assigns tasks to
the most suitable set of devices according to the evaluation



4 Security and Communication Networks
TaBLE 1: Resource requirements and private data request for tasks.
Resource requirements .
Tasks ) Private data
CPU (GHz) Memory (GB) Storage (TB) Bandwidth (Mbps)
to 1.4 4 0.6 18 Video, location, application form
t 1.8 6 0.5 18 Video
t 1.8 8 0.4 15 Face image
t3 1.8 8 0.4 15
ty 1.6 6 0.6 12 PII, location, application form
ts 1.2 2 0.2 10 Violation result
TaBLE 2: Available resources provided by edge devices. Application Developer
Available resources T loT Application | [ Resource
Edge . . E | Requirements
devices CPU Memory Storage Bandwidth : e e O !
(GHz)  (GB) (TB) (Mbps) @ (Dr() &) () [P
dy 1.2 2 0.2 12 N N Requirements
d, 14 4 0.4 18 I
d, 1.6 6 0.6 18 _Coordinator Xy
d, 1.8 8 0.8 20 i : i
d4 20 10 1.0 2 : Task Assignment Manager Available Resources :

I Device Qualification . — i
d5 L6 8 0.6 18 : Discoverer Evaluator !
de 1.8 10 0.8 20 ! — |
d, 2.0 12 1.0 22 : Task Assigner Coordaisnator Privacy Policies !

\—/\
dy 2.2 14 1.2 25 ! A |
do 2.5 16 15 28 ! Edge Device, l

results to maximize the overall privacy compatibility degree
of the collaboration group.

After the collaboration group is established, each device
starts to execute the assigned tasks. The coordinator is
responsible for managing and coordinating the execution
of all tasks, and periodically scanning the network to
discover new edge devices. Once an edge device leaves the
collaboration group, the coordinator will invite a new
device to join the collaboration group and assign a task to it.
Considering that a task may have multiple candidate new
devices, the coordinator first evaluates the resource satis-
faction and privacy compatibility between these devices
and the task, and then selects the one with the highest
privacy compatibility degree for the task from the qualified
devices.

3. Problem Description

3.1. Application Model. A typical IoT application is defined
by the developer at design time. It specifies the functional
and nonfunctional requirements. Formally, it is described by
a directed acyclic graph G=(T, E), nodes T'={ty, t1, ...t,.1}
represent a set of tasks where t; (0 <j < n) is the jth task, and
edges E= {(tg, th)|tg, t, € T} are a set of links between tasks,
which represent data and task dependencies. Each task ¢ is
characterized by a set of inputs IN; = {in?, in}, .. .}, a set of
outputs OUT; = {out?, out}, .. .}, and a set of resource and
privacy requirements.

(1) Resource requirements RR;: RR; represents a set of

resources required to execute task £ such as CPU,
memory, storage, and bandwidth. RR; = {rr‘]?, rr}, ey

1 1 1 1
|| Available Privacy ' | | Available Privacy :
: Resources Policies : i : Resources Policies | - 1

1
1 1 I I
! Edge Device, ! L Edge Device, !

FIGURE 2: Privacy-aware IoT task assignment framework.

rr‘}}, where rr; (0<j<n,0<c<o)is the requirement
of task ¢; for the cth resource.

(2) Privacy requirements PR;: Let PD be a set of
private data of the user in an IoT application.

PRJ'={PT(J)-, pr}, ..
requirements for task f;, where pr’; (0<j<n,

> prf} specifies a set of privacy

0<k < p) is the kth privacy requirement of t;, it is
defined as a tuple <pdlj‘-, sdk, pu’;, OP’]?re’J‘»>, where
pd’;EPD is a private data item of the user, sd’]? e[o,
1] is the sensitivity degree of pd’]?, it specifies the
trust degree that an edge device must have when it
uses pd’]?, sd’]? =0 indicates the lowest sensitivity
and 1 the highest, pu? specifies the purpose for
which the pd’]? can be used, OP’]? specifies a set of
operations that can be executed on the pd¥, and
re? specifies the longest time that the edge device

: k
can retain pd;.

3.2. System Model. A PITAE scenario usually consists of
multiple heterogeneous edge devices that communicate with
each other and collaborate to execute multiple tasks of an
IoTapplication. Let D = {d,, d, ..,d,,,.1 }represent a set of edge
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devices, where d; (0 <i < m) is the ith edge device. Each edge
device d, is characterized by a set of available resources and a
set of privacy policies.

(1) Available resources AR;: AR;={ar, ar}, ... ar?™'}
represents a set of available resources of d;, where ar¢
(0<i<m, 0<c<o) is the cth resource of d,.

(2) Privacy policies PP;: PP;={pp?, ppl, ..., ppT"}
represents a set of privacy policies of d;, where pp!
(0<i<m, 0<l<q) is the Ith privacy policy of d,.
Each privacy policy pp! is defined as a tuple < pd.,
td., pul, OP!, rel >, where pd! €PD is a private data
item for which the policy is defined, td! € [0, 1] is the
trust degree of d,;, where 0 indicates complete no-
trust and 1 complete trust, the larger the value of td’,
the stronger is the privacy protection provided by the
d;, pul is the purpose for d; using pd!, OP! is a set of
operations executed by d; on the pd!, and rel is the
time for d; to retain pd..

Example 1. Figure 3 demonstrates a privacy-aware IoT task
assignment model including 3 tasks and 6 edge devices. That
iS, T: {to, tl’ tz} and D= {d(), dl’ dz, d3, d4, ds} In Figure 3,
circles represent IoT tasks, rectangles represent edge devices,
and dashed lines represent potential assignments between
tasks and edge devices. The dashed rectangles show the
resources requirements and privacy requirements of each
task, and the available resources and privacy policies of each
device. The prerequisite for whether a task can be assigned to
an edge device is that the device can satisfy the resource and
privacy requirements of the task.

3.3. Qualification Evaluation Model. To determine whether
the edge device d; is qualified to execute the task f;, it is
necessary to evaluate the resource satisfaction and privacy
compatibility between d; and t. The specific evaluation
process is as follows:

(1) Resource satisfaction evaluation. Considering that
RR; is a set of minimum resources required to fulfill
task t;, if the edge device d; is a qualified edge device
for t;, then the available resources AR; of d; must

satisfy the requirements RR;. The resource satisfac-

tion evaluation f}; is obtained by

x| L ifVceo,ari>rr . .
ij= ) where ar; € AR;,r1; € RR;
0, otherwise,

(1)

(2) Privacy compatibility evaluation. The privacy com-
patibility degree between the edge device d; and the
task #; is measured by the average compatibility
degree of the privacy requirements of ¢; with the
corresponding privacy policies in d;, and it is eval-
uated by

p-1 sk
i S, j
p

where ff‘] €[0, 1]; it represents the privacy com-
patibility degree between the kth privacy require-
ment pr of ¢; and the corresponding privacy policy
ppl in d,, and p expresses the number of privacy
requirements of ¢;, which is an integer greater than or
equal to 0.

ffj = (2)

To evaluate the compatibility degree between pr and
ppl, firstly, it is necessary to ensure that the private data and
its usage purpose are consistent, e.g., pdk pdl, pu pui,
secondly, it is necessary to measure the compatlblhty degree
between pr’]? and ppl in terms of the sensitivity attribute,
operation attribute, and retention time attribute. Accord-
ingly, we express pri’s privacy attributes sd, OP¥, and re*
and ppl’s privacy attributes td!, OP!, and re! as two three-
dimensional vectors. The Work in [32] adopts Euclidean
distance to evaluate the Security Service-Level Agreement
(Security-SLA) between cloud users and cloud service
providers. Inspired by this work, we employ the Euclidean
distance to measure the compatibility degree between the
two privacy attribute vectors. More specifically, considering
that the different privacy attributes play different roles in the
measurement process, we use the weighted Euclidean dis-
tance to reflect the difference in the importance of different
attributes. Based on the above analysis, the privacy com-
patibility degree f is calculated by

k.sd \2 kOP\2 kre\2 . k I k I
fij= \jwlx( i) ) (i) +wax(Fi7°)s i pdj = pdi A pu = pus, (3)

0:

where w,, w,, and w; are three weight parameters,

f-f’de, fk OF ‘and f ff’jre are the compatibility
degrees of the sensitivity attribute, operation attribute, and
retention time attribute, respectively. The compatibility

degree of sensitivity attribute is obtained by

w;+wy+w; =1 f

otherwise,

if td, > sd,

0, otherwise.

(4)

i,j

[ k
K,sd _ { fdl - de,

The compatibility degree of operation attribute is ob-
tained by
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FIGURE 3: An illustration of the privacy-aware [oT task assignment model.

(R

. i k
|OPI;' if OP; ¢ OPj,

>

kOP _
ij

fi, (5)

0, otherwise.

The compatibility degree of retention time attribute is
obtained by
!
)

re. —re;
b

o1 k
ifre;<re’,

j
k,re _

re’
ij ]

(6)

otherwise.

Example 2. Assume that the evaluation results of resource
satisfaction and privacy compatibility between tasks and
edge devices in Figure 3 are shown in Figures 4(a) and 4(b),
respectively. Figure 4(c) shows the potential task assign-
ments that satisfy qualification requirements, where the
values on the dotted line represent the degree of privacy
compatibility.

3.4. Problem Definition. Despite the ever-increasing re-
sources of edge devices, they are still considered resource-
constrained and often unable to execute complex data
processing workflow [1]. Hence, the tasks of an IoT appli-
cation need to be assigned to multiple edge devices for
execution. During the task assignment process, if multiple
tasks are assigned to an edge device, the available resources
of the device may not be able to meet the resource re-
quirements of these tasks. Furthermore, when the device
undertakes multiple tasks at the same time, it will collect
multiple pieces of private data from different tasks and may
infer more privacy information through data mining and
machine learning techniques [33]. To meet resource con-
straints and protect user privacy, in this paper, we assign
only one task to each edge device.

Due to the dynamic and distributed nature of edge
environments, unpredictable link/device failures and churn
of mobile and portable devices often result in IoT

applications that are not able to run stably and reliably
[34, 35]. To enhance the reliability of the IoT applications, we
consider assigning each task to multiple edge devices. that is,
the task is backed up to multiple edge devices. When a device
that undertakes the task cannot work, the backup device can
also ensure the task is executed properly.

In summary, whether a task can be assigned to an edge
device is a big issue. If and only if the device satisfies the
task’s resource requirements and privacy compatibility
degree constraint, then the task can be assigned to this
device. Given n tasks and m edge devices, the PITAE
problem aims to find a solution with maximum privacy
compatibility degree by assigning IoT tasks to qualified edge
devices. To illustrate the PITAE problem, specific data
structures can be formalized as follows:

(1) Lower bound vector of tasks B: It is an n-dimensional
vector, where B[j] (0 <j < n) expresses how many edge
devices must be assigned to task #;. B[j] > 1 means that
t; requires multiple edge devices for execution.

It is worth noting that the application developer does
not know the failure and churn rates of edge devices
when designing applications. Hence, how to properly
set B[j] is nontrivial, which is out of the scope of this
paper. We may need to conduct a thorough inves-
tigation of this topic in the future. Here, we point out
a few initial considerations that require attentions.
To enhance the reliability of the IoT applications,
each task generally needs to create 2-3 instances: a
main task and 1-2 task replicas, and the main task
and task replicas are assigned to different edge de-
vices, i.e., B[j] <3. We present a B[j] setting scheme
as follows: firstly, the application developer pre-
liminarily estimates the average failure and churn
rates of edge devices based on experience. Secondly,
the application developer determines B[j] by com-
prehensively considering the average failure and
churn rates of the devices, and the criticality of the
task t;. Thirdly, during the task assignment process, if
a feasible task assignment solution cannot be found
due to some tasks being restricted by B, the appli-
cation developer will adjust B for these tasks and start
a new round of task assignment.
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FIGURE 4: (a) Resource evaluation results. (b) Privacy evaluation results. (c) Potential task assignments that satisfy qualification

requirements.

(2) Privacy compatibility matrix C:Itis an m X n matrix,
where C[i, j] = (0<i<m, 0<j<n) denotes the
privacy compatibillity degree between the edge de-
vices d; and the task ¢;.

(3) Evaluation matrix E: It is an m X n matrix, where E[i,
jl(0<i<m, 0<j<mn) expresses whether the edge
device d; satisfies the resource and privacy com-
patibility threshold constraints of task t;, and E[i, j] =
1 means yes and 0 no. E[j, j] is obtained by

E[i’j]:{l, if fi;>thafi; =1,

0, otherwise,

(7)

where the[0, 1] is the privacy compatibility
threshold, which specifies the minimum privacy
compatibility degree that the edge devices must have
when executing tasks.

(4) Assignment matrix A: It is an m x n matrix, where A
[i,j1(0<i<m,0<j<n)e{0, 1} expresses whether #;is
assigned to the edge device d; (A[i, j] = 1) or not (A[j,
j1=0).

Given B, C, and E, the PITAE problem is to find a matrix

A to Max:

,_.

m—1n-1

Cli, jl x Ali, jl. (8)
i=0 j=0
subject to
Ali, j] €{0,1}(0<i<m,0< j<n), 9)
m-1
Ali, j) = BIj1(0< j<n), (10)
i=0
n-1
Y Ali, jl<1(0<i<m), (11)
=0
Eli, jl x Ali, j1>0(0<i<m,0< j<n), (12)

where Constraint (9) specifies that the decision variables are
binary; Constraint (10) guarantees that each task is assigned
B[j] edge devices; Constraint (11)ensures that each edge

device can only be assigned to one task; and Constraint (12)
ensures that each assigned edge device satisfies the resource
and privacy compatibility threshold constraints.

Example 3. In an IoT audit application, the resource re-
quirements of tasks and the available resources provided by
edge devices are shown in Tables 1-2. Assume that the
privacy compatibility threshold th is specified as 0.3, the
lower bound vector of tasks B=[1, 1, 2, 2, 1, 1], and the
privacy compatibility matrix is shown in Figure 5(a). The
evaluation matrix is obtained by Equation (7), as shown in
Figure 5(b). Based on B and Figure 5(a) and 5(b), the as-
signment solution with the maximal privacy compatibility
degree (5.03) should be {dq, d3, {d7, do}, {dy, dg},d>, d1}, and
the assignment matrix is demonstrated in Figure 5(c).

4. Solutions to the PITAE Problem

The PITAE problem is a typical one-to-many task assign-
ment problem. If the exhaustive search method is used to
solve this problem, the solution space can be up to O (m")
[36]. Therefore, we first develop a task assignment solution
based on the greedy search to solve this problem. Then, to
improve the effectiveness of task assignment, we propose a
task assignment solution based on the KM algorithm to find
the optimal solution to the PITAE problem.

4.1. Greedy Search-Based Task Assignment (GSTA) Solution.
The GSTA solution selects B[j] the most qualified edge
devices for each task in the task set T'according to the privacy
compatibility matrix C and the evaluation matrix E. Spe-
cifically, for each ¢; belonging to Tand d; belonging to D, it
first evaluates whether d; satisfies the resource requirements
and privacy compatibility threshold constraints of task
e.g., Eli, jl=1. Then, it determines whether d; has been
assigned a task, e.g., S[i] = 1. If yes, it skips d; and examines
the next edge device; otherwise, it adds the privacy com-
patible degree C[j, j] to the candidate edge device vector V of
t;. Subsequently, it reversely sorts all candidate edge devices
in V according to their privacy compatibility degrees and
selects top B[j] candidate edge devices for t; from sorted
candidate edge device vector SV. Finally, it sets the as-
signment A[4, j] corresponding to the edge device d; and task
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FIGURE 5: Matrixes. (a) The privacy compatibility matrix. (b) The evaluation matrix. (c) The assignment matrix.

tj to 1, and updates the edge device selection vector S. The
details of GSTA are described in Algorithm 1.

The time complexity of Algorithm 1 is O(nxm+n
x m xlog,m), where O(m x log,m) is the time complexity of
a sorting operation.

4.2. KM Algorithm-Based Task Assignment (KMTA) Solution.
In a data-intensive IoT application, its workflow is usually
composed of tens of tasks, rarely hundreds or thousands [1].
The IoT audit application is a typical data-intensive IoT ap-
plication, and we estimate its number of tasks to be on the order
of tens of magnitudes. Moreover, to enhance the reliability of
the application, each task generally needs to be assigned to 2-3
edge devices, e.g., B[j] < 3. Therefore, the total number of edge
devices required for an IoT audit application should be around
tens to two hundred. On the other hand, with the widespread
application of the IoT technology, there are often hundreds of
IoT devices connected to the edge network near the data source.
Based on the above considerations, in the PITAE scenario, we
believe that the number of edge devices can meet the needs of
IoT tasks, e.g., m > n, and each task requires BJj] edge devices to
execute it, but each edge device can only be assigned to one
task.

The well-known KM algorithm can quickly solve standard
task assignment problems, i.e., one-to-one task assignment
problems, and the time complexity is O(m’) [27, 28]. In
addition, the KM algorithm always finds the solution with the
smallest sum [29]. However, the PITAE problem needs to find
a solution with the maximum privacy compatibility degree.
Furthermore, the KM algorithm can always find a result for
the PITAE problem, but the result may not be a feasible
solution. For example, when the edge device d; cannot satisfy
the resource requirements or the privacy compatibility
threshold constraints of #, i.e., E[i, j] =0, the KM algorithm
may produce incorrect task assignments, leading to an in-
feasible solution.

To deal with the limitations of the KM algorithm, the
KMTA solution improves the KM algorithm to solve the

PITAE problem by adding virtual tasks and adjusting the
privacy compatibility degrees between tasks and edge devices.
Concretely, first of all, for each d; belonging to D and ¢; be-
longing to T, it evaluates whether d; satisfies the resource
requirements and privacy compatibility threshold constraints
of ¢, and adjusts the privacy compatibility value Cli,j] according
to the evaluation result. More specially, if d; passes the eval-
uation, e.g., E[i, j] =1, 1t adjusts Cli, ] to mpc-Cli, j]; otherwise,
it adjusts C[3, j] to Z ) B[ j]. The adjustment operation ensures
that KMTA can find the solution with the maximum privacy
compatibility degree, because mpc is the maximum privacy
compatibility value in C, C[i, jl€[0, 1], and the privacy
compatibility degree of a solution never exceeds Y'i_, B[j].
Secondly, it extends matrix C into an m rows and ]—oB[ 7l
columns matrix C*, where for each column j in C, there are BJ[j]
corresponding copy columns in C*. If the number of rows of
C* is greater than the number of columns, i.e., m> 3", JB[jl, it
adds m — Z ) B[ ] virtual columns to C* and sets thelr privacy
compatlblhty Value to 0. Thirdly, it calls the KM algorithm to
obtain a temporary matrix H and forms the assignment matrix
A according to H. Finally, it checks whether A is a feasible
assignment solution. If each assignment in A is correct and
each task is assigned BJ[j] edge devices, it returns success;
otherwise, it returns failure. The details of KMTA are shown in
Algorithm 2.

The time complexity of Algorithm 2 is determined by the
following: (1) the time complexity of adjusting the C matrix
is O (m x n); (2) the time complexity of extending the C
matrix is O (mxnxB[j]) + O (mx (m- Y5 BLj1)); (3) the
time complexity of calling the KM algorithm and forming
the assignment solution is O (m®) + O (mxn); and (4) the
time complexity of judging the feasibility of the solution is O
(mx n)+ O (n). Thus, the overall complexity of Algorithm 2
is  Om)+0  (mxnxB[j])+0(m*)+O(mxn)+0O
(m— Z;’;&B[j]) + O (n). In the presented scenarios, B[j] is a
constant (typically less than 10), and m > n. Consequently,
the3time complexity of Algorithm 2 can be simplified as O
(m?).
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Input:
T: the tasks set; D: the edge devices set; B: the lower bound vector;
C: the compatibility matrix; E: the evaluation matrix; S: the edge device selection vector.
Output:
A: the task assignment matrix.
(1) for each task ¢; in T do
(2) for each edge device d; in D do

3) if E[i, j]=1 then

(4) if S[i] =1 then;

(5) skip it and examine the next edge device;
(6) else

@) Ve Cli, ik

(8) end if

9) end if

(10) end for

@1n) SV« sorting V based on privacy compatibility degree;
12) Select Top-B|j] edge devices from SV;

(13) Update Ali, j] and S[i];

(14) end for

(15) return A;

ALGORITHM 1: Greedy search-based task assignment.

Input:
T: the tasks set; D: the edge devices set; B: the lower bound vector;
C: the privacy compatibility matrix; E: the evaluation matrix.
Output:
Success: A; failure: no feasible A is obtained.
(1) for each edge device d; in D do
(2)  for each task ¢ in T'do
(3) if E[i, j]=1 then

(4) Cli, j] « mpc—Cli, jl;
(5) else

(6) Cli, j = Y5 Bljl;
(7) end if

(8) end for

(9) end for

(10) for each edge device d; in D do

(11)  cindex < 0;

(12)  for each task t; in T do

13) while B[j] >0 do

(14) C*[i, cindex++] « Cli, jl;

(15) B{j] — BJjl - 1

(16) end while

(17)  end for

(18) end for

(19) if m> ¥ B[j] then

(20) Add m- Z;-';(;B[ j] virtual columns to C*, and set their corresponding element values to 0;
(21) end if

(22) H«+ KM(C*);

(23) Form the assignment matrix A based on H;
(24) if there is any incorrect assignment in A then
(25)  return Failure

(26) end if

(27) if for all columns of matrix A satisfy Y, Ali, j] = B[j] then
(28)  return Success

(29) else

(30) return Failure

(31) end if

ALGORITHM 2: KM algorithm-based task assignment.
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5. Experiments

In this section, we conducted four sets of simulation ex-
periments to evaluate the effectiveness and efficiency of
KMTA and GSTA. As far as we know, there is no other
research directly related to our study. Hence, we implement
a “Random (RNDM)” approach as a benchmark to compare
with KMTA and GSTA. Given a set of tasks and a set of edge
devices, RNDM randomly assigns each task to BJ[j] edge
devices that satisfy the resource requirements and privacy
compatibility threshold constraints. All the experiments are
performed on a Windows platform equipped with Intel Core
i7-4790 @ 3.60 GHz and 8 GB RAM.

5.1. Experimental Setting. To comprehensively evaluate
GSTA and KMTA, we have simulated various PITAE
scenarios by changing the following parameters: (1) the
number of edge devices (m); (2) the number of tasks (n);
and (3) the privacy compatibility threshold (th). Specifi-
cally, in set #1, m changes from 30 to 300 with a step of 30,
n=m/3, and th is set to 0.1. In set #2, m changes from 50 to
500 with a step of 50, n =m/5, and th is set to 0.1. In set #3,
m and n are fixed at 150 and 50, respectively, and th changes
from 0.1 to 0.5 with a step of 0.1. In set # 1.4, m is fixed at
250, and the other parameters are set as in set # 1.3. Each
experiment is repeated 100 times, and the results are av-
eraged. The detailed experimental settings are shown in
Table 3.

In sets #1-4, B[j] is randomly assigned from 1 to 3, and
the resource requirements of each task and the available
resources provided by each edge device are randomly
generated following the uniform distribution. The details are
shown in Table 4.

In sets #1-4, each task is randomly assigned 0-10
pieces of private data, and the privacy requirements and
the privacy policies are randomly generated for private
data. Spec1ﬁcally, for a privacy requirement prk=< pdk
sd®, puk, OPk, rek > sd" is assigned randomly w1tf1 a value
in [0.00, 1.00], pu is assigned randomly from 10 different
purposes, OP is randomly generated from an operation
set contalnmg 5 different operations, and re] is a331gned
randomly from 1 to 12 months For a privacy pohcy pp!
=< pd, td., pul, OP!, rel >, the td!, pul, OP!, and re! are the

same as the setting of correspondmg privacy attributes in

k
pr.

5.2. Effectiveness Evaluation. Through comparison with
RNDM, Figures 6 and 7 show the effectiveness of KMTA
and GSTA in experiment sets #1-4 and the influence of
three parameters, i.e., n, m, and th. On the whole, KMTA
can find the optimal solution for the PITAE problem, and
with the changes of n, m, and th, KMTA is significantly
better than GSTA and RNDM in terms of privacy com-
patibility degree. Compared to KMTA, GSTA’s privacy
compatibility degree is lower than that of KMTA, espe-
cially in the case of stricter th constraints, but it is still
significantly higher than RNDM in all cases.
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TaBLE 3: Experimental setting.

m n th
Set #1 30, 60, ..., 300
Set #2 50, 100, ..., 500 10, 20, ..., 100 0.1
Set #3 150
Set #4 250 50 0.1, 0.2, 0.3, 0.4, 0.5

Figure 6 illustrates the effect of increasing m on privacy
compatibility degree. As shown in Figure 6(a), as m in-
creases, the privacy compatibility degrees of all the ap-
proaches increase rapidly. In all cases, KMTA shows the
highest privacy compatibility degree, RNDM shows the
lowest privacy compatibility degree, and GSTA’s privacy
compatibility degree is slightly lower than that of KMTA.
The reason is that KMTA always assigns B[] qualified edge
devices to each task globally to obtain the highest privacy
compatible solution. Hence, it can find the optimal solution
to the PITAE problem. GSTA always assigns B[j] qualified
edge devices with the highest privacy compatibility for each
task locally, resulting in the privacy compatibility degree of
the solution it finds slightly lower than that of KMTA.
However, RNDM always randomly assigns each task to B[j]
qualified edge devices. Consequently, the solution it finds
has the lowest privacy compatibility degree. For example, in
Figure 6(a), the average privacy compatibility degrees of
KMTA, GSTA, and RNDM are 75.59, 74.33, and 42.28,
respectively.

In Figure 6(b), as m/n increases from 3 to 5, the average
range of candidate edge devices for each task also enlarges.
As a result, the privacy compatibility degrees of all the
approaches have improved to varying degrees, and KMTA is
still higher than GSTA and RNDM. For example, comparing
Figure 6(b) with Figure 6(a), the average privacy compati-
bility degrees of KMTA, GSTA, and RNDM increase by
4.11%, 3.87%, and 1.31%, respectively.

Figure 7 demonstrates the effect of th on the privacy
compatibility degree after fixing m and n. It can be seen
from Figure 7(a) that when th increases from 0.1 to 0.5, the
privacy compatibility degrees of KMTA and RNDM re-
main basically unchanged, but the privacy compatibility
degree of GSTA shows a clear downward trend. It is be-
cause as th increases, the number of qualified edge devices
for each task decreases. Due to that GSTA always selects
edge devices locally for each task, it is most affected by th.
For example, in Figure 7(a), the privacy compatibility
degrees of KMTA and RNDM are kept at about 45 and 18,
respectively, in all cases. However, GSTA’s privacy com-
patibility degree is reduced from 44.89 to 17.56. When m/n
increases from 3 to 5, and we compare Figure 7(b) with
Figure 7(a), the privacy compatibility degrees of all the
approaches show different degrees of improvement, but
the privacy compatibility degree of GSTA still decreases
with the increases of th. For example, in Figure 7(b), the
privacy compatibility degrees of KMTA and RNDM
maintains at about 47 and 19, respectively, in all cases.
However, GSTA’s privacy compatibility degree is reduced
from 46.91 to 23.43.
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TABLE 4: Resource requirements and available resources settings.

CPU (GHz) Memory (GB) Storage (TB) Bandwidth (Mbps)
Resources requirements [1, 2] [2, 8] [0.2, 1] [10, 20]
Available resources [1, 3] [2, 16] [0.5, 2] [10, 30]
150 150
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FIGURE 6: Effectiveness vs. number of edge devices. (a) Set #1. (b) Set #2.
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FIGURE 7: Effectiveness vs. number of edge devices. (a) Set #3. (b) Set #4.

5.3. Efficiency Evaluation. Figure 8 shows the times taken by
KMTA, GSTA, and RNDM to find a solution. Since the
solving time of the PITAE problem is mainly affected by »
and m, we only compare the average execution time of all the
approaches in experiment sets #1-2. In general, because
KMTA is an optimal approach to solve the PITAE problem,
it takes more execution time than GSTA and RNDM. Es-
pecially, when m and » are relatively large, this trend be-
comes more obvious.

As shown in Figure 8(a), when m is relatively small, e.g.,
m < 120, all the approaches consume basically the same time

and increase slowly. However, when m >120, KMTA con-
sumes more time than GSTA and RNDM, and the consumed
time by KMTA increases rapidly. For example, when m rises
from 120 to 300, the execution time of KMTA increases from
10.91 ms to 320.77 ms, while the execution time of GSTA and
RNDM is less than KMTA and remains below 15 ms. The
results observed from Figure 8(b) show the influence of
increasing m/n on time consumption. If we compare
Figure 8(b) with Figure 8(a), we notice that the consumed
time of all the approaches increases to different degrees. In
addition, similar to Figure 8(a), in Figure 8(b), when m is
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FIGURE 8: Average time consumption vs. number of edge devices. (a) Set #1. (b) Set #2.

relatively small, all the approaches consume basically the
same time and increase slowly, while when m >200, KMTA
consumes more time than GSTA and RNDM, and the
consumed time by KMTA increases rapidly. For example, in
Figure 8(b), when m rises from 200 to 500, the time taken by
KMTA increases from 29.29 ms to 840.79 ms, while GSTA
and RNDM take less time than KMTA and keep the con-
sumed time below 40 ms.

5.4. Discussion. From the above experimental results, we can
make the following conclusions.

(1) In terms of effectiveness, KMTA and GSTA have
significant advantages over RNDM. In addition, in
all cases, KMTA can find a solution with a higher
privacy compatibility degree than GSTA, especially
in cases with stricter privacy constraints; e.g., th is
relatively large, and the advantages of KMTA are
more obvious.

(2) In terms of performance, the execution time of GSTA
and RNDM is basically the same in all cases. In the
case where m and n are relatively small, the execution
time of KMTA is basically the same as that of GSTA
and RNDM. However, in the case where m and n are
relatively large, the execution time of KMTA is much
longer than that of GSTA and RNDM.

(3) Although expanding m/n can improve the privacy
compatibility degrees of all the approaches, it also
brings more time consumption.

(4) In cases where m and n are relatively small or th is
relatively large, KMTA outperforms GSTA and
RNDM significantly. However, when m and n are
relatively large, the overall performance of GSTA is
better than that of KMTA and RNDM. In short,
KMTA and GSTA can beat RNDM in different cases.
Therefore, we can choose KMTA or GSTA to assign
tasks according to different m, n, and th scenarios.

6. Related Work

With the emergence of a large number of edge devices
with sensing, actuation, and computing capabilities in the
urban environment, it has become more complicated to
assign IoT tasks to edge devices for execution [8, 12].
Many research efforts have been focusing on task as-
signment based on vertical offloading technology and
horizontal offloading technology. The former relies on a
centralized coordinator to place simple task processing
on local edge devices, while offloading complex data
analysis tasks to fog/cloud nodes. The latter offloads tasks
to multiple edge devices that are as close as possible to the
data source, and these devices execute tasks in a dis-
tributed manner.

To serve IoT applications at the edge, Farhadi et al. [22]
proposed a joint optimization method for service placement
and request scheduling, and developed polynomial time
algorithms to solve the placement and scheduling problems.
Aiming at the task allocation problem in collaborative edge
and cloud environment, Long et al. [21] proposed a non-
cooperative game model between multiple agents and solved
the task allocation problem with QoS constraints through a
series of algorithms. Considering the latency and bandwidth
requirements of IoT applications, Antonio et al. [20] pro-
posed a QoS-aware application deployment method in fog
computing. The proposed method models the deployment
requirements of IoT applications, describes the available
resources and quality of fog nodes, and develops optimi-
zation algorithms for the application deployment problem.
Cheng et al. [37] proposed a task assignment method in a
data sharing mobile edge computing system and designed
three algorithms to deal with the holistic and divisible task
assignment problem.

The above work uses vertical offloading technology to
assign tasks for IoT applications. Recently, some new work
has also emerged in the aspect of horizontal task oftloading.
The work in [1] clusters heterogeneous edge devices to
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process data-intensive IoT applications. The proposed
method first decomposes an IoT application into a set of
simple tasks, then automatically discovers qualified edge
devices, and finally assigns tasks to appropriate edge devices.
Similarly, Avasalcai et al. [2] proposed a decentralized re-
source management framework for deploying delay-sensi-
tive IoT applications at the edge of the network and found
deployment solutions that meet the requirements through
satisfiability modulo theory (SMT) technology.

The above work mainly focuses on the task allocation
problem of resource and QoS constraints, and rarely con-
siders user privacy requirements. With the widespread
adoption of IoT applications, users are increasingly con-
cerned about the privacy of their personal data. Some re-
search contributions focus on the privacy-aware task
assignment for IoT applications.

Aiming at the privacy protection problem in socially
aware edge computing, Zhang et al. [23] proposed a pri-
vacy-aware task allocation method. The proposed method
uses generalization techniques to reduce the accuracy of
private data and develops a game theory model to optimize
the QoS of the application while ensuring that the user’s
privacy requirements are satisfied. To protect user privacy
in IoT data, Mian et al. [24] proposed a privacy-aware task
offloading method in fog computing. The method first
divides the IoT tasks into different small fragments
according to the security requirements of the data, then
these task fragments are offloaded to multiple fog nodes
that meet security requirements, and finally a dynamic
programming algorithm is used to obtain the task off-
loading solution that meets the security and delay re-
quirements. Considering the privacy leakage of sensing
data in mobile crowd sensing systems, Dai et al. [25]
proposed a privacy preservation task assignment scheme
and designed a user location privacy protection algorithm
based on the differential privacy method. To avoid the
privacy disclosure of the datasets due to data acquisition by
different operators, Xu et al. [26] took the privacy conflict
of different datasets as the optimization goal, formulated
the application deployment problem in cyber-physical
cloud systems as a multi-objective optimization problem,
and used an improved differential evolution technology to
solve it.

Although the above work has advantages, the privacy-
aware task assignment for IoT applications is still an open
issue. The above work employs various privacy technolo-
gies to control access to private data, but does not consider
how the data will be used after being accessed, such as the
purpose of data use, the retention time of the data, and the
operations executed on the data. Our approach can fully
support these requirements and can also measure the
compatibility degree between privacy requirements and
privacy policies.

Group Role Assignment (GRA) [29, 30, 36, 38, 39] has
been proposed for modeling general assignment problems
by solving different engineering problems. The solution to
the GRA provides inspiration to this research. The creation
of a qualification matrix of GRA is a prerequisite way to
model various assignment problems in edge computing.
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7. Conclusion

The edge computing paradigm has a great potential to
support a wide variety of IoT applications. In this paper, we
propose a privacy-aware task assignment approach for IoT
applications, which assigns tasks to edge devices close to the
data source in a distributed manner, thereby reducing la-
tency and effectively protecting user privacy. Firstly, we
model the resource and privacy requirements of the tasks
and assess whether the edge devices satisfy the resource and
privacy constraints. Secondly, we formalize the PITAE
problem as an integer programming optimization problem
and propose two task assignment solutions to solve the
PITAE problem. Finally, we compare the proposed ap-
proaches with the baseline approach. Experimental results
show that (1) when m and n are relatively small or th is
relatively large, KMTA outperforms GSTA and RNDM
significantly; and (2) when m and n are relatively large, the
overall performance of GSTA is better than that of KMTA
and RNDM. In short, KMTA and GSTA can beat RNDM in
different cases.

For future work, we intend to extend our work with
QoS constraints, such as response time (communication
latency between edge devices and processing latency on
edge devices) and energy consumption (transmission en-
ergy between edge devices and processing energy on edge
devices), in order to provide a more effective task as-
signment solution that can meet diverse requirements. In
addition, considering the privacy protection requirements
of edge devices for various resource information and
willingness to undertake tasks, we also plan to integrate
these requirements into our current privacy model, so as to
achieve privacy protection for users and edge devices at the
same time.

Another direction is to specify and solve problems re-
lated to privacy protection in edge computing along with the
development of GRA with constraint (GRA+) model
[36, 38, 39], which provides different ways in modeling
various constraints, such as time, space, and coupling be-
tween agents (resources) and roles (tasks).
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With the development of electric vehicle (EV) technology, EV has become a key component in the future smart grid. Due to the
sheer large number of EVs on the road, the emerging vehicle-to-grid (V2G) technology, which allows for two-way electrical flows
between EVs and the power grid, is gaining traction. However, establishing a fair and private electricity exchange scheme has
gradually become a critical challenge. The emergence of blockchain technology offers a novel approach for resolving this issue. In
this study, we overview the opportunities and challenges of blockchain in the smart grid. Then, we provide a privacy-preserving
blockchain-based electricity auction scheme for V2G networks in smart grid. In particular, we exploit PS group signatures to keep
the privacy of EVs or charging stations and leverage blockchain to provide automated auction execution. With our mechanism,
the identity of EV/charging station is conditionally protected. In case of an emergency, the trusted authority (i.e., the group
manager) can open the identity. Meanwhile, we present the security analysis to prove our scheme’s security. Finally, we implement
the experiment to evaluate efficiency. The experimental results show that our proposal is efficient and suitable for V2G networks.

1. Introduction

The smart grid [1,2], also known as “power grid 2.0,” is the
intellectualization of the electrical grid. It uses sophisticated
sensing and measurement technology, advanced equipment
technology, control methods, and decision support system
technology to create an integrated, high-speed two-way
communication network. It has the tremendous potential of
making the electricity system more secure, dependable, cost-
effective, and efficient. It can dispatch and control all
components of the network according to its own needs and
realize the intelligence, transparency, automation, and
controllability of the grid.

Predictably, the smart grid will be widely used in all
aspects of people’s life. Among them, vehicle-to-grid (V2G)
system is envisaged as a key component of the smart grid [3].
The research on EVs is in full bloom, reconstructing the
ecological chain of the automobile industry. For example,

Tesla, the largest electric vehicle company in the United
States, has a market value of trillion [1].

In particular, our paper adopts the V2G network model
as shown in Figure 1. The EVs can get electricity from the
charging stations or other EVs. They can also sell their
surplus power resources to get paid. The aggregators are
responsible for the interaction and power arrangement of
EVs and charging stations in the smart grid. Electricity
resources can be flexibly scheduled between vehicle-to-ve-
hicle and vehicle-to-charging stations to maximize energy
use. Both approaches are helpful for providing available and
cheap renewable energy sources.

However, electricity distribution is a difficult problem
for smart grid applications. An auction scheme is expected to
alleviate this problem [4,5]. Using an auction is a
straightforward idea and seems to be easy. However, we have
to face new challenge #1: in a normal auction system, there is
always a centralized manager to conduct an auction scheme.
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FiGURE 1: V2G architecture.

Although this way is efficient and convenient, there exist two
problems: (1) there may be a single point of failure and 2) the
auctioneer may be malicious. The auctioneer can unite users
and infringe on the interests of the compliant user, thereby
destroying the trust between the sellers, buyers, and auc-
tioneers. We ask the question that “is there exist a decen-
tralized auction scheme without a single point of failure?”

Fortunately, the answer is yes. With the advent of
blockchain technology, a decentralized auction is possible.
The blockchain technology [6,7], which has been rapidly
rising in recent years, has been used in a variety of appli-
cations, including medical, Internet of things, and digital
finance. It can bring new opportunities and challenges to the
auction scheme and the smart grid. Blockchain is a
decentralized shared ledger and database, which stores and
verifies data using a chain-based data structure. Each block is
made up of a set of transactions that are committed by
network peers using a predetermined consensus procedure.
All participants work together to maintain and supervise the
data storage. It has the characteristics of decentralization,
transparency, immutability, and security properties. The
smart contract [8] supports a program to execute securely in
a decentralized environment, making blockchain a powerful
tool for building a self-organized system. In particular,
Hyperledger Fabric [9], as a widely known project based on
blockchain technology, allows users to complete data cal-
culations securely and reliably on the chain through the
deployment of smart contracts.

However, things are not as simple as they seem. Chal-
lenge #2 emerges: the openness and transparency of
blockchain data often conflict with privacy protection. For
example, in the auction process, we do not want the identity
of users, the dealing price of the auction, and other infor-
mation to be disclosed to others. For instance, the Australian
Information Commissioner released the survey results,

confirming that Uber violated the privacy of more than one
million Australians [10]. A series of privacy-preserving
measures should be implemented. However, existing solu-
tions, such as Zerocash [11] and Monero [12], cannot be
directly applied. Thanks to the emergence of anonymous
authentication [13], for example, CL signature [14],
BBS + signature [15], and PS signature [16], they can greatly
alleviate the privacy contradiction between users and
servers. In particular, the user is authorized by a trusted third
party, and then, the user can request services from the server.
The server does not need to know a user’s identity but only
needs to know that the user has a legal identity.

1.1. Our Contributions. Our contributions are listed as
follows:

(1) Although there have been several discussions about
the use of blockchain in the smart grid, few literature
studies summarize the topic comprehensively. One
principal goal of this study was to investigate the role
of blockchain in the smart grid and summarize its
usage in the smart grid.

(2) By leveraging the PS group signature, we first pro-
pose a privacy-preserving blockchain-based elec-
tricity auction for V2G networks. In particular, the
bidder can send the auction request to the manager
anonymously. Then, the manager invokes the smart
contracts on the blockchain to automate the auction
protocol. Finally, the bidder and auctioneer complete
the electricity transaction.

(3) We analyze the scheme’s security properties and
provide experiments to show our system’s compu-
tation costs of the offchain and onchain parts.
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1.2. Organization. The structure of this study is as follows: in
Section 2, we review the related work. In Section 3, we
provide the related building blocks. In Section 4, we sum-
marize the opportunities and challenges of the combination
of blockchain and the smart grid. In Section 5, we give the
system model, threat model, and design goals. In Section 6,
we present the detailed construction. In Section 7, we an-
alyze the security of our scheme. In Section 8, we point out
some points that are not considered in this study and give
the possible work direction in the future. In Section 9, we
present the experimental results, including computation
costs of the offchain and onchain parts. In the end, we give
the conclusion in Section 10.

2. Related Work

At present, there have been several research works on
auction schemes in the smart grid. Hahn et al. [17] provided
a smart contract-based decentralized transactive energy
auctions. The auction method uses a second-price auction,
ensuring that bidders make honest bids. They implemented
the contracts on the Ethereum blockchain. Wang et al. [18]
presented a decentralized electricity transaction mode of
microgrid based on blockchain and the double auction
mechanism. They designed an adaptive aggressiveness
strategy to allow traders to alter their bids in real time in
response to the market changes. Ramachandran et al. [19]
introduced a hybrid optimization method for decentralized
energy resource management. Based on risk and competitive
equilibrium price prediction, they implemented a profit-
maximizing adaptive bidding technique. To cut the cost, a
hybrid immune system-based particle swarm optimization is
utilized to generate the model, which assumes actual power
market pricing. Stubs et al. [20] proposed multitier double
auctions for smart energy distribution grids using block-
chain technology. The scheme can reduce blockchain
workload by aggregating energy usage and generation. Edge
computing is also used to improve reliability and response
time. Ma et al. [21] proposed an efficient pricing method that
can prevent users’ cheating. They provided an enhanced
Arrow-d’Aspremont-Gerard-Varet (AGV), a complex auc-
tion mechanism, to ensure truthfulness. Using an incentive
mechanism, the user’s payment is linked to their credit for
consumption. Wen et al. [22] provided an effective search
encryption auction system for marketing in smart grid. The
scheme employs public key encryption with keyword search
technologies to allow energy sellers to query relevant offers
while preserving the anonymity of energy purchasers. For
convenience, their system also supports conjunctive key-
word search. Li et al. [23] concentrated on the problem of
creating a secure online power market. They suggested an
online double auction technique with differential privacy
based on two building blocks: a Laplace-based winner se-
lection mechanism and an exponential-based allocation
algorithm. Zhou et al. [24] presented an auction mechanism
for the geo-distributed cloud. By combining principles from
the Gibbs sampling method and the alternating direction
approach of the multiplier, they proposed a decentralized
social welfare maximization algorithm.

3. Preliminary

In this section, we review the building blocks of our scheme,
such as bilinear pairing, PS signature, commitment, hashed
ElGamal encryption, blockchain, smart contract, Hyperledger
Fabric, and auction scheme.

3.1. Notions

Definition 1 (Bilinear Pairing). Let (G, Gy) be a bilinear
map such that &: G, x G, — G, where p is the order for
both (G,,G,, G;). Note that we use type 3 bilinear pairing,
where G, #G,, and there is no efficient computable ho-
momorphism between them. The bilinear map should satisfy
the following properties:

(1) Bilinear: given any two elements @ beZ and
Vx € G,y € Gy, e(x4, yb) =e(x, y)

(2) Nondegenerate: for Vx € Gy, y € G,, e(x,y) #1¢,,
where 1g_represents the identity element in Gy.

(3) Efficient Computability: for Vx € G,, y € G,, e(x, y)
is efficiently computable.

3.2. PS Signature. PS signature was proposed by Pointcheval
et al. in [16]. It utilizes type 3 bilinear pairing to construct a
randomized signature. In particular, this original signature o
can be randomized to a new randomized signature o/, which
can be applied to many privacy-preserving application
scenarios, and achieve well performance simultaneously. The
detailed algorithms are as follows.

Definition 2 (PS Signature). It consists of 4 probabilistic
polynomial time (PPT) algorithms.

(1) Setup (1"): given a system security parameter 1", a set
of public parameters pp = {G,,G,,Gr,e, p} are
outputs. We denote G = Gl/{lﬁl}, and p is the
order of G,,G,, and Gy.

(2) Keygen (pp): this algorithm randomly chooses
g€G, and (x,y) € Zz then computes (X, Y)<—
(%, 9”), sets sk as (x, y) and sets pk as (g,X Y).

(3) Sign (m, sk): given a message m € {0, 1}", it randomly
chooses h € G} and then computes o0 = (h, B Getym)y,

(4) Verify (m, 0,pk): given a message m € {0,1}", a
signature o, and a public key pk , it parses o as
(01,02) and checks whether 0, # 15 and e(0;, X

Y™ = e(0,,9). If true, it outputs 1; otherw1se 0.

PS signature is EUF-CMA under the LRSW assumption
[25]. Meanwhile, a group signature can be easily obtained
from the PS signature [16].

Definition 3 (Group Signature Based on PS Signature). It
consists of 6 PPT algorithms.

(1) GSetip(1"): the group manager runs Setup and
Keygen to obtain (sk,pk), where sk= (x,y),



pk = (3, X,Y), and then, it sets gsk:=sk and
gpk:= (pk, g).

(2) KPIjoin (i, 1"): the user i generates its private/public
key pair (sk;, pk;) and then sends pk; to the certif-
icate authority.

(3) GJoin: the user randomly chooses s;, generates
(6, 8)<—(g Y ") and a signature 0<—Slgn(sk d), and
then sends them to the group manager. The group
manager checks whether 6 is valid and e (S, Y) =
e(g,0). Then, the user gives the zero-knowledge
proof that he owns the s;. After that, the group
manager generates a random number r and com-
putes o (0,0,)—(g", (g* - 8”)"), which is a valid
signature on s;. In the end, the group manager stores
(1,9, 0, 8) in a secret register and sendsaande(al,Y)
to the user, where gsk; = (s;, 0, e(al,Y))

(4) G Sign (gsk;, m): the user needs to randomize o using
a random number ¢ and computes (7, ;) (0}, 04)
along with a signature of knowledge of s;. The de-
tailed steps are as follows: the user randomly chooses
ke Z, and computes c— (0],00,e(0,, Y), m),
where Z is a secure hash function. Finally, the user
computes s«—k + ¢ - 5; and outputs (g7, 05, ¢, s) as the
group signature y on the message m.

(5) G Verify (gpk;, m, u): to verify whether the signature
(0),05,¢,5) is valid, the verifier computes T«
e(0,,X) - e(0,,9)  -e(0,,Y)* and c = # (0}, 05
T,m). If it is valid, it outputs 1; otherwise, 0.

(6) GOpen(gmsk m,u): when we need to open one
user’s 1dent1ty the group manager searches in the list
gz 9,,0,,0;) and checks whether e(o,,3)-e(0y,,
X))t —e(a1 ,6) until he gets a match He then
outputs a cgrrespondmg (1,6,,0;) with a proof of
knowledge §;.

3.3. Cryptographic Commitment. A commitment scheme
enables a user to commit to a specific statement, which is
hidden from others during the commit phase, but visible to
the users during the open phase. The following two prop-
erties belong to a commitment scheme:

(1) Binding: after committing to a statement, the com-
mitter is unable to alter it.

(2) Hiding: before the committer opens the commit-
ment, the receiver knows nothing about the com-
mitted statement.

We give the Pedersen commitment [26] as follows:

(1) Setup(1™): given a system security parameter 1", a set
of public parameters pp =9, p,g,h is outputs,
where p is the order of &, and g, h are the generators
of ©.

(2) Commit (m;7): on inputs a message m € Z,, this
algorithm randomly chooses r € Z, and outputs
c—g"h'.

(3) Open(c,m,r): if c = g™H’, this algorithm outputs 1;
otherwise, 0.
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3.4. Hashed ElGamal Encryption. The ElGamal encryption
system is a asymmetric key encryption system based on the
Diffie-Hellman key exchange [27]. Here, we use a variant of
ElGamal encryption, called hashed ElGamal encryption [28].
It includes the 4 P PT algorithms listed as follows:

(1) Setup ((1™)): given a security parameter 1", it outputs
pp = (G, g, h, p, ), where g, h are generators of the
cyclic group G of prime order p, and # is a hash
function {0, 1}* — (0, 1)".

2) Keygen (pp) it outputs (sk, pk), where sk<—Z and
pk = g*

(3) Encrypt (pk m): it chooses r—Z ,, computes ¢, = g',
¢, = # (pk")®m, and outputs ¢ = (¢}, ¢,).

(4) Decrypt (sk,c): it computes m = czea%(cik).

3.5. Blockchain and Smart Contract. Blockchain is a peer-to-
peer decentralized ledger that is based on the Bitcoin concept
[29]. It is a multi-technology application paradigm that
includes encryption, game theory, decentralized systems,
and other technologies. With a certain consensus algorithm,
all nodes in the blockchain retain a consistent record. The
ledger, as illustrated in Figure 2, is a series of data blocks that
include various transactions sent by users in a peer-to-peer
network, with the last block always including the hash of the
preceding block. The following are the key characteristics of
blockchain.

(1) Decentralization: as blockchain technology adopts a
decentralized structure, there is no centralized
management organization. Every node in it has the
same rights and obligations. They jointly maintain
the data ledger stored in the system.

(2) Immutability: once the information is verified and
added to the blockchain, it will be stored perma-
nently. It is impossible to update the data in a single
block without affecting all following blocks. For
example, in the Bitcoin system, unless the attacker
has more than 50% of the whole network computing
power, it is impossible to regenerate blocks to tamper
with the data. Generally, we assume that the data in
the blockchain cannot be tampered with.

(3) Openness and Transparency: once the transaction is
packaged into a block, the block will be broadcast to
all nodes, achieving data synchronization. Each node
can trace back all the transaction information of any
parties in the past.

(4) Security: the security of all entries in the blockchain is
guaranteed using cryptographic algorithms, such as
digital signatures and encryption algorithms.

Furthermore, thanks to Ethereum [8], a well-known
blockchain project, the notion of smart contracts has been
revitalized with the advent of the Blockchain 2.0 era. Smart
contracts are computer programs that are recorded on a
blockchain and run automatically when certain criteria are
met. For example, when a stock price is less than a certain
value, a predefined smart contract can automatically execute
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the operation of buying the stock. The smart contract has
been extensively used in the Internet of things, product
traceability, supply chain finance, insurance, and so on.
Based on the access mechanism, blockchain can be generally
categorized into public, private, and consortium block-
chains. In a public blockchain, each node is free to enter or
leave at will. However, nodes without authorization cannot
access the data in either a private or consortium blockchain.
Consortium blockchain offers a stronger decentralized na-
ture, since there are multiple institutions involved, rather
than one in a private blockchain.

3.6. Hyperledger Fabric. Hyperledger Fabric is an open-
source, enterprise-level, permission-based consortium
blockchain platform [9]. It is underpinned by the modular
architecture and offers excellent confidentiality, scalability,
flexibility, and extensibility. There are three kinds of nodes in
Hyperledger Fabric: the endorsement nodes, the order
nodes, and the normal nodes. The endorsement nodes are
responsible for endorsing and executing transactions. The
order nodes are in charge of packaging transactions into
blocks, and the normal nodes always publish the transac-
tions to endorse nodes and receive new blocks from order
nodes. This architecture avoids a bottleneck, thanks to the
decoupling of node functions, which makes Fabric more
efficient. Meanwhile, to protect privacy, private “subnets”
are used to communicate among multiple specific network
members, which are defined as a channel. Channel contains
one or more organizations, which are the interest entities
with collaborative relationships. Moreover, in Hyperledger
Fabric, the consensus algorithm is designed to be pluggable.
Fabric provides some alternative algorithms, such as Solo,
Kafka, and Raft. Because there is just one order in which to
sort messages and construct blocks in Solo mode, it is most
commonly utilized in a testing environment. Raft is a sorting
service that supports crash fault tolerance (CFT), which
means it can only tolerate half of the fault nodes. Kafka is
similar to Raft; however, it has a higher computational cost.

3.7. Auction Scheme. The auction can achieve an effective
allocation of electricity resources and ensure the transpar-
ency and fair of the process [30]. There are some mainstream
auction mechanisms.

(1) The First-Price Sealed Auctions (FSAs): the bidder
delivers the bid to the auctioneer in a sealed

envelope. After that, the auctioneer opens the en-
velope and identifies the highest bidder.

(2) The Second-Price Sealed Auctions (SSAs): the process
is similar to FSA. The winner only needs to pay the
second highest bid, which eliminates the bidder’s
concerns about the difference between the first and
second prices.

(3) The Open Ascending Bid Auctions (English Auctions):
the bidders increase the bids gradually until no one
wants to pay more than the current highest bid. The
highest bidder gets the auction item at his price.

(4) The Open Descending Bid Auctions (Dutch Auctions):
the auctioneer gradually reduces the price from a
preset high price until there is a bidder willing to pay
the current price.

4. Opportunities and Challenges of
Blockchain in the Smart Grid

Blockchain technology has been widely concerned in in-
dustry and academia and has become one of the new in-
frastructures in the digital age. It is expected to resolve some
issues in the smart grid, promoting some research for the
combination of blockchain and the smart grid.

We summarize the possible usage of blockchain as
follows:

A Decentralized Database with Immutability: compared
with the traditional database, blockchain can be
regarded as a special kind of database, which only
supports the adding operation. We can use blockchain
to store critical data in the smart grid.

Automated Smart Contracts in Decentralized Envi-
ronment: a smart contract is a piece of code that can be
executed automatically by multiple consensus nodes in
a decentralized environment, opening up new possi-
bilities for electricity management in the smart grid.
For example, a self-organized electricity auction system
can be built by smart contracts, the electricity sellers
and buyers only need to submit the demand infor-
mation to the chain, and the smart contracts can au-
tomatically match the demand of both sides according
to a predetermined algorithm.

Incentive Mechanisms: traditional electricity manage-
ment requires a centralized organization, which may
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cause a single point of failure. The management may and prevent some malicious acts, we must design ap-
corrupt for the sake of interests, which leads to unfair propriate mechanisms.

distribution of electricity. Thus, the current electricity Privacy Protection: we need to protect the privacy of
management lacks a well-designed incentive mecha- users, such as hiding the identity of the bidders, the
nism to promote the benign behavior of electricity auctioneers, and the auction price.

management organizations. Therefore, creating a
blockchain-based electricity management system with
economic incentives could be a promising direction.

Selection of Blockchain Types: we have mentioned that
blockchains can be divided into three types: public,
private, and consortium. The public chain data are
Then, we list the points that need to be considered when completely open, and any node can access the block-
using blockchain in the smart grid. chain at any time, while the consortium chain is only
for members of a specific group, which is more suitable
for the scenario with permission control. Hence, it is
more suitable for the scenarios in the smart grid.

Efficiency: compared with the centralized structure, the
decentralized structure and consensus process of
blockchain will dramatically reduce the efficiency. The
most extreme example is Bitcoin’s processing speed of 7 .
transactions/per second (TPS). Generally speaking, we - Problem Overview
have certain requirements for transaction processing
speed. As a result, how to choose a suitable form of
blockchain based on the actual needs of real contexts
and how to configure the blockchain’s underlying data
structure are challenges that need our attention.

In this section, we present the specific system architecture in
our paper. Then, we give the threat models and design goals
of our system. Last, we show the detailed construction.

Supervision: the allocation, sharing, and use of elec-  5.1. System Model. Figure 3 illustrates the system model in
tricity in the smart grid should be recorded in the  our paper. There are 5 entities in our model: EV, charging
blockchain. To supervise the rational use of electricity  station, trusted authority, aggregator, and blockchain.
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EV. EVs, owned by users, are mobile and geographi-
cally separated. Users want to charge their EVs or sell
surplus electricity to other EVs in the smart grid. That
is, an EV can be either a seller or a buyer of electricity.
They communicate with the aggregator through the
privacy-preserving method, publish their own needs on
the blockchain, match the supplier through the auction
mechanism, and complete the electricity transaction.

Charging Station. The charging station can charge EVs
in their region. They are scattered all over the city.

Trusted Authority (TA). The TA is responsible for ini-
tializing the whole system and provides charging ser-
vices for EVs and charging stations. TA will be offline,
except in case of an emergency when we need to trace
the identity of an entity (i.e., EVs or charging stations).

Aggregator. The aggregators are responsible for coor-
dinating EVs and charging stations. They act as the
decision center to dispatch energy for the V2G net-
work. They have sufficient computing power and
storage capacity and jointly maintain a blockchain. In
particular, they play the role of auctioneer. They can
assist EVs in releasing requirements on the blockchain
and matching transactions through auction protocols.

Blockchain. Blockchain is regarded as a tamper-resis-
tant ledger in which smart contracts can provide
decentralized program execution. We deploy functions
for auctions on smart contracts, thereby ensuring the
security of the auction protocol.

5.2. Threat Model. In this study, we assume that (1) the
trusted authority is fully trusted and (2) the aggregators are
honest but curious. That is, they can execute the protocol
honestly but may infer the EV’s private information. (3) We
also consider that there exists an external adversary (ab-
breviated as &) that can eavesdrop on the communication
channels between the parties. They can access and record
transactions on the blockchain. Moreover, (4) an & may
impersonate the EV or the charging station to trick other
parties in the electricity auction phase.

5.3. Design Goals. The design goals in our study are listed as
follows:

(1) EV/Charging Station Authentication. The EV/
charging station should be authenticated when they
participate in the auction scheme. There is no 225
o who can forge their identities.

(2) EV/Charging Station Privacy. The EV/charging sta-
tion should be protected. Even a malicious aggre-
gator or external o/ cannot know their true identity,
except the statement that they have legal identities.

(3) Auction Privacy. The bidding information is hidden,
and only the bidding information of the final winner
is published on the blockchain.

(4) Traceability. The TA can trace the identity of a
malicious EV/charging station when needed.

(5) Accountability. The scheme needs to ensure the ac-
countability of the auction agreement. That is, the
bidder with the cheapest bid must become the
winner, and the auctioneer cannot maliciously
modify the results. Anyone who doubts the auction
results can question the results and draw conclusions.

6. Our Construction

6.1. High-Level Description. Let us briefly give a high-level
overview of the scheme. We adopt the first-price sealed
auction, since its satisfactory performance in real life, and it
can be easily combined with privacy-preserving technologies.

(1) System Initialization. The TA initializes the whole
system and generates public parameters. All aggre-
gators jointly generate the initialization parameters
of blockchain and then maintain such a blockchain.

(2) Register. EVs, charging stations, and aggregators
need to register with TA. Each entity needs to have
an account and corresponding amount on the
blockchain, namely account:={pk, ;e value}.

(3) Request for Auctions. The EV sends its request (i.e.,
buying the electricity) to the aggregator through the
anonymous authentication method. After receiving
the message, the aggregator sends the request in-
formation to the smart contracts on the blockchain.

(4) Upload Bids. When charging stations find the request
on the blockchain, they commit their supply re-
quests, including the commitment value of electricity
bid, to the aggregator. Note that we use the charging
station as the representative for the convenience of
expression. Other EVs with surplus power can also
participate in the bidding.

(5) Open Bids. After a specific time node, the aggregator
(also as the auctioneer) needs to open all bids, select
the bid which is the cheapest, and send it to the
blockchain. Then, the auctioneer helps the EV and
the winner to establish a secure channel for elec-
tricity exchange.

(6) Dispute. To ensure accountability, anyone who needs
to spend a small part of the token can question the
result of an auction. That is, the winner’s bid is not
the cheapest. Accordingly, the auctioneer needs to
give the corresponding zero-knowledge proof that
the winner’s bid is cheaper than the challenger’s bid
and send it to the blockchain. If the proof is not
given, the challenger can obtain a certain token as a
reward from the auctioneer’s deposit.

(7) Trace. The TA can trace the identity of a malicious
EV/charging station when needed.

6.2. Detailed Process

6.2.1. System Initialization. The TA chooses a system se-
curity parameter 1" and outputs a set of public parameters
pp = {G,,G,, Gy, e,g,h, g, p, X}, where g and h are gen-
erators of cyclic group G,, g is the generator of G,, and p is



the order of G,,G,, and G;. # is the hash function. TA
randomly chooses §€ G, and (x,y) € Z,” and then
computes (X,Y)« (5%, §’), and sk is (x,y), and pk is
(g, X,Y). Aggregators jointly determine blockchain pa-
rameters, such as blockchain type selection, block generation
speed, and block size. Aggregators can jointly maintain a
blockchain due to their considerable computing and storage
capacity.

6.2.2. Register. The EV id,, generates its private/public key
pair (sk,pk,,) and then sends pk,, to the TA. The EV
randomly chooses s,,, generates (&,08)« (g%,Y™) and a
signature 0«Sign (sk.,, ), and then sends them along with
id,, to the TA. The TA checks whether 6 is valid and then
whether €(8,Y) = e(g,0). Then, the EV gives the zero-
knowledge proof that he owns the s,,. After that, the TA
generates a random number r and computes
o—(0,,0,)—(g", (g* - &)"). Itis a valid signature on s,,. In
the end, the TA stores (id,,,d, 6, §) in a secret register and
sends o and e(g,,Y) to the EV. Finally, the EV’s group
public key is J, and group private key is gsk., = (.0,
e(0,Y)).

Similarly, the charging station id  generates its private/
public key pair (sk.,pk), randomly chooses s, and
generates (3, 0)— (g%, Y). Through the similar inter-
action with TA, the charging station obtains its own group
public key is &7, and group private key is gsk. = (s, 0
e(0,.Y)). The TA stores (id, O, 0. 8.) in his secret
register. The aggregator generates its private/public key pair
(skqg» Pkyg) and then sends pk,, to the TA. The TA stores it
in the secret register.

Meanwhile, any entity that wants to participate in
electricity trading (i.e., auction) needs to have an account on
the blockchain, and there are a certain number of tokens in
the account for purchasing or paying electricity. We use
account :={pk, 44> Value} to abstract the account. The
aggregator, as an auctioneer, also needs to deposit enough
tokens in the smart contract of the blockchain, which is in
charge of the TA. When the illegal behavior of the auctioneer
is detected, it can be punished.

6.2.3. Request for Auctions. When an EV needs to be
charged, it sends a charging request CR to the aggregator,
using the anonymous authentication based on PS group
signatures. The specific operations are as follows:

The EV sets the required parameters PA : = {id, eq,
model, t,,t,,pr}: id ID represents the unique serial
number of the auction, eq is the required electric
quantity, model is the charging model, ¢, is the deadline
for accepting bids, t, is the deadline for the whole
auction, and pr is the maximum price of a kilowatt-
hour accepted by himself.

The EV first randomly chooses a k., and the public key
K = gk, where (k,,K,,) is the temporary public-
private key pair for the future usage.

Then, the EV uses hashed ElGamal encryption to en-

crypt PA, and the ciphertext is (c;,c¢,), where ¢; = g
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and ¢, = (X )GB(PA“KW). Then, the EV uses the
GSign((gsk,,)) to sign the message PA“KCV. In par-
ticular, the EV needs to randomize ¢ using a random
number ¢ and computes (07, d,) (o}, d%).

Then, he randomly chooses k € Z, and computes
c<—%(01',02',e(01,?)k't, PA||KeV), where  is a secure
hash function. Finally, the EV computes sk +c- s,
and outputs (01', 02',6, s) as the group signature y on
the message PA"KeV.

Then, the EV keeps the (k.,,K,,) in his secret register
and sends to the aggregator the request tuple for
auctions CR:={0}, 03, ¢;,¢,,¢, s, eq, model, ¢, pr}.

When the aggregator receives the request CR, he de-
crypts the ciphertext (c;,c,) and checks whether the PS
group signature is valid. If it is valid, he releases the auction
information to the blockchain. The specific operations are as
follows:

The aggregator decrypts the ciphertext (c;,c,), by
computing PA = ¢,®% (c}).

To verify whether the signature (g}, g5, c, s) is valid, the
aggregator computes T—e (0, X)" - e(0,,,5) - e(0,,
Y)® and ¢ = # (0,05, T, PA). If it is valid, the aggre-
gator sends the auction information {eq, model, ¢,, pr}
to the smart contracts deployed on the blockchain;
otherwise, the aggregator rejects the request.

6.2.4. Upload Bids. 'The charging stations find the request on
the blockchain, and they commit their supply requests,
including the commitment value of electricity bid, to the
aggregator before t,. The specific operations are as follows:

The charging station chooses the price v of a kilowatt-
hour, randomly chooses r, computes the commitment
cm: = g'h',andsetsthebidasbid: = {id, pk,ggress> cM}
where i d represents the auction number participating in
the bidding and pk,g4,.. indicates the address of the
charging station on the blockchain. At the same time,
some funds need to be sent to the aggregator as deposits.

6.2.5. Open Bids. All bidders open the committed value to
the auctioneer, and the auctioneer gets the highest bid and
uploads the winner’s identity (i.e., address) to the blockchain
before t,. The winner can sell his electricity with the auction
requester. Suppose the requester has «a tokens, the smart
contract will transfer 8 tokens ((f =v=*eq)) in the re-
quester’s deposit to the winner’s account, and the rest
((a—p)) will be returned to the requester’s account. Then,
the winner needs to prove that he has a legal identity; i.e., he
needs to sign the auction results.

The charging station first randomly chooses a k., and
the public key K, = gk, where (k_,K_,) is the tem-
porary public-private key pair for the future usage.

Then, the charging station uses hashed ElGamal en-
cryption to encrypt bid"KCS, and the ciphertext is
(c1,-¢,,),wherec,, = G ""andc,, = 7 (X"")® (bid|K ).
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Then, the charging station gives a zero-knowledge
PrOOf that SOF = {(Skaddress): pkaddress = gSkaddress}
(bid|K,).

Then, the charging station uses the GSign ((gsk,)) to
sign the message K . In particular, the charging station
needs to randomlze 0. using a random number ¢/ and
Computes (Ul e 02 cs)(_ (01 cs’ 02 cs) Then he randomly
chooses kkle Z, and computes 1T (0} iy Oy s
e(0,,Y) o bld“K ), where % is a secure hash
function. Finally, the EV computes s/«k/ + ¢/ - s and
outputs (0, 0, . c/,s1) as the group signature y/ on
the message bid"KCS.

Then, the charging station keeps the (k,K_) in his
cret register and sends to the aggregator the tuple
T%cé»%céa51,7Cz,>5’,5’>5@%-

When the aggregator receives the tuple, he decrypts the
ciphertext (c;,,c,,) and checks whether the PS group sig-
nature is valid. If it is valid, he sends K to the EV and sends
K., to the charging station. Then, the charging station and
the EV can establish trusted communication for power
supply operation. The specific operations are as follows:

The aggregator decrypts the ciphertext (c,,,c,,), by
computing PA = ¢, &% (c{).
To verify whether the signature (o}, 05 c/, sl) is
valid, the aggregator computes Tl<—e(a1 CS,X)
(azlcs,g) -e(0),,Y) and ¢ = # (07, O'ZCS,TI b1d||
cs/t
If it is valid, the aggregator sends K to the EV and
sends K to the charging station. The EV computes
k= ch‘, and the aggregator computes k = K& for
secure communications. They can conduct offline
power supply operation after negotiation.

Handling Malicious Winners. There is a situation that when a
malicious charging station wins the auction, it does not carry
out subsequent operations. To prevent this situation, the
aggregator can call the smart contract to deduct the deposit
of the charging station.

6.2.6. Dispute. To ensure the accountability of the auction
scheme, we allow anyone to question the auction results.
That is, the price of the winner’s bid is not the lowest price.

One can choose any bid participating in the auction to
compare with the winner’s price and upload the request to
the smart contract by consuming a smallamount of token.

The auctioneer generates a zero-knowledge proof to
prove that the value in the designated bid commitment
is higher than the winner’s price. If the auctioneer is
unable to make the proof within the specified time, the
smart contract will deduct a certain proportion of the
auctioneer’s deposit as a punishment.

6.2.7. Trace. When we need to~open someone, the TA
searches in the list (id;,d;,0;,6;) and checks whether

i Vi

e(0,,9) - 6(0’1,5()71 = e(ol,S) until he gets a match. He
then outputs a corresponding (i,d;,6;) with a proof of
knowledge d;.

7. Security Analysis

In this section, we briefly analyze the properties of the
scheme.

EV/Charging Station Authentication. As the PS group sig-
nature is EUF-CMA under LRSW assumption, all anony-
mous authentications of EVs and charging stations use PS
group signatures, namely (07, 05,¢,5) and (0, ., 05 e, €/, S1).
So, we can reduce the authentication security to the sig-
nature’s security.

EV/Charging Station Privacy. The EVs and charging stations
use the anonymous method to send auction requests and
supply requests to the aggregator. Each signature will be
randomized with random numbers, so their identity in-
formation will not be disclosed.

Auction Privacy. We use the Pedersen commitment cm: =
g"h" to hide the information of the biddings. As the hiding
properties of a cryptography commitment scheme, there is
no PPT o who can know the hidden value v of a com-
mitment. Only the bidding information of the final winner is
published on the blockchain. Therefore, thanks to the FSA
model, our scheme can protect the privacy of bidders as
much as possible.

Traceability. The TA can trace the identity of a malicious EV/
charging station when needed. The regulatory authority can
send the signature that needs to be traced to the TA, and
then, we use the GOpen algorithm to trace it. That is, the TA
searches in the list (i, ;, 6;, §;) and checks whether e (0,,, g) -
e(o,,X) = =e(0y, ,0)) unt1l he gets a match. F1nally, he
finds the correspondmg (1,6;,0,).

Accountability. The accountability of our scheme is based on
the premise of rational participants. One can choose any bid
participating in the auction to compare with the winner’s
price and upload the request to the smart contract by
consuming a small amount of token. The auctioneer needs to
prove that the value in the designated bid commitment is
higher than the winner’s price. If he cannot, he will be
deducted from a certain deposit. We assume that all auc-
tioneers are rational. They do not want to be deducted
because of cheating, so they execute the agreement honestly.

8. Future Work

In this section, we discuss some shortcomings of this study
and possible future work directions.

8.1. Privacy-Preserving Payment on Blockchain. Although
the scheme in this study takes into account the privacy of
EV/charging station’s identity, the payment process on the
blockchain is not private, which means that it is possible to
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TaBLE 1: Experimental results on Miracle Library.
Notions Description Values (ms)
Ty Bilinear pairing 8.34
T,dd1 Point addition in G, 0.01
T a1 Point multiplication in G, 2.82
T.dd2 Point addition in G, 0.02
T a2 Point multiplication in G, 2.31
T ol Multiplication operation in Gy 0.01
Tep Exponentiation operation in Gy 0.58
Ty Hash function 0.03
TasLE 2: Computation costs of offchain part.
Stages Computation costs
System initialization 2T a2
Register EV 1 Taddl +5 Tmull 1 TmulZ +3 pr
Charging station 1 Toaq1+5 Trnatn 1 Trnaio +3 T
Aggregator I Tha
Request for auctions 2Tt 4 Thua +4 Tep +2 T +4 Ty, +4 Ty
Upload bids t - (1 Tygq1+2 T pui1)> where t is number of bidders
Open bids 1 Taddl +5 Tmull +6 TmulZ +4 TEXP +2 Tmul +4 pr +3 T%’
Trace d- (1 Texp +1 Ty +3 Typ), where d is the average number of matching queries
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Chargin; i
- .S‘ys‘tem. EV register Statl% ng Aggrégator Reque§t for [Upload bids| Open bids Trace
linitialization| register register auction (t=1) (d=1)
[ Ourschemd — 4.62 41.44 41.44 2.82 50.7 5.65 63.76 25.61

Ficure 4: Computation costs of offchain part.

obtain EV or aggregator identity through the correlation of
payment. There is some work in this area [31], and our
scheme can adopt these strategies. In the future, we can also
study the privacy protection payment system suitable for
V2G and smart grid.

8.2. Light Client. In this study, the blockchain is jointly
maintained by the aggregator. EVs and charging stations can
view the blockchain information without writing informa-
tion to the blockchain. Considering the storage and com-
puting power of EV and charging station, as well as the
development of vehicle networking, this assumption is
feasible. However, the light client mode may be more
suitable for the existing scheme. EVs and charging stations,
as light clients, only need to maintain a small amount of data

(i.e., block header information) to verify the correctness of
auction information on the blockchain. A series of studies on
light clients [32,33] can be transplanted into our scheme.

8.3. More Efficient Auction Protocol. Although the FSA
model is used in this scheme, there are actually more efficient
auction protocols [30]. Combined with the scenarios of
smart grid and V2G, considering the dynamic mobility of
EVs, how to design a more efficient and secure auction
scheme is also a potential future research direction.

9. Implementation

In this section, we evaluate the scheme by testing the onchain
and offchain parts, respectively.
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FIGURe 5: Experimental results of onchain part.

9.1. Experimental Environments. The experiment is carried
out on a laptop with an i5-10400 Processor, 8G bytes RAM,
and Windows 10 operating system. We utilize the Miracle
Library [34] to implement cryptographic primitives.
Hyperledger Fabric v1.4 is used in our experiment, and itis a
stable version with long-term support. The smart contracts
are developed in GoLang (v1.15.2) and tested using Fabric’s
dev-mode.

9.2. Evaluation Findings of Offchain Part. For time costs of
anonymous authentication, we test the time overhead of the
primary operations in Table 1 using the Miracle Library. We
use a supersingular elliptic curve, with order divisible by g =
2159+ 217 + 1 and security multiplier k = 2. The prime p is
512 bits. We count the number of main operations of our
scheme in Table 2 and give the computation costs of the
offchain part in our scheme in Figure 4.

9.3. Evaluation Findings of Onchain Part. For time costs on
the blockchain, we evaluate the time costs of the steps in a
local network with Raft modes. We set the same local private
network configuration for each mode, including one channel
and two organizations, and each organization has two peers.

We implement the steps on the blockchain, which
correspond to our previous definitions. The results are
shown in Figure 5. To ensure the accuracy of the experi-
mental data, all the time consumption is obtained by exe-
cuting the code 100 times to get the average value. In system
initialization phase, we need to deploy smart contracts on
the blockchain. In register phase, we need to initialize the
accounts of EV, charging station, and aggregator and store
certain tokens in the account. In request for auction phase,
the aggregator uploads the information for bidding, i.e., the
auction request PA : = {id, eq, model, t,,t,, pr}. In upload
bid phase, the charging station uploads the commitment for

bidding. In open bid phase, the aggregator uploads the
winner’s address to the smart contract. In dispute phase, the
challenger needs to send a challenge request to the block-
chain, while the auctioneer needs to generate a zero-
knowledge proof and then send it to the smart contract for
verification.

In summary, we perform the experimental results of the
offchain and onchain parts in our scheme. The results show
that our proposal is efficient and suitable for V2G networks
in the smart grid.

10. Conclusion

In this study, we systematically summarized the opportu-
nities and challenges of blockchain in the smart grid. Then,
we proposed a privacy-preserving blockchain-based elec-
tricity auction scheme for V2G networks in the smart grid
under the FSA model, which inspires the applications of
blockchain in the smart grid. Our scheme can ensure the
privacy of EVs and charging stations, while using smart
contracts to provide reliability. The experimental results
showed the feasibility and practicality of our scheme.
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As an extension of cloud computing, the edge computing has become an important pattern to deal with novel service scenarios of
the Internet of Everything (IoE), especially for the rapidly increasing different kinds of service requests from edge equipment. It is
still a great challenge to satisfy the demands of delay-sensitive applications, so as to optimize the service provision delay for edge
equipment under 5G. In this paper, by introducing virtualized service functions (VSFs) into edge computing pattern, the
mechanism of service function detection and placement among multiple Edge Computing Servers (ECSs) is proposed. We firstly
improve the Ant colony optimization (ACO) method to adapt to the situation that the service requests may frequently change
from different edge network domains. Based on the improved ACO, a scheme of searching for the locations (i.e., ECSs) of the
requested service functions is devised, so as to optimize the service searching delay. Then, a service function placement scheme is
presented, and it deploys most of appropriate service functions in each ECS by predicting the future requested frequencies of
functions, which further reduces the overall service provision delay. In addition, it also improves the ECS computing capacity

utilization. The simulation results show that the proposed mechanism is feasible and effective.

1. Introduction

The 5th-generation mobile system (5G) is gradually inte-
grating into people’s daily life. The requirements of the novel
service scenarios brought by the 5G have changed signifi-
cantly [1]. For example, the delay sensitivity has become one
of the most important service demands of edge equipment.
Many types of research have been done on providing ser-
vices mainly by the cloud computing center due to its
powerful computing capacity, which enables almost all kinds
of virtualized service functions (VSFs) [2, 3] to be placed and
performed there. However, the cloud computing servers are
usually located far away from most of network edges. With
the rapid increasing service requests from mobile equipment
that mainly locates at the network edges, the service pro-
vision based on the conventional cloud computing may lead
to problems such as much higher transmission delay and
serious congestion [4]. As an extension of cloud computing,
the edge computing deploys the service provision capability

near to network edges where most of service requests
generate [5, 6]. Its distributed edge computing servers
(ECSs) locate much closer to edge equipment so as to adapt
to the service provision delay demand.

The 5G is able to support high-speed data transmission,
which significantly decreases the service delivery delay of
ECSs [7]. However, comparing to the service cluster (SC) in
the cloud computing center, each ECS’s limited computing
capacity means that it can only provide some kinds of
services due to the limited number of VSFs placed in it [8]. It
is hard for an ECS to satisfy all kinds of service requests for
edge equipment, because the corresponding VSFs may have
not yet been placed in this ECS when such requests arrive.
And the method, by which all such service requests are dealt
with by the remote SC or the corresponding VSFs are in-
stantly migrated from the remote SC to this ECS, is obvi-
ously unsustainable, especially when the network load is
heavy [9]. Considering the fact that other ECSs locating
much closer than the SC may have already been placed such
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VSFs, the corresponding services can be provided by one of
these ECSs. How to effectively find an ECS that currently
contains a certain VSF becomes a key issue. In practice, a
tremendous amount of different kinds of service requests are
constantly generated and delivered, which leave the
changing traces of recent service provision information in
corresponding equipment [10]. In this paper, the VSF
concentration on links is presented by leveraging the above
changing traces, based on which an improved ACO-inspired
service function detection scheme is devised further to ef-
fectively search for the placed locations (i.e., nearby ECSs) of
the requested VSFs. It optimizes the concentration updating
efficiency to overcome the high delay problem caused by
several rounds of iteration of the conventional ACO method.

In addition, an ECS should adapt to the frequent changes
in service requests by deploying appropriate VSFs in it in
time. It is impossible for an ECS to contain all VSFs due to its
limited computing capacity [9]. In fact, a lot of service re-
quests are regional and periodic for an ECS [11]. That is, an
ECS may often provide some certain kinds of services due to
the working features of its nearby equipment [12]. However,
the ECS also may be requested the VSFs that have not yet
been placed in it because new applications become popular
recently. We take the recent frequencies of the VSFs being
performed and requested into account, and the VSF
placement scheme is devised in this paper. It enables an ECS
to retain the already deployed VSFs with higher being
performed frequencies in it and migrate the not yet deployed
VSFs with higher being requested frequencies to it, re-
spectively. In this approach, the VSF detection delay and the
service delivery delay can be further optimized.

Some types of research have been done on service
placement and migration over edge computing scenarios
(e.g., [13-16]). In [13], it introduces a framework for optimal
placement of service replicas proactively in the 5G edge
network. It deploys the multimedia service instances on the
trajectory edge nodes by integrating the user’s path pre-
diction model, so as to provide an optimal deployment
technique that traded off between maximizing the QoE and
minimizing the deployment cost. In [14], it studies the
container-based service migration problem in edge com-
puting and proposes a service migration mechanism based
on mobility awareness. Its service migration mechanism
firstly triggers the service migration according to the service
density of the current node and then selects the service and
the corresponding destination node for the optimization
object to minimize the service delay. In [15], it proposes a
novel service migration policy method based on deep re-
inforcement learning and dynamic adaptation in multiaccess
edge computing. It innovatively analyzes the different states
of edge network quantitatively and applies deep Q-learning
to migration methods, which can adjust the learning rate
adaptively to implement rapid convergence in the learning
process. In [16], it combines prediction mechanism and
migration research together to optimize the migration of
VNF. It built a system cost evaluation model integrating
bandwidth utilization and migration time, and devised a
heuristic algorithm to obtain the near-optimal solution.
However, they mainly focus on instantly deploying
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functions on real-time service demands or migrating
functions based on long-term iterative learning, which
cannot well adapt to the service requests with frequent
changes and delay sensitivity.

In this paper, the mechanism of ACO-based VSF
detection and placement (AVDP) is proposed, so as to
minimize the service provision delay to the edge equip-
ment and optimize the ECS computing capacity utiliza-
tion. The major contribution and innovations can be
summarized as follows. The VSF concentration on links is
presented to reflect the frequencies of VSFs being detected
recently, and the improved ACO-inspired VSF detection
scheme based on the VSF concentration is devised to
efficiently search for the placed locations of the requested
VSFs. It adapts to the novel service scenarios that the
service requests for edge equipment and the deployed
locations of VSFs may frequently change under 5G.
Furthermore, the scheme of dynamically deploying ap-
propriate VSFs in each ECS is devised, and it places VSFs
by predicting the future requested frequencies of VSFs
according to the variations of VSFs concentration on links
and VSFs requested number in ECSs. Thus, the overall
service provision delay is significantly optimized and the
ECS computing capacity utilization is efficiently
improved.

The remainder of this paper is structured as follows. In
Section 2, we present the system framework and workflow of
the proposed AVDP. In Section 3, we define the VSF de-
tection ant and the VSF concentration, and devise the
scheme of searching for VSFs among multiple ECSs based on
them. In Section 4, we devise the scheme of placing ap-
propriate VSFs in suitable ECSs with the ECS computing
capacity utilization considered. In Section 5, we present
simulation experiments and results. Finally, Section 6
concludes the paper.

2. System Framework

The system framework is shown in Figure 1. The conven-
tional cloud computing center is usually located far away
from network edges. It can provide almost all kinds of
services due to the powerful computing capacity of the
service cluster (SC), and VSFs placed in it can be dispatched
to ECSs. ECSs are distributed in end network domains
(ENDs) where most of service requests generate to efficiently
meet the delay sensitivity demand of edge equipment. The
service function pool (SFP) in each ECS only contains some
VSFs because of the limited computing capacity. The VSFs
already deployed in an ECS can be replaced by other VSFs
due to the changing service scenarios in practice, and VSFs
can be migrated from the SC or other ECSs. In addition, each
switching equipment (SE) updates a table named VSFs
detection record (VDR). The VDR is to reflect the current
probabilities of successfully finding the locations of the
requested VSFs by different next hops, so as to efficiently
determine the suitable ECSs that can provide corresponding
services.

The overall workflow of the system is shown in Figure 2;
here, the number is the action order.
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FIGURE 2: The overall workflow of the system.

3. VSFs Detection

In order to minimize the service provision delay for edge
equipment, most of services should be provided by the near
ECSs rather than mainly by the SC that is far away from
ENDs. It is a key issue to find the ECSs that have already
been placed in the requested VSFs as soon as possible. In this
section, the VSF detection ant and the VSF concentration are
defined in our proposed scheme. The VSF detection ants are

sent by the source SE that receives the service request to
search for the locations (i.e., ECS) of the requested VSF
according to this VSF concentration on links. The infor-
mation on detecting the VSF is laid over the ants’ trails, and
the accumulated amount of information is regarded as the
VSF concentration that is recorded and updated in the VDR.

In practice, the VSF concentration on links decreases
with time. It also increases according to the ants’ feedback if
these ants have found the locations (i.e., ECSs) of the
requested VSF. For instance, if the requested VSF is found by
any of the VSF detection ants within the ant’s living period,
the ant returns back to the source SE, and the VSF con-
centration on the corresponding links increases. Comparing
to the conventional ACO method, our presented VSF
concentration updating does not depend on multiple iter-
ations of the same group of ants. In the actual network
environment, because of a large number of ongoing service
requests for edge equipment, different VSF detection ants
can be generated by SEs at any time, which enables different
VSF concentrations continuously and efficiently to change
in practice combined with the devised detection ant’s
feedback method.

3.1. The VSF Detection Ant. In this paper, a VSF detection
ant is defined as a four-tuple (DA, VSF,,SSE; HDA,).
Here, DA, is the unique identifier of a detection ant; VSF,
indicates the VSF that is detected by DA;; SSE; is the set of
SEs that DA; has passed; HDA; denotes the number of
survival hops of DA,.

In detail, DA, is one of the ants generated by the source
SE that receives the service request and is forwarded to
search for VSF, according to the VSF, concentration on
links. The SEs passed by DA; are orderly recorded in SSE; to
avoid loopback. Meanwhile, once DA, finds VSF,, it returns
back to the source SE according to SSE;. In addition, an ant is
not allowed to detect the ECSs that are far away from the



source SE due to the delay limitation. HDA; is used to
constrain the survival time of DA;, and DA, dies without any
feedback if it has been forwarded exceeds HDA,.

3.2. The VSF Detection Concentration. We assume two
factors will influence the VSF concentration on links, which
are time and ants’ feedback. VCLXESF)kSE (t) is defined as the
VSE,. concentration on the link from the SE SE, to the SE
SE, at time t, and its value changes with time. At time ¢+ 1,
its value is shown as follows:

VCL{ S, (¢ +1) = RVCLGH, (6,6 + 1) + AVCLE S, (8 + 1),

(1)
Here, RVCLyy &, (£t +1) and AVCLyy & (4.t + 1) are

the remaining concentration after volatilizing and the ad-
ditive concentration after ants’ feedback from ¢ to t+1,
respectively. They are defined as follows:

t+1
RVCLYS. (11 +1) = j VCLYSL (1) e,
Oy ¢ oLy,

(2)
m
AVCLG: & (6t +1) = Y AVCLE & (6, +1) - x,.

w=1

Different from the conventional ACO method, the VSF
remaining concentration volatilizes faster and faster with
time, because the frequent changing service requests from
edge eglleipment may lead to the frequent migrating of VSFs.
RVCLg & (¢t + 1) is designed to be continuously differ-
entiable, and y is a positive constant. The VSF additive
concentration can only be brought by the survival ants that
have found the requested VSEF. The closer the link to the ECS
that contains the requested VSF, the more this VSF con-
centration on the link increases. AVCL;/ES sp, (LE+1) is
designed to promote the searching efficiency for the fol-
lowing ants. m is the number of the VSF, detection ants that
have returned back between t and ¢+ 1. And x,, is related to
the sequential position of SE, in SSE;, and it is defined as
follows:

w SE, € SSE,,
SsE|

Xy = (3)
0, otherwise.

Here, |SSE,;| is the element number of SSE; and
SSE, [SE, ] is the position of SE, in SSE,.

3.3. The Forwarding Probability. SE, is defined as an adjacent
SE of SE,, if a detection ant can be forwarded by SE,, to SE, by
only one hop. Not all adjacent SEs of SE, can receive the
detection ants from SE, due to the limited number of the
ants generated by the source SE. According to
(DA,;, VSF,,SSE;, HDA;), we define SASE, is the set of
adjacent SEs of SE,, and SASEY* is the set of adjacent SEs
that can receive the VSF, detection ant (e.g., DA;) at the next
hop from SE,, which are shown as follows:
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SASE)*" = SASE, — SSE, N SASE,,. (4)

When searching for VSF;, DA, stops searching without
any feedback if SASEY*"* is empty. We assume FPSF? F’gE (t+
1) is the forwarding probability that DA; is forwarded from

SE’(/ to SE,, SE, € SASE,,. Here, the adjacent SE with higher
FPSSFEE (t + 1) only means that it can be forwarded more
VSF, detection ants rather than be forwarded all VSF;

detection ants. The Fpgﬁfgﬁv (t +1) is defined as follows:

VCLgy & (£41)
v, VCLgg & (£ +1)

U

(5)

VSF,
FPep &g (£+1) =
) SE,€SASE,

Especially, FPgp & (0) = 1/|SASE} S|,

The working process of searching for the VSF, is
shown as Algorithm 1. In detail, firstly, when an SE re-
ceives the service request, as the source SE, it generates a
certain number of detection ants to search for the
requested VSF that is VSF, here (line 2). Secondly, the
same kinds of ants are divided into several groups in each
arriving SE, with SSE; of each ant being considered to
avoid the loopback, the numbers of ants in different
groups are determined according to the current con-
centrations of VSF, on different links. Then, different
groups of ants are forwarded to adjacent nodes of the
current node (lines 3-5). Thirdly, if an VSF, detection ant
finds VSEF,, it adds the current node into its SSE; and
returns back to the source SE. Meanwhile, the VSF,
concentrations on the corresponding searching links
update and the current node (i.e., ECS) is added into
ECSYS% (lines 6-11). Else if HDA, of the ant is not zero,
the ant adds this node into its SSE; and joins to the next-
hop searching (lines 12-14). Otherwise, the ant dies
without any feedback (lines 15-16). Finally, the set of
ECSs that are found currently contain VSF, (i.e., ECSVSFr)
is obtained (line 20).

4. VSFs Placement

In order to optimize the service delivery delay, the ECSs
locating near to the ENDs where the service requests gen-
erate should have been deployed in or migrated to the
requested VSFs. In this paper, two kinds of VSFs that should
have been placed in each ECS are considered, which are
deployed VSFs (DVSFs) and migrated VSFs (MVSFs).
DVSFs are the VSFs that have already been deployed in the
ECS and are still being massively requested recently. MV SFs
are the VSFs that should be migrated to the ECS due to the
rapidly growing requests for them recently. Therefore, due to
the ECS limited computing capacity, the VSFs that have
already been deployed but rarely be requested recently in
this ECS should be replaced by the MVSFs.

The performed frequencies of the already deployed VSFs
in an ECS can be estimated according to these VSFs’ current
concentrations on the links around this ECS. Assume that
SASEq is defined as the set of adjacent SEs of the ECS, ECSq.
The ratio of performed frequency of VSF,, to the performed
frequencies of all already deployed VSFs in ECS, from ¢ to
t+1 is defined as RPFZSFk (t,t + 1), shown as follows:
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VSE,
ZSEZeSASEqVCLSEZ,kEcsq (t+1)

VSE, -
ZVSFEGSVSFq(t,t+1)ZSEZESASELIVCLSEZ,ECS‘I (t+1)

(6)

RPF;’SFk (t+1)=

Here, SVSE, (t,t + 1) is the set of VSFs that have been
performed in ECS_ from ¢ to t+1.

Let CSYSf«(t+ 1 —m,t+1) be the concentration sta-
bility of VSF on the links around ECS, during the recent m
time periods, shown as follows:

csqVSFk(t+1—m,t+1)=

x=t+1-m t+1
Zy:tJrlfm ZSEZ € SASE,IVCLSEZ,Ecsq »

VSFy
Z VCLSEZ,IECSq (x)-

SE, € SASE,

Yot +12m. (7)
VSE,

Assume RTV and CTV are the threshold values of the
VSF’s ratio of performed frequency and concentration
stability, respectively. The current set of DVSFs that can be

m

retained in ECS, is defined as CSD,, obviously,
CSD,CSVSF, (t,t + 1). The VSFs in CSD, should satisfy the
following conditions:

RPP;’SFk (t,t + 1)>RTV, (8)
VSF,
CSq (t+1-mt+1)<CTV, t+1>m, 9)
or
RPF‘q’SFk (t,t + 1) <RTV, (10)

Y VCstgj;CSq (h) >

SE_€SASE, SE_€SASE,

Let SCV, (t + 1) be the set of candidate VSFs that have
been requested but not yet been deployed in ECS, during the
recent m time periods, these VSFs may replace the VSFs in
SVSF, (t,t +1) - CSD, with SCV_ (¢ +1)NSVSE, (t,¢ + 1)
= @ satisfied. Let CSM, be the current set of MVSFs that
should be migrated to ECS , obviously, CSM,cSCV,, (¢ + 1).
For the VSF VSF;VSF,; € SCV, (t + 1), its total requested
number in ECS,_ during the recent m time periods is defined
as TRNZSFd, and its incremental requested number in ECS,
in each recent time period is denoted as follows:

t+1-m<h<t+1.
(12)

Furthermore, the requested number growth rate of VSE,
in ECS, in the (h)th day is denoted as follows:

IRN;’SFd (h)
TRN Y
q

IRNZSFd (h) = TRNqVSFd - IRNZSFd (h),

RNGRZSFd(h)z , t+l-m<h<t+1. (13)

In this approach, the VSFs in CSM, can be selected from
SCV, (t+1) by comparing the VSF's requested number
growth rate from high to low with the ECS’s available

Z VCL

VSF
SEZ,ECSq (h—1),

t+l1-m<h<t+1 (11)

computing capacity considered. And these VSFs can be
migrated from the SCin the cloud computing center or other
ECSs. In addition, a VSF in CSM_ may become one element
of CSD, if it satisfies the conditions of equations (8) and (9),
or equations (10) and (11) in the following time periods.
Therefore, the VSFs that should be placed in ECSq before the
next time period are the ones belonging to CSD, U CSM,.

5. Simulation and Results

5.1. The Simulation Setup. In the simulation, the proposed
schemes are implemented in Python and all experiments
are performed on a computer with one Intel(R) Core(TM)
i7-6700 CPU @ 3.40 GHz and 16 GB of RAM. We evaluate
the approaches in two typical and real network topologies
(e.g., ISP and backbone networks) with different numbers
of nodes and links, called Geant and Interroute, which can
be obtained from the Internet Topology Zoo [17]. Spe-
cifically, Geant is a middle-scale network topology with 41
nodes and 65 links, and Interroute is a large-scale network
topology with 110 nodes and 148 links. They are shown in
Figure 3.
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(1) Begin

(18) end for
(19)  end while
(20)  returnECSYt
(21) End

Input: SE,/  the source switching equipment * /, VSF,/  the service function that is requested */
Output: ECSVSF/ « the set of ECSs that contain VSF,, */

(2) SE, generates detection ants, each of which is defined as (DA;, VSF;, SSE;, HDA,);
(3) while the set of VSF, detection ants is not empty do

(4) Divide ants into several groups according to the SSE; of each ant and the distributed VSF, concentration
(5) Forward different groups to different adjacent nodes of the current node according to equation (5);
(6) for each DA;do
(7) ifVSF, is found then
(8) Add this node into SSE;
9) Return back to SE, according to SSE;

(10) Update VSF, concentrations on links according to equation (2);

(11) Add this node (i.e., ECS) into ECS"%%;

(12) else ifHDA; > 1then

(13) Add this node into SSE;

(14) Join the next-hop searching;

(15) else ifHDA; = Othen

(16) Die without any feedback;

17) end if

ALGoriTHM 1: The search for a VSF.

FiGure 3: Network topologies. (a) Geant topology. (b) Interroute topology.

We assume that the network topology is divided into 6
edge network domains, and one ECS is placed among 10
nodes in the simulation. A variety of VSFs are simulated by
ClickOS [18], and it can create small virtual machines, each
of which is able to host a VSF. We assume that the com-
puting capacity of each ECS follows a uniform distribution
between 100 and 200 units. The number of VSFs requested
by each request follows a uniform distribution between 2
and 4, and the type of each VSF is random. The ECS
computing capacity needed to support each VSF follows the
uniform distribution between 5 and 10 units. The simulation
parameters and the corresponding distribution model are
motivated by the literature [19, 20] that studies the network
function provision problem. We compare the proposed
AVDP with the scheme of Al-enabled mobile multimedia
service instance placement (AMSP) according to [13]. We

use the following performance metrics: the service provision
delay (SPD), the computing capacity utilization (CCU), and
the service access success ratio (SASR).

5.2. The Simulation Results. We compare the SPDs of the two
approaches of AVDP and AMSP under Geant and Inter-
route. The SPD is defined as the time interval from receiving
the service request to successfully providing the service. The
results are shown in Figures 4 and 5.

As shown in Figures 4 and 5, the SPD of AVDP is always
lower than that of AMSP with the number of service requests
increasing (i.e., Figure 4). In addition, we also compare the
SPDs of the two approaches with the time period increasing
under the network load of 10000 service requests (i.e.,
Figure 5). In more detail, when the number of service
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FIGURE 5: Service provision delay over different network loads. (a) Under Geant. (b) Under Interroute.

requests is low, the SPDs of AVDP and AMSP are 0.079 s and
0.085s, respectively. When the number of service requests
reaches the maximum, the SPD of AVDP just increases by
0.061s, while the SPD of AMSP increases by 0.125s.
Moreover, when the network load is the heaviest, the SPD of
AVDP reduces to 0.132s with the time period increasing;
that is, the SPD of AVDP is optimized with time, while that
of AMSP increases to 0.235s in the same situation. The
reasons are as follows. In AVDP, the improved ACO method
enables the VSF concentration on links to be updated in time
by efficiently accelerating volatilization and enhancing
feedback. Thus, the requested VSFs can be quickly found
from the nearest ECSs, which significantly reduces the time
overhead of searching for services. Furthermore, AVDP
continuously optimizes the deployed locations of VSFs over
time, which enables the VSF searching delay of AVDP to be
reduced over time. Thus, the SDP of AVDP is further im-
proved. However, AMSP barely changes over time, it mainly

provides services on demands by instantly deploying service
functions rather than leveraging already deployed functions.
Real-timely deploying most of requested service functions
leads to large delay for AMSP to provide new services, es-
pecially when the network load becomes heavy.

We compare the CCUs of the two approaches of AVDP
and AMSP under Geant and Interroute. The CCU is defined
as the ratio of the VSFs performed in an ECS to the total
already deployed VSFs in this ECS. The results are shown in
Figures 6 and 7.

As shown in Figures 6 and 7, the CCU of AVDP in-
creases with the number of service requests increasing, while
that of AMSP decreases when the network load becomes
heavy (i.e., Figure 6). We also compare the CCUs of the two
approaches with the time period increasing under the
network load of 10000 service requests (i.e., Figure 7). In
more detail, when the number of service requests is low, the
CCUs of AVDP and AMSP are about 77% and 84%,
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FiGure 6: Computing capacity utilization over different network loads. (a) Under Geant. (b) Under Interroute.
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FiGure 7: Computing capacity utilization over different time periods. (a) Under Geant. (b) Under Interroute.

respectively. With the network load becoming heavy, the
CCU of AVDP increases and it reaches about 94% under the
network load of 10000 service requests, while that of AVDP
drops to 72% at the same network status. Moreover, when
the network load is the heaviest, the CCU of AVDP increases
from 71% to 93% with the time period increasing while that
of AMSP is always keeping about at 72%. That is, the CCU of
AVDP continuously optimizes while that of AMSP barely
changes over time. The reasons are as follows. AVDP dy-
namically deploys VSFs by taking the frequencies of the
VSFs being requested and performed in an ECS into ac-
count. With the number of service requests increasing, the
VSFs rarely performed recently can be replaced by the ones
with higher requested frequencies in an ECS; thus, the
computing capacity of each ECS can be fully used. In ad-
dition, the requested VSFs can be efficiently found by AVDP,
which enables the appropriate VSFs to be more frequently
performed in each ECS. Thus, the CCU of AVDP is

significantly optimized. However, AMSP mainly makes full
use of some VSFs that are currently requested frequently in
an ECS, and it does not consider replacing already deployed
VSFs that are rarely requested by new popular VSFs, which
cannot further optimize the ECS computing capacity uti-
lization. In addition, AMSP does not have the ability to
achieve the VSF future popularity prediction, and the CCU
of AMSP cannot be improved over time.

We compare the SASRs of the two approaches of AVDP
and AMSP under Geant and Interroute. The SASR is defined
as the ratio of the requests that successfully obtain services to
the total requests asking for services. The results are shown
in Figures 8 and 9.

As shown in Figures 8 and 9, the SASR of AVDP is much
higher than that of AMSP when the number of service
requests increases rapidly (Figure 8). We also compare the
SASRs of the two approaches with the time period increasing
under the network load of 10000 service requests (Figure 9).
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FIGURE 9: Service access success ratio over different time periods. (a) Under Geant. (b) Under Interroute.

In more detail, when the number of service requests is low,
the SASRs of AVDP and AMSP are almost approaching 1.
With the number of service requests increasing, the SASRs of
AVDP and AMSP drop to about 84% and 63%, respectively.
However, the SASR of AVDP still keeps beyond 84%, es-
pecially under the heaviest network load. Moreover, the
SASR of AVDP increases from about 72% to about 84% with
the time period increasing, while that of AMSP just improves
a little and keeps at about 65% over time. Under the heaviest
network load, the SASR of AVDP can achieve about 20%
higher than that of AMSP. The reasons are as follows. AVDP
mainly deploys most of VSFs before these VSFs are mas-
sively requested, which does not occupy much network
resource to real-timely dispatch the requested VSFs. Thus,
the available network resource can support as many new
requests as possible, especially under the heavy network
load. In addition, in AVDP, multiple ECSs that contain the
requested VSFs can be found, which increases the

probabilities that successfully providing corresponding
services to new receiving requests when most of ECSs are
busy. Thus, the SASR of AVDP is significantly optimized.
However, AMSP mainly provides services by the server on
the mobile path without considering balancing the working
load by cooperating with multiple nearby servers. Under the
heavy network load, the SASR of AMSP decreases rapidly.

6. Conclusions

In this paper, by introducing VSFs into edge computing
pattern, we propose the mechanism of improved ACO-in-
spired VSFs detection and placement. By efficiently
detecting the already deployed locations of VSFs and dy-
namically placing appropriate VSFs in suitable ECSs, the
service provision delay to the edge equipment and the
computing capacity utilization of each ECS under the edge
computing scenario are significantly optimized. In this
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mechanism, the approach of searching for the requested
VSFs from multiple ECSs is devised, and it improves the
ACO method to adapt to the edge computing scenario by
defining the VSF detection ant and the VSF concentration
on links. Furthermore, the approach of deploying VSFs in
each ECS is devised, and it takes the frequency variations of
the VSF being performed and being requested in an ECS into
account, so as to select the most appropriate VSFs to place in
the ECS with this ECS computing capacity utilization
considered. Simulation results show that the proposed
mechanism has significant improvements in the service
provision delay optimization and the computing capacity
utilization improvement compared with the current state of
the art.
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With the broadening of application scenarios for Internet of Things, intelligent behavior recognition task has attracted more and
more attention. Since human behavior is nonrigid motion with strong spatiotemporal topological association, modeling it directly
with traditional Euclidean space-based methods may destroy its underlying nonlinearity. Based on the advantages of Riemannian
manifold in describing 3D motion, we propose an end-to-end 3D behavior manifold feature learning framework composed of
deep heterogeneous networks. This heterogeneous architecture aims to leverage the graph construction to guide manifold
backbone network to mine more discriminative nonlinear spatiotemporal features. Therefore, we first model the nonlinear
spatiotemporal co-occurrence of 3D behavior in the high-dimensional Riemannian manifold space. Secondly, we implement a
non-Euclidean heterogeneous architecture on the Riemannian manifold so that the backbone network can learn deep spatio-
temporal features while preserving the manifold topology. Finally, an end-to-end deep graph similarity-guided learning opti-
mization mechanism is introduced to enable the overall model to fully utilize the complex similarity relationship between
manifold features. We have verified our 3D deep heterogeneous manifold network on popular skeleton behavior datasets and

achieved competitive results.

1. Introduction

Behavior recognition tasks [1-3] receive much attention due
to the vigorous development of artificial intelligence and the
rise of computer vision. In smart security, human-computer
interaction, and immersive games, behavior recognition is
playing an increasingly important role. We can perform
dangerous behavior warnings, provide more convenient
behavior instructions for human-computer interaction, and
make immersive games have a rich and exquisite game
experience through behavior recognition. With the great
improvement of computer and devices for capturing the
movement of human skeleton, the acquisition of skeleton
sequence data is more convenient, which promotes the
development of skeleton-based behavior recognition [4, 5].
The skeleton-based behavior recognition method has the
advantages of eliminating the influence of the background
and the invariance of the perspective, which brings the

ability to pay more attention to the behavior itself. For these
reasons, more and more researchers are involved in skele-
ton-based action recognition research.

There are three main methods of existing behavior
recognition: methods based on spatial features of skeleton
coordinates, methods based on temporal information of
skeleton sequence, and methods based on spatiotemporal
features. In the method based on spatial features of skeleton
coordinates, the covariance matrix of the joint position
trajectory is calculated to build the temporal model of
skeleton sequence [2]. In [3], the paired relative positions of
joints are also used to describe the posture and joint changes
of the skeleton sequence, and the principal component
analysis is applied to normalize features to obtain the rep-
resentation of the principal features. In [4], the rotation and
translation between body parts are used as features, and the
Fourier temporal pyramid (FTP) is utilized to model the
temporal dynamics. These methods pay more attention to
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the spatial relationship of the joints in the skeleton behavior,
which weakens the attention to the temporal features to a
certain extent.

For the temporal information, Wang et al. [1] calculate
relative positions of each joint and other joints to represent
each frame of the skeleton sequence and then model tem-
poral information. In [6], the histogram of the 3D joint
position is calculated to represent each frame of the skeleton
sequence, and HMM:s are used to model the temporal dy-
namics. Kim and Reiter [7] propose to use temporal con-
volutional neural network (TCN) for 3D human behavior
recognition. Compared with the popular LSTM-based re-
current neural network model, the TCN-based model is
more intuitive and interpretable [7]. These methods can take
the spatiotemporal features of behavior into account, but
may ignore some spatial features that are globally related and
cannot closely link temporal and spatial features.

In the method based on spatiotemporal features, Yan
et al. [8] design skeleton sequence graph containing tem-
poral information and use the spatiotemporal graph con-
volution network to learn the spatiotemporal features in the
behavior sequences. Ke et al. [9] use a deep convolutional
neural network to obtain the temporal features of the
skeleton sequence, use a multitask learning network to
process all the frames of the generated fragments, and finally
combine the spatial information for behavior recognition.
Some scholars use graph convolutional network (GCN)
combined with LSTM or dual-stream network structure
[5, 10-12] to extract spatiotemporal information in behavior
sequences. These methods can pay attention to the close
relationship between temporal and spatial features, but since
behavior features also have the temporal and spatial co-
occurrence, these methods cannot accurately describe this
property.

To learn more discriminative spatiotemporal manifold
features by the deep model, we need to comprehensively
consider the spatiotemporal co-occurrence relationships
between the connected and disconnected skeleton parts. To
this end, we intend to represent the spatial structure based
on the transformation group for each frame of original
nonrigid 3D skeleton behavior sequences and use the Rie-
mannian manifold to construct the relative spatial trans-
formation relationships between all pairs of skeleton parts.
This spatial structure representation method can describe
the relative motion relationship between all pairs of skeleton
parts in a frame as a point in the high-dimensional Rie-
mannian manifold space.

Since each action sequence consists of many frames, we
employ an interpolation method based on the transfor-
mation group to integrate the points in the manifold surface
space into a transformation group curve, so as to model the
co-occurrence relationship of the spatiotemporal features of
original 3D skeleton sequence. However, directly inputting
features with manifold constraints into neural network will
bring high time and space complexity. Currently, it is dif-
ficult to use the neural network to mine rich information
contained in manifold input while preserving the manifold
constraints. To this end, Wang et al. [13] propose a GCN-
based method to solve the problem of edge prediction
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between nodes. Inspired by this method, we try to treat an
action as node, construct similarity graph of all nodes based
on its manifold trajectory, use graph convolution to predict
connections, and finally achieve the classification of be-
haviors. With respect to this idea, the difficulty to be solved is
how to construct graph of feature nodes in manifold space.

The graph construction method is currently commonly
used in determining the similarity of members in social
network analysis [14, 15], and the constructed graph is used
for intelligent recommendation. In these applications, the
multidimensional features of the task are usually data in
Euclidean space, and existing methods such as KNN [16] can
solve this problem. However, in the application scenario of
our problem, we hope to realize the construction of behavior
feature nodes on manifold space. Therefore, in this study, a
graph construction method based on the Riemannian metric
on manifold is proposed. This method can take full ad-
vantage of rich information of data on manifold. At the same
time, the Riemannian metric method can map behavior
nodes isometrically into projected space.

This study proposes a 3D behavior recognition method
based on spatiotemporal trajectory graph construction,
whose description of framework is shown in Figure 1. This
method uses Riemannian metric to measure the spatio-
temporal trajectory properties, which make similar nodes
closer and dissimilar or different types of nodes far apart.
The model mainly has the following stages, data pre-
processing, Riemannian metric graph construction, graph
convolution, and behavior classification. In the data
preprocessing stage, we process the 3D coordinate data of
the skeleton sequences into a behavior trajectory curve
representing relative behavior relationship between any
pair of bones. In order to express as much spatial in-
formation as possible to reflect rich spatiotemporal co-
occurrence, we calculate the relative behavior relationship
between any two bones. In the stage of Riemannian metric
graph construction, we roll and expand the processed
manifold spatiotemporal trajectory curve along the di-
rection of the trajectory into a corresponding continuous
rolling tangent space curve. This process tries to ensure
that the distance between any two points in a tangent
space curve is equivalent to the distance between two
points in the original manifold, use DTW to measure the
similarity between curves, and use the similarity between
behavior nodes to construct a similarity graph. In the
graph convolution stage, through the update between each
iteration of graph convolution, similar nodes are pulled
closer and different are pushes apart so that behavior
nodes of the same category are gathered together. Finally,
in the classification stage, the labels are spread from the
central point of each cluster to achieve the classification of
behaviors. The main contributions of this study are as
follows:

(1) For skeleton sequences, we extract rotation and
translation relationships from bone pairs and rep-
resent them as discrete trajectories in Riemannian
manifold, which can describe spatiotemporal co-
occurrence and global relative relationships.
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FIGURE 1: Framework of 3D behavior recognition network based on spatiotemporal trajectory graph construction.

(2) We propose a graph construction method based on
continuous projections on Riemannian manifold,
which is employed to map the spatiotemporal tra-
jectories on the manifold isometrically to preserve
more complex similarity distribution relationship
between manifold features.

(3) We propose a deep heterogeneous manifold model
consisting of two subnetworks with different struc-
tures. It incorporates an end-to-end optimizable
manifold backbone network, which exploits the
powerful representative ability of Riemannian
manifold and can be guided by the subsequent
graph-based subnetwork.

2. Spatiotemporal Manifold
Trajectory Representation

To fully exploit the nonlinearity of behavior data, we rep-
resent them as curves in manifold space. Specifically, we
represent it in the Lie manifold SE; in the form of Cartesian
product, which can contain rich spatiotemporal co-occur-
rent relationships.

Given 3D coordinates of the joints of the skeleton be-
havior sequence, we assume that the number of frames of an
behavior sequence is F, and the number of joints is N ;, so the
coordinate of the nth joint in the frame f is expressed as
Xf = (x{ R y,,,z,,) and the 3D coordinate of a behavior
sequence is represented as {X ln=1,....,N;f=1,... F}
With these 3D coordinates and the body structure data given
in the dataset, i.e., the above joint points are connected in the
body structure, here we might as well assume that the joint i
and the joint j are the two ends of the bone B;; in the first
frame, and this bone can be represented as
B =X -Xj=(xj —x},yi =¥z} —2;); in this way, a
bone can 1ntu1t1vely be represented as a vector in 3D Eu-
clidean space, and the set of bones
{B 1<i<j<Njf=1. F} can also be obtained. Since
the spatiotemporal graph of the body structure in the current
skeleton data are all acyclic graphs, the number of bones is

N ; — 1. In the skeleton of body, the relationship between any
two different bones is (N;=1)* (N; - 2) pairs.

The elements in the trajectory manifold have the fol-
lowing constraints:

Rd 4x4 3
SE; =1T = o 1 € R™|R e SO5,deR ¢, (1)

where SE; is special Euclidean group and SO, is special
orthogonal group.

The manifold trajectory using relative relationships has
the following advantages:

(1) The features used to represent the rotation rela-
tionship between skeletons are scale invariant; in
other words, no matter how large the scale is to
represent the skeleton, the rotation relationship
between the skeletons is unchanged

(2) The relative relationship of SE; has spatial co-oc-
currence, i.e., we can explore the relationship be-
tween not only any two bones but also spatially
connected skeleton pairs

(3) Representing the relative relationship of the skeleton
based on the trajectory curve can closely combine the
spatial information and the temporal information, so
different spatial features can be represented point by
point to form a discrete curve on manifold space,
which helps to increase the similarity of features with
the similar temporal information

3. Backbone Network of Deep Heterogeneous
Manifold Network

3.1. Riemannian Manifold Preservation Network. Since the
input data of our deep Riemannian manifold network is the
initialized high-dimensional Riemannian manifold trans-
formation group data, it is necessary to maintain the
richness and topology of their nonlinear structures during
the feature learning process. The commonly used Euclidean



spatial convolution layer may destroy this property, so we
employ a convolution-like Riemannian transform layer that
contains transform parameters optimized for deep model
learning and whose output still conforms to the Riemannian
manifold constraints, which preserve the Riemannian
manifold topology of the data.

According to the above description, we know that the
feature is a set of points in the motion group SE;, which is
represented by the discrete curves’ form on the manifold of
the Lie group [17, 18]. We denoted this manifold as ., and
the set of points is S; then, the feature of the fth frame in the
kth behavior is represented as S&. Since any point on the
manifold . has constraints: if we have any U € /, then U -
UT = I and det (U) = 1, where I is the identity matrix, which
is also the identity element on the manifold, and det is the
operation to find the value of the determinant. So, there is

SE, ={R € R™"|R"R =I,,,detR = 1}. ()

If we have Ve #, thenV-U € M.
This property can be summarized as

SE(3) x SE(3) — SE(3). (3)

The SE; matrix has the invertible property R™! = R".
Therefore, the behavior trajectory curve [ is in the form of
SE(3) x SE(3) x...x SE(3).

The initialized high-dimensional Riemannian manifold
transformation group data are also a spatiotemporal co-
occurrence representation of the original 3D data, thus
requiring spatial and temporal pooling techniques on the
Riemannian manifold. We can not only reduce the data
dimension and preserve topology but also further obtain
more discriminative spatiotemporal manifold features be-
tween action sequence frames.

3.2. Graph Construction Based on Manifold Trajectory.
On the obtained manifold trajectory curves, we use the
Riemannian similarity metric method to construct graph for
the behavior features on Riemannian manifold. The distance
on a manifold is obtained by measuring geodesics on the
manifold. To ensure that the distance between any two
points on the manifold remain constant in the constructed
graph, we can map the points on the manifold isometrically
to a convenient measurement space. The implementation
process of the graph construction method based on Rie-
mannian similarity metric is shown in Algorithm 1.

The dimension of the SE; matrix is 6, which brings high
computational and space complexity to operations such as
multiplication and inverse. Therefore, in this study, we do
not use the method of directly calculating the distance
between two points on the SE; manifold. We explore the use
of a certain method that can isometrically map the points on
the manifold to a space that is convenient for measurement.
If we directly expand the projection at a point, for example,
we expand at the pole, the result may be that the closer to the
pole, the more similar the curve after projection is to the
original curve on the manifold, and the farther away from
the pole, the more distorted the curve is after projection.
Inspired by methods of geodetic distance [19], we propose a
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method for measuring the distance of a curves on manifold
based on a continuous projection.

Figure 2 shows a continuous projection of a behavior
trajectory curve on the manifold along the quasi-average
curve to its corresponding tangent space. In the curve I,z
on the manifold, we use the continuous projection method
along the average curve of the class (i.e., the dotted line in the
figure) to project the points on the curve one by one into the
tangent space. The lengths of line segments [ 45, Ip-, and [ 4
on the manifold are, respectively, equal to the lengths of [,
I, and [, of the corresponding tangent space.

Below, we explain this continuous projection process in
detail. Specifically, the continuous projection mapping on
the manifold is a smooth mapping h: along a smooth average
curve a: [0,T] — M:

h: [0,T] — SE; = SO; o< R,

(4)
tsh(t) = (R(£), s (1))

In particular, this rolling continuous mapping needs to
meet the three conditions defined in [20] atany time ¢ € [0, T],
namely, rolling conditions, no-slip conditions, and no-twist
conditions. The continuous projection /(t) is a continuous
map that satisfies the above three conditions and maps the
manifold trajectory to the corresponding tangent space.

Since the area near the point on the Lie group manifold is
smooth, any point in this area can be represented by a slight
rotation and translation change from a point to its neigh-
bors. Assuming that P is a point on the manifold space of
SE;, a: [0,7] — SE;, a(t) = U(t)POW(t)T is a curve on
SE, starting from P, when ¢ = 0, and at any subsequent time,
you can find a point on the curve corresponding to that time.
We can find such a smooth curve; then, this meets the
continuous projection condition. Since our calculation
cannot exhaust every point on the continuous curve, in
order to facilitate the calculation, in the following calcula-
tion, we will continue to project the points on the curve
frame by frame. Under the three constraints of manifold
described above, this mapping process can be expressed as

h: [0,7] — G = SE; x SE; oc R¥,

T T (5)
t—h(t) = (U (), W' (1), X (1)),

where (imes denotes semidirect product symbol and
(UT (£), WT (t), X (¢)) is the solution of the motion equation
in the projection process at time t.

This process is a continuous projection V along the curve
«(t) on the Lie group manifold V: = T§§f8E3 = Tp,SE;; the
curve «(t) has the following expression:

a(t) =U(t)PW ()" (6)

®gey (1) is the expansion of the curve « (t) under the effect
of continuous projection h(t) at P

Bger (1) = R(1)°a(t) = UT (D ()W (1) + X (1) = P, + X (t).
(7)

Suppose we perform continuous projection in the time
interval [0, T'] on a certain behavior curve. Since the curve on
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2)
3)

Input: trajectory curves of all skeletons S; behavior sequence label in training set L; total number of behavior categories M;
(1) for Given behavior category L; € [L;,L,,] do

Calculate the average trajectory curve of each class on the manifold;
Average trajectory curve L{vr = DT W (All train behavior curves € L;);

(4) end for
(5) for all Training trajectory curve S with label L; do

(16) Obtain the features S
(17) end for;

(18) for all Training trajectory curve S do
(19) Given a curve S,
(20) Get adjacency list T'
(21) end for;

(22) for all Test track curves S do

tes!

train>

(24) Get adjacency list T'o¢;
(25) end for;
Output: Curve features of training set S
training set T',;, and test set T'

train

train test>

(6) Continuously project training trajectory curve S along the average trajectory curve L{vr,

(7) Obtain the curve features on the tangent space S,,,;, after continuous projection;

(8) end for;

(9) for all Training trajectory curve S do

(10) Given test set trajectory curve S

@11 fori=1;i<M;i++ do

(12) Continuously project test set trajectory curve S along the average trajectory curve L{vr;

13) end for

(14) Continuously unfold test set trajectory curve S along the path of M average curves, obtain a set of curves {S;,S, ...Sy}
(15) Calculate the set of similarity scores between each curve in the curve set and the corresponding average curve Score;

. under the score reflecting to the highest similarity;

feature, use DTW to calculate the most similar K trajectory curve to this curve;

(23) Given a curve S, feature, use DTW to calculate the most similar K trajectory curve to this curve;

and test set S, after continuous projection; The adjacency list obtained of the

ALGORITHM 1: Graph construction method based on Riemannian similarity metric.

& Tangential space

FiGure 2: The behavior trajectory curve on the manifold is con-
tinuously projected along the curve to its corresponding tangent
space.

the manifold we use is discrete on the time axis, we get the
corresponding points in the mapping space. It is
gy (1), £ €{0,1,2,...,T-1,T}.

Using the continuous projection method, the process of
obtaining the similarity between the behavior curves from
the manifold space is shown in Figure 3. We take the three
points A, B, and C of a certain behavior curve on the
manifold as an example. After continuous projection, they
correspond to the three points a, b, and ¢ in the tangent
space. Our method aims to make the distances between AB,
BC, and AC on the manifold are basically similar to the
mapped distances ab, bc, and ac, especially to ensure that the
distances between nodes of the same category are as similar
as possible.

(@)
Tangential space

F1Gure 3: The distribution of nodes in manifold and in projection
space by the continuous projection method.

The projection method based on the tangent space of a
certain point has a problem, that is, the closer the data to the
projection point, the better the retention of features and local
similarities between the data. On the contrary, the farther
away from the projection point is, the relative distance of the
data is pulled away after being projected, which causes the
local similarity of the data far from the projection point and
the global similarity of the whole data to be destroyed. We
keep the local similarity and global similarity between nodes



as much as possible in the projection process, avoiding the
distortion of the distance between nodes that affects the
subsequent node classification.

Generally, the behavior curves of a certain type on the
manifold does not completely coincide with the geodesic. In
particular, when this continuous projection curve satisfies
certain constraints, the continuous projection curve we get
degenerates into a geodesic curve. In a part of the projection
of a certain point, the curve on the manifold and the two
curves in the corresponding tangent space have the same
geodesic curvature. That is to say, the geodesic curve is a
projection curve that meets certain constraints, so the ap-
plicable range is narrow. Our continuous projection method
can be applied to more manifold projection scenes;
expanding average curve of a class along the behavior curve
can better measure the similarity between different classes.

4. End-to-End Optimizable Graph-Guided
Heterogeneous Model

In the previous 3D action recognition methods based on
deep learning, most methods usually use a fully connected
layer at the end of the backbone network and use cross-
entropy loss to complete the task. In the iterative learning
process, they do not fully consider the similarities and
changes between deep features of similar actions as well as
the differences between deep features of different action
categories. Since the output of our backbone network is still
topologically preserved Riemannian manifold data, we need
a construction method of nearest neighbor graph on a high-
dimensional Riemannian manifold surface to model local
similarities, combined with graph convolutional network to
achieve deep global similarity prediction to guide the feature
learning of backbone network. This can make full use of the
potential local similarity relationship in the local context
information of each action sequence so that the whole
heterogeneous network can integrate the common features
of the same category and suppress their changes and at the
same time expand the differences of different categories
through the aggregating capability of graph convolution.
Our deep heterogeneous manifold network consists of
two subnetworks with different structures. The former is the
backbone network for learning deep manifold spatiotem-
poral features, and the latter is the graph convolution-guided
learning subnetwork, which is built on the previous tra-
jectory curves. In the backbone network, two pooling
learning submodules are added to learn more discriminative
features for further promoting of the graph convolutional
network. In an end-to-end manner, the latter subnetwork
can guide the feature learning of the former backbone
subnetwork. However, its backpropagation will be more
complicated, and the whole heterogeneous model is built on
the Riemannian manifold, making the optimization problem
with manifold constraints. If the manifold is embedded in
linear space, the dimension problem will increase, thereby
increasing the complexity. It is very difficult to optimize in
Euclidean space. However, in some specific Riemannian
manifold, the constraints can be eliminated to become
unconstrained optimization, so we consider to solve an end-
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to-end optimization problem directly on the Riemannian
manifold.

In the first module of the trajectory curve feature
learning part, we set the learning parameter Rg in a Lie group
manifold and then perform a spatial pooling on the data that
has undergone manifold learning so that we can select more
discriminative spatial features learned by the previous layer,
and it reduces the computational complexity of spatial
features and facilitates the subsequent computation. Simi-
larly, the second module also sets a learning parameter Ry in
the Lie group manifold and then performs a temporal
pooling on the data. In this way, on the one hand, it is
possible to select more discriminative temporal features after
learning from the previous layer, and on the other hand, it
reduces the computational complexity of temporal features.

Given Ry € SE; and R € SE;, we suppose that the data
passed in each time are D € SE;. Due to the retention of Lie
group operations, there is

D Rg € SE,,

(8)
DRy € SE;.

Therefore, in this part, the network parameters’ learning
is constrained in the Lie group manifold. In the graph-
guided convolution module, we loop all behavior nodes, put
all nodes into a queue, construct a domain subgraph with
each node as the central point, and predict the connection
relationship between the included peripheral nodes and the
central point. As a result, a set of edges whose weights are the
connection probability can be obtained. In order to cluster
similar nodes together, a simple method is to prune all edges
whose weights are lower than a certain threshold and use
breadth-first search method to propagate pseudolabels. In
each iteration, the edge is updated below a certain threshold,
and in the next iteration, the connected clusters are greater
than the predefined maximum value. In the next iteration,
the threshold for updating the edge is increased. Repeat this
loop process until the queue is empty. At this time, all nodes
have been marked with pseudolabels of the category. We
take the label of the central node of each cluster to propagate,
i.e,, the classification of nodes is realized.

5. Experimental Verification
5.1. Dataset Description

5.1.1. G3D Dataset. This dataset is a skeleton-based dataset
[21] collected from game data. It contains 10 participants,
who perform 20 categories of game behaviors. Most be-
havior sequences are recorded by a specific camera in a
controlled indoor environment. Participants perform basic
behaviors in strict accordance with instructions, and each
sequence was repeated 3 times by each subject. Nevertheless,
participants are free to complete the collection of different
exercise sequences according to their own exercise habits.
The dataset contains manually labeled behavior category
labels for all sequences.

The skeleton in this dataset consists of 20 joints, and the
position of the participant’s joints is expressed in X, Y, and Z
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coordinates in meters. The skeleton data also includes a joint
tracking state, including accurately tracked joints, imported
joint coordinates, and predicted joint coordinates. In many
cases, the predicted joints are accurate, but in some cases, the
limbs are occluded and the predicted joints may be inac-
curate. Since some joint points in the dataset are obtained
through prediction, the accuracy of the final classification
will be affected to a certain extent if the predicted joints are
inaccurate.

5.1.2. HDMO05 Dataset. The behavior sequences in this
dataset are performed by 5 nonprofessional actors [22]. Most
of the behavior sequences are performed multiple times by
all five actors according to the specific instructions in the
script. The script contains five parts, and each part is divided
into several scenes. Each behavior sequence is only collected
in the corresponding single scene. The skeleton in this
dataset consists of 31 joints, and the 3D coordinates of the
joints are represented in X, Y, and Z coordinates in
centimeters.

Although the dataset is small in scale, the behavior
categories are more detailed, with a total of 130 behavior
categories, some of which may look similar. Therefore, this
dataset is also somewhat challenging.

5.1.3. NTU-RGBD Dataset. The NTU-RGBD dataset con-
tains 60 behavior classes and 56880 video samples [23]. This
dataset contains RGB video, depth mapping sequence, 3D
bone data, and infrared (IR) video for each sample. Each data
is captured simultaneously by 3 Kinect V2 cameras. Here, we
use three-dimensional skeleton data, and the three-di-
mensional coordinates of the joints are expressed in X, Y,
and Z coordinates. The three-dimensional skeleton data
contain the three-dimensional coordinates of 25 human
body joints per frame. The original benchmark provides two
evaluation methods, namely, cross-subject (CS) and cross-
view (CV) evaluation. In CS evaluation, the training set
contains 40,320 videos from 20 subjects, and the remaining
16,560 videos are used for testing. In CV evaluation, 37920
videos captured from No. 2 and No. 3 cameras were used for
training, and the remaining 18,960 videos from No. 1 camera
were used for testing.

This dataset is widely used in skeleton-based behavior
recognition. It has several scene categories, including daily
behaviors, medical scenes, and multiperson sports. Since it
contains both single-person sequences and multiperson
interaction sequences, it is quite challenging to perform
recognition tasks on this dataset.

Table 1 summarizes the main data distribution charac-
teristics of the above three datasets. It can be seen that the
number of joints and the number of bones selected in the
three datasets are roughly similar, and the number of frames
in each behavior sequence varies widely, ranging from a few
frames to a few hundred frames, i.e., it is linearly adjustable
within certain limits. From this perspective, it is very im-
portant to fully dig out the temporal information to com-
plete the task of behavior recognition. Judging from the
number of behavior sequences contained, the scales of the

three datasets from small to large are G3D-Gaming,
HDMO05, and NTU-RGBD; from the perspective of the
divided behavior categories, HDMO05 has the most behavior
categories, indicating the classification of behavior se-
quences is finer, and the corresponding recognition difficulty
is also greater. In addition, in order to further improve the
generalization ability of recognition in the future, we have
implemented a behavior recognition data acquisition system
with multichannel video input. The system can be connected
to the mainstream RGBD cameras on the market, and the
number of channels is linearly adjustable within a certain
range. The collected videos can be processed into the current
major formats, for example, AVI, MPEG, and MP4. We can
estimate the 3D skeleton sequences as datasets from the
collected video data.

In the G3D dataset and HDMO5 dataset, we follow the
principle of cross-validation experiment, using half of the
dataset for training and the remaining half for testing. The
experimental settings of the NTU dataset adopts the com-
monly used cross settings, including the cross subject and
cross view. In order to keep the number of frames consistent
for all behavior sequences, we downsample the execution
frames of the skeleton sequences so that each dataset has a
fixed number of frames. The number of frames selected for
the G3D dataset is 100, the HDMO5 dataset is 300, and the
NTU dataset is 300. For the three datasets, we apply similar
normalization preprocessing to achieve the invariance of
position and view changes.

5.2. Experiment and Comparative Analysis. We first test the
classification result of the proposed method on the G3D
dataset. The 663 sequences in the dataset are divided into the
training set and the test set according to the participating
objects. The behavior sequences performed by the partici-
pants 1, 3, 5, 7, and 9 are used as the training set, and the
behavior sequences performed by the remaining participants
are used as the test set; thus, 333 training set sequences and
330 test set sequences are obtained.

Due to the small size of the dataset, we consider that the
number of neighbor nodes’ set when constructing the graph
is relatively small. In the update process of graph convo-
lution, around each node, the closest node and the 11 closest
nodes around it are selected. Initially, they are considered to
be of the same class, and then, the edge weights are updated.

The experimental results on G3D dataset are shown in
Table 2. From the data in the table, it can be seen that the
proposed method has better performance than the previous
methods. The reason is that the previous method directly
expands the manifold data and inputs them into the network
for learning. In this process, some manifold constraints are
destroyed, making the latter network unable to mine the rich
information originally contained on the manifold data. The
proposed method continuously projects manifold curves
into the corresponding projection space along the average
curve of the class, which can keep the distance between the
curves projected from manifold curves as consistent as
possible. In this way, the subsequent graph convolution can
use the similarity between the projected curves to classify.
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TABLE 1: Datasets’ summary. TaBLE 3: Performance comparison on HDMO05 dataset.

Datasets Class  Sequence Joint Frame  Subject Methods Accuracy (%)
G3D-gaming 20 663 20 6-330 10 SPDNet [27] 61.45
HDMO05 130 2343 31 50-721 5 SE3 +FTP [4] 70.26
NTU-RGBD 60 56 880 25 50-300 40 SO3 [25] 71.31
SO3 + deep [26] 75.78
PB-GCN [28] 88.17
Ours 90.05

TaBLE 2: Performance comparison on the G3D dataset.

Methods Accuracy (%)
RBM + HMM [24] 86.4
SE3 +FTP [4] 87.23
S03 [25] 87.95
SO3 + deep [26] 89.10
Ours 90.69

The proposed method has an improvement of 1.59%
compared with the method combining deep neural network.
This is due to the fact that the spatiotemporal trajectory can
mine more abundant co-occurrent features, and using these
features, we can achieve better similarity construction.
Graph convolution network in the following can improve
the classification result through pulling similar nodes closer
and pushing others far apart.

In the HDMO5 dataset, we randomly select half of the
behavior sequences from each class as the training set and
the remaining half as the test set. There are a total of 2343
behavior sequences in the dataset and 130 detailed behavior
categories. Each category has an average of less than 20
behavior sequences. After dividing the training set and the
test set, the training set and test set have about 10 behavior
sequences for each category. Therefore, in the update process
of graph convolution, one of the closest nodes around each
node and the 7 closest nodes around it are selected.

The experimental results on the HDMO05 dataset are
shown in Table 3. The proposed method is compared with
the method that only uses the manifold learning. There is
about 20% improvement. We reckon that the continuous
projection method based on the manifold curve can learn the
features that contain rich spatiotemporal co-occurrence
from the manifold data, and the similarity graph between
behavior nodes is better constructed; thus, the graph con-
volution method can be used for further similarity learning.
In this process, the method based on continuous projection
can maintain the similarity between curves, especially the
similarity between curves of the same category. This step is a
key step to connect the manifold data and the deep network.

Compared with some methods using deep learning, such
as PB-GCN [28], our method also has a certain improve-
ment. The reason may be that the conventional deep learning
network just arranges the data according to a certain di-
mension. For example, the data separated into different body
parts are sent to the network for learning. In this process, the
local behavior information of most of the skeleton coor-
dinates can be used, but it is difficult to learn the essential
complicated features of the relative relationship of the
movement in the network. Nonetheless, the proposed net-
work can use this information by learning the features of the
manifold trajectory.

In NTU-RGBD dataset, we conduct training and testing
according to the currently commonly used data division and
conduct subject-cross and view-cross experiments, respec-
tively. Due to the large number of behavior sequences for
each category in the dataset, each node cannot be directly
connected to its peers when constructing a graph. When
constructing the graph, 200 nearest neighbor nodes of each
node are selected to form the adjacency list. In the update
process of graph convolution, one of the closest nodes
around each node and the 20 closest neighbors around it are
selected.

The experimental results on the NTU dataset are shown
in Table 4. The proposed method is greatly improved
compared to the method that only uses the Lie group. The
reason is that, after the graph construction by continuous
projection, the introduced graph convolution module can
leverage backpropagation to enhance the learning ability of
the Lie group. Compared with some existing deep learning
methods such as Deep-LSTM [23], ST-LSTM [29], TCN [7],
and GCA-LSTM [30], our method also has some advantages.
When these methods are mining behavior sequences, the
main focus is on one of the temporal features and spatial
features, and our method can organically combine the
temporal and spatial features of the behavior characteristics
by means of the manifold behavior trajectory. Compared
with the current mainstream behavior recognition methods
HCN [31], ST-GR [32], ST-GR [32], and ST-GCN (8], our
method is still comparable.

5.3. Ablation Study. In order to verify the effectiveness of the
proposed method, we performed ablation experiments on
HDMO5 dataset to validate each module. We have done five
experiments to compare the method of directly stretching
the manifold data into European data (Stretch), the method
of logarithmic mapping (LogMap), the method of contin-
uous projection (Ours/G), and the continuous projection
combined with graph convolution.

The results of the ablation experiments on the HDMO05
dataset are shown in Table 5. It can be seen from the table
that the result of directly stretching the manifold data into
the Euclidean data is the worst. In this process, the con-
straints of manifold data are broken, so a large amount of
spatiotemporal information contained is difficult to be
utilized by subsequent networks. The logarithmic mapping
method can retain part of the data constraints by projecting
the data into the tangent space. After projection, the data
can still express most of the spatiotemporal feature in-
formation. Compared with the logarithmic mapping
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TaBLE 4: Performance comparison on the NTU-RGBD dataset
using cross-subject and cross-view protocol.

Accuracy
Methods .
Xsub (%) Xview (%)

Lie group [4] 50.1 82.8
Deep-LSTM [23] 60.7 67.3
ST-LSTM [29] 69.2 77.7
TCN [7] 74.3 83.1
GCA-LSTM [30] 74.4 82.8
HCN [31] 86.5 91.1
ST-GR [32] 86.9 92.3
ST-GCN [8] 81.5 88.3
DGNN [33] 87.5 94.3
Ours 85.3 93.8

TaBLE 5: Comparison of ablation experiments on the HDMO05
dataset.

Methods Accuracy (%)
Stretch 69.34
Logmap 75.65
Ours/G 82.35
Ours 90.05

method, the method based on continuous projection still
has a lot of improvement, which shows that the continuous
projection maintains the stronger similarity of the data
after the projection than the logarithmic mapping. Finally,
the method of continuous projection combined with graph
convolution achieves the best results, which shows that the
graph convolution method used here can achieve the
function of pulling similar nodes closer and pushing others
far apart to improve the classification result of the
algorithm.

6. Conclusion

In this study, a deep heterogeneous manifold network is
proposed. It incorporates a graph construction method
based on Riemannian metric, which can preserve the
nonlinear constraints of the spatiotemporal trajectory to a
large extent and obtain better data projection through
continuous projection. The graph nodes of behavior se-
quences built by this method are input to graph convo-
lutions to realize the clustering and classification, which
can improve the classification result of behavior recogni-
tion. The whole architecture combines a manifold learning
backbone subnetwork and a graph convolutional network.
The two parts learn from each other through end-to-end
optimization, and manifold-based graph construction can
guide the manifold network. The proposed method has
been validated on several mainstream skeleton-based
datasets and achieved competitive results. In the future, we
will investigate how to automatically learn features rep-
resented in Riemannian manifold from raw data, which will
further improve the discriminativeness of Riemannian
representations.

Data Availability

All datasets are public datasets that can be downloaded
online. G3D dataset is publicly available at https://dipersec.
king.ac.uk/G3D/G3D.html, NTU RGB +D dataset is pub-
licly  available at  https://rosel.ntu.edu.sg/dataset/
actionRecognition/, and HDMO5 dataset is publicly avail-
able at https://resources.mpi-inf.mpg.de/HDMO5/.
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