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The theory of differential equations is always and necessarily "under construction," because more accurate mathematical models usually demand new theoretical developments. For instance, discontinuities or singularities often occur in applications and they are often removed from models just for technical limitations.

On the other hand, the last few years have witnessed an increasing interest in different types of differential and integral equations as mathematical models for real life situations. Besides the classical examples of impulsive equations or equations with deviating arguments, many other types of revisions of the classical concepts of differential or integral equations are being intensively studied: set-valued equations, stochastic equations, fractional equations, fuzzy equations, and many more.

This diversity notwithstanding, it appears that generalized Stieltjes integration provides an unified framework for many of the above types of equations, thus simplifying and improving the theory at the same time.

The special issue succeeded in bringing together a number of papers on many different branches of the theory of differential equations which clearly deserve the adjective "generalized." The editors in charge of this special issue did not expect such a variety when they first proposed a special issue mainly focused on the following topics:
(i) generalized differential and integral equations (such as differential inclusions, stochastic equations, and fractional equations, but not restricted to these three),
(iii) fixed point theorems with applications to differential equations,
(iv) generalized integration with applications to differential equations.

While many of papers in the special issue fall inside at least one of the four previous categories, there are some others which do not and yet represent many other interesting topics in this area. For instance, to point out just a few, readers will find in this special issue papers on singular semigroups, fuzzy differential equations, homogeneization of parabolic equations, and interior field methods for Laplace's equation.

For more details on recent and future developments in generalized differential and integral equations, we refer the reader to the survey paper authored by the editors in this special issue.
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This is a review paper on recent results for different types of generalized ordinary differential equations. Its scope ranges from discontinuous equations to equations on time scales. We also discuss their relation with inclusion and highlight the use of generalized integration to unify many of them under one single formulation.

## 1. Existence Theory for Differential Equations and Inclusions

There was a series of results which progressively weakened the continuity in the state variable of the classical Carathéodory existence theorem for first-order differential equations; these include [1-7]. Biles and Schechter posed the open problem of proving an existence result for discontinuous systems of differential equations lacking a quasimonotonicity property; see [7, page 3352]. Motivated by that question, Cid and Pouso [8] explored an alternative approach to discontinuous equations which consisted, roughly speaking, of inserting the differential equation into a semicontinuous differential inclusion for which existence results were available, and then positing assumptions on the discontinuities of the former differential equation so that every solution of the inclusion is a solution of the equation. Besides getting an existence result for nonquasimonotone discontinuous systems, the approach in [8] came to unify and extend previous similar results for autonomous equations proven in [9] and for nonautonomous equations proven in [10].

Here and henceforth we work in a real interval $I=\left[t_{0}, t_{0}+\right.$ $L]$ with $L>0$.

Theorem 1 (see [8, Theorem 2.4]). Assume that $f: I \times \mathbb{R}^{m} \rightarrow$ $\mathbb{R}^{m}(m \in \mathbb{N})$ and the null set $N \subset I$ satisfy the following conditions.
(i) There exists $\psi \in L^{1}(I)$ such that for all $t \in I \backslash N$ and all $x \in \mathbb{R}^{m}$ one has $\|f(t, x)\| \leq \psi(t)(1+\|x\|)$, where $\|\cdot\|$ is a norm in $\mathbb{R}^{m}$.
(ii) For all $x \in \mathbb{R}^{m}, f(\cdot, x)$ is measurable.
(iii) For all $t \in I \backslash N, f(t, \cdot)$ is continuous in $\mathbb{R}^{m} \backslash K(t)$, where $K(t)=\cup_{n=1}^{\infty} K_{n}(t)$, and for each $n \in \mathbb{N}$ and $x \in K_{n}(t)$ one has

$$
\begin{equation*}
\bigcap_{\varepsilon>0} \overline{c o} f(t, x+\varepsilon B) \cap D K_{n}(t, x)(1) \subset\{f(t, x)\} \tag{1}
\end{equation*}
$$

where $\overline{c o}$ denotes the closed convex hull, $B$ is the unit ball centered at the origin, and $D K_{n}$ is the contingent derivative of the multivalued map $K_{n}$ (see [11] for details).
Then the set $\mathscr{C}$ of all Carathéodory solutions of the initial value problem

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t)), \quad t \in I, \quad x\left(t_{0}\right)=x_{0} \tag{2}
\end{equation*}
$$

is a nonempty, compact, and connected subset of $\mathscr{C}\left(I, \mathbb{R}^{m}\right)$.

Moreover, in the scalar case $(m=1)$, one has the following.
(1) $\mathscr{C}$ has pointwise maximum, $x^{*}$, and minimum, $x_{*}$, which are the extremal solutions of the initial value problem. Furthermore for each $t \in I$ one has

$$
\begin{gather*}
x^{*}(t)=\max \{v(t): v \in A C(I), \\
\left.v^{\prime}(s) \leq f(s, v(s)) \text { a.e., } v\left(t_{0}\right) \leq x_{0}\right\}, \\
x_{*}(t)=\min \{v(t): v \in A C(I),  \tag{3}\\
\left.v^{\prime}(s) \geq f(s, v(s)) \text { a.e., } v\left(t_{0}\right) \geq x_{0}\right\} .
\end{gather*}
$$

(2) $\mathscr{C}$ is a funnel; that is, for all $\bar{t} \in I$ and $c \in\left[x_{*}(\bar{t}), x^{*}(\bar{t})\right]$ there exists $x \in \mathscr{C}$ such that $x(\bar{t})=c$.

The simplest case of Theorem 1 occurs in the onedimensional case, that is, $m=1$, and when the discontinuity sets $K_{n}$ are single-valued, that is, $K_{n}(t)=\left\{\gamma_{n}(t)\right\}$ for, let us say, absolutely continuous functions $\gamma_{n}, n \in \mathbb{N}$. In this situation we have

$$
\begin{equation*}
D K_{n}\left(t, \gamma_{n}(t)\right)(1)=\left\{\gamma_{n}^{\prime}(t)\right\} \tag{4}
\end{equation*}
$$

and then condition (1) reads simply as follows:

$$
\begin{gather*}
\text { either } \gamma_{n}^{\prime}(t) \notin \bigcap_{\varepsilon>0} \overline{c o} f\left(t, \gamma_{n}(t)+\varepsilon B\right)  \tag{5}\\
\text { or } \quad \gamma_{n}^{\prime}(t)=f\left(t, \gamma_{n}(t)\right)
\end{gather*}
$$

and it is helpful to note that, in the one-dimensional case, we have

$$
\begin{align*}
& \bigcap_{\varepsilon>0} \overline{c o} f(t, x+\varepsilon B)= {[ } \\
& \min \left\{f(t, x), \liminf _{y \rightarrow x} f(t, y)\right\},  \tag{6}\\
&\left.\max \left\{f(t, x), \limsup _{y \rightarrow x} f(t, y)\right\}\right] .
\end{align*}
$$

The first alternative in (5) means that $\gamma_{n}^{\prime}(t)$ coincides neither with $f\left(t, \gamma_{n}(t)\right)$ nor with any limit value of $f$ when the variables tend to $\left(t, \gamma_{n}(t)\right)$. This is a sort of transversality condition between $f(t, x)$ and the discontinuity curve $\gamma_{n}(t)$, and it is immediately satisfied in case $\gamma_{n}$ has a sufficiently big (or sufficiently small) slope.

The second alternative is much clearer: it simply means that $\gamma_{n}$ solves the differential equation at the point $t$. The moral is that we do not have to worry about discontinuities of $f$ when they are located over graphs of solutions of the differential equation (even though these solutions do not satisfy the initial condition or they are not defined on the whole interval $I$ ).

For simplicity, we have often called admissible discontinuity curve any function $\gamma(t)$ satisfying (5), and they have proven to be useful in other contexts; see [12] for singular and discontinuous problems and [13] for a revision of Perron's method using similar curves.

Let us now turn our attention to differential inclusions. The rest of this section is devoted to a somewhat inverse approach to that in the first part: one can get new results for inclusions by means of known results for discontinuous equations.

To start with, we quote [14] where we can find necessary and sufficient conditions for the existence of Carathéodory solutions to

$$
\begin{equation*}
x^{\prime} \in F(x), \quad x(0)=x_{0} \tag{7}
\end{equation*}
$$

where $F$ is an arbitrary multifunction. Biles proves that the necessary and sufficient conditions for (7) to have at least one solution are that $F$ have a selection $f$ such that either $f\left(x_{0}\right)=$ 0 or $\int_{x_{0}}^{\beta} d x / f(x)$ exists (in Lebesgue's sense) for some $\beta \neq x_{0}$. This uses and generalizes a theorem for differential equations by binding in [15].

We also used known results for equations to study nonautonomous first-order inclusions in [16]. Let us proceed to review the main ideas in that paper.

For a given multifunction $F: I \times \mathbb{R} \rightarrow P(\mathbb{R}) \backslash\{\emptyset\}$ we consider the initial value problem

$$
\begin{array}{r}
x^{\prime}(t) \in F(t, x(t)) \text { for almost all (a.a.) } t \in I, \\
x\left(t_{0}\right)=x_{0}, \tag{8}
\end{array}
$$

and we look for solutions in the Carathéodory sense, that is, absolutely continuous solutions.

A very usual assumption on the multifunction $F$ is that it assumes compact values for a.a. $t \in I$ and all $x \in \mathbb{R}$, hence the set $F(t, x)$ has minimum and maximum. We simply impose the following condition.
(H1) For a.a. $t \in I$ and all $x \in \mathbb{R}$ the set $F(t, x)$ has a minimum; and now we introduce the following definition.

Definition 2. A superfunction (or upper solution) of (8) is any $u \in A C(I)$ such that $u\left(t_{0}\right) \geq x_{0}$ and for a.a. $t \in I$ one has $u^{\prime}(t) \geq \min F(t, u(t))$.

We also impose the following.
(H2) There exists $\psi \in L^{1}(I)$ such that for a.a. $t \in I$ and all $x \in \mathbb{R}$ we have

$$
\begin{equation*}
|\min F(t, x)| \leq \psi(t), \tag{9}
\end{equation*}
$$

and we restrict, for technical convenience, the set of superfunctions to the following one.

Definition 3. The set of admissible superfunctions of (8) is
$U:=\{u \in A C(I): u$ is a superfunction of (8)

$$
\begin{equation*}
\text { and } \left.\left|u^{\prime}\right| \leq \psi+1 \text { a.e. on } I\right\} . \tag{10}
\end{equation*}
$$

Notice that $u(t):=x_{0}+\int_{t_{0}}^{t} \psi(r) d r, t \in I$, is an admissible superfunction of (8). Thus we can define

$$
\begin{equation*}
u_{\mathrm{inf}}(t):=\inf \{u(t): u \in U\} \quad \forall t \in I . \tag{11}
\end{equation*}
$$

Standard arguments reveal that $u_{\mathrm{inf}}\left(t_{0}\right)=x_{0}$ and that $u_{\mathrm{inf}} \in$ $A C(I)$.

For simplicity of notation, we also define

$$
\begin{equation*}
f_{m}(t, x):=\min F(t, x) \quad \text { for a.a. } t \in I \text { and all } x \in \mathbb{R}, \tag{12}
\end{equation*}
$$

and we consider the ordinary problem

$$
\begin{equation*}
x^{\prime}(t)=f_{m}(t, x(t)) \quad \text { for a.a. } t \in I, \quad x\left(t_{0}\right)=x_{0} \tag{13}
\end{equation*}
$$

Plainly, solutions of (13) are solutions of (8) by virtue of (H1), but the converse is false in general. Moreover, superfunctions of (8) in the sense of Definition 2 are nothing but the usual superfunctions of (13), and so $u_{\mathrm{inf}}$ is a reasonable candidate for being a solution to (8). Note also that solutions of (8) need not be admissible superfunctions in the sense of Definition 3, so $u_{\text {inf }}$ might not be the least solution of (8).

Definition 4. A lower admissible nonquasisemicontinuity curve for (8) (LAD curve, for short) is an absolutely continuous function $\gamma:[a, b] \subset I \rightarrow \mathbb{R}$ for which there exist disjoint sets $A, B \subset[a, b]$ such that $A \cup B=[a, b]$ and for a.a. $t \in A$ one has

$$
\begin{equation*}
\gamma^{\prime}(t) \in F(t, \gamma(t)) \tag{14}
\end{equation*}
$$

and for a.a. $t \in B$ one has

$$
\begin{align*}
& \gamma^{\prime}(t) \geq f_{m}(t, \gamma(t)) \text { whenever } \gamma^{\prime}(t) \geq \liminf _{y \rightarrow(\gamma(t))^{+}} f_{m}(t, y), \\
& \gamma^{\prime}(t) \leq f_{m}(t, \gamma(t)) \text { whenever } \gamma^{\prime}(t) \leq \limsup _{y \rightarrow(\gamma(t))^{-}} f_{m}(t, y) . \tag{15}
\end{align*}
$$

Remark 5. The sets $A$ or $B$ in Definition 4 might be empty.
A particularly clear case of a LAD curve corresponds to $B=\emptyset$, which means that $A=[a, b]$, so in that case the LAD curve is nothing but a solution of the differential inclusion on $[a, b]$.

In turn, let us point out the following sufficient condition for an absolutely continuous function $\gamma:[a, b] \subset I \rightarrow \mathbb{R}$ to be a LAD curve with $B=[a, b]$ : there exist $\varepsilon>0$ and $\rho>0$ such that for a.a. $t \in[a, b]$ we have

$$
\begin{equation*}
f_{m}(t, x) \geq \gamma^{\prime}(t)+\rho \quad \forall x \in[\gamma(t)-\varepsilon, \gamma(t)+\varepsilon] \tag{16}
\end{equation*}
$$

or for a.a. $t \in[a, b]$ we have

$$
\begin{equation*}
f_{m}(t, x) \leq \gamma^{\prime}(t)-\rho \quad \forall x \in[\gamma(t)-\varepsilon, \gamma(t)+\varepsilon] . \tag{17}
\end{equation*}
$$

Notice that (16) (or (17)) implies that $\gamma$ crosses each solution of $x^{\prime}=f_{m}(t, x)$ at most once, so (16) (or (17)) is a transversality condition for $\gamma$ with respect to the differential equation $x^{\prime}=f_{m}(t, x)$.

We are now in a position to present the main result in [16].
Theorem 6 (see [16, Theorem 2.5]). Assume that conditions (H1) and (H2) hold. Suppose moreover that the following condition is fulfilled.
(H3) Either for a.a. $t \in I$ and all $x \in \mathbb{R}$ one has

$$
\begin{equation*}
\limsup _{y \rightarrow x^{-}} f_{m}(t, y) \leq f_{m}(t, x) \leq \liminf _{y \rightarrow x^{+}} f_{m}(t, y) \tag{18}
\end{equation*}
$$

or there exist countably many LAD curves for (8), $\gamma_{n}$ : $\left[a_{n}, b_{n}\right] \subset I \rightarrow \mathbb{R}, n \in \mathbb{N}$, such that for a.a. $t \in I$ and all $x \in \mathbb{R} \backslash \cup_{\left\{n \mid a_{n} \leq t \leq b_{n}\right\}}\left\{\gamma_{n}(t)\right\}$ one has (18).
Then one has the following results.
(a) There exists a null measure set $N \subset I$ such that

$$
\begin{equation*}
\left\{t \in I: u_{\mathrm{inf}}^{\prime}(t) \notin F\left(t, u_{\mathrm{inf}}(t)\right)\right\} \subset J \cup N \tag{19}
\end{equation*}
$$

where $J=\cup_{n, m \in \mathbb{N}} J_{n, m}$, and for each $n, m \in \mathbb{N}$ the set

$$
\begin{align*}
J_{n, m}:=\{t & \in I: u_{\mathrm{inf}}^{\prime}(t)-\frac{1}{n} \\
& \left.>\sup \left\{f_{m}(t, y): u_{\mathrm{inf}}(t)-\frac{1}{m}<y<u_{\mathrm{inf}}(t)\right\}\right\} \tag{20}
\end{align*}
$$

contains no positive measure subset.
(b) The function $u_{\mathrm{inf}}$ is a solution of (8) provided that for all $n, m \in \mathbb{N}$ the set $J_{n, m}$ is measurable.
(c) If $J_{n, m}$ is measurable for every $n, m \in \mathbb{N}$, then $u_{\text {inf }}$ is the least solution of (8) provided that one of the following conditions hold:
either for a.a. $t \in I$, all $x \in \mathbb{R}$, and all $y \in F(t, x)$ one has $y \leq \psi(t)+1$ or the first alternative in (H3) holds, which, furthermore, guarantees that $u_{\mathrm{inf}}$ is the least solution to (13).

The following result is Lemma 2 in [13], and it is very useful to prove that the $J_{n, m}$ 's are measurable in practical situations.

Lemma 7. Let $N \subset I$ be a null measure set and let $g: I \times \mathbb{R} \rightarrow$ $\mathbb{R}$ be such that $g(\cdot, q)$ is measurable for each $q \in \mathbb{Q}$.

If, moreover, for all $t \in I \backslash N$ and all $x \in \mathbb{R}$ one has

$$
\begin{equation*}
\max \left\{\liminf _{y \rightarrow x^{-}} g(t, y), \liminf _{y \rightarrow x^{+}} g(t, y)\right\} \geq g(t, x) \tag{21}
\end{equation*}
$$

then the mapping $t \in I \mapsto \sup \left\{g(t, y): x_{1}(t)<y<x_{2}(t)\right\}$ is measurable for each pair $x_{1}, x_{2} \in C(I)$ such that $x_{1}(t)<x_{2}(t)$ for all $t \in I$.

Notice that our multifunctions $F$ need not satisfy the usual hypotheses such as monotonicity or upper/lower semicontinuity. Moreover, $F$ need not assume closed or convex values.

An analogous result for the greatest solution to (13) is also given in [16] and existence of solution for a singular version of (8) is considered in [17].

Another example where we used known results for equations to deduce new result for inclusions is [18], which concerns second-order inclusions and relies on the results proven for equations in [19]. In order to present the main result in [18] we need some notations and preliminaries.

Let $F:[0, T] \times \mathbb{R} \rightarrow \mathscr{P}(\mathbb{R}) \backslash\{\emptyset\}$, and

$$
\begin{equation*}
X=\left\{u \in \mathscr{C}([0, T]): u(0)=x_{0}, u \text { is nondecreasing }\right\} . \tag{22}
\end{equation*}
$$

For each $u \in X$ we define its "pseudoinverse" $\widehat{u}: \mathbb{R} \rightarrow[0, T]$ as

$$
\widehat{u}(x)= \begin{cases}0, & x<x_{0}  \tag{23}\\ \min u^{-1}(\{x\}), & x_{0} \leq x \leq u(T), \\ T, & u(T)<x\end{cases}
$$

We notice that $\widehat{u}$ is nondecreasing but not necessarily continuous. Moreover, if $u \in X$ is increasing in $I$, then $\widehat{u}(x)=u^{-1}(x)$ for all $x \in\left[x_{0}, u(T)\right]$.

Theorem 8 (see [18, Theorem 4.1]). Suppose that for some $R>$ 0 the following hypotheses hold.
(F1) For each $u \in X$ the multifunction $F_{u}: \mathbb{R} \rightarrow \mathscr{P}(\mathbb{R}) \backslash\{\emptyset\}$ defined as $F_{u}(\cdot)=F(\widehat{u}(\cdot), \cdot)$ has an admissible selection on the right of $x_{0}$, that is, a selection $f_{u}:\left[x_{0}, x_{0}+R\right] \rightarrow$ $\mathbb{R}$ such that
(i) $f_{u} \in L^{1}\left(x_{0}, x_{0}+R\right)$;
(ii) $x_{1}^{2}+2 \int_{x_{0}}^{x} f_{u}(r) d r>0$ for a.a. $x \in\left[x_{0}, x_{0}+R\right]$;
(iii) $\max \{1,|f|\} / \sqrt{x_{1}^{2}+2 \int_{x_{0}} f_{u}(r) d r} \in L^{1}\left(x_{0}, x_{0}+\right.$ R);
(iv) $\int_{x_{0}}^{x_{0}+R}\left(d x / \sqrt{x_{1}^{2}+2 \int_{x_{0}}^{x} f_{u}(r) d r}\right) \geq T$.
(F2) There exists $M \in L^{1}\left(x_{0}, x_{0}+R\right)$ such that for all $t \in I$ and all $x \in\left[x_{0}, x_{0}+R\right]$ one has

$$
\begin{equation*}
\sup \{y: y \in F(t, x)\} \leq M(x) \tag{24}
\end{equation*}
$$

(F3) For every $u, v \in \widehat{X}$, the relation $u \leq v$ on I implies $f_{u} \leq f_{v}$ on $\left[x_{0}, x_{0}+R\right]$.

Then the initial value problem

$$
\begin{gather*}
x^{\prime \prime}(t) \in F(t, x(t)) \quad \text { for a.a. } t \in I:=[0, T],  \tag{25}\\
x(0)=x_{0}, \quad x^{\prime}(0)=x_{1} \geq 0
\end{gather*}
$$

has an increasing solution in $W^{2,1}(0, T)$.

## 2. Dynamic Equations on Time Scales

The study of time scales was formalized in the Ph.D. thesis of Hilger in 1988 [20]. The notions of derivative from differential calculus and the forward jump operator from difference calculus are unified and extended to the delta derivative $f^{\Delta}$ on a time scale $\mathbb{T}$ (an arbitrary set on the real line). These lead to the study of dynamic equations on time scales, unifying differential and difference equations. In addition, these ideas can be applied in situations more general than those for differential and difference equations, such as population problems in which the species alternates between time frames in which they are active and periods of dormancy. The study of time scales yields interesting insight into the special cases. For example, one realizes that the only reason we have the simple derivative from elementary calculus of $t^{2}$ is $2 t$ is because the graininess of real line is zero.

Much of the earlier history of time scales can be found in the books by Bohner and Peterson [21, 22] which are on the bookshelf of every time scales analyst. We refer the reader to these sources for the basic concepts and definitions for time scales. Reference [21] collects much of the information for the linear case. As an example, we will overview the firstorder linear case. We define the cylinder transformation $\xi_{h}$ on $\{z \in \mathbb{C} \mid z \neq-1 / h\}$ by $\xi_{h}(z)=1 / h \log (1+z h)$ for $h>0$, where $\log$ is the principal logarithm function and $\xi_{0}(z)=z$. We call a function $p: \mathbb{T} \rightarrow \mathbb{R}$ regressive if $1+\mu(t) p(t)$ for all $t \in \mathbb{T}^{\kappa}$, where $\mu$ is the graininess of the time scale. We can now define the time scales (or generalized) exponential function by $e_{p}(t, s)=\exp \left(\int_{s}^{t} \xi_{\mu(t)}(p(\tau)) \Delta \tau\right)$, where $s, t \in \mathbb{T}$. The exponential function thus defined enjoys many properties analogous to that of the standard exponential function on the real line. The following can now be proven.

Theorem 9. Suppose $p$ is rd-continuous and regressive, and let $t_{0} \in \mathbb{T}$. Then, $e_{p}\left(\cdot, t_{0}\right)$ is the unique solution to

$$
\begin{equation*}
y^{\Delta}=p(t) y, \quad y\left(t_{0}\right)=1 \tag{26}
\end{equation*}
$$

Note that this yields the corollaries that $y=e^{\alpha t}$ is the unique solution to $y^{\prime}=\alpha y, y(0)=1$ on the real line and $y=(1+\alpha)^{t}$ is the unique solution to $\Delta y(t)=\alpha y(t), y(0)=1$ on the integers, where $\Delta y$ represents the forward difference operator from difference calculus.

We note that the nabla derivative on time scales was defined by Atici and Guseinov [23] in 2002, which generalizes the backward difference operator. One might think that the results for nabla derivatives mirror those for the delta case, but this is not true; see, for example, [24]. Recently, work has progressed for dynamic equations with the diamondalpha derivative initiated in [25] and furthered in [26-28]. In the remainder of this section, without making a claim to being complete, we overview some of the recent work in dynamic equations on time scales to illustrate how many of the ideas from differential and difference equations have been generalized and extended.

Existence of solutions has been proven in a number of cases, such as [29] using fixed point theory, [30] proving a Nagumo-type existence result, and [31] using a fixed point theorem due to Avery and Peterson. (A number of other existence theorems are mentioned in specific contexts below.) As an example, here is the theorem from [30].

Theorem 10. Assume there exist a lower solution $\alpha$ and an upper solution $\beta$ with $\alpha \leq \beta$ on $\mathbb{T}$ and
(a) $f \in C\left([a, b] \times \mathbb{R}^{2}, \mathbb{R}\right)$ satisfies $f(t, x, y)>0$ for all $t \in \mathbb{T}, x \in\left[\alpha^{\sigma}(t), \beta^{\sigma}(t)\right]$ and $y \neq 0$,
(b) there exists a $K>0$ such that $f(t, x, y) \leq K$ for all right scattered $t \in \mathbb{T}, x \in\left[\alpha^{\sigma}(t), \beta^{\sigma}(t)\right]$ and $y \in \mathbb{R}$,
(c) $f(t, x, \cdot)$ is nonincreasing for all right scattered $t \in \mathbb{T}$ and $x \in\left[\alpha^{\sigma}(t), \beta^{\sigma}(t)\right]$,
(d) $L_{1} \in C\left(\mathbb{R}^{4} \times C(\mathbb{T}), \mathbb{R}\right)$ is nondecreasing in its third variable, nonincreasing in its fourth variable, and nondecreasing in its fifth variable,
(e) $L_{2} \in C\left(\mathbb{R}^{2}, \mathbb{R}\right)$ is nonincreasing in its first variable, and
(f) $f$ satisfies a Nagumo condition with respect to the pair $\alpha$ and $\beta$.

Then, there exists a solution $y \in[\alpha, \beta]$ to the problem

$$
\begin{align*}
y^{\Delta \Delta}(t) & =f\left(t, y^{\sigma}(t), y^{\Delta}(t)\right), \quad \text { for } t \in \mathbb{T}^{\kappa^{2}} \\
0 & =L_{1}\left(y(a), y^{\Delta}(a), y\left(\sigma^{2}(b)\right), y^{\Delta}(\sigma(b)), y\right), \\
0 & =L_{2}\left(y(a), y\left(\sigma^{2}(b)\right)\right) . \tag{27}
\end{align*}
$$

Singular problems have been studied in [32, 33]. Green's functions have been considered in [23,34]. A Sturm-Liouville eigenvalue problem was studied by [35]. Periodic solutions were investigated in [36]. OscillationS of solutions have been considered in [37-39] using the time scales Taylor formula, [40-45]. Asymptotic behavior of solutions has been studied in $[46,47]$ using Taylor monomials and in [47]. Laplace transforms on time scales were studied by [48].

Delay equations were studied in [40, 42, 44]. Impulsive problems have been studied in [37, 38, 49-51]. Functional dynamic equations have been studied in [50, 52] using Lyapunov functions [41, 46]. Fractional derivatives have been considered in [53, 54]. Problems in abstract spaces were studied in [55]. Dynamic inclusions have been studied in [24, 37, 50, 56]. Partial differentiation on time scales was introduced in [57] and was continued in [28].

Recently, work has begun on extending stochastic calculus to time scales, for example, [58] for the isolated time scale case, $[59,60]$ for the delta case, AND [61] for the nabla case.

## 3. Generalized Ordinary Differential Equations

In order to generalize some results on continuous dependence of solutions of ordinary differential equations with respect to the initial data, Jaroslav Kurzweil introduced, in 1957, the notion of generalized ordinary differential equations for functions taking values in Euclidean and Banach spaces. This generalization of the notion of ordinary differential equations uses the concept of the Perron generalized integral, also known as the Kurzweil integral. We refer to these equations as generalized ODEs. See [62-66].

The correspondence between generalized ODEs and classic ODEs is very simple. It is known that the ordinary system

$$
\begin{equation*}
\dot{x}=f(x, t), \tag{28}
\end{equation*}
$$

where $\dot{x}=d x / d t, \Omega \subset \mathbb{R}^{n}$ is an open set and $f: \Omega \times \mathbb{R} \rightarrow \mathbb{R}^{n}$, has the integral representation

$$
\begin{equation*}
x(t)=x\left(t_{0}\right)+\int_{t_{0}}^{t} f(x(\tau), \tau) d \tau, \quad t \geq t_{0} \tag{29}
\end{equation*}
$$

whenever the integral exists in some sense. It is also known that if the integral in (29) is in the sense of Riemann, Lebesgue (with the equivalent definition given by E. J. McShane), or Henstock-Kurzweil, for instance, then such an integral can be approximated by a Riemann-type sum of the form

$$
\begin{equation*}
\sum_{i=1}^{m} f\left(x\left(\tau_{i}\right), \tau_{i}\right)\left[s_{i}-s_{i-1}\right] \tag{30}
\end{equation*}
$$

where $t_{0}=s_{0} \leq s_{1} \leq \cdots \leq s_{m}=t$ is a fine partition of the interval $\left[t_{0}, t\right]$ and, for each $i=1,2, \ldots, m, \tau_{i}$ is sufficiently "close" to the interval [ $s_{i-1}, s_{i}$ ].

Alternatively, if we define

$$
\begin{equation*}
F(x, s)=\int_{s_{0}}^{s} f(x, \sigma) d \sigma, \quad(x, t) \in \Omega \times \mathbb{R} \tag{31}
\end{equation*}
$$

then the integral in (29) can be approximated by

$$
\begin{align*}
& \sum_{i=1}^{m} \int_{s_{i-1}}^{s_{i}} f\left(x\left(\tau_{i}\right), \sigma\right) d \sigma \\
& \quad=\sum_{i=1}^{m}\left[F\left(x\left(\tau_{i}\right), s_{i}\right)-F\left(x\left(\tau_{i}\right), s_{i-1}\right)\right] \tag{32}
\end{align*}
$$

In such a case, the right-hand side of (32) approximates the nonabsolute Kurzweil integral which, when considered in (29), gives rise to a "differential equation" of type (28), however in a wider sense. Such type of equation is known as generalized ordinary differential equation or Kurzweil equation. See $[67,68]$.

Let $[a, b] \subset \mathbb{R}$ be a compact interval and consider a function $\delta:[a, b] \rightarrow \mathbb{R}^{+}$(called a gauge on $[a, b]$ ). A tagged partition of the interval $[a, b]$ with division points $a=s_{0} \leq$ $s_{1} \leq \cdots \leq s_{k}=b$ and tags $\tau_{i} \in\left[s_{i-1}, s_{i}\right], i=1, \ldots, k$, is called $\delta$-fine if

$$
\begin{equation*}
\left[s_{i-1}, s_{i}\right] \subset\left(\tau_{i}-\delta\left(\tau_{i}\right), \tau_{i}+\delta\left(\tau_{i}\right)\right), \quad i=1, \ldots, k \tag{33}
\end{equation*}
$$

Definition 11. Let $X$ be a Banach space. A function $U(\tau, t)$ : $[a, b] \times[a, b] \rightarrow X$ is called Kurzweil integrable over $[a, b]$, if there is an element $I \in X$ such that, given $\varepsilon>0$, there is a gauge $\delta$ on $[a, b]$ such that

$$
\begin{equation*}
\left\|\sum_{i=1}^{k}\left[U\left(\tau_{i}, s_{i}\right)-U\left(\tau_{i}, s_{i-1}\right)\right]-I\right\|<\varepsilon \tag{34}
\end{equation*}
$$

for every $\delta$-fine tagged partition of $[a, b]$. In this case, $I$ is called the Kurzweil integral of $U$ over $[a, b]$ and it will be denoted by $\int_{a}^{b} D U(\tau, t)$.

The Kurzweil integral has the usual properties of linearity, additivity with respect to adjacent intervals, and integrability on subintervals. See, for instance, [68], for these and other interesting properties.

Now, consider a subset $O \subset X$ and a function $G: O \times$ $[a, b] \rightarrow X$.

Any function $x:[a, b] \rightarrow O$ is called a solution of the generalized ordinary differential equation (we write simply generalized ODE)

$$
\begin{equation*}
\frac{d x}{d \tau}=D G(x, t) \tag{35}
\end{equation*}
$$

on the interval $[a, b]$, provided

$$
\begin{equation*}
x(d)-x(c)=\int_{c}^{d} D G(x(\tau), t), \quad c, d \in[a, b] \tag{36}
\end{equation*}
$$

where the integral is obtained by setting $U(\tau, t)=G(x(\tau), t)$ in the definition of the Kurzweil integral.

As it was done in $[69,70]$, but using different assumptions, namely, Carathéodory and Lipschitz-type conditions on the indefinite integral, we proved in [71] that retarded functional differential equations (we write RFDEs, for short) can be regarded as abstract generalized ODEs and some applications were investigated.

In [72], together with professor Štefan Schwabik, we proved that RFDEs subject to impulse effects can also be regarded as generalized ODEs taking values in a Banach space.

Recently, in [73], together with Federson et al., we proved that a solution of a measure RFDEs of the form

$$
\begin{equation*}
D y=f\left(y_{t}, t\right) D g, \quad y_{t_{0}}=\phi \tag{37}
\end{equation*}
$$

where $D y$ and $D g$ are distributional derivatives in the sense of L. Schwartz with respect to $y$ and $g$, respectively, can be related to a solution of an abstract generalized ODE. More precisely, we considered the integral form of (37) as follows:

$$
\begin{align*}
x(t) & =x\left(t_{0}\right)+\int_{t_{0}}^{t} f\left(x_{s}, s\right) d g(s), \quad t \geq t_{0}  \tag{38}\\
x_{t_{0}} & =\phi
\end{align*}
$$

where $t_{0}, \sigma, r$ are given real numbers, with $\sigma, r>0$, and $y_{t}(\theta)=y(t+\theta)$, for $\theta \in[-r, 0]$. We also considered $O \subset$ $G\left(\left[t_{0}-r, t_{0}+\sigma\right], \mathbb{R}^{n}\right)$ as being an open set and

$$
\begin{equation*}
P=\left\{y_{t}: y \in O, t \in\left[t_{0}, t_{0}+\sigma\right]\right\} \subset G\left([-r, 0], \mathbb{R}^{n}\right) \tag{39}
\end{equation*}
$$

where by $G([a, b], X)$ we mean the Banach space of all regulated functions $f:[a, b] \rightarrow X$ endowed with the usual supremum norm

$$
\begin{equation*}
\|f\|_{\infty}=\sup _{a \leq t \leq b}\|f(t)\| \tag{40}
\end{equation*}
$$

and we assumed that $f: P \times\left[t_{0}, t_{0}+\sigma\right] \rightarrow \mathbb{R}^{n}$ is a function such that, for each $y \in O$, the mapping $t \mapsto f\left(y_{t}, t\right)$ is HenstockKurzweil integrable (or Perron integrable) over $\left[t_{0}, t_{0}+\sigma\right]$ with respect to a nondecreasing function $g:\left[t_{0}, t_{0}+\sigma\right] \rightarrow \mathbb{R}$. Then, we defined a function $G: O \times\left[t_{0}, t_{0}+\sigma\right] \rightarrow G\left(\left[t_{0}, t_{0}+\right.\right.$ $\sigma], \mathbb{R}^{n}$ ) by

$$
G(x, t)(\vartheta)= \begin{cases}0, & t_{0}-r \leq \vartheta \leq t_{0}  \tag{41}\\ \int_{t_{0}}^{\vartheta} f\left(x_{s}, s\right) d g(s), & t_{0} \leq \vartheta \leq t \leq t_{0}+\sigma \\ \int_{t_{0}}^{t} f\left(x_{s}, s\right) d g(s), & t \leq \vartheta \leq t_{0}+\sigma\end{cases}
$$

and proved the correspondence between a solution of (38) and a solution of the generalized ODE

$$
\begin{equation*}
\frac{d x}{d \tau}=D G(x(\tau), t) \tag{42}
\end{equation*}
$$

with initial condition

$$
x\left(t_{0}\right)(\vartheta)= \begin{cases}\phi\left(\mathcal{\vartheta}-t_{0}\right), & t_{0}-r \leq \mathcal{\vartheta} \leq t_{0}  \tag{43}\\ x\left(t_{0}\right)\left(t_{0}\right), & t_{0} \leq \mathcal{\vartheta} \leq t_{0}+\sigma\end{cases}
$$

just by requiring the following conditions.
(A) The integral $\int_{t_{0}}^{t_{0}+\sigma} f\left(y_{t}, t\right) d g(t)$ exists, for every $y \in O$.
(B) There exists a function $M:\left[t_{0}, t_{0}+\sigma\right] \rightarrow \mathbb{R}^{+}$which is Lebesgue integrable with respect to $g$ such that, for all $y \in O, u_{1}, u_{2} \in\left[t_{0}, t_{0}+\sigma\right]$, we have

$$
\begin{equation*}
\left|\int_{u_{1}}^{u_{2}} f\left(y_{s}, s\right) d g(s)\right| \leq \int_{u_{1}}^{u_{2}} M(s) d g(s) . \tag{44}
\end{equation*}
$$

(C) There exists a function $L:\left[t_{0}, t_{0}+\sigma\right] \rightarrow \mathbb{R}^{+}$which is Lebesgue integrable with respect to $g$, such that for all $y, x \in O, u_{1}, u_{2} \in\left[t_{0}, t_{0}+\sigma\right]$, we have

$$
\begin{equation*}
\left|\int_{u_{1}}^{u_{2}}\left[f\left(x_{s}, s\right)-f\left(y_{s}, s\right)\right] d g(s)\right| \leq \int_{u_{1}}^{u_{2}} L(s)\left\|x_{s}-y_{s}\right\| d g(s) . \tag{45}
\end{equation*}
$$

Under the above conditions, the paper [73] introduces new concepts of stability for the trivial solutions of (38), with $f(0, t)=0$, for $t \in\left[t_{0}, t_{0}+\sigma\right]$, and new results which generalize those from [74-76], for instance.

In [77, 78], together with Federson et al., we proved that measure RFDEs are useful tools in the study of impulsive RFDEs and functional dynamic equations on time scales with or without impulse action. In other words, it was proved that the unique solution of the Cauchy problem for a measure RFDE of type

$$
\begin{align*}
x(t) & =x\left(t_{0}\right)+\int_{t_{0}}^{t} \tilde{f}\left(x_{s}, s\right) d \widetilde{g}(s), \quad t \in\left[t_{0}, t_{0}+\sigma\right]  \tag{46}\\
x_{t_{0}} & =\phi
\end{align*}
$$

can be regarded, in a one-to-one relation, with the unique solution of the Cauchy problem for the measure RFDE with impulses given by

$$
\begin{align*}
x(t)= & x\left(t_{0}\right)+\int_{t_{0}}^{t} f\left(x_{s}, s\right) d g(s) \\
& +\sum_{\substack{k \in\{1, \ldots, m\}, t_{k}<t}} I_{k}\left(x\left(t_{k}\right)\right), \quad t \in\left[t_{0}, t_{0}+\sigma\right],  \tag{47}\\
x_{t_{0}}= & \phi
\end{align*}
$$

Still in $[77,78]$, we related the solution of problem (47) to the solution of the following impulsive functional dynamic equation on time scales

$$
\begin{align*}
x(t)= & x\left(t_{0}\right)+\int_{t_{0}}^{t} f\left(x_{s}^{*}, s\right) \Delta s \\
& +\sum_{\substack{k \in\{1, \ldots, m\}, t_{k}<t}} I_{k}\left(x\left(t_{k}\right)\right), \quad t \in\left[t_{0}, t_{0}+\sigma\right]_{\mathbb{T}}  \tag{48}\\
x(t)= & \phi(t), \quad t \in\left[t_{0}-r, t_{0}\right]_{\mathbb{T}}
\end{align*}
$$

where $x^{*}$ is defined as being the extension of $x$ defined by $x^{*}(t)=x\left(t^{*}\right)$, for $t^{*}=\inf \{s \in \mathbb{T}: s \geq t\}$.

In order to obtain the correspondences presented in [77, 78], the requirement was mainly that $f$ is HenstockKurzweil integrable with respect to a nondecreasing function $g$. Therefore many discontinuities are allowed. Moreover, $f$ does not need to be rd-continuous nor regulated, and yet good results for impulsive functional dynamic equations on time scales can be obtained through these correspondences.

Even more recently, together with Federson et al., we studied, in [79], measure neutral functional differential equations (we write measure NFDEs) of type

$$
\begin{align*}
D\left[N\left(y_{t}, t\right)\right] & =f\left(y_{t}, t\right) D g  \tag{49}\\
y_{t_{0}} & =\phi,
\end{align*}
$$

where $N$ is a nonautonomous linear operator (i.e., $N\left(y_{t}, t\right)=$ $\left.N(t) y_{t}\right)$. Besides, we assume that $N$ admits a representation

$$
\begin{equation*}
N(t) \varphi=\varphi(0)-\int_{-r}^{0} d_{\theta}[\mu(t, \theta)] \varphi(\theta) \tag{50}
\end{equation*}
$$

where $\mu: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ is a normalized measurable function satisfying

$$
\begin{gather*}
\mu(t, \theta)=0, \quad \theta \geq 0 \\
\mu(t, \theta)=\mu(-r), \quad \theta \leq-r \tag{51}
\end{gather*}
$$

which is continuous to the left on $\theta \in(-r, 0)$ of bounded variation in $\theta \in[-r, 0]$, and the variation of $\mu$ in $[s, 0]$, $\operatorname{var}_{[s, 0]} \mu$ tends to zero as $s \rightarrow 0$.

In order to obtain a correspondence between solutions of measure NFDEs and solutions of a certain class of generalized ODEs of the form

$$
\begin{equation*}
\frac{d x}{d \tau}=D G(x(\tau), t) \tag{52}
\end{equation*}
$$

whose right-hand side is given by

$$
\begin{equation*}
G(x, t)=F(x, t)+J(x, t), \quad x \in O, t \in\left[t_{0}, t_{0}+\sigma\right], \tag{53}
\end{equation*}
$$

with $F$ as (47) and $J$ given by

$$
J(x, t)(\vartheta)
$$

$$
= \begin{cases}0, & t_{0}-r \leq \vartheta \leq t_{0},  \tag{54}\\ \int_{-r}^{0} d_{\theta}[\mu(\vartheta, \theta)] x(\vartheta+\theta) & \\ -\int_{-r}^{0} d_{\theta}\left[\mu\left(t_{0}, \theta\right)\right] x\left(t_{0}+\theta\right), & t_{0} \leq \vartheta \leq t \leq t_{0}+\sigma, \\ \int_{-r}^{0} d_{\theta}[\mu(t, \theta)] x(t+\theta) & \\ -\int_{-r}^{0} d_{\theta}\left[\mu\left(t_{0}, \theta\right)\right] x\left(t_{0}+\theta\right), & t \leq \vartheta \leq t_{0}+\sigma .\end{cases}
$$

Besides conditions (A), (B), and (C) presented above, we required that the normalized function $\mu$ satisfies the following:
(D) there exists a Lebesgue integrable function $K:\left[t_{0}, t_{0}+\right.$ $\sigma] \rightarrow \mathbb{R}^{+}$such that

$$
\begin{align*}
& \left|\int_{-r}^{0} d_{\theta} \mu\left(s_{2}, \theta\right) x\left(s_{2}+\theta\right)-\int_{-r}^{0} d_{\theta} \mu\left(s_{1}, \theta\right) x\left(s_{1}+\theta\right)\right|  \tag{55}\\
& \quad \leq \int_{s_{1}}^{s_{2}} K(s) \int_{-r}^{0} d_{\theta} \mu(s, \theta)|x(s+\theta)| .
\end{align*}
$$

Thus, in [79], results on the local existence and uniqueness of solutions, as well as continuous dependence of solutions on the initial data, were established.

Clearly there is still much to do to develop the theory of abstract generalized ODEs and to apply the results to other types of differential equations.
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By using the strong fuzzy Henstock integral and its controlled convergence theorem, we generalized the existence theorems of solution for initial problems of fuzzy discontinuous integral equation.

## 1. Introduction

The fuzzy differential and integral equations are important part of the fuzzy analysis theory and they have the important value of theory and application in control theory.

The Cauchy problems for fuzzy differential equations have been studied by several authors [1-6] on the metric space $\left(E^{n}, D\right)$ of normal fuzzy convex set with the distance $D$ given by the maximum of the Hausdorff distance between the corresponding level sets. Seikkala in [7] defined the fuzzy derivative and then some generalizations of that have been investigated in $[8,9]$. Consequently, the fuzzy integral which is the same as that of Dubois and Prade in [10], by means of the extension principle of Zadeh, showed that the fuzzy initial value problem $x^{\prime}(t)=f(t, x(t)), x(0)=x_{0}$, has a unique fuzzy solution when $f$ satisfies the generalized Lipschitz condition which guarantees a unique solution of the deterministic initial value problem. Kaleva [1] studied the Cauchy problem of fuzzy differential equation and characterized those subsets of fuzzy sets in which the Peano theorem is valid. Park et al. in [11-14] have considered the existence of solution of fuzzy integral equation in Banach space. In 2002, Xue and Fu [15] established solutions to fuzzy differential equations with right-hand side functions satisfying Caratheodory conditions on a class of Lipschitz fuzzy sets.

However, there are discontinuous systems in which the right-hand side functions $f:[a, b] \times E^{n} \rightarrow E^{n}$ are not integrable in the sense of Kaleva [1] on certain intervals and their solutions are not absolute continuous functions. To illustrate, we consider the following example.

Example 1. Consider the following discontinuous system:

$$
\begin{gather*}
x^{\prime}(t)=h(t), \quad x(0)=\widetilde{A}, \\
g(t)= \begin{cases}2 t \sin \frac{1}{t^{2}}-\frac{2}{t} \cos \frac{1}{t^{2}}, & t \neq 0 \\
0, & t=0\end{cases} \\
\widetilde{A}(s)= \begin{cases}s, & 0 \leq s \leq 1 \\
2-s, & 1<s \leq 2, \\
0, & \text { others },\end{cases}  \tag{1}\\
h(t)=\chi_{|g(t)|}+\widetilde{A} .
\end{gather*}
$$

Then $h(t)=\chi_{|g(t)|}+\widetilde{A}$ is not integrable in the sense of Kaleva. However, the above system has the following solution:

$$
\begin{equation*}
x(t)=\chi_{|\mathrm{G}(t)|}+\widetilde{A} t \tag{2}
\end{equation*}
$$

where

$$
G(t)= \begin{cases}t^{2} \sin \frac{1}{t^{2}}, & t \neq 0  \tag{3}\\ 0, & t=0\end{cases}
$$

It is well known that the Henstock integral is designed to integrate highly oscillatory functions which the Lebesgue integral fails to do. It is known as nonabsolute integral and it is a powerful tool. It is well known that the Henstock integral includes the Riemann, improper Riemann, Lebesgue, and

Newton integrals. Though such an integral was defined by Denjoy in 1912 and also by Perron in 1914, it was difficult to handle using their definitions. But with the Riemann-type definition introduced more recently by Henstock in 1963 and also independently by Kurzweil, the definition is now simple and furthermore the proof involving the integral also turns out to be easy. For more detailed results about the Henstock integral, we refer to [16]. Recently, Wu and Gong [17, 18] have combined the fuzzy set theory and nonabsolute integral theory and discussed the fuzzy Henstock integrals of fuzzy-number-valued functions which extended Kaleva [1] integration. In order to complete the theory of fuzzy calculus and to transfer a fuzzy differential equation into a fuzzy integral equation, we $[19,20]$ have defined the strong fuzzy Henstock integrals and discussed some of their properties and the controlled convergence theorem.

In this paper, according to the idea of $[6,21,22]$ and using the concept of generalized differentiability [8], we will deal with the Cauchy problem of discontinuous fuzzy systems as follows:

$$
\begin{equation*}
x(t)=\tilde{f}(t)+\int_{0}^{a} k_{1}(t, s) x(s) \mathrm{d} s+\int_{0}^{a} k_{2}(t, s) \tilde{g}(s, x(s)) \mathrm{d} s, \tag{4}
\end{equation*}
$$

where $t \in I_{a}=[0, a], a \in R^{+}$, and $x, \tilde{f}, \tilde{g}: I_{\alpha} \rightarrow E^{n}$ are fuzzy-number-valued function and integrals which are taken in sense of strong fuzzy Henstock integration, and $k_{1}, k_{2}: I_{a} \times$ $I_{a} \rightarrow R^{+}$are measurable functions such that $k_{1}(t, \cdot), k_{2}(t, \cdot)$ are continuous.

## 2. Preliminaries

2.1. Fuzzy Number Theory. Let $P_{k}\left(R^{n}\right)$ denote the family of all nonempty compact convex subset of $R^{n}$ and define the addition and scalar multiplication in $P_{k}\left(R^{n}\right)$ as usual. Let $A$ and $B$ be two nonempty bounded subsets of $R^{n}$. The distance between $A$ and $B$ is defined by the Hausdorff metric [10]

$$
\begin{equation*}
d_{H}(A, B)=\max \left\{\sup _{a \in A} \inf _{b \in B}\|a-b\|, \sup _{b \in B} \inf _{a \in A}\|b-a\|\right\} \tag{5}
\end{equation*}
$$

Denote $E^{n}=\left\{u: R^{n} \rightarrow[0,1] \mid u\right.$ satisfies (1)-(4) below $\}$, where
(1) $u$ is normal; that is, there exists an $x_{0} \in R^{n}$ such that $u\left(x_{0}\right)=1$,
(2) $u$ is fuzzy convex; that is, $u(\lambda x+(1-\lambda) y) \geq$ $\min \{u(x), u(y)\}$ for any $x, y \in R^{n}$ and $0 \leq \lambda \leq 1$,
(3) $u$ is upper semicontinuous,
(4) $[u]^{0}=\operatorname{cl}\left\{x \in R^{n} \mid u(x)>0\right\}$ is compact.

Then it is easy to see that $E^{n}$ is a fuzzy number space.
For $0<\alpha \leq 1$, denote $[u]^{\alpha}=\left\{x \in R^{n} \mid u(x) \geq \alpha\right\}$. Then from the above conditions (1)-(4), it follows that the $\alpha$-level set $[u]^{\alpha} \in P_{k}\left(R^{n}\right)$ for all $0 \leq \alpha<1$.

According to Zadeh's extension principle, we have addition and scalar multiplication in the fuzzy number space $E^{n}$ as follows [10]:

$$
\begin{equation*}
[u+v]^{\alpha}=[u]^{\alpha}+[v]^{\alpha}, \quad[k u]^{\alpha}=k[u]^{\alpha}, \tag{6}
\end{equation*}
$$

where $u, v \in E^{n}$ and $0 \leq \alpha \leq 1$.
Define $D: E^{n} \times E^{n} \rightarrow[0, \infty)$

$$
\begin{equation*}
D(u, v)=\sup \left\{d_{H}\left([u]^{\alpha},[v]^{\alpha}\right): \alpha \in[0,1]\right\}, \tag{7}
\end{equation*}
$$

where $d$ is the Hausdorff metric defined in $P_{k}\left(R^{n}\right)$. Then it is easy to see that $D$ is a metric in $E^{n}$. Using the results in [23], we know that
(1) $\left(E^{n}, D\right)$ is a complete metric space;
(2) $D(u+w, v+w)=D(u, v)$ for all $u, v, w \in E^{n}$;
(3) $D(\lambda u, \lambda v)=|\lambda| D(u, v)$ for all $u, v, w \in E^{n}$ and $\lambda \in R$.

The metric space $\left(E^{n}, D\right)$ has a linear structure; it can be embedded isomorphically as a cone in a Banach space of function $u^{*}: I \times S^{n-1} \rightarrow R$, where $S^{n-1}$ is the unit sphere in $R^{n}$, with an embedded function $u^{*}=j(u)$ defined by

$$
\begin{equation*}
u^{*}(r, x)=\sup _{\alpha \in[u]^{\alpha}}\langle\alpha, x\rangle \tag{8}
\end{equation*}
$$

for all $\langle r, x\rangle \in I \times S^{n-1}$ (see [23]).
Theorem 2 (see [24]). There exists a real Banach space $X$ such that $E^{n}$ can be embed as a convex cone $C$ with vertex 0 into $X$. Furthermore the following conditions hold true:
(1) the embedding $j$ is isometric;
(2) addition in $X$ induces addition in $E^{n}$;
(3) multiplication by nonnegative real number in $X$ induces the corresponding operation in $E^{n}$;
(4) $C-C$ is dense in $X$;
(5) C is closed.

It is well known that the $H$-derivative for fuzzy-numberfunctions was initially introduced by Puri and Ralescu [5] and it is based on the condition $(H)$ of sets. We note that this definition is fairly strong, because the family of fuzzy-number-valued functions $H$-differentiable is very restrictive. For example, the fuzzy-number-valued function $\tilde{f}:[a, b] \rightarrow$ $E^{n}$ defined by $\tilde{f}(x)=C \cdot g(x)$, where $C$ is a fuzzy number, - is the scalar multiplication (in the fuzzy context), and $g$ : $[a, b] \rightarrow R^{+}$, with $g^{\prime}\left(t_{0}\right)<0$, is not $H$-differentiable in $t_{0}$ (see $[8,9]$ ). To avoid the above difficulty, in this paper we consider a more general definition of a derivative for fuzzy-number-valued functions enlarging the class of differentiable fuzzy-number-valued functions, which has been introduced in [8].

Definition 3 (see [8]). Let $\tilde{f}:(a, b) \rightarrow E^{n}$ and $x_{0} \in(a, b)$. We say that $\tilde{f}$ is differentiable at $x_{0}$, if there exists an element $\tilde{f}^{\prime}\left(t_{0}\right) \in E^{n}$, such that,
(1) for all $h>0$ sufficiently small, there exists $\tilde{f}\left(x_{0}+\right.$ h) ${ }_{H} \widetilde{f}\left(x_{0}\right), \widetilde{f}\left(x_{0}\right){ }_{-}{ }_{H} \widetilde{f}\left(x_{0}-h\right)$ and the limits (in the metric $D$ )

$$
\begin{align*}
\lim _{h \rightarrow 0} & \frac{\tilde{f}\left(x_{0}+h\right)-{ }_{H} \tilde{f}\left(x_{0}\right)}{h} \\
& =\lim _{h \rightarrow 0} \frac{\tilde{f}\left(x_{0}\right)--_{H} \tilde{f}\left(x_{0}-h\right)}{h}=\tilde{f}^{\prime}\left(x_{0}\right) \tag{9}
\end{align*}
$$

or
(2) for all $h>0$ sufficiently small, there exists $\tilde{f}\left(x_{0}\right)$ ${ }_{-}{ }_{H} \tilde{f}\left(x_{0}+h\right), \widetilde{f}\left(x_{0}-h\right){ }_{-} \tilde{f}\left(x_{0}\right)$ and the limits

$$
\begin{align*}
& \lim _{h \rightarrow 0} \frac{\tilde{f}\left(x_{0}\right)-_{H} \tilde{f}\left(x_{0}+h\right)}{-h} \\
& \quad=\lim _{h \rightarrow 0} \frac{\tilde{f}\left(x_{0}-h\right)-_{H} \tilde{f}\left(x_{0}\right)}{-h}=\tilde{f}^{\prime}\left(x_{0}\right) \tag{10}
\end{align*}
$$

or
(3) for all $h>0$ sufficiently small, there exists $\tilde{f}\left(x_{0}+\right.$ h) ${ }_{H} \widetilde{f}\left(x_{0}\right), \tilde{f}\left(x_{0}-h\right){ }_{H} \widetilde{f}\left(x_{0}\right)$ and the limits

$$
\begin{align*}
\lim _{h \rightarrow 0} & \frac{\tilde{f}\left(x_{0}+h\right)-_{H} \tilde{f}\left(x_{0}\right)}{h}  \tag{11}\\
\quad & =\lim _{h \rightarrow 0} \frac{\tilde{f}\left(x_{0}-h\right)-_{H} \tilde{f}\left(x_{0}\right)}{-h}=\tilde{f}^{\prime}\left(x_{0}\right)
\end{align*}
$$

or
(4) for all $h>0$ sufficiently small, there exists $\tilde{f}\left(x_{0}\right)$ ${ }_{-}{ }_{H} \tilde{f}\left(x_{0}+h\right), \widetilde{f}\left(x_{0}\right){ }_{H} \tilde{f}\left(x_{0}-h\right)$ and the limits

$$
\begin{align*}
\lim _{h \rightarrow 0} & \frac{\tilde{f}\left(x_{0}\right)-_{H} \tilde{f}\left(x_{0}+h\right)}{-h} \\
& =\lim _{h \rightarrow 0} \frac{\tilde{f}\left(x_{0}\right)--_{H} \tilde{f}\left(x_{0}-h\right)}{h}=\tilde{f}^{\prime}\left(x_{0}\right) \tag{12}
\end{align*}
$$

( $h$ and $-h$ at denominators mean $(1 / h)$. and $-(1 / h)$., resp.).
2.2. The Strong Henstock Integrals of Fuzzy-Number-Valued Functions in $E^{n}$. In this section we define the strong Henstock integrals of fuzzy-number-valued functions in the fuzzy number space $E^{n}$ and we give some properties of this integral.

Definition 4 (see [20]). A fuzzy-number-valued function $\tilde{f}$ will be termed piecewise additive on $[a, b]$ if there exists a division $T$ : $a=a_{0}<a_{1}<\cdots<a_{n}=b$, such that $\tilde{f}(x)$ is additive on each $\left[a_{i}, a_{i+1}\right](i=0,1, \ldots, n-1)$.

Definition 5 (see $[19,20]$ ). A fuzzy-number-valued function $\tilde{f}$ is said to be strong Henstock integrable on $[a, b]$ if there exists a piecewise additive fuzzy-number-valued function $\widetilde{F}$ on $[a, b]$ such that for every $\varepsilon>0$ there exists a function
$\delta(\xi)>0$ and for any $\delta$-fine division $P=\left\{\left[x_{i-1}, x_{i}\right], \xi_{i}\right\}_{i=1}^{n}$ of [ $a, b$ ] we have

$$
\begin{align*}
& \text { (P) } \sum_{i \in K_{n}} D\left(\tilde{f}\left(\xi_{i}\right)\left(x_{i}-x_{i-1}\right), \widetilde{F}\left(\left[x_{i-1}, x_{i}\right]\right)\right) \\
& +(P) \sum_{j \in I_{n}} D\left(\tilde{f}\left(\xi_{j}\right)\left(x_{j}-x_{j-1}\right),\right.  \tag{13}\\
& \left.(-1) \cdot \widetilde{F}\left(\left[x_{j}, x_{j-1}\right]\right)\right)<\varepsilon,
\end{align*}
$$

where $K_{n}=\left\{i \in\{1,2, \ldots, n\}\right.$ such that $\widetilde{F}\left(\left[x_{i-1}, x_{i}\right]\right)$ is a fuzzy number and $I_{n}=\left\{j \in\{1,2, \ldots, n\}\right.$ such that $\widetilde{F}\left(\left[x_{j}, x_{j-1}\right]\right)$ is a fuzzy number. We write $\tilde{f} \in S F H[a, b]$.

Definition 6 (see [20]). A fuzzy-number-valued function $\widetilde{F}$ defined on $X \subset[a, b]$ is said to be $A C^{*}(X)$ if for every $\varepsilon>0$ there exists $\eta>0$ such that for every finite sequence of nonoverlapping intervals $\left\{\left[a_{i}, b_{i}\right]\right\}$, satisfying $\sum_{i=1}^{n}\left|b_{i}-a_{i}\right|<\eta$ where $a_{i}, b_{i} \in X$ for all $i$, we have

$$
\begin{equation*}
\sum \omega\left(\widetilde{F},\left[a_{i}, b_{i}\right]\right)<\varepsilon \tag{14}
\end{equation*}
$$

where $\omega$ denotes the oscillation of $\widetilde{F}$ over $\left[a_{i}, b_{i}\right]$; that is,

$$
\begin{equation*}
\omega\left(\widetilde{F},\left[a_{i}, b_{i}\right]\right)=\sup \left\{D(\widetilde{F}(y), \widetilde{F}(x)) ; x, y \in\left[a_{i}, b_{i}\right]\right\} . \tag{15}
\end{equation*}
$$

Definition 7 (see [20]). A fuzzy-number-valued function $\widetilde{F}$ is said to be $A C G^{*}$ on $X$ if $X$ is the union of a sequence of closed sets $\left\{X_{i}\right\}$ such that, on each $X_{i}, \widetilde{F}$ is $A C^{*}\left(X_{i}\right)$.

For the strong fuzzy Henstock integrable we have the following theorems.

Theorem 8. Let $\tilde{f}:[a, b] \rightarrow E^{n}$. If $\tilde{f}=0$ a.e on $[a, b]$, then $\widetilde{f}$ is SFH integrable on $[a, b]$ and $\int_{a}^{b} \widetilde{f}(t) \mathrm{d} t=0$.

Theorem 9. Let $\tilde{f}:[a, b] \rightarrow E^{n}$ be SFH integrable on $[a, b]$ and let $\widetilde{F}(x)=\int_{a}^{x} \tilde{f}(t) \mathrm{d} t$ for each $x \in[a, b]$. Then
(a) the function $\widetilde{F}$ is continuous on $[a, b]$;
(b) the function $\widetilde{F}$ is differentiable a.e on $[a, b]$ and $\widetilde{F}^{\prime}=f$;
(c) $\tilde{f}$ is measurable.

Theorem 10 (controlled convergence theorem; see [20]). Suppose that $\left\{\widetilde{f}_{n}\right\}$ is a sequence of SFH integrable functions on $[a, b]$ satisfying the following conditions:
(1) $\tilde{f}_{n}(x) \rightarrow \tilde{f}(x)$ a.e. in $[a, b]$ as $n \rightarrow \infty$;
(2) the primitives $\widetilde{F}_{n}$ of $\widetilde{f}_{n}$ are $A C G^{*}$ uniformly in $n$;
(3) the primitives $\widetilde{F}_{n}$ converge uniformly on $[a, b]$;
then $\tilde{f}$ is also SFH integrable on $[a, b]$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{a}^{b} \tilde{f}_{n}(x) \mathrm{d} x=\int_{a}^{b} \tilde{f}(x) \mathrm{d} x \tag{16}
\end{equation*}
$$

## 3. Main Results

In this section we prove some existence theorems for the problem (4).

For any bounded subset $A$ of the Banach space $X$, we denote by $\alpha(A)$ the Kuratowski measure of noncompactness of $A$; that is, the infimum of all $\varepsilon>0$ such that there exists a finite covering of $A$ by sets of diameter less than $\varepsilon$. For the properties of $\alpha$ we refer to [25], for example.

Lemma 11 (see [25]). Let $H \subset C\left(I_{\gamma}, X\right)$ be a family of strong equicontinuous functions; then

$$
\begin{equation*}
\alpha_{c}(H)=\sup _{t \in I_{\gamma}} \alpha(H(t))=\alpha\left(H\left(I_{\gamma}\right)\right) \tag{17}
\end{equation*}
$$

where $\alpha_{c}(H)$ denotes the Kuratowski measure of noncompactness in $C\left(I_{\gamma}, X\right)$ and the function $t \rightarrow \alpha(H(t))$ is continuous.

Theorem 12 (see [25]). Let $D$ be a closed convex subset of $X$ and let $F$ be a continuous function from $D$ into itself. If, for $x \in D$,

$$
\begin{equation*}
\bar{V}=\overline{\operatorname{con}}(\{x\} \cup F(V)) \Longrightarrow V \tag{18}
\end{equation*}
$$

is relatively compact, then $F$ has a fixed point.
Theorem 13. If the fuzzy-number-valued function $\tilde{f}: I_{a} \rightarrow$ $E^{n}$ is $(S F H)$ integrable, then

$$
\begin{equation*}
\int_{I} \widetilde{f}(t) \mathrm{d} t \in|I| \cdot \overline{\operatorname{conv}} \tilde{f}(I) \tag{19}
\end{equation*}
$$

where $\overline{\text { conv }} \tilde{f}(I)$ is the convex hull of $\tilde{f}(I), I$ is an arbitrary subinterval of $I_{a}$, and $|I|$ is the length of $I$.

Proof. Because $j \circ \tilde{f}$ is abstract $(H)$ integrable in a Banach Space, by using the mean valued theorem of $(H)$ integrals, we have

$$
\begin{equation*}
(H) \int_{I} j \circ \tilde{f}(t) \mathrm{d} t \in|I| \cdot \overline{\operatorname{conv}} j \circ \tilde{f}(I)=|I| \cdot j \circ \overline{\operatorname{conv}} \tilde{f}(t) \tag{20}
\end{equation*}
$$

On the other hand, there exists $(H) \int_{I} j \circ \widetilde{f}(t) \mathrm{d} t=j \circ \int_{I} \tilde{f}(t) \mathrm{d} t$.
So, we have $j \circ \int_{I} \widetilde{f}(t) \mathrm{d} t \in|I| \cdot \overline{\operatorname{conv}} j \circ \tilde{f}(I)$. And the set $\{|I| \cdot \overline{\operatorname{conv}} \tilde{f}(I)\}$ is a closed convex set; we have

$$
\begin{equation*}
\int_{I} \widetilde{f}(t) \mathrm{d} t \in|I| \cdot \overline{\operatorname{conv}} \widetilde{f}(I) \tag{21}
\end{equation*}
$$

Definition 14. A fuzzy valued function $\tilde{f}: I_{\alpha} \times E^{n} \rightarrow E^{n}$ is a Caratheodory function if, for each $x \in E^{n}$, the fuzzy valued function $\tilde{f}(t, x)$ is measurable in $t \in I_{\alpha}$, and for almost all $t \in I_{\alpha}$, the fuzzy valued function $\widetilde{f}(t, x)$ is continuous with respect to $x$.

For $x \in C\left(I_{a}, E^{n}\right)$, we define the norm of $x$ by

$$
\begin{equation*}
H(x, \widetilde{0})=\sup _{t \in I_{a}} D(x, \widetilde{0}) \tag{22}
\end{equation*}
$$

Let

$$
\begin{align*}
B(p)=\{ & x \in C\left(I_{a}, E^{n}\right) \mid \\
& H(x, \widetilde{0}) \leq H(\tilde{f}(\cdot), \widetilde{0})+p, p>0\} \tag{23}
\end{align*}
$$

Obviously, the set $B(p)$ is closed and convex in $E^{n}$.
We define the operator $F: C\left(I_{a}, E^{n}\right) \rightarrow C\left(I_{a}, E^{n}\right)$ by

$$
\begin{align*}
F(x)(t)= & \tilde{f}(t)+\int_{0}^{a} k_{1}(t, s) x(s) \mathrm{d} s \\
& +\int_{0}^{a} k_{2}(t, s) \widetilde{g}(s, x(s)) \mathrm{d} s, \quad t \in I_{a}, x \in B(p), \tag{24}
\end{align*}
$$

where integrals are taken in the sense of SFH. Moreover, let $\Gamma(p)=\left\{F(x) \in C\left(I_{a}, E^{n}\right) \mid x \in B(p)\right\}$.

Definition 15. A continuous function $x: I_{a} \rightarrow E^{n}$ is said to be a solution of the problem (4), if $x(t)$ satisfies

$$
\begin{equation*}
x(t)=\tilde{f}(t)+\int_{0}^{a} k_{1}(t, s) x(s) \mathrm{d} s+\int_{0}^{a} k_{2}(t, s) \tilde{g}(s, x(s)) \mathrm{d} s \tag{25}
\end{equation*}
$$

or

$$
\begin{align*}
x(t)= & \tilde{f}(t)+(-1) \cdot \int_{0}^{a} k_{1}(t, s) x(s) \mathrm{d} s  \tag{26}\\
& +(-1) \cdot \int_{0}^{a} k_{2}(t, s) \widetilde{g}(s, x(s)) \mathrm{d} s, \quad t \in I_{a}
\end{align*}
$$

Theorem 16. Assume that, for each continuous function $x(t)$, $\tilde{g}(\cdot, x(\cdot))$ is $(S F H)$ integrable, and $\tilde{g}$ is a Caratheodory function. Let $k_{1}, k_{2}: I_{a} \times I_{a} \rightarrow R^{+}$be measure functions such that $k_{1}(t, \cdot), k_{2}(t, \cdot)$ are continuous. Moreover, there exists $P_{0}>0$ and a Caratheodory function $\omega: I_{a} \times R^{+} \rightarrow R^{+}$, with

$$
\begin{gather*}
\alpha(j \circ \widetilde{g}(s, X)) \leq \omega(s, \alpha(j \circ X)),  \tag{27}\\
\text { a.e. } s \in I_{a}, \quad X \subset B\left(p_{0}\right)
\end{gather*}
$$

such that the zero function is the unique continuous solution of the inequality

$$
\begin{equation*}
q(t) \leq 2\left[\int_{0}^{c} k_{1}(t, s) q(t, s) \mathrm{d} s+\int_{0}^{c} k_{2}(t, s) \omega(s, q(s)) \mathrm{d} s\right] . \tag{28}
\end{equation*}
$$

Suppose that $\Gamma\left(p_{0}\right)$ is equicontinuous, equibounded, and uniformly $A C G^{*}$ on $I_{a}$. Then there exists at least a solution of the problem (4) on $I_{a}$ for some $0<c \leq a$ with continuous initial function $\tilde{f}$.

Proof. By equicontinuity and equiboundedness of $\Gamma\left(p_{0}\right)$, there exist some numbers $c(0<c \leq a)$ such that

$$
\left.\begin{array}{l}
H\left(\int_{0}^{c}\left[k_{1}(t, s) x(s)+k_{2}(t, s) \tilde{g}(s, x(s))\right] \mathrm{d} s, \tilde{0}\right) \\
=\sup _{t \in I_{c}} D\left(\int_{0}^{c}\left[k_{1}(t, s) x(s)+k_{2}(t, s) \tilde{g}(s, x(s))\right] \mathrm{d} s, \widetilde{0}\right) \\
=\sup _{t \in I_{c} r \in[0,1]}\left\{\mid \int_{0}^{c}\left[k_{1}(t, s) x_{r}^{+}(s)\right.\right. \\
\left.\quad+k_{2}(t, s) \tilde{g}_{r}^{+}(s, x(s))\right] \mathrm{d} s-\widetilde{0}_{r}^{+} \mid
\end{array}\right\}
$$

for $t \in I_{c}$ and $x \in B\left(p_{0}\right)$.
Next, we will prove that the operator $F$ is continuous. In fact, let $x_{n} \rightarrow x$. Because the function $\tilde{g}$ is a Caratheodory function, by the following equality

$$
\begin{align*}
& H\left(F\left(x_{n}\right), F(x)\right) \\
& \begin{aligned}
&=H\left(\int _ { 0 } ^ { c } \left(k_{1}(t, s)\left(x_{n}(s)-x(s)\right)+k_{2}(t, s)\right.\right. \\
& \quad \\
&\left.\left.=\sup _{t \in I_{c}} D\left(\tilde{g}\left(s, x_{n}(s)\right)-\widetilde{g}(s, x(s))\right)\right) \mathrm{d} s, \tilde{0}\right) \\
&\left(k_{1}(t, s)\left(x_{n}(s)-x(s)\right)+k_{2}(t, s)\right. \\
&\left.\left.\quad\left(\widetilde{g}\left(s, x_{n}(s)\right)-\tilde{g}(s, x(s))\right)\right) \mathrm{d} s, \widetilde{0}\right)
\end{aligned}
\end{align*}
$$

and Theorem 10, we have $F\left(x_{n}\right) \rightarrow F(x)$.
Observe that a fixed point of $F$ is the solution of the problem (4). Now we prove that $F$ has a fixed point using Theorem 12.

Suppose that $V(t)=\left\{v(t) \in E^{n} \mid v \in V\right\} \subset B\left(p_{0}\right)$ satisfies condition $\bar{V}=\overline{\operatorname{conv}}(\{x\} \cup F(V))$ for some $x \in B\left(p_{0}\right), t \in I_{c}$. Let $V \subset B\left(p_{0}\right), F(V) \subset \Delta\left(p_{0}\right)$; then $V \subset \bar{V}$ is equicontinuous. By Lemma 11, $t \rightarrow v(t)=\alpha(j \circ V(t))$ is continuous on $I_{c}$.

Let $\int_{0}^{c} Z(s) \mathrm{d} s=\left\{\int_{0}^{c} x(s) \mathrm{d} s \mid x \in Z\right\}$ for any $Z \in C\left(I_{c}, E^{n}\right)$ and let $\widetilde{h}$ denote the mapping defined by $\widetilde{h}(x(s))=\widetilde{g}(s, x(s))$, for each $x \in B\left(p_{0}\right), s \in I_{c}$. Obviously, $\widetilde{h}(V(s))=\widetilde{g}(s, V(s))$, and

$$
\begin{equation*}
F(V(t))=\widetilde{f}(t)+\int_{0}^{c}\left[k_{1}(t, s) V(s)+k_{2}(t, s) \widetilde{h}(V(s))\right] \mathrm{d} s \tag{31}
\end{equation*}
$$

holds ture.

Using (27), Lemma 11, and the properties of measure of noncompactness $\alpha$, we have

$$
\begin{align*}
& \alpha(j \circ F(V(t))) \\
& \begin{aligned}
&=\alpha\left(j \circ \left(\tilde{f}(t)+\int_{0}^{c}\left[k_{1}(t, s) V(s)\right.\right.\right. \\
&\left.\left.\left.+k_{2}(t, s) \widetilde{h}(V(s))\right] \mathrm{d} s\right)\right) \\
& \leq 2 \alpha\left(j \circ\left(\int_{0}^{c}\left[k_{1}(t, s) V(s)+k_{2}(t, s) \tilde{h}(V(s))\right] \mathrm{d} s\right)\right) \\
& \leq 2 \int_{0}^{c}\left[k_{1}(t, s) \alpha(j \circ V(s))\right. \\
& \quad\left.+k_{2}(t, s) \alpha(j \circ \tilde{g}(s, V(s)))\right] \mathrm{d} s
\end{aligned} \\
& \leq 2 \int_{0}^{c}\left[k_{1}(t, s) \alpha(j \circ V(s))\right. \\
& \left.\quad+k_{2}(t, s) \omega(s, \alpha(j \circ V(s)))\right] \mathrm{d} s .
\end{align*}
$$

Because $V=\overline{\operatorname{conv}}(\{x\} \cup F(V))$, we have

$$
\begin{equation*}
v(t) \leq 2\left[\int_{0}^{c} k_{1}(t, s) v(s) \mathrm{d} s+\int_{0}^{c} k_{2}(t, s) \omega(s, v(s)) \mathrm{d} s\right] . \tag{33}
\end{equation*}
$$

By assumption, because the zero function is unique continuous solution of the last inequality, so we have $v(t)=\alpha(j$ 。 $V(t))=0$. By Arzelá-Ascoli Theorem, $V$ is relatively compact. So, by Theorem 12, $F$ has a fixed point which is a solution of problem (4).

Next, we give another existence theorem for problem (4).
Let $\gamma(K)$ be the spectral radius of the integral operator $K$ defined by

$$
\begin{array}{r}
K(u)(t)=\int_{0}^{a}\left(k_{1}(t, s)+k_{2}(t, s)\right) u(s) \mathrm{d} s  \tag{34}\\
u \in B\left(p_{0}\right), \quad t \in I_{\alpha}
\end{array}
$$

Theorem 17. Assume that, for each continuous function $x(t)$, $\tilde{g}(\cdot, x(\cdot))$ is $(S F H)$ integrable, and $\tilde{g}$ is a Caratheodory function and $k_{1}, k_{2}: I_{a} \times I_{a} \rightarrow R^{+}$are measure functions such that $k_{1}(t, \cdot), k_{2}(t, \cdot)$ are continuous. Moreover, there exists $P_{0}>0$ and $L>0$ such that

$$
\begin{equation*}
\alpha(j \circ \widetilde{g}(I, X)) \leq L \alpha(j \circ X) \tag{35}
\end{equation*}
$$

for each $I \subset I_{a}, X \subset B\left(p_{0}\right)$. Suppose that $\Gamma\left(p_{0}\right)$ is equicontinuous, equibounded, and uniformly $A C G^{*}$ on $I_{a}$ and ( $1+$ L) $\gamma(K)<1$. Then there exists at least a solution of the problem (4) on $I_{a}$ for some $0<c \leq a$ with continuous initial function $\tilde{f}$.

Proof. By equicontinuity and equiboundedness of $\Gamma\left(p_{0}\right)$, there exist some numbers $c(0<c \leq a)$ such that

$$
\begin{equation*}
H\left(\int_{0}^{c}\left(k_{1}(t, s)+k_{2}(t, s)\right) u(s) \mathrm{d} s, \widetilde{0}\right) \leq p_{0} \tag{36}
\end{equation*}
$$

for $t \in p_{0}$ and $x \in B\left(p_{0}\right)$. By assumption, the operator $F$ is well defined and maps $B\left(p_{0}\right)$ into $B\left(p_{0}\right)$. Now, we show that the operator $F$ is continuous. In fact, let $x_{n} \rightarrow x$. Because the function $\tilde{g}$ is a Caratheodory function, by following equality

$$
\begin{align*}
& H\left(F\left(x_{n}\right), F(x)\right) \\
& \begin{aligned}
&=H\left(\int _ { 0 } ^ { c } \left(k_{1}(t, s)\left(x_{n}(s)-x(s)\right)+k_{2}(t, s)\right.\right. \\
&\left.\left.\quad \times\left(\widetilde{g}\left(s, x_{n}(s)\right)-\tilde{g}(s, x(s))\right)\right) \mathrm{d} s, \widetilde{0}\right) \\
&=\sup _{t \in I_{c}} D\left(\int _ { 0 } ^ { c } \left(k_{1}(t, s)\left(x_{n}(s)-x(s)\right)+k_{2}(t, s)\right.\right. \\
&\left.\left.\quad \times\left(\widetilde{g}\left(s, x_{n}(s)\right)-\tilde{g}(s, x(s))\right)\right) \mathrm{d} s, \widetilde{0}\right)
\end{aligned}
\end{align*}
$$

and Theorem 10, we have $F\left(x_{n}\right) \rightarrow F(x)$.
Observe that a fixed point of $F$ is the solution of the problem (4). Now we prove that $F$ has a fixed point using Theorem 12.

Suppose that $V(t)=\left\{v(t) \in E^{n} \mid v \in V\right\} \subset B\left(p_{0}\right)$ satisfies condition $\bar{V}=\overline{\operatorname{conv}}(\{x\} \cup F(V))$ for some $x \in B\left(p_{0}\right), t \in I_{c}$. Let $V \subset B\left(p_{0}\right), F(V) \subset \Delta\left(p_{0}\right)$; then $V \subset \bar{V}$ is equicontinuous. By Lemma 11, $t \rightarrow v(t)=\alpha(j \circ V(t))$ is continuous on $I_{c}$.

We divide the interval $I_{c}: 0=t_{0}<t_{1}<t_{2}<\cdots<t_{m}=c$, where $t_{i}=i c / m, i=0,1, \ldots, m$. Let $V\left(\left[t_{i}, t_{i+1}\right]\right)=\{u(s) \in$ $\left.E^{n}: u \in V, t_{i} \leq s \leq t_{t+1}, i=0,1, \ldots, m-1\right\}$. By Lemma 11 and the continuity of $v$ there exists $s_{i} \in T_{i}=\left[t_{i}, t_{i+1}\right]$ such that

$$
\begin{align*}
\alpha\left(j \circ V\left(\left[t_{i}, t_{i+1}\right]\right)\right) & =\sup \left\{\alpha(j \circ V(s)): t_{i} \leq s \leq t_{t+1}\right\}  \tag{38}\\
& =v\left(s_{i}\right) .
\end{align*}
$$

In addition, by the definition of operator $F$ and Theorem 16 we have
$F(u)(t)$

$$
\begin{align*}
& =\tilde{f}(t)+\sum_{i=0}^{m-1} \int_{t_{i}}^{t_{i}+1}\left[k_{1}(t, s) u(s)\right. \\
& \left.+k_{2}(t, s) \widetilde{g}(s, u(s))\right] \mathrm{d} s  \tag{39}\\
& \in \tilde{f}(t)+\sum_{i=0}^{m-1}\left(t_{i-1}-t_{i}\right) \\
& \times \overline{\operatorname{conv}}\left[k_{1}\left(t, T_{i}\right) V\left(T_{i}\right)\right. \\
& \left.+k_{2}\left(t, T_{i}\right) \tilde{g}\left(T_{i}, V\left(T_{i}\right)\right)\right]
\end{align*}
$$

for all $u \in V$, where $k_{m}\left(t, T_{i}\right)=\left\{k_{m}(t, s), t, s \in T_{i}\right\}$ and $\tilde{g}\left(T_{i}\right.$, $\left.V\left(T_{i}\right)\right)=\left\{\widetilde{g}(t, x(t)): t \in T_{i}, x \in V\right\}$. So, we have $F(V)(t)$

$$
\begin{align*}
\subset \widetilde{f}(t)+\sum_{i=0}^{m-1}\left(t_{i-1}-t_{i}\right) \overline{\operatorname{conv}}[ & k_{1}\left(t, T_{i}\right) V\left(T_{i}\right) \\
& \left.+k_{2}\left(t, T_{i}\right) \tilde{g}\left(T_{i}, V\left(T_{i}\right)\right)\right] \tag{40}
\end{align*}
$$

Using (35), (38) and the properties of measure of noncompactness $\alpha$, we have

$$
\begin{align*}
& \alpha(j \circ F(V)(t)) \\
& \leq \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right)\left[k_{1}\left(t, T_{i}\right) j \circ v\left(s_{i}\right)+k_{2}\left(t, T_{i}\right) L \cdot j \circ v\left(s_{i}\right)\right] \\
&= \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{1}\left(t, T_{i}\right) j \circ v\left(s_{i}\right) \\
&+L \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{2}\left(t, T_{i}\right) j \circ v\left(s_{i}\right) \\
& \leq \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) \sup _{s_{i} \in T_{i}} k_{1}\left(t, s_{i}\right) j \circ v\left(s_{i}\right) \\
& \quad+L \cdot \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) \sup _{s_{i} \in T_{i}} k_{2}\left(t, s_{i}\right) j \circ v\left(s_{i}\right) \\
&= \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{1}\left(t, p_{i}\right) j \circ v\left(s_{i}\right) \\
&+L \cdot \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{2}\left(t, q_{i}\right) j \circ v\left(s_{i}\right), \tag{41}
\end{align*}
$$

where $s_{i}, p_{i}, q_{i} \in T_{i}$; so we get

$$
\begin{align*}
& \alpha(j \circ F(V)(t)) \\
& \leq \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{1}\left(t, p_{i}\right) j \circ v\left(p_{i}\right) \\
& +\sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right)\left[k_{1}\left(t, p_{i}\right) j \circ\left(v\left(s_{i}\right)-v\left(p_{i}\right)\right)\right] \\
& +L \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{2}\left(t, q_{i}\right) j \circ v\left(q_{i}\right) \\
& +L \cdot \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right)\left[k_{2}\left(t, q_{i}\right) j \circ\left(v\left(s_{i}\right)-v\left(q_{i}\right)\right)\right] \\
& =\sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{1}\left(t, p_{i}\right) j \circ v\left(p_{i}\right) \\
& +\frac{c}{m} \sum_{i=0}^{m-1}\left[k_{1}\left(t, p_{i}\right) j \circ\left(v\left(s_{i}\right)-v\left(p_{i}\right)\right)\right] \\
& +L \cdot \sum_{i=0}^{m-1}\left(t_{i+1}-t_{i}\right) k_{2}\left(t, q_{i}\right) j \circ v\left(q_{i}\right) \\
& +\frac{L \cdot c}{m} \sum_{i=0}^{m-1}\left[k_{2}\left(t, q_{i}\right) j \circ\left(v\left(s_{i}\right)-v\left(q_{i}\right)\right)\right] . \tag{42}
\end{align*}
$$

By continuity of $v$ we have $v\left(s_{i}\right) \rightarrow v\left(p_{i}\right)<\varepsilon_{1}$ and $v\left(s_{i}\right) \rightarrow v\left(q_{i}\right)<\varepsilon_{2}$ as $m \rightarrow \infty$. So, we have

$$
\begin{align*}
& \alpha(j \circ F(V)(t)) \\
& \quad<\int_{0}^{c} k_{1}(t, s) v(s) \mathrm{d} s+c \cdot \sup _{p \in I_{c}} k_{1}(t, p) \varepsilon_{1} \\
& \quad+L \cdot \int_{0}^{c} k_{2}(t, s) j \circ v(s) \mathrm{d} s+L \cdot c \cdot \sup _{q \in I_{c}} k_{2}(t, q) \varepsilon_{2} . \tag{43}
\end{align*}
$$

Therefore, we have

$$
\begin{align*}
\alpha(j \circ F(V)(t)) \leq & (1+L) \\
& \cdot j \circ \int_{0}^{c}\left[k_{1}(t, s)+k_{2}(t, s)\right] v(s) \mathrm{d} s \tag{44}
\end{align*}
$$

for $t \in I_{c}$. Since $V=\overline{\operatorname{conv}}(\{u\} \cup F(V))$, by the properties of measure of noncompactness $\alpha$, we have

$$
\begin{equation*}
\alpha(j \circ V(t)) \leq \alpha(j \circ(F(V)(t))), \tag{45}
\end{equation*}
$$

and so in view of (44) it follows that

$$
\begin{equation*}
v(t) \leq(1+L) \int_{0}^{c}\left[k_{1}(t, s)+k_{2}(t, s)\right] v(s) \mathrm{d} s \tag{46}
\end{equation*}
$$

for $t \in I_{c}$. Because this inequality holds for all $t \in I_{c}$ and $(1+L) \gamma(K)<1$, by applying Gronwall's inequality, we get that $\alpha(j \circ V(t))=0$ for $t \in I_{c}$. By Arzelá-Ascoli Theorem, $V$ is relatively compact. So, by Theorem $12, F$ has a fixed point which is a solution of problem (4).

## 4. Conclusion

In this paper, we deal with the existence problems of discontinuous fuzzy integral equations involving the strong fuzzy Henstock integral in fuzzy number space. The functions of the equations are supposed to be discontinuous with respect to some variables and satisfy nonabsolute fuzzy integrability. Our result improves the result given in [15, 26] (where uniform continuity was required), as well as those referred to therein.
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#### Abstract

For those semigroups, which may have power type singularities and whose generators are abstract multivalued linear operators, we characterize the behaviour with respect to a certain set of intermediate and interpolation spaces. The obtained results are then applied to provide maximal time regularity for the solutions to a wide class of degenerate integro- and non-integro-differential evolution equations in Banach spaces.


## 1. Introduction

Let $X$ be a complex Banach space and let $\left\{\mathscr{T}_{A}(t)\right\}_{t \geq 0}$ be a semigroup of operators on $X$, which is generated by a multivalued linear operator $A: \mathscr{D}(A) \subseteq X \rightarrow X$ and which may have a power type singularity at the origin $t=0$, that is,

$$
\begin{gather*}
\left\|\mathscr{T}_{A}(t)\right\|_{\mathscr{L}(X)} \leq C_{0} t^{v}, \quad \forall t>0  \tag{1}\\
\mathscr{T}_{A}(0) x=x, \quad \forall x \in X
\end{gather*}
$$

for some nonnegative constant $C_{0}$ and nonpositive exponent $\nu$, where $\mathscr{L}(X)$ denotes the Banach algebra of all endomorphisms of $X$ endowed with the uniform operator norm. In this context our aim here is twofold. The first is to characterize the behaviour of $\left\{\mathscr{T}_{A}(t)\right\}_{t \geq 0}$ with respect to some intermediate and interpolation spaces between $X$ and the domain $\mathscr{D}(A)$ of $A$. The second is to investigate how this behaviour reflects on the question of maximal time regularity for the solutions to a class of degenerate integro- and non-integrodifferential initial value problems in $X$.

The class of operators we will deal with consists precisely of those multivalued linear operators $A$ whose single-valued resolvents satisfy the following estimate:

$$
\begin{equation*}
\left\|(\lambda I-A)^{-1}\right\|_{\mathscr{L}(X)} \leq C(|\lambda|+1)^{-\beta}, \quad \forall \lambda \in \Sigma_{\alpha} \tag{2}
\end{equation*}
$$

Here, $I$ is the identity operator, $C$ is a positive constant, $\beta \in$ $(0,1]$, and $\Sigma_{\alpha}$ is the complex region $\{z \in \mathbf{C}: \Re \mathrm{e} z \geq$ $-c(|\Im m z|+1)^{\alpha}$, $\left.\mathfrak{J m} z \in \mathbf{R}\right\}, c>0, \alpha \in[\beta, 1]$. It thus happens (cf. [1-3]) that $A$ is the infinitesimal generator of a semigroup of linear bounded operators in $X$ satisfying (1) with $\nu=v_{\alpha, \beta}$, where $\nu_{\alpha, \beta}=(\beta-1) / \alpha$.

To outline the motivations of our research, let us assume for a moment that $A$ is a single-valued linear operator satisfying (2). It is well known that if $\beta=1$, then $A$ is the infinitesimal generator of a bounded analytic semigroup. For this case, an extensive literature exists concerning the behaviour of $\left\{\mathscr{T}_{A}(t)\right\}_{t \geq 0}$ with respect to the real interpolation spaces $(X, \mathscr{D}(A))_{\gamma, p}, \gamma \in(0,1), p \in[1, \infty]$, and its application to questions of maximal regularity for the solutions to nondegenerate (possibly nonautonomous) integro- and non-integrodifferential abstract Cauchy problems. See, for instance, [4-11]. Due to (1) with $\nu=\nu_{1, \beta}$, the case of $\alpha=$ 1 and $\beta \in(0,1)$ is definitely worsened and the literature for it is considerably less conspicuous, although estimate of type (2), with $\left(\Re \mathrm{Re} \lambda+|\Im m \lambda|^{\beta}\right)^{-1}$ in place of $(|\lambda|+1)^{-\beta}$, goes back even to [12, Remark p. 383] in the ambit of Abel summable semigroups admitting uniform derivatives of all orders. One of the main problems with the case $\beta \in(0,1)$ is that some equivalent characterizations of $(X, \mathscr{D}(A))_{\gamma, p}$ begin to fail (cf. [13]), so that some spaces which were just real
interpolation spaces between $X$ and $\mathscr{D}(A)$ in the case $\beta=$ 1 become only intermediate spaces in the case $\beta \in(0,1)$. However, avoiding questions of interpolation theory and of maximal regularity, a quite satisfactorily semigroup theory for the single-valued case with $\beta \in(0,1)$ and its application to the unique solvability of some concrete partial (non-integro-) differential equations have been developed in [1418]. Since the multivalued case embraces the single-valued one, our contribution in this field is to fill this gap, supplying a theory for the behaviour of singular semig $n$ intermediate and interpolation spaces which, in the case $\beta=1$, reduces to that in $[9,11]$. As an effect of this theory, there is the possibility of investigating questions of maximal time regularity for an entire class of nondegenerate evolution equations which does not fall within the case $\beta=1$.

The case when $A$ is really a multivalued linear operator arises naturally when we shift our attention to degenerate evolution equations of the type considered in [1-3]. There, a semigroup theory for multivalued linear operators was introduced as a tool to handle degenerate equations by means of analogous techniques of the nondegenerate ones. Such a theory has been then successfully applied to questions of maximal regularity for the solutions to a wide class of degenerate integro- and non-integrodifferential equations. We quote [2, $19-23$ ] where, in general and unless $\beta=1$, it is shown that the time regularity of the solutions decreases with respect to that of the data. In this respect, we mention the recent results in [20] where, under an additional condition of space regularity on the data and provided that $\alpha$ and $\beta$ are large enough, the loss of time regularity is restored. Regrettably (cf. the appendix below), we have found some inaccuracies in [20, Section 4], and for this reason we must indicate some changes to that paper. On the other side, fortunately, the basic idea in [20] is correct and remedy can be applied to all the inappropriate items. Furthermore, unexpectedly, we will see that the more delicate approach followed in this paper not only corrects the mistakes in [20], but also gives rise to an effective improvement of the achievable results. In fact, here, we will straighten out, refine, and extend [20], enlarging the class of the admissible spaces to which the data may belong, weakening the assumption for the pair $(\alpha, \beta)$, and complicating the structure of the underlying equations. This is why we will first analyze the behaviour of the semigroup generated by $A$ with respect to some intermediate and interpolation spaces which turn out to be equivalent only in the case $\beta=1$. Indeed, the phenomena exhibited in [13] for the single-valued case extend to the multivalued one (cf. [24]), and, until now, for the mentioned behaviour there exist no more than some partial results obtained in [2, 19, 24].

We now give the detailed plan of the paper. In Section 2, for a multivalued linear operator $A$ having domain $\mathscr{D}(A)$ and satisfying (2), we introduce the corresponding generated semigroup $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0}$. This leads us to define also the linear bounded operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}, \mathfrak{R e} \theta \geq 0, t>0,\left(\left[(-A)^{0}\right]^{\circ}\right.$ $\left.\mathrm{e}^{t A}=\mathrm{e}^{t A}\right)$ and to recall the fundamental estimates for their $\mathscr{L}(X)$-norm. For the operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ a semigroup type property is proven in Proposition 1. We then introduce the spaces we will deal with in this paper, that is,
the interpolation spaces $(X, \mathscr{D}(A))_{\gamma, p}$ and the spaces $X_{A}^{\gamma, p}$, $\gamma \in(0,1), p \in[1, \infty]$. Special attention is given to the embeddings linking these two classes of spaces which, in general, are equivalent only in the case $\beta=$ 1. Some relations existing between the spaces $X_{A}^{\gamma, p}$ for different values of $\gamma$ and $p$ are proven in Proposition 2 and discussed in Remarks 3-5. We conclude the section recalling the estimates proven in $[19,24]$ for the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ;(X, \mathscr{D}(A))_{\gamma, p}\right)}, \mathfrak{R e} \theta \geq 0$, and $\|\left[(-A)^{1}\right]^{\circ}$ $\mathrm{e}^{t A} \|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)}, Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}$. In Remarks 7 and 8 we explain why, unless we renounce to optimality, in the case $\beta<$ 1 these estimates can not be directly extended to the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\gamma, p)}\right.}$ and $\left\|\left[(-A)^{\theta}\right]^{o} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)}, \mathfrak{R e} \theta \geq 1$, respectively.

In Section 3, we investigate the behaviour of the operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ with respect to both of the spaces $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$. First, in Proposition 9, we deal with the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\gamma, p)}\right)}, \mathfrak{R e} \theta \geq 0$, and we show that, except for replacing $(X, \mathscr{D}(A))_{\gamma, p}$ with $X_{A}^{\gamma, \infty}$ if $p=\infty$ and with $X_{A}^{\beta \gamma, p}$ if $p \in[1, \infty)$, the same estimates of [19] for the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ;(X, \mathscr{D}(A))_{p, p}\right)}$ continue to hold. The second significant result is Proposition 12 where, extending those in [24] to values of $\theta$ other than one, we establish estimates for the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)}, \mathfrak{R e} \theta \geq 1, Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}\right.$, $\left.X_{A}^{\gamma, p}\right\}$. As a byproduct we deduce the basic Corollary 14, which in Section 5 will be a key tool in proving the equivalence between the following problem (3) and the fixed-point equation (179). The estimates in Proposition 12 are then merged together with those in [19] to achieve estimates for the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left((X, \mathscr{D}(A))_{\gamma, p},(X, \mathscr{D}(A))_{\delta, p}\right)}, \mathfrak{R e} \theta \geq 1$. In particular, two different estimates are obtained, if $\gamma+\delta<1$ or not. For if $\gamma+\delta<1$, then (cf. the proof of Proposition 16) we can take advantage of the reiteration theorem for interpolation spaces and obtain estimates that, unless $\beta=1$, are better than those rougher estimates derived in the general case $\gamma, \delta \in(0,1)$ (see Remarks 17 and 18). We stress that if $\beta=1, \theta \in \mathbf{N}$ and $A$ is single-valued, then we restore the estimates in [9]. Finally, in Proposition 20, a combination of Propositions 9 and 12 yields the estimate for the norms $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X_{A}^{\gamma, p}, X_{A}^{\delta, p}\right)}$, $\mathfrak{R e} \theta \geq 1$. Since $\beta<1$, the spaces $X_{A}^{\sigma, q}$ are, in general, only intermediate spaces between $X$ and $\mathscr{D}(A)$ for $\sigma \in(0, \beta)$; here the reiteration theorem does not apply and a weaker result is obtained (cf. (101)-(103)).

The estimates of Section 3 are applied in Section 4 to study the time regularity of those operator functions $Q_{j}, j=$ $1, \ldots, 6$, that we will need in Section 5. In particular (cf. formula (106)), we modify the definition of $Q_{2}$ in [20, Section 4] in order that it is well defined, at least when acting on functions $g \in C^{\delta}([0, T] ; X), \delta \in((2-\alpha-\beta) / \alpha, 1)$ (cf. Corollary 26). Consequently, operators $Q_{3}$ and $Q_{4}$ in [20] change too, and the new $Q_{5}$ and $Q_{6}$ should be introduced (cf. formulae (107)-(110)). The Hölder in time regularity of the $Q_{j}$ 's is characterized in Lemmas 22, 24, 30, and 32 and Propositions 29 and 36. The main feature of these results is to show that the loss of regularity produced by $Q_{2}$ and
$Q_{5}$ can be restored, in $Q_{3}$ and $Q_{6}$ respectively, employing the regularization property established in [20, Section 3] for a wide range of general convolution operators.

In Section 5 we analyze the maximal time regularity of the strict solutions $v$ to the following class of degenerate integrodifferential equations in a complex Banach space $X$ :

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t}(M v(t))=\left[\lambda_{0} M+L\right] v(t)+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v\right)(t) \\
+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+f(t), \quad t \in I_{T}  \tag{3}\\
M v(0)=M v_{0}
\end{gather*}
$$

Here, $I_{T}=[0, T], \lambda_{0} \in \mathbf{C}, n_{1}, n_{2} \in \mathbf{N}, h_{i_{2}}: I_{T} \rightarrow \mathbf{C}, y_{i_{2}} \in X$, $i_{2}=1, \ldots, n_{2}$, whereas, $Z$ being another complex Banach space and $\mathscr{P}: Z \times X \rightarrow X$ being a bilinear bounded operator, $k_{i_{1}}: I_{T} \rightarrow Z$, and $\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v\right)(t)=\int_{0}^{t} \mathscr{P}\left(k_{i_{1}}(t-s), L_{i_{1}} v(s)\right) \mathrm{d} s$, $i_{1}=1, \ldots, n_{1}$. Of course, if $Z=\mathbf{C}$, then $\mathscr{P}$ may be the scalar multiplication in $X$. As $M, L$, and $L_{i_{1}}, i_{1}=1, \ldots, n_{1}$, we take closed single-valued linear operators from $X$ to itself, whose domains fulfill the relation $\mathscr{D}(L) \subseteq \bigcap_{i_{1}=1}^{n_{1}}\left[\mathscr{D}(M) \cap \mathscr{D}\left(L_{i_{1}}\right)\right]$, and we require $L$ to have a bounded inverse, allowing $M$ to be not invertible. Hence, in general, $A=L M^{-1}$ is only a multivalued linear operator in $X$ having domain $\mathscr{D}(A)=$ $M(\mathscr{D}(L))$. Assuming that $A$ satisfies (2) and that the data $k_{i_{1}}$, $h_{i_{2}}, y_{i_{2}}$ and $f, i_{l}=1, \ldots, n_{l}, l=1,2$, are suitably chosen, problem (3) is then reduced to an equivalent fixed pointequation for the new unknown $w=L\left(v-v_{0}\right), v_{0} \in \mathscr{D}(L)$. It is here that the results of Sections 3 and 4 play their role, leading us to Theorem 48. In that theorem, provided that $5 \alpha+2 \beta>6$, we will prove that if $k_{i_{1}} \in C^{\eta_{i_{1}}}\left(I_{T} ; Z\right), h_{i_{2}} \in C^{\sigma_{i_{2}}}$ $\left(I_{T} ; \mathbf{C}\right), y_{i_{2}} \in Y_{\gamma_{i_{2}}}^{r}, Y_{\gamma_{i_{2}}}^{r} \in\left\{(X, \mathscr{D}(A))_{\gamma_{i_{2}}, r}, X_{A}^{\gamma_{i_{2}}, r}\right\}$, and $f \in C^{\mu}$ $\left(I_{T} ; X\right)$ for opportunely chosen $\eta_{i_{1}}, \sigma_{i_{2}}, \gamma_{i_{2}}$, and $\mu, i_{l}=$ $1, \ldots, n_{l}, l=1,2$, then problem (3) has a unique strict solution $v \in C^{\tau}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and $L v, \mathrm{~d} M v / \mathrm{d} t \in C^{\tau}\left(I_{T} ; X\right)$, where $\tau=\min _{i_{1}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}\right\}$ (cf. Remark 51). Section 5 concludes with applications of Theorem 48 to integral and nonintegral subcases of (3), (cf. Theorems $52-54$ and 56). We stress that Theorem 48 repairs, generalizes, and improves [20, Theorems 5.6 and 5.7], where similar results were proven only for the case $\left(n_{1}, n_{2}, Y_{\psi}^{p}\right)=$ $\left(1,1, X_{A}^{\psi, p}\right)$ and under the stronger condition $3 \alpha+8 \beta>10$.

In Section 6, we give an application of Theorem 48 to a concrete case of problem (3) arising in the theory of heat conduction for materials with memory. In particular, we show how Theorem 48 characterizes the appropriate functional framework where to search for the solution of the inverse problem of recovering both $v$ and the vector $\left(k_{1}, \ldots, k_{r_{1}}\right), r_{1} \leq$ $n_{1}$, in (3) with $\left(i_{2}, n_{2}\right)=\left(i_{1}, n_{1}\right)$ and $h_{i_{1}}=k_{i_{1}}, i_{1}=1, \ldots, n_{1}$.

Finally, in the Appendix we explain how to amend [20, Theorems 5.6 and 5.7] in accordance to Theorem 48.

## 2. Multivalued Linear Operators, Singular Semigroups, and the Spaces $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$

Let $X$ be a complex Banach space endowed with norm $\|\cdot\|_{X}$ and let $\mathscr{P}(X)$ be the collection of all the subsets of $X$. For a number $\lambda \in \mathbf{C}$ and elements $\mathscr{U}, \mathscr{V}, \mathscr{W} \in \mathscr{P}(X) \backslash \emptyset, \lambda \mathscr{U}$, and $\mathscr{V}+\mathscr{W}$ denote the subsets of $X$ defined by $\{\lambda u: u \in \mathscr{U}\}$ and $\{v+w: v \in \mathscr{V}, w \in \mathscr{W}\}$, respectively. Then, a mapping $A$ from $X$ into $\mathscr{P}(X)$ is called a multivalued linear operator in $X$ if its domain $\mathscr{D}(A)=\{x \in X: A x \neq \emptyset\}$ is a linear subspace of $X$ and $A$ satisfies the following: (i) $A x+A y \subset A(x+y)$, for all $x, y \in \mathscr{D}(A)$; (ii) $\lambda A x \subset A(\lambda x)$, for all $\lambda \in \mathrm{C}$, for all $x \in \mathscr{D}(A)$. From now on, the shortening m . l. will be always used for multivalued linear.

The set $\mathscr{R}(A)=\bigcup_{x \in \mathscr{D}(A)} A x$ is called the range of $A$. If $\mathscr{R}(A)=X$, then $A$ is said to be surjective. The following properties of a m . l. operator $A$ are immediate consequences of its definition (cf. [1, Theorems 2.1 and 2.2]): (iii) $A x+A y=$ $A(x+y)$, for all $x, y \in \mathscr{D}(A)$; (iv) $\lambda A x=A(\lambda x)$, for all $\lambda \in$ $\mathrm{C} \backslash\{0\}$, for all $x \in \mathscr{D}(A)$; (v) $A 0$ is a linear subspace of $X$ and $A x=y+A 0$ for any $y \in A x, x \in \mathscr{D}(A)$. In particular, $A$ is single-valued if and only if $A 0=\{0\}$.

If $A$ is an m . l. operator in $X$, then its inverse $A^{-1}$ is defined to be the operator having domain $\mathscr{D}\left(A^{-1}\right)=\mathscr{R}(A)$ such that $A^{-1} y=\{x \in \mathscr{D}(A): y \in A x\}, y \in \mathscr{D}\left(A^{-1}\right) . A^{-1}$ is an m. l. operator in $X$ too, and $\left(A^{-1}\right)^{-1}=A$. The set $A^{-1} 0=\{x \in$ $\mathscr{D}(A): 0 \in A x\}$ is called the kernel of $A$ and denoted by $\mathscr{N}(A)$. If $\mathcal{N}(A)=\{0\}$; that is, if $A^{-1}$ is single-valued, then $A$ is said to be injective. Observe that (v) yields $A x=A 0$ if and only if $x \in \mathcal{N}(A)$.

Given $\mathscr{U} \in \mathscr{P}(X) \backslash \emptyset$, we write $A(\mathscr{U})=\bigcup_{u \in \mathscr{U} \cap \mathscr{D}(A)} A u$, so that, in particular, $A(X)=A(\mathscr{D}(A))=\mathscr{R}(A)$. If $A_{j}$, $j=1,2$ are m . l. operators in $X$ and $\lambda \in \mathbf{C}$, then the scalar multiplication $\lambda A_{1}$, the sum $A_{1}+A_{2}$, and the product $A_{1} A_{2}$ are defined by

$$
\begin{gather*}
\mathscr{D}\left(\lambda A_{1}\right)=\mathscr{D}\left(A_{1}\right), \\
\left(\lambda A_{1}\right) x=\lambda A_{1} x, \quad x \in \mathscr{D}\left(\lambda A_{1}\right), \\
\mathscr{D}\left(A_{1}+A_{2}\right)=\mathscr{D}\left(A_{1}\right) \cap \mathscr{D}\left(A_{2}\right), \\
\left(A_{1}+A_{2}\right) x=A_{1} x+A_{2} x, \quad x \in \mathscr{D}\left(A_{1}+A_{2}\right),  \tag{4}\\
\mathscr{D}\left(A_{1} A_{2}\right)=\left\{x \in \mathscr{D}\left(A_{2}\right): A_{1}\left(A_{2} x\right) \neq \emptyset\right\}, \\
\left(A_{1} A_{2}\right) x=A_{1}\left(A_{2} x\right), \quad x \in \mathscr{D}\left(A_{1} A_{2}\right),
\end{gather*}
$$

where $\lambda A_{1}, A_{1}+A_{2}$ and $A_{1} A_{2}$ are m. l. operators in $X$ and $\left(A_{1} A_{2}\right)^{-1}=A_{2}^{-1} A_{1}^{-1}$.

Let $A$ and $B$ be m. l. operators in $X$. We write $A \subset B$ if $\mathscr{D}(A) \subseteq \mathscr{D}(B)$ and $A x \subseteq B x$ for every $x \in \mathscr{D}(A)$. Clearly, $A \subset$ $B \subset A$ if and only if $A=B$. If $A \subset B$ and $A x=B x$ for every $x \in \mathscr{D}(A)$, then $B$ is called an extension of $A$. If a linear singlevalued operator $S$ has domain $\mathscr{D}(S)=\mathscr{D}(A)$ and $S \subset A$, that is, $S x \in A x$ for every $x \in \mathscr{D}(A)$, then $S$ is called a section of $A$. With an arbitrary section $S$, it holds $A x=S x+A 0, x \in \mathscr{D}(A)$, and $\mathscr{R}(A)=\mathscr{R}(S)+A 0$, but this latter sum may or may not
be direct (cf. [25, p. 14]). A method for constructing sections is provided in [25, Proposition I.5.2].

If $X_{j}, j=1,2$, are two complex Banach spaces, then the linear space of all bounded single-valued linear operators $L$ from $X_{1}=\mathscr{D}(L)$ to $X_{2}$ is denoted by $\mathscr{L}\left(X_{1} ; X_{2}\right)\left(\mathscr{L}\left(X_{1}\right)\right.$ if $\left.X_{1}=X_{2}\right)$ and it is equipped with the uniform operator norm $\|L\|_{\mathscr{L}\left(X_{1} ; X_{2}\right)}=\sup _{\|x\|_{X_{1}} \leq 1}\|L x\|_{X_{2}}=\inf _{K \geq 0}\left\{\|L x\|_{X_{2}} \leq K\|x\|_{X_{1}}:\right.$ $\left.x \in X_{1}\right\}$. Then the resolvent set $\rho(A)$ of a m . l. operator $A$ is defined to be the set $\left\{z \in \mathbf{C}:(z I-A)^{-1} \in \mathscr{L}(X)\right\}$, with $I$ being the identity operator in $X$. The basic properties of the resolvent set of single-valued linear operators hold the same for m. l. operators. First, if $\rho(A) \neq \emptyset$, then $A$ is closed; that is, its graph $\{(x, y) \in X \times X: x \in \mathscr{D}(A), y \in A x\}$ is closed (cf. [25, p. 43]). Further (cf. [1, Theorem 2.6]), $\rho(A)$ is an open set and the operator function $z \in \rho(A) \rightarrow(z I-A)^{-1} \in \mathscr{L}(X)$ is holomorphic. Finally (cf. [1, formula (2.1)]), the resolvent equation $\left(\lambda_{2}-\lambda_{1}\right)\left(\lambda_{1} I-A\right)^{-1}\left(\lambda_{2} I-A\right)^{-1}=\left(\lambda_{1} I-A\right)^{-1}-\left(\lambda_{2} I-\right.$ $A)^{-1}, \lambda_{1}, \lambda_{2} \in \rho(A)$, is satisfied, too. Unlike the single-valued case, instead, for $z \in \rho(A)$ the following inclusions hold (cf. [1, Theorem 2.7]):

$$
\begin{equation*}
(z I-A)^{-1} A \subset z(z I-A)^{-1}-I \subset A(z I-A)^{-1} \tag{5}
\end{equation*}
$$

Then, in general, $z(z I-A)^{-1}-I, z \in \rho(A)$, is only a bounded section of the m . l. operator $A(z I-A)^{-1}$. Throughout this paper, we denote this bounded section by $A^{\circ}(z I-A)^{-1}$, but we warn the reader that here $A^{\circ}$ does not necessarily denote a section of $A$ itself. Of course, if $A$ is single-valued, then $A^{\circ}(z I-A)^{-1}$ reduces to $A(z I-A)^{-1}$. Notice that (5) implies that $(z I-A)^{-1} A, z \in \rho(A)$, is single-valued on $\mathscr{D}(A)$ and $(z I-$ $A)^{-1} A x=(z I-A)^{-1} y$ with any $y \in A x, x \in \mathscr{D}(A)$. Another difference with the single-valued case is that for every $z \in$ $\rho(A)$ it holds $\mathcal{N}\left((z I-A)^{-1}\right)=A 0$. Indeed, $\left((z I-A)^{-1}\right)^{-1} 0=$ $(z I-A) 0=A 0$. Therefore, in the m. l. case, $\{0\} \varsubsetneqq \mathcal{N}((z I-$ $\left.A)^{-1}\right), z \in \rho(A)$. However (cf. [24, Lemma 2.1]), if $0 \in \rho(A)$, then $\mathcal{N}\left(A^{\circ}(z I-A)^{-1}\right)=\{0\}$, and, in addition, $x \notin A 0$ if and only if $A^{\circ}(z I-A)^{-1} x \notin A 0, z \in \rho(A)$. We also recall that for every $\lambda_{1}, \lambda_{2} \in \rho(A)$ the following slight variants of the resolvent equation hold (cf. [24, Lemma 2.2]):

$$
\begin{align*}
\left(\lambda_{2}-\right. & \left.\lambda_{1}\right)\left(\lambda_{1} I-A\right)^{-1} A^{\circ}\left(\lambda_{2} I-A\right)^{-1} \\
& =A^{\circ}\left(\lambda_{1} I-A\right)^{-1}-A^{\circ}\left(\lambda_{2} I-A\right)^{-1}  \tag{6}\\
\left(\lambda_{2}-\right. & \left.\lambda_{1}\right) A^{\circ}\left(\lambda_{1} I-A\right)^{-1}\left(\lambda_{2} I-A\right)^{-1} \\
& =A^{\circ}\left(\lambda_{1} I-A\right)^{-1}-A^{\circ}\left(\lambda_{2} I-A\right)^{-1}
\end{align*}
$$

In particular, if $0 \in \rho(A)$, then, since $A^{\circ}(0 I-A)^{-1}=-I$, the first in (6) with $\left(\lambda_{1}, \lambda_{2}\right)=(0, \lambda)$ yields $\lambda(-A)^{-1} A^{\circ}(\lambda I-A)^{-1}=$ $-I-A^{\circ}(\lambda I-A)^{-1}=-\lambda(\lambda I-A)^{-1}$; that is,

$$
\begin{equation*}
A^{-1} A^{\circ}(\lambda I-A)^{-1}=(\lambda I-A)^{-1}, \quad \lambda \in \rho(A) . \tag{7}
\end{equation*}
$$

Let $(A, \mathscr{D}(A))$ be a m. l. operator in $X$ satisfying the following resolvent condition:
(H1) $\rho(A)$ contains a region $\Sigma_{\alpha}=\{z \in \mathrm{C}: \mathfrak{R e} z \geq$ $\left.-c(|\mathfrak{J} m z|+1)^{\alpha}, \mathfrak{\Im} m z \in \mathbf{R}\right\}$,
$\alpha \in(0,1], c>0$, and for some exponent $\beta \in(0, \alpha]$ and constant $C>0$ the following estimate holds:

$$
\begin{equation*}
\left\|(\lambda I-A)^{-1}\right\|_{\mathscr{L}(X)} \leq C(|\lambda|+1)^{-\beta}, \quad \forall \lambda \in \Sigma_{\alpha} \tag{8}
\end{equation*}
$$

Introduce the family $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0} \in \mathscr{L}(X)$ defined by $\mathrm{e}^{0 A}=I$ and

$$
\begin{equation*}
\mathrm{e}^{t A}=\frac{1}{2 \pi i} \int_{\Gamma} \mathrm{e}^{t \lambda}(\lambda I-A)^{-1} \mathrm{~d} \lambda, \quad t>0 \tag{9}
\end{equation*}
$$

where $\Gamma \leftrightarrows \Sigma_{\alpha} \backslash\{z \in \mathrm{C}: \Re \mathrm{e} z \geq 0\}$ is the contour parametrized by $\lambda=-c(|\eta|+1)^{\alpha}+i \eta, \eta \in(-\infty, \infty)$. Then (cf. [1, pp. $360,361]),\left\{e^{t A}\right\}_{t \geq 0}$ is a semigroup on $X$, infinitely many times strongly differentiable for $t>0$ with

$$
\begin{align*}
D_{t}^{k} \mathrm{e}^{t \mathrm{~A}}= & \frac{1}{2 \pi i} \int_{\Gamma} \lambda^{k} \mathrm{e}^{t \lambda}(\lambda I-A)^{-1} \mathrm{~d} \lambda  \tag{10}\\
& t>0, \quad k \in \mathbf{N}=\{1,2, \ldots\}
\end{align*}
$$

where $D_{t}^{k}=\mathrm{d}^{k} / \mathrm{d} t^{k}$. In general, no analyticity should be expected for $\mathrm{e}^{t A}$. For if $\alpha<1$ in (H1), then $\Sigma_{\alpha}$ does not contain any sector $\Lambda_{\omega+\pi / 2}=\{z \in \mathbf{C} \backslash\{0\}:|\arg z|<\omega+$ $\pi / 2\}, \omega \in(0, \pi / 2)$, and [15, Theorem 5.3], which extends e ${ }^{t A}$ analytically to the sector $\Lambda_{\omega}$ containing the positive real axis, is not applicable. We stress that (9) and $\mathcal{N}\left((z I-A)^{-1}\right)=A 0$, $z \in \rho(A)$, imply $A 0 \subseteq \mathcal{N}\left(\mathrm{e}^{t A}\right)$ for every $t>0$, whereas $\mathscr{N}\left(\mathrm{e}^{0 A}\right)=\mathscr{N}(I)=\{0\}$. Hence, if $A$ is really an m. l. operator, then $\{0\} \subsetneq A 0 \subseteq \bigcap_{t>0} \mathcal{N}\left(\mathrm{e}^{t A}\right)$. From the semigroup property it also follows that $\mathcal{N}\left(\mathrm{e}^{t_{0} A}\right) \subseteq \mathcal{N}\left(\mathrm{e}^{t_{1} A}\right)$ for $t_{1} \geq t_{0} \geq 0$.

Now, for every $\theta \in \mathbf{C}$ such that $\Re \mathrm{e} \theta \geq 0$ we set

$$
\begin{equation*}
\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}=\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda I-A)^{-1} \mathrm{~d} \lambda, \quad t>0 \tag{11}
\end{equation*}
$$

Here, for the multivalued function $(-\lambda)^{\theta}=e^{\theta \operatorname{Ln}(-\lambda)}$ we choose the principal branch holomorphic in the region $C \backslash\{z \in$ C : $\mathfrak{R e} z \geq 0\}$, where for principal branch we mean the principal determination $\ln |z|+i \arg (z)$ of $\operatorname{Ln}(z)$. We briefly recall the main properties of operators $\left[(-A)^{\theta}\right]^{\circ} e^{t A}$. Of course, $\left[(-A)^{0}\right]^{\circ} \mathrm{e}^{t A}=\mathrm{e}^{t A}, t>0$. As shown in [26, p. 426], $\left[(-A)^{k}\right]^{\circ}$ $\mathrm{e}^{t A}, k \in \mathbf{N}, t>0$, is a section of $(-A)^{k} \mathrm{e}^{t A}$, so that from (10) we get

$$
\begin{equation*}
(-1)^{k} D_{t}^{k} \mathrm{e}^{t A}=\left[(-A)^{k}\right]^{\circ} \mathrm{e}^{t A} \subset(-A)^{k} \mathrm{e}^{t A}, \quad t>0, k \in \mathbf{N} . \tag{12}
\end{equation*}
$$

Moreover (cf. [19, formula (22)] with $\theta \geq 0$ being replaced by $\mathfrak{R e} \theta \geq 0$ ), we get

$$
\begin{align*}
{\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}-\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{s A}=} & -\int_{s}^{t}\left[(-A)^{\theta+1}\right]^{\circ} \mathrm{e}^{\xi A} \mathrm{~d} \xi  \tag{13}\\
& \mathfrak{R e} \theta \geq 0, \quad 0<s<t
\end{align*}
$$

Finally, (H1) implies the following estimates (cf. [1, 24, Section 3]):

$$
\begin{equation*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}(X)} \leq \widetilde{c}_{\alpha, \beta, \theta} t^{(\beta-\Re \mathrm{Re} \theta-1) / \alpha}, \quad \Re \mathrm{e} \theta \geq 0, t>0 \tag{14}
\end{equation*}
$$

where the $\widetilde{c}_{\alpha, \beta, \theta}$ 's are positive constants depending on $\alpha, \beta$, and $\theta$. Thus, letting $\theta=0$ in (14), we see that if $\beta \in(0,1)$, then the operator function $t \in(0, \infty) \rightarrow \mathrm{e}^{t A} \in \mathscr{L}(X)$ may be singular at the origin and the semigroup is not necessarily strongly continuous in the $X$-norm on the closure $\overline{\mathscr{D}(A)}$ of $\mathscr{D}(A)$ in $X$. Notice that if $\alpha+\beta>1$, then the singularity is a weak one, in the sense that $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0}$ is integrable in norm in any interval $[0, \tau], \tau>0$. Further (cf. [24, Lemma 3.9]), if $\alpha+\beta>1$, then $A 0=\bigcap_{t>0} \mathcal{N}\left(\mathrm{e}^{t A}\right)$, and if $\alpha=1$, then $A 0=$ $\mathcal{N}\left(\mathrm{e}^{t A}\right)$ for every $t>0$.

Observe that $A 0 \subseteq \mathcal{N}\left(\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right), \mathfrak{R e} \theta \geq 0, t>0$, so that $A 0 \subseteq \bigcap_{t>0} \mathcal{N}\left(\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right), \mathfrak{R e} \theta \geq 0$. The operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ satisfy the following semigroup type property.

Proposition 1. Let $\theta_{j} \in \mathbf{C}, \mathfrak{R e} \theta_{j} \geq 0$, and let $t_{j}>0, j=1,2$. Then

$$
\begin{equation*}
\left[(-A)^{\theta_{1}}\right]^{\circ} e^{t_{1} A}\left[(-A)^{\theta_{2}}\right]^{\circ} e^{t_{2} A}=\left[(-A)^{\theta_{1}+\theta_{2}}\right]^{\circ} e^{\left(t_{1}+t_{2}\right) A} \tag{15}
\end{equation*}
$$

Proof. First, the function $\lambda \in \rho(A) \rightarrow(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda I-A)^{-1} \epsilon$ $\mathscr{L}(X)$ being holomorphic for every $\mathfrak{R e} \theta \geq 0$ and $t>0$, and the contour $\Gamma$ in (11) with $(\theta, t)=\left(\theta_{2}, t_{2}\right)$ can be replaced with the contour $\Gamma^{\prime} \varsubsetneqq \Sigma_{\alpha} \backslash\{z \in \mathbf{C}: \mathfrak{R e} z \geq 0\}$ parametrized by $\mu=-c^{\prime}(|\eta|+1)^{\alpha}+i \eta, \eta \in(-\infty, \infty), c^{\prime} \in(0, c)$, and lies to the right of $\Gamma$. Then, for every $x \in X$, from the resolvent equation we obtain

$$
\begin{align*}
& {\left[(-A)^{\theta_{1}}\right]^{0} \mathrm{e}^{t_{1} A}\left[(-A)^{\theta_{2}}\right]^{\circ} \mathrm{e}^{t_{2} A} x} \\
& \begin{aligned}
&=\left(\frac{1}{2 \pi i}\right)^{2} \int_{\Gamma}(-\lambda)^{\theta_{1}} \mathrm{e}^{t_{1} \lambda} \\
& \times\left[\int_{\Gamma^{\prime}}(-\mu)^{\theta_{2}} \mathrm{e}^{t_{2} \mu}(\lambda I-A)^{-1}(\mu I-A)^{-1} x \mathrm{~d} \mu\right] \mathrm{d} \lambda \\
&=\left(\frac{1}{2 \pi i}\right)^{2} \int_{\Gamma}(-\lambda)^{\theta_{1}} \mathrm{e}^{t_{1} \lambda}(\lambda I-A)^{-1} \\
& \times {\left[\left(\int_{\Gamma^{\prime}}(-\mu)^{\theta_{2}} \mathrm{e}^{t_{2} \mu}(\mu-\lambda)^{-1} \mathrm{~d} \mu\right) x\right] \mathrm{d} \lambda } \\
&-\left(\frac{1}{2 \pi i}\right)^{2} \int_{\Gamma^{\prime}}(-\mu)^{\theta_{2}} \mathrm{e}^{t_{2} \mu}(\mu I-A)^{-1} \\
& \times\left[\left(\int_{\Gamma}(-\lambda)^{\theta_{1}} \mathrm{e}^{t_{1} \lambda}(\lambda-\mu)^{-1} \mathrm{~d} \lambda\right) x\right] \mathrm{d} \mu .
\end{aligned}
\end{align*}
$$

Now, after having enclosed $\Gamma$ and $\Gamma^{\prime}$ on the left with an $\operatorname{arc} \Delta_{R}$ of the circle $\left\{z \in \mathbf{C}:\left|z+c^{\prime}\right|=R\right\}, R>c-c^{\prime}$, we apply the residue theorem and let $R$ go to infinity. To this purpose, we observe that since the contours $\Gamma$ and $\Gamma^{\prime}$ both lie in the halfplane $\left\{z \in \mathrm{C}: \Re \mathrm{e} z \leq-c^{\prime}\right\}$, the $\operatorname{arc} \Delta_{R}$ may be parametrized in polar coordinates by $\mathfrak{R e} z=-c^{\prime}+R \cos \varphi, \mathfrak{T} \mathrm{~m} z=R \sin \varphi$, $\varphi \in(\pi / 2,3 \pi / 2)$. Then, for every $z \in \Delta_{R}$ we have

$$
\begin{align*}
\left|(-z)^{\theta} \mathrm{e}^{t z}\right| & =|z|^{\Re \mathrm{e} \theta} \mathrm{e}^{-\mathfrak{T} \theta \arg (-z)} \mathrm{e}^{t \Re \mathrm{e} z}  \tag{17}\\
& \leq\left(R+c^{\prime}\right)^{\Re \mathrm{e} \theta} \mathrm{e}^{(\pi / 2)|\mathfrak{F m} \theta|} \mathrm{e}^{-t c^{\prime}} \mathrm{e}^{t R \cos \varphi} .
\end{align*}
$$

Since $t>0$ and $\varphi \in(\pi / 2,3 \pi / 2)$, the right-hand side of the latter inequality goes to zero as $R$ goes to infinity, so that $\lim _{R \rightarrow \infty, z \in \Delta_{R}}(-z)^{\theta} \mathrm{e}^{t z}=0$ for every $\Re \mathrm{e} \theta \geq 0$ and $t>0$. The residue theorem together with the fact that $\Gamma^{\prime}$ lies to the right of $\Gamma$ thus yields $\int_{\Gamma^{\prime}}(-\mu)^{\theta_{2}} \mathrm{e}^{t_{2} \mu}(\mu-\lambda)^{-1} \mathrm{~d} \mu=2 \pi i(-\lambda)^{\theta_{2}} \mathrm{e}^{t_{2} \lambda}$ and $\int_{\Gamma}(-\lambda)^{\theta_{1}} \mathrm{e}^{t_{1} \lambda}(\lambda-\mu)^{-1} \mathrm{~d} \lambda=0$. Replacing these identities in (16) and using the equality $(-\lambda)^{\theta_{1}}(-\lambda)^{\theta_{2}}=(-\lambda)^{\theta_{1}+\theta_{2}}$ which is satisfied for the principal branch of the function $(-\lambda)^{\theta}=$ $e^{\theta \operatorname{Ln}(-\lambda)}$, we finally find

$$
\begin{align*}
& {\left[(-A)^{\theta_{1}}\right]^{\circ} \mathrm{e}^{t_{1} A}\left[(-A)^{\theta_{2}}\right]^{\circ} \mathrm{e}^{t_{2} A} x} \\
& \quad=\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta_{1}+\theta_{2}} \mathrm{e}^{\left(t_{1}+t_{2}\right) \lambda}(\lambda I-A)^{-1} x \mathrm{~d} \lambda \tag{18}
\end{align*}
$$

The right-hand side being precisely $\left[(-A)^{\theta_{1}+\theta_{2}}\right]^{\circ} \mathrm{e}^{\left(t_{1}+t_{2}\right) A} x$, the proof is complete.

For an m . l. operator $A$ satisfying (H1) we introduce now the spaces $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$. We first specify a topology on $\mathscr{D}(A)$ equipping it with the norm $\|x\|_{\mathscr{D}(A)}=\inf _{y \in A x}\|y\|_{X}$, $x \in \mathscr{D}(A)$. Since $A^{-1} \in \mathscr{L}(X)$, this norm is equivalent to the graph norm and makes $\mathscr{D}(A)$ a complex Banach space (cf. [2, Proposition 1.11]). As $X_{1}$ and $X_{2}$ being given normed complex linear spaces, we will write $X_{1} \hookrightarrow X_{2}$ if $X_{1} \subseteq X_{2}$ and there exists a positive constant $C_{0}$ such that $\|x\|_{X_{2}} \leq C_{0}\|x\|_{X_{1}}$ for every $x \in X_{1}$. If $X_{1} \hookrightarrow X_{2} \hookrightarrow X_{1}$, that is, if $X_{1}=X_{2}$ and the norms $\|\cdot\|_{X_{1}}$ and $\|\cdot\|_{X_{2}}$ are equivalent, then we will write $X_{1} \cong X_{2}$. Of course, $\mathscr{D}(A)$ with the norm $\|\cdot\|_{\mathscr{D}(A)}$ satisfies $\mathscr{D}(A) \hookrightarrow X$. In fact, if $x \in \mathscr{D}(A)$, then for every $y \in A x$ we have $x=A^{-1} y$, so that $\|x\|_{X} \leq\left\|A^{-1}\right\|_{\mathscr{L}(X)}\|y\|_{X} \leq$ $C\|y\|_{X}$. Taking the infimum with respect to $y \in A x$, we thus find $\|x\|_{X} \leq C\|x\|_{\mathscr{D}(A)}$ for every $x \in \mathscr{D}(A)$. If $Y$ is a Banach space, we denote by $C((0, \infty) ; Y)$ the set of all continuos functions from $(0, \infty)$ to $Y$, and for a $Y$-valued strongly measurable function $g(\xi), \xi \in(0, \infty)$, we set $\|g(\xi)\|_{L_{q}^{*}(Y)}=$ $\left(\int_{0}^{\infty}\|g(\xi)\|_{Y}^{q}(\mathrm{~d} \xi / \xi)\right)^{1 / q}, q \in[1, \infty)$, and $\|g(\xi)\|_{L_{\infty}^{*}(Y)}=$ $\sup _{\xi \in(0, \infty)}\|g(\xi)\|_{Y}$. Let $p_{0}, p_{1} \in[1, \infty)$ or let $p_{0}=p_{1}=\infty$, and for $\gamma \in(0,1)$ define $p^{-1}=(1-\gamma) p_{0}^{-1}+\gamma p_{1}^{-1}$ if $p_{0}, p_{1} \in$ $[1, \infty)$ and $p=\infty$ if $p_{0}=p_{1}=\infty$. Let us set

$$
\begin{align*}
& (X, \mathscr{D}(A))_{\gamma, p} \\
& =\left\{x \in X: x=v_{0}(\xi)+v_{1}(\xi), \xi \in(0, \infty),\right. \\
& \quad v_{0} \in C((0, \infty) ; X), v_{1} \in C((0, \infty) ; \mathscr{D}(A)), \\
& \left.\quad\left\|\xi^{\gamma} v_{0}(\xi)\right\|_{L_{p_{0}}^{*}(X)}+\left\|\xi^{\gamma-1} v_{1}(\xi)\right\|_{L_{p_{1}}^{*}(\mathscr{D}(A))}<\infty\right\},  \tag{19}\\
& \|x\|_{(X, \mathscr{D}(A))_{\gamma, p}} \\
& =\inf _{v_{0}, v_{1}}\left\{\left\|\xi^{\gamma} v_{0}(\xi)\right\|_{L_{p_{0}}^{*}(X)}+\left\|\xi^{\gamma-1} v_{1}(\xi)\right\|_{L_{p_{1}}^{*}(\mathscr{D}(A))}\right\} .
\end{align*}
$$

This characterization of the spaces $(X, \mathscr{D}(A))_{\gamma, p}$ is that obtained by the so-called "mean-methods", and it is equivalent to that performed by the "K-method" (cf. [27, Theorem 1.5.2 and Remark 1.5.2/2]) and the "trace-method"
(cf. [27, Theorem 1.8.2]). Then, due to [27, Theorem 1.3.3], for every $\gamma \in(0,1)$ and $p \in[1, \infty]$ the space $(X, \mathscr{D}(A))_{\gamma, p}$ is an exact real interpolation space of exponent $\gamma$ between $X$ and $\mathscr{D}(A)$. Observe that by exchanging the role of $X$ and $\mathscr{D}(A)$ and performing the transformation $\xi=\tau^{-1}$, we get $(X, \mathscr{D}(A))_{\gamma, p}=(\mathscr{D}(A), X)_{1-\gamma, p}$. Also, if $\mathscr{D}(A)=X$, then $(X, \mathscr{D}(A))_{\gamma, p} \cong X$ (cf. [27, Theorem 1.3.3(f)]). The definition of the spaces $(X, \mathscr{D}(A))_{\gamma, p}$ is meaningful even for the limiting cases $(\gamma, p)=(i, \infty), i=0,1$, whereas $(X, \mathscr{D}(A))_{i, p}, i=0,1$, $p \in[1, \infty)$, reduces to the zero element of $X$. In particular (cf. [28, pp. 10-15]), denoting by $\widetilde{Y}^{X}$ the completion of $\mathscr{D}(A)$ relative to $X$ and endowing it with the norm $\|\cdot\|_{\tilde{Y}^{x}}$ in $[28, \mathrm{p}$. 14], we get $(X, \mathscr{D}(A))_{0, \infty} \cong X$ and $(X, \mathscr{D}(A))_{1, \infty} \cong \widetilde{Y}^{X}$. Let $\gamma_{1} \in(0,1)$ and let $p_{j} \in[1, \infty], j=1,2$. Then, for $\gamma_{2} \in\left(0, \gamma_{1}\right)$ and $q_{j} \in\left[1, p_{j}\right], j=1,2$, the following chain of embeddings holds:

$$
\begin{align*}
\mathscr{D}(A) & \hookrightarrow(X, \mathscr{D}(A))_{1, \infty} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{1}, 1} \\
& \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{1}, q_{1}} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}  \tag{20}\\
& \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, 1} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, q_{2}} \\
& \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, p_{2}} \hookrightarrow \overline{\mathscr{D}(A)} .
\end{align*}
$$

Let $\gamma \in[0,1]$. Recall that a Banach space $E$ is said to be of class $J(\gamma, X, \mathscr{D}(A)) \cap K(\gamma, X, \mathscr{D}(A))$ and shortened to $E \in J(\gamma) \cap$ $K(\gamma)$, if $E$ is an intermediate space between $(X, \mathscr{D}(A))_{\gamma, \infty}$ and $(X, \mathscr{D}(A))_{\gamma, 1}$, that is, if $(X, \mathscr{D}(A))_{\gamma, 1} \hookrightarrow E \hookrightarrow(X, \mathscr{D}(A))_{\gamma, \infty}$. From (20) it thus follows that $(X, \mathscr{D}(A))_{\gamma, p} \in J(\gamma) \cap K(\gamma)$, for every $\gamma \in(0,1)$ and $p \in[1, \infty]$. Moreover, since $(X, \mathscr{D}(A))_{i, 1}=\{0\}, i=0,1$, and $(X, \mathscr{D}(A))_{0, \infty} \cong X$, we have $\mathscr{D}(A) \in J(1) \cap K(1)$ and $X \in J(0) \cap K(0)$. Then (cf. [28, p. 12], [27, Theorem 1.10.2], and [9, Section 1.2.3]), for $\gamma_{j} \in(0,1)$ and $p_{j} \in[1, \infty], j=0,1,2$, the reiteration theorem yields

$$
\begin{gather*}
\left((X, \mathscr{D}(A))_{\gamma_{1}, p_{1}},(X, \mathscr{D}(A))_{\gamma_{2}, p_{2}}\right)_{\gamma_{0}, p_{0}} \\
\cong(X, \mathscr{D}(A))_{\left(1-\gamma_{0}\right) \gamma_{1}+\gamma_{0} \gamma_{2}, p_{0}} \\
\left((X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}, \mathscr{D}(A)\right)_{\gamma_{0}, p_{0}} \cong(X, \mathscr{D}(A))_{\left(1-\gamma_{0}\right) \gamma_{1}+\gamma_{0}, p_{0}}, \\
\left(X,(X, \mathscr{D}(A))_{\gamma_{2}, p_{2}}\right)_{\gamma_{0}, p_{0}} \cong(X, \mathscr{D}(A))_{\gamma_{0} \gamma_{2}, p_{0}} . \tag{21}
\end{gather*}
$$

Finally (cf. [29, Theorem 1.II and Remark 1.III]), we recall that if $X_{1}$ and $X_{2}$ are two complex Banach spaces and $T \in$ $\mathscr{L}\left(X_{1} ; X_{2}\right)$ is such that $T \in \mathscr{L}\left(Y_{1_{k}} ; Y_{2_{k}}\right), Y_{j_{k}} \subseteq X_{j}, j, k=1,2$, then $T \in \mathscr{L}\left(\left(Y_{1_{1}}, Y_{1_{2}}\right)_{\gamma_{0}, p_{0}} ;\left(Y_{2_{1}}, Y_{2_{2}}\right)_{\gamma_{0}, p_{0}}\right), \gamma_{0} \in(0,1), p_{0} \in$ $[1, \infty]$, and

As a consequence of this general result and the identity

$$
\begin{equation*}
\left((X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}, X\right)_{\gamma_{0}, p_{0}}=\left(X,(X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}\right)_{1-\gamma_{0}, p_{0}}, \tag{23}
\end{equation*}
$$

from the third in (21) we find that if $T \in \mathscr{L}(X)$ is such that $T \in \mathscr{L}\left(X ;(X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}\right)$ and $T \in \mathscr{L}\left((X, \mathscr{D}(A))_{\gamma_{2}, p_{2}} ; X\right)$, then $T \in \mathscr{L}\left((X, \mathscr{D}(A))_{\gamma_{0} \gamma_{2}, p_{0}} ;(X, \mathscr{D}(A))_{\left(1-\gamma_{0}\right) \gamma_{1}, p_{0}}\right), \gamma_{j} \in(0,1)$, $p_{j} \in[1, \infty], j=0,1,2$, and the following estimate holds:

$$
\begin{align*}
& \|T\|_{\mathscr{L}\left((X, \mathscr{D}(A))_{\gamma_{0} \gamma_{2}, p_{0}} ;(X, \mathscr{D}(A))_{\left(1-\gamma_{0}\right) \gamma_{1}, p_{0}}\right)} \\
& \leq\|T\|_{\mathscr{L}\left(X ;(X, \mathscr{D}(A))_{\gamma_{1}, p_{1}}\right)}^{1-\gamma_{0}}\|T\|_{\mathscr{L}\left((X, \mathscr{D}(A))_{\gamma_{2}, p_{2}} ; X\right)}^{\gamma_{0}} . \tag{24}
\end{align*}
$$

Notice that here $\gamma_{0} \gamma_{2}+\left(1-\gamma_{0}\right) \gamma_{1} \in\left(\min \left\{\gamma_{1}, \gamma_{2}\right\}, \max \left\{\gamma_{1}, \gamma_{2}\right\}\right) \nsubseteq$ $(0,1)$ for every $\gamma_{0} \in(0,1)$. Therefore, if we let $\gamma=\gamma_{0} \gamma_{2}$ and let $\delta=\left(1-\gamma_{0}\right) \gamma_{1}$, then $\gamma+\delta<1, \gamma_{1}=\delta /\left(1-\gamma_{0}\right)>\delta$, and $\gamma_{2}=$ $\gamma / \gamma_{0}>\gamma$.Hence, in order that the additional inequalities $\gamma_{j}<$ $1, j=1,2$, are satisfied, we have to choose $\gamma_{0} \in(\gamma, 1-\delta)$. As we will see this simple observation will be the key for the proof of the second estimates (90) in the following Proposition 16.

We recall that for every fixed $x \in \mathscr{D}(A)$ the map $T(\lambda)=$ $\lambda x$ satisfies $\|T\|_{\mathscr{L}(\mathbf{C} ; X)}=\|x\|_{X},\|T\|_{\mathscr{L}(\mathbf{C} ; \mathscr{D}(A))}=\|x\|_{\mathscr{D}(A)}$ and $\|T\|_{\mathscr{L}\left(\mathbf{C},(X, \mathscr{D}(A))_{\gamma, p}\right)}=\|x\|_{(X, \mathscr{D}(A))_{\gamma, p}}$. Then (22) with $X_{1}=Y_{1_{1}}=$ $Y_{1_{2}}=\mathbf{C}, X_{2}=Y_{2_{1}}=X$ and $Y_{2_{2}}=\mathscr{D}(A)$ yields the interpolation inequality:

$$
\begin{array}{r}
\|x\|_{(X, \mathscr{D}(A))_{\gamma, p}} \leq c_{0}\|x\|_{X}^{1-\gamma}\|x\|_{\mathscr{D}(A)}^{\gamma},  \tag{25}\\
x \in \mathscr{D}(A), \quad \gamma \in(0,1), \quad p \in[1, \infty],
\end{array}
$$

with $c_{0}$ being the positive constant depending on $\gamma$ and $p$ such that $\|\lambda\|_{(\mathbf{C}, \mathbf{C})_{\gamma, p}} \leq \varepsilon_{0}|\lambda|$.

As another application of (22) and for further needs, we also recall that if $A$ satisfies (H1), then $A^{\circ}(z I-A)^{-1}$ satisfies the estimate (cf. [24, formulae (4.16) and (4.17)]).

Consider

$$
\begin{gather*}
\left\|A^{\circ}(z I-A)^{-1}\right\|_{\mathscr{L}(X)} \leq(C+1)(|z|+1)^{1-\beta}, \quad \forall z \in \Sigma_{\alpha} \\
\left\|A^{\circ}(z I-A)^{-1}\right\|_{\mathscr{L}(\mathscr{D}(A) ; X)} \leq C(|z|+1)^{-\beta}, \quad \forall z \in \Sigma_{\alpha} \tag{26}
\end{gather*}
$$

From (26), using (22) with $X_{j}=Y_{j_{1}}=Y_{2_{2}}=X, j=1,2$, and $Y_{1_{2}}=\mathscr{D}(A)$, it then follows for every $\gamma \in(0,1)$ and $p \in[1, \infty]$

$$
\begin{align*}
& \left\|A^{\circ}(z I-A)^{-1}\right\|_{\mathscr{L}\left((X, \mathscr{O}(A))_{\gamma, p}: X\right)}  \tag{27}\\
& \quad \leq c_{1}(C+1)^{1-\gamma} C^{\gamma}(|z|+1)^{1-\beta-\gamma}, \quad \forall z \in \Sigma_{\alpha}
\end{align*}
$$

where $c_{1}$ is the positive constant depending on $\gamma$ and $p$ such that $\|x\|_{X} \leq c_{1}\|x\|_{(X, X)_{p, p}}$.

For $\gamma \in(0,1)$ and $p \in[1, \infty]$ we now define the Banach spaces $X_{A}^{\gamma, p}$ by

$$
\begin{gather*}
X_{A}^{\gamma, p}=\left\{x \in X:[x]_{X_{A}^{\gamma, p}}:=\left\|\xi^{\gamma} A^{o}(\xi I-A)^{-1} x\right\|_{L_{p}^{*}(X)}<\infty\right\}, \\
\|x\|_{X_{A}^{\gamma, p}}=\|x\|_{X}+[x]_{X_{A}^{\gamma, p}} . \tag{28}
\end{gather*}
$$

It is a well-known fact that if $A$ is single-valued and $\beta=1$ in (H1), then $(X, \mathscr{D}(A))_{\gamma, p} \cong X_{A}^{\gamma, p}$ (cf. [30, Theorem 3.1] and [27, Theorem 1.14.2]). On the contrary, if $\beta \in(0,1)$, then such
an equivalence is no longer true, as first observed in [13, Theorem 2] for single-valued operators and, in the case $p=\infty$, in [2, Theorem 1.12] for the m. l. ones. Recently, extending [13] to $m$. l. operators and [2] to $p \in[1, \infty]$, in [24, Proposition 4.3] it has been shown that the following embedding relations hold:

$$
\begin{equation*}
X_{A}^{\gamma, p} \hookrightarrow(X, \mathscr{D}(A))_{\gamma, p}, \quad \gamma \in(0,1), p \in[1, \infty] \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
(X, \mathscr{D}(A))_{\gamma, p} \hookrightarrow X_{A}^{\gamma+\beta-1, p}, \quad \gamma \in(1-\beta, 1), p \in[1, \infty] \tag{30}
\end{equation*}
$$

Then, as in the single-valued case, $(X, \mathscr{D}(A))_{\gamma, p} \cong X_{A}^{\gamma, p}$ if $\beta=$ 1 in (H1). More precisely (see the proof of [24, Proposition 4.3]), if $x \in X_{A}^{\gamma, p}, \gamma \in(0,1), p \in[1, \infty]$, then

$$
\begin{equation*}
\|x\|_{(X, \mathscr{D}(A))_{\gamma, p}} \leq 2\|x\|_{X_{A}^{\gamma, p}} \tag{31}
\end{equation*}
$$

whereas if $x \in(X, \mathscr{D}(A))_{\gamma, p}, \gamma \in(1-\beta, 1), p \in[1, \infty]$, then

$$
\begin{equation*}
\|x\|_{X_{A}^{\gamma+\beta-1, p}} \leq c_{2}\|x\|_{(X, \mathscr{D}(A))_{\gamma, p}} \tag{32}
\end{equation*}
$$

with $c_{2}$ being a positive constant depending on $\beta, \gamma$ and $p$.
By setting $\delta=\gamma+\beta-1, \gamma \in(1-\beta, 1)$, from (30) it follows

$$
\begin{align*}
& \mathscr{D}(A) \hookrightarrow(X, \mathscr{D}(A))_{1+\delta-\beta, p} \hookrightarrow X_{A}^{\delta, p} \hookrightarrow X  \tag{33}\\
& \delta(0, \beta), \quad p \in[1, \infty]
\end{align*}
$$

Then, if $\beta \in(0,1)$, the spaces $X_{A}^{\delta, p}, \delta \in(0,1), p \in[1, \infty]$, are intermediate spaces between $X$ and $\mathscr{D}(A)$ only for $\delta \in(0, \beta)$, whereas, when $\delta \in[\beta, 1)$, they may be smaller than $\mathscr{D}(A)$. In any case, when $\beta \in(0,1)$, it is not known if the spaces $X_{A}^{\delta, p}, \delta \in(0, \beta), p \in[1, \infty]$, are only intermediate or just interpolation spaces between $X$ and $\mathscr{D}(A)$.

Notice that $\left[X_{A}^{\gamma, p} \cap A 0\right]=\{0\}, \gamma \in(0,1), p \in[1, \infty]$. Indeed, assume that there exists $x \neq 0$ such that $x \in\left[X_{A}^{\gamma, p} \cap\right.$ $A 0]$ for some $\gamma \in(0,1)$ and $p \in[1, \infty]$. Then, since $x \in A 0=$ $\mathcal{N}\left((z I-A)^{-1}\right), z \in \rho(A)$, we have $A^{\circ}(\xi I-A)^{-1} x=\xi(\xi-$ $A)^{-1} x-x=-x$ for every $\xi>0$ and $[x]_{X_{A}^{\gamma, p}}=\left\|\xi^{\gamma}\right\|_{L_{p}^{*}(X)}\|x\|_{X}=$ $\infty$, contradicting $x \in X_{A}^{\gamma, p}$. This property plays a key role in the proof of many of the results in [24]. Further, due to (30), it implies that $[\mathscr{D}(A) \cap A 0]=\left[(X, \mathscr{D}(A))_{\gamma, p} \cap A 0\right]=\{0\}, \gamma \in$ $(1-\beta, 1), p \in[1, \infty]$. On the contrary, since $\{0\}$ may be a proper subset of $\left[(X, \mathscr{D}(A))_{\gamma, p} \cap A 0\right]$ for $\gamma \in(0,1-\beta], \beta<1$, in general it is not true that $[\overline{\mathscr{D}(A)} \cap A 0]=\{0\}$. This is true, instead, if $\beta=1$. In this case the topological direct sum $X_{0}=$ $\overline{\mathscr{D}(A)} \oplus A 0$ is a closed subspace of $X$, and if $X$ is reflexive, it coincides with the whole $X$ (cf. [3, Theorems 2.4 and 2.6]).

For every $\gamma \in(0,1)$ and $p \in[1, \infty]$ from (27), (29), and (31) it follows

$$
\begin{align*}
& \left\|A^{\circ}(z I-A)^{-1}\right\|_{\mathscr{L}\left(X_{A}^{\gamma, p} ; X\right)}  \tag{34}\\
& \quad \leq 2 c_{1}(C+1)^{1-\gamma} C^{\gamma}(|z|+1)^{1-\beta-\gamma}, \quad \forall z \in \Sigma_{\alpha}
\end{align*}
$$

Hence, for $\gamma \in(0,1)$ and $p \in[1, \infty]$ we may rewrite (27) and (34) more compactly as

$$
\begin{equation*}
\left\|A^{\circ}(z I-A)^{-1}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)} \leq c_{3}(|z|+1)^{1-\beta-\gamma}, \quad \forall z \in \Sigma_{\alpha} \tag{35}
\end{equation*}
$$

where $Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}$ and $c_{3}$ is equal to $c_{1}(C+$ $1)^{1-\gamma} C^{\gamma}$ or $2 c_{1}(C+1)^{1-\gamma} C^{\gamma}$ according that $Y_{\gamma}^{p}=(X, \mathscr{D}(A))_{\gamma, p}$ or $Y_{\gamma}^{p}=X_{A}^{\gamma, p}$.

With the exception of the case $\beta=1$, in general it is not clear if embeddings analogous to (20) hold even for the spaces $X_{A}^{\gamma, p}$. In fact, using (20), (29), and (30) we can only prove that if $\gamma \in(1-\beta, 1)$ and $1 \leq q \leq p \leq \infty$, then

$$
\begin{equation*}
X_{A}^{\gamma, q} \hookrightarrow(X, \mathscr{D}(A))_{\gamma, q} \hookrightarrow(X, \mathscr{D}(A))_{\gamma, q} \hookrightarrow X_{A}^{\gamma+\beta-1, p} \tag{36}
\end{equation*}
$$

whereas if $1-\beta<\gamma_{2}<\gamma_{1}<1$ and $p_{1}, p_{2} \in[1, \infty]$, then

$$
\begin{equation*}
X_{A}^{\gamma_{1}, p_{1}} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{1}, p_{1}} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, p_{2}} \hookrightarrow X_{A}^{\gamma_{2}+\beta-1, p_{2}} \tag{37}
\end{equation*}
$$

What can be proved without invoking (20), (29), and (30) and using only the definition of the norm $\|\cdot\|_{X_{A}^{p, p}}$ is instead the following result, which extends to the spaces $X_{A}^{\gamma, p}$ the embeddings $(X, \mathscr{D}(A))_{\gamma_{1}, p} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, p}$, and $(X, \mathscr{D}(A))_{\gamma_{1}, \infty} \hookrightarrow$ $(X, \mathscr{D}(A))_{\gamma_{2}, p}, 0<\gamma_{2}<\gamma_{1}<1, p \in[1, \infty]$ (cf. (20) with $\left(p_{1}, p_{2}\right)=(p, p)$ and $\left.\left(p_{1}, p_{2}\right)=(\infty, p)\right)$.

Proposition 2. Let A be an m. l. operator satisfying the resolvent condition (H1). Then the following embeddings hold for every $0<\gamma_{2}<\gamma_{1}<1$ and $p \in[1, \infty]$ :

$$
\begin{align*}
& X_{A}^{\gamma_{1}, p} \hookrightarrow X_{A}^{\gamma_{2}, p}  \tag{38}\\
& X_{A}^{\gamma_{1}, \infty} \hookrightarrow X_{A}^{\gamma_{2}, p} \tag{39}
\end{align*}
$$

Proof. If $\beta=1$ in (H1), then there is nothing to prove since $(X, \mathscr{D}(A))_{\gamma, p} \cong X_{A}^{\gamma, p}$ and both (38) and (39) follow from (20). Therefore, without loss of generality, we assume that $\beta \in$ ( $0, \alpha]$ is such that $\beta<\alpha$ if $\alpha=1$. We begin by proving (38). Let first $p \in[1, \infty)$. For every $x \in X_{A}^{\gamma_{1}, p}, 0<\gamma_{2}<\gamma_{1}<1$, we write

$$
\begin{equation*}
[x]_{X_{A}^{\gamma_{2}, p}}^{p}=I_{1}+I_{2} \tag{40}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{j}=\int_{a_{j}}^{b_{j}}\left\|\xi^{\gamma_{2}} A^{\circ}(\xi I-A)^{-1} x\right\|_{X}^{p} \frac{\mathrm{~d} \xi}{\xi}, \quad j=1,2 \tag{41}
\end{equation*}
$$

$\left(a_{1}, b_{1}, a_{2}, b_{2}\right)=(0,1,1, \infty)$. Using the first inequality in (26) we find

$$
\begin{align*}
I_{1} & \leq(C+1)^{p}\|x\|_{X}^{p} \int_{0}^{1} \xi^{\gamma_{2} p-1}(\xi+1)^{(1-\beta) p} \mathrm{~d} \xi \\
& \leq 2^{(1-\beta) p}(C+1)^{p}\|x\|_{X}^{p} \int_{0}^{1} \xi^{\gamma_{2} p-1} \mathrm{~d} \xi \leq\left[c_{4}\|x\|_{X_{A}^{\gamma_{1}, p}}\right]^{p} \tag{42}
\end{align*}
$$

where $c_{4}=2^{1-\beta}(C+1)\left(\gamma_{2} p\right)^{-1 / p}$. Concerning $I_{2}$, instead, using $\gamma_{2}-\gamma_{1}<0$, we get

$$
\begin{align*}
I_{2} & =\int_{1}^{\infty} \xi^{\left(\gamma_{2}-\gamma_{1}\right) p}\left\|\xi^{\gamma_{1}} A^{\circ}(\xi I-A)^{-1} x\right\|_{X}^{p} \frac{\mathrm{~d} \xi}{\xi} \\
& \leq \int_{1}^{\infty}\left\|\xi^{\gamma_{1}} A^{\circ}(\xi I-A)^{-1} x\right\|_{X}^{p} \frac{\mathrm{~d} \xi}{\xi} \leq[x]_{X_{A}^{\gamma_{1}, p}}^{p} \leq\|x\|_{X_{A}^{\gamma_{1}, p}}^{p} . \tag{43}
\end{align*}
$$

Summing up (40)-(43) and setting $c_{5}=\left[\left(c_{4}\right)^{p}+1\right]^{1 / p}$, it thus follows $\|x\|_{X_{A}^{\gamma_{2}, p}}=\|x\|_{X}+[x]_{X_{A}^{\gamma_{2}, p}} \leq\left(1+c_{5}\right)\|x\|_{X_{A}^{r_{1}, p}}$, completing the proof of (38) in the case $p \in[1, \infty)$. Let $p=\infty$. For every $x \in X_{A}^{\gamma_{1}, \infty}, 0<\gamma_{2}<\gamma_{1}<1$, we write

$$
\begin{equation*}
[x]_{X_{A}^{\gamma, \infty}, \infty}^{r a x}\left\{I_{3}, I_{4}\right\}, \tag{44}
\end{equation*}
$$

where $I_{j}=\sup _{\xi \in U_{j}}\left\|\xi^{\gamma_{2}} A^{\circ}(\xi I-A)^{-1} x\right\|_{X}, j=3,4, U_{3}=(0,1)$, $U_{4}=[1, \infty)$. Again, the first inequality in (26) yields

$$
\begin{align*}
I_{3} & \leq(C+1)\|x\|_{X} \sup _{\xi \in(0,1)}\left[\xi^{\gamma_{2}}(\xi+1)^{1-\beta}\right]  \tag{45}\\
& \leq 2^{1-\beta}(C+1)\|x\|_{X_{A}^{\gamma_{1}, \infty}} .
\end{align*}
$$

Instead, using $\gamma_{2}-\gamma_{1}<0$, we have

$$
\begin{align*}
I_{4} & =\sup _{\xi \in[1, \infty)} \xi^{\gamma_{2}-\gamma_{1}}\left\|\xi^{\gamma_{1}} A^{\circ}(\xi I-A)^{-1} x\right\|_{X} \leq[x]_{X_{A}^{\gamma_{1}, \infty}}  \tag{46}\\
& \leq\|x\|_{X_{A}^{\gamma_{1}, \infty}} .
\end{align*}
$$

Summing up (44)-(46) and setting $c_{6}=2^{1-\beta}(C+1)$, we thus find $\|x\|_{X_{A}^{\gamma_{2}, \infty}}=\|x\|_{X}+[x]_{X_{A}^{2,, \infty}} \leq\left(1+c_{6}\right)\|x\|_{X_{A}^{\gamma_{1}, \infty}}$. This completes the proof of (38) for the case $p=\infty$. We now prove (39). Due to (38) with $p=\infty$, it suffices to assume that $p \in$ $[1, \infty)$. As above, for every $x \in X_{A}^{\gamma_{1}, \infty}, 0<\gamma_{2}<\gamma_{1}<1$, we write $[x]_{X_{A}^{r 2, p}}^{p}=I_{1}+I_{2}$, where $I_{1}$ and $I_{2}$ are defined by (41). Hence, the same computations as in (42) yield

$$
\begin{equation*}
I_{1} \leq\left[c_{4}\|x\|_{X_{A}^{\gamma_{1}, \infty}}\right]^{p} \tag{47}
\end{equation*}
$$

As far as $I_{2}$ is concerned, instead, we have

$$
\begin{equation*}
I_{2} \leq[x]_{X_{A}^{\gamma_{1}, \infty}}^{p} \int_{1}^{\infty} \xi^{\left(\gamma_{2}-\gamma_{1}\right) p-1} \mathrm{~d} \xi \leq\left[c_{7}\|x\|_{X_{A}^{\gamma_{1}, \infty}}\right]^{p} \tag{48}
\end{equation*}
$$

where $c_{7}=\left[\left(\gamma_{1}-\gamma_{2}\right) p\right]^{-1 / p}$. Summing up (47) and (48) and setting $c_{8}=\left[\left(c_{4}\right)^{p}+\left(c_{7}\right)^{p}\right]^{1 / p}$, we deduce $\|x\|_{X_{A}^{\gamma_{2}, p}} \leq(1+$ $\left.c_{8}\right)\|x\|_{X_{A}^{\gamma_{1}, \infty}}$. The proof is complete.

Remark 3. Notice that (37) with $p_{1}=p_{2}=p$ yields $X_{A}^{\gamma_{1}, p} \hookrightarrow$ $X_{A}^{\gamma_{2}+\beta-1, p}, 1-\beta<\gamma_{2}<\gamma_{1}<1$, and this latter embedding is less accurate than (38).

Remark 4. The main problem for extending (20) to the spaces $X_{A}^{\gamma, p}$ in the case $\beta<1$ is that it is not clear if it holds $X_{A}^{\gamma, q} \hookrightarrow$ $X_{A}^{\gamma, p}, 1 \leq q<p \leq \infty$. In fact, the embedding

$$
\begin{gather*}
(X, \mathscr{D}(A))_{\gamma, q} \hookrightarrow(X, \mathscr{D}(A))_{\gamma, q},  \tag{49}\\
\gamma \in(0,1), \quad 1 \leq q<p \leq \infty,
\end{gather*}
$$

is a consequence of the property of the functional $K$ entering the definition of the interpolation spaces $(X, \mathscr{D}(A))_{\gamma, p}$ through the " $K$-method", and in particular of its monotonicity (see the proof of [27, Theorem 1.3.3(c), (d)]). With embedding (49) at hands, to derive (20) it thus suffices to
prove that $(X, \mathscr{D}(A))_{\gamma_{1}, \infty} \hookrightarrow(X, \mathscr{D}(A))_{\gamma_{2}, 1}, 0<\gamma_{2}<\gamma_{1}<1$ (see the proof of [27, Theorem 1.3.3(e)] taking there $\left(A_{0}\right.$, $\left.A_{1}, \theta, \widetilde{\theta}\right)=\left(\mathscr{D}(A), X, 1-\gamma_{1}, 1-\gamma_{2}\right)$ and using $(\mathscr{D}(A), X)_{1-\gamma, p}=$ $\left.(X, \mathscr{D}(A))_{\gamma, p}\right)$. If we try to repeat the proof of (49) for the spaces $X_{A}^{\gamma, p}$, we will be faced with two problems. The first is that we do not know if the function $g(\xi)=\left\|A^{\circ}(\xi I-A)^{-1} x\right\|_{X}$, $\xi \in(0, \infty), x \in X$, is monotone decreasing, which would allow us to prove $X_{A}^{\gamma, p} \hookrightarrow X_{A}^{\gamma, \infty}, \gamma \in(0,1), p \in[1, \infty)$. For if $g(\xi)$ was monotone decreasing, then for every $\xi \in(0, \infty)$ and $x \in X_{A}^{\gamma, p}, \gamma \in(0,1), p \in[1, \infty)$, we would find

$$
\begin{align*}
\xi^{\gamma} g(\xi) & =c_{9}\left(\int_{0}^{\xi} \mu^{\gamma p} \frac{\mathrm{~d} \mu}{\mu}\right)^{1 / p} g(\xi) \\
& \leq c_{9}\left(\int_{0}^{\xi}\left[\mu^{\gamma} g(\mu)\right]^{p} \frac{\mathrm{~d} \mu}{\mu}\right)^{1 / p} \leq c_{9}[x]_{X_{A}^{\gamma, p}} \tag{50}
\end{align*}
$$

where $c_{9}=(\gamma p)^{-1 / p}$. Taking the supremum with respect to $\xi \in(0, \infty)$ in the latter inequality, we would get $[x]_{X_{A}^{\gamma, \infty}} \leq$ $c_{9}[x]_{X_{A}^{\gamma, p}}$, proving $X_{A}^{\gamma, p} \hookrightarrow X_{A}^{\gamma, \infty}, \gamma \in(0,1), p \in[1, \infty)$. The second problem is that the function $\xi^{\gamma} g(\xi)$ is not necessarily bounded for $x \in X_{A}^{\gamma, p}, \gamma \in(0,1), p \in[1, \infty)$, precluding us to prove $X_{A}^{\gamma, q} \hookrightarrow X_{A}^{\gamma, P}, \gamma \in(0,1), q \in[1, p)$. Indeed, from (35) we can only find $\xi^{\gamma} g(\xi) \leq c_{3} \xi^{\gamma}(\xi+1)^{1-\beta-\gamma}\|x\|_{X_{A}^{\gamma, p}}$, and when $\beta<1$, the right-hand side of this inequality goes to infinity as $\xi$ goes to infinity. On the contrary, if $\xi^{\gamma} g(\xi)$ were bounded, then for every $1 \leq q<p<\infty$ we would obtain

$$
\begin{align*}
{[x]_{X_{A}^{\gamma, p}}^{p} } & =\int_{0}^{\infty}\left[\xi^{\gamma} g(\xi)\right]^{p} \frac{\mathrm{~d} \xi}{\xi} \\
& \leq\left(\sup _{\xi \in(0, \infty)} \xi^{\gamma} g(\xi)\right)^{p-q} \int_{0}^{\infty}\left[\xi^{\gamma} g(\xi)\right]^{q} \frac{\mathrm{~d} \xi}{\xi}  \tag{51}\\
& =[x]_{X_{A}^{\gamma, \infty}}^{p-q}[x]_{X_{A}^{\gamma, p}}^{p}
\end{align*}
$$

If now in addition $g(\xi)$ were also monotone decreasing, in order that $[x]_{X_{A}^{\gamma, \infty}} \leq c_{9}[x]_{X_{A}^{r, q}}$, from the latter inequality we would get $[x]_{X_{A}^{\gamma, p}} \leq\left(c_{9}\right)^{(p-q) / p}[x]_{X_{A}^{\gamma, q}}$, completing the proof of $X_{A}^{\gamma, q} \hookrightarrow X_{A}^{\gamma, p}, \gamma \in(0,1), 1 \leq q<p<\infty$. Due to the former computations, we can thus conclude that in the case $\beta<1$ the quoted problems are the main obstacles which prevent us to extend (49) and, as its consequence, (20) to the spaces $X_{A}^{\gamma, p}$.

Remark 5. Let $0<\gamma_{2}<\gamma_{1}<1$ be fixed and for every $p \in$ $[1, \infty]$ and let us set $A_{p}=X_{A}^{\gamma_{2}, p}$ and $B_{p}=X_{A}^{\gamma_{1}, p}$. We thus have the two families of sets $\mathscr{A}=\left\{A_{p}\right\}_{p \in[1, \infty]}$ and $\mathscr{B}=\left\{B_{p}\right\}_{p \in[1, \infty]}$. Let first $\beta=1$. In this case, since $(X, \mathscr{D}(A))_{\gamma, p} \cong X_{A}^{\gamma, p}$, from (20) we deduce that the sets $A_{p}$ and $B_{p}$ are related by the following inclusions in which $1<q_{1}<q_{2}<\infty$ :

$$
\begin{equation*}
B_{1} \subseteq B_{q_{1}} \subseteq B_{q_{2}} \subseteq B_{\infty} \subseteq A_{1} \subseteq A_{q_{1}} \subseteq A_{q_{2}} \subseteq A_{\infty} \tag{52}
\end{equation*}
$$

Now let $\beta<1$. As observed in Remark 4, in this case the embedding $X_{A}^{\gamma, q} \hookrightarrow X_{A}^{\gamma, p}, 1 \leq q<p \leq \infty$, may be not
satisfied and the chain of inclusions (52) could not take place. However, (38) and (39) hold true and for every $p \in[1, \infty]$, and we have $B_{p} \subseteq A_{p}$ and $B_{\infty} \subseteq A_{p}$.

We have already pointed out that $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0}$ may be not strongly continuous in the $X$-norm on $\overline{\mathscr{D}(A)}$. On the contrary, the following result (cf. [24, Proposition 5.2] for the proof) shows that the things are finer on $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$. Later, we will need this fact.

Proposition 6. Let $A$ be as in Proposition 2. If $\gamma \in(1-\beta, 1)$; then $\left\{e^{t A}\right\}_{t \geq 0}$ is strongly continuous in the $X$-norm on $Y_{\gamma}^{p} \in$ $\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}$ for every $p \in[1, \infty]$.

We conclude the section listing some estimates for the operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ defined by (11) with respect to the spaces $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$. First, in [19, Lemma 3.1] it is shown that $\left[(-A)^{\theta}\right]^{0} \mathrm{e}^{t A} x \in \mathscr{D}(A)$ for every $x \in X$ and that the estimate $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{\mathscr{D}(A)} \leq\left\|\left[(-A)^{\theta+1}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X}$ is satisfied. Hence, using (14), we get

$$
\begin{array}{r}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}(X ; \mathscr{O}(A))} \leq{\widetilde{\alpha_{\alpha, \beta, \beta+1}}} t^{(\beta-\Re \mathrm{e} \theta-2) / \alpha},  \tag{53}\\
\\
\Re \mathrm{e} \theta \geq 0, \quad t>0 .
\end{array}
$$

Combining (14) and (53) with (25) and letting $c_{10}=c_{0}$ $\left(c_{\alpha, \beta, \theta}\right)^{1-\gamma}\left(c_{\alpha, \beta, \theta+1}\right)^{\gamma}$, it thus follows (cf. [19, Proposition 3.1]) that for every $\gamma \in(0,1)$ and $p \in[1, \infty]$ the following estimate holds:

$$
\begin{align*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ;(X, \mathscr{X}(A))_{\gamma, P}\right)} \leq & c_{10} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha},  \tag{54}\\
& \operatorname{Re} \theta \geq 0, \quad t>0 .
\end{align*}
$$

Remark 7. We stress that if $\beta<1$, then we can not derive an estimate for the $\mathscr{L}\left(X ; X_{A}^{\gamma, p}\right)$-norm of $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ simply by replacing $(X, \mathscr{D}(A))_{\gamma, p}$ with $X_{A}^{\gamma, p}$ in (54). This is for two reasons. First, when $\gamma \in[\beta, 1)$, we are not assured that $\left[(-A)^{\theta}\right]^{\circ}$ $\mathrm{e}^{t A} x \in X_{A}^{\gamma, p}$ for every $x \in X$. For if $\gamma \in[\beta, 1)$, then the space $X_{A}^{\gamma, p}$ may be smaller than the domain $\mathscr{D}(A)$ to which $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x$ belongs by virtue of $[19$, Lemma 3.1]. The second reason is that, even limiting to $\gamma \in(0, \beta)$ in order that $\mathscr{D}(A) \hookrightarrow X_{A}^{\gamma, p}$, from (31) we only get $\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ $x\left\|_{(X, \mathscr{D}(A))_{\gamma, p}} \leq 2\right\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x \|_{X_{A}^{\gamma, p}}, x \in X$, and we do not know if the right-hand side can be bounded from above by some constant times $t^{(\beta-\gamma-\Re e \theta-1) / \alpha}\|x\|_{X}$. Of course, we can employ (32), but in this way all that we can reach is the estimate

$$
\begin{align*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\gamma+\beta-1, p}\right)} \leq & c_{11} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha}  \tag{55}\\
& \mathfrak{R e} \theta \geq 0, \quad t>0
\end{align*}
$$

where $c_{11}=c_{2} c_{10}, \gamma \in(1-\beta, 1)$ and $p \in[1, \infty]$. Letting $\delta=\gamma+\beta-1$, (55) can be rewritten equivalently as

$$
\begin{align*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\delta, p}\right)} \leq & c_{11} t^{(2 \beta-\delta-\Re \mathrm{e} \theta-2) / \alpha}  \tag{56}\\
& \mathfrak{R e} \theta \geq 0, \quad t>0
\end{align*}
$$

where $\delta \in(0, \beta)$ and $p \in[1, \infty]$. When $\beta<1$, there are good motivations to believe that estimate (56) is not the best one. In fact, for instance, when $(\theta, p)=(0, \infty),(56)$ leads us to an estimate which is rougher than the estimate

$$
\begin{equation*}
\left\|\mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\delta, \infty}\right)} \leq c_{12} t^{(\beta-\delta-1) / \alpha}, \quad \delta \in(0,1), t>0 \tag{57}
\end{equation*}
$$

as shown in [2, Proposition 3.2], with $c_{12}$ being a positive constant depending on $\alpha, \beta$, and $\delta$. Also, (57) ensures that $\mathrm{e}^{t A} x, x \in X$, belongs to $X_{A}^{\delta, \infty}$ for every $\delta \in(0,1)$ and not only for $\delta \in(0, \beta)$ as (56) suggests. Furthermore, due to (31), estimate (57) yields (54) with $(\theta, \gamma, p)=(0, \delta, \infty)$. This leads us to believe that (57) can be improved and that estimate (54) holds the same if $X_{A}^{\gamma, \infty}$ is taken in place of $(X, \mathscr{D}(A))_{\gamma, \infty}$.

Now let $Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}, \gamma \in(0,1), p \in[1, \infty]$. As far as the estimates for the $\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)$-norm of operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ are concerned, instead, at the moment only the following estimates for the case $\theta=1$ are available (cf. [24, Lemma 5.1]):

$$
\begin{align*}
& \left\|\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)} \leq c_{13} t^{(\beta+\gamma-2) / \alpha}  \tag{58}\\
& \quad t>0, \quad \gamma \in(0,1), \quad p \in[1, \infty]
\end{align*}
$$

with $c_{13}$ being a positive constant depending on $\alpha, \beta, \gamma$, and $p$. Estimates (58) are successfully applied in [24, Corollary 5.4] to prove that if $\alpha+\beta>1$, then the map $t \rightarrow \mathrm{e}^{t A}$ is Hölder continuous from $[0, \infty)$ to $\mathscr{L}\left(Y_{\gamma}^{p} ; X\right), \gamma \in(2-\alpha-\beta, 1)$, $p \in[1, \infty]$, with Hölder exponent $\sigma=(\alpha+\beta+\gamma-2) / \alpha$. In Section 3 we will extend (58), proving some estimates for the $\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)$-norm of $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}, \mathfrak{R e} \theta \geq 1$, which reduce to (58) in the case $\theta=1$.

Remark 8. Observe that an estimate for the norm $\|\left[(-A)^{\theta}\right]^{\circ}$ $\mathrm{e}^{t A} \|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)}, \mathfrak{R e} \theta \geq 1, t>0, Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}, \gamma \in$ $(0,1), p \in[1, \infty]$, can be obtained combining (14), (15), and (58). Indeed, using (15), for every $\Re \mathrm{e} \theta \geq 1, t>0$ and $x \in Y_{\gamma}^{p}$, we have

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \\
& \quad=\left\|\left[(-A)^{\theta-1}\right]^{\circ} \mathrm{e}^{(t / 2) A}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t / 2) A} x\right\|_{X}  \tag{59}\\
& \quad \leq\left\|\left[(-A)^{\theta-1}\right]^{\circ} \mathrm{e}^{(t / 2) A}\right\|_{\mathscr{L}(X)}\left\|\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t / 2) A} x\right\|_{X}
\end{align*}
$$

Therefore, due to (14) and (58), from (59) we deduce that

$$
\begin{align*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)} \leq & c_{14} t^{(2 \beta+\gamma-\Re \mathrm{e} \theta-2) / \alpha}  \tag{60}\\
& \mathfrak{R e} \theta \geq 1, \quad t>0
\end{align*}
$$

where $\gamma \in(0,1), p \in[1, \infty]$ and $c_{14}=2^{(2+\text { Re } \theta-\gamma-2 \beta) / \alpha}$ $\tilde{c}_{\alpha, \beta, \theta-1} c_{13}$. As we will see in the next section estimate (60) is not optimal, in the sense that the negative exponent $(2 \beta+$ $\gamma-\Re \mathrm{e} \theta-2) / \alpha$ can be refined; of course, unless $\beta=1$. The main reason to believe that (60) can be improved is that its derivation consists of two steps: the first in which $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ is decomposed with the help of (15), and the second in which (60) is obtained combining estimates of very different nature, such as (14) and (58). It is thus to be expected that in this double step derivation some regularity goes missing and that a better result can be reached analyzing more detailedly $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x$ for $x \in Y_{\gamma}^{p}$.

## 3. Behaviour of $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ in $(X, \mathscr{D}(A))_{\gamma, p}$ and $X_{A}^{\gamma, p}$

According to Remark 7 we begin by improving (54), showing that the same estimate holds with $(X, \mathscr{D}(A))_{\gamma, p}$ being replaced by $X_{A}^{\gamma, \infty}$ if $p=\infty$ and by $X_{A}^{\beta \gamma, p}$ if $p \in[1, \infty)$. Throughout this and the next section, $A$ will be an m . l. operator in $X$ having nonempty domain $\mathscr{D}(A)$ and satisfying the resolvent condition (H1) of Section 2.

Proposition 9. Let $\Re \mathrm{e} \theta \geq 0, \gamma \in(0,1)$ and let $p \in[1, \infty]$. Then, there exist positive constants $c_{j}, j=15,16$, depending on $\alpha, \beta, \gamma, \theta$, and $p$ such that

$$
\begin{array}{r}
\left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\gamma, \infty}\right)} \leq c_{15} t^{(\beta-\gamma-\mathcal{R e} \theta-1) / \alpha}, \\
t>0, \quad p=\infty \\
\left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left(X ; X_{A}^{\beta \gamma, p)}\right)} \leq c_{16} t^{(\beta-\gamma-\mathcal{R e} \theta-1) / \alpha},  \tag{62}\\
t>0, \quad p \in[1, \infty) .
\end{array}
$$

Proof. If $\beta=1$, then $(X, \mathscr{D}(A))_{\gamma, p} \cong X_{A}^{\gamma, p}$ and (61) and (62) with $c_{j}=c_{2} c_{10}, j=15,16$, follow by taking $\beta=1$ in (32) and (54). Therefore, without the loss of generality, we assume that $\beta \in(0, \alpha]$ is such that $\beta<\alpha$ if $\alpha=1$. Let $\theta \in \mathbf{C}, \operatorname{Re} \theta \geq 0$, $\gamma \in(0,1)$, and $p \in[1, \infty)$ be fixed and let $x$ be an arbitrary element of $X$. Then, for every $t>0$ we have

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X_{A}^{\gamma, \infty}} \\
& =\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X}+\left\|\xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{L_{\infty}^{*}(X)^{\prime}} \tag{63}
\end{align*}
$$

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X_{A}^{\beta \gamma, p}} \\
& =\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X}+\left\|\xi^{\beta \gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{L_{P}^{*}(X)} \tag{64}
\end{align*}
$$

Of course, from estimate (54) we find

$$
\begin{equation*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \leq c_{\gamma, p} c_{10}\|x\|_{X} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha}, \tag{65}
\end{equation*}
$$

$$
t>0
$$

with $c_{\gamma, p}$ being such that $\|y\|_{X} \leq c_{\gamma, p}\|y\|_{(X, \mathscr{D}(A))_{\gamma, p}}, y \in(X$, $\mathscr{D}(A))_{\gamma, p}, p \in[1, \infty]$. It thus suffices to investigate only the second terms on the right-hand side of (63) and (64). We begin by proving (61). First, using the second identity in (6), for every $\xi \in(0, \infty)$ we get

$$
\begin{align*}
& \xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x \\
&= \frac{1}{2 \pi i} \int_{\Gamma} \xi^{\gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda} A^{\circ}(\xi I-A)^{-1}(\lambda I-A)^{-1} x \mathrm{~d} \lambda \\
&= \xi^{\gamma}\left[\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda-\xi)^{-1} \mathrm{~d} \lambda\right] A^{\circ}(\xi I-A)^{-1} x \\
&-\frac{1}{2 \pi i} \int_{\Gamma} \xi^{\gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda-\xi)^{-1} A^{\circ}(\lambda I-A)^{-1} x \mathrm{~d} \lambda \\
&=-\frac{1}{2 \pi i} \int_{\Gamma} \xi^{\gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda-\xi)^{-1}\left[\lambda(\lambda I-A)^{-1}-I\right] x \mathrm{~d} \lambda \\
&= \frac{1}{2 \pi i} \int_{\Gamma} \xi^{\gamma}(-\lambda)^{\theta+1} \mathrm{e}^{t \lambda}(\lambda-\xi)^{-1}(\lambda I-A)^{-1} x \mathrm{~d} \lambda . \tag{66}
\end{align*}
$$

Here we have used twice the equality $\int_{\Gamma}(-\lambda)^{\theta} \mathrm{e}^{t \lambda}(\lambda-\xi)^{-1} \mathrm{~d} \lambda=$ $0, \xi \in(0, \infty)$, which follows from Cauchy's formula after having enclosed $\Gamma$ on the left with an arc of the circle $\{z \in$ $\mathbf{C}:|z+c|=R\}, R>0$, and letting $R$ to infinity. From (66), using $\left\|(\lambda I-A)^{-1}\right\|_{\mathscr{L}(X)} \leq C(|\lambda|+1)^{-\beta} \leq C|\lambda|^{-\beta}, \lambda \in \Sigma_{\alpha}$, it follows that

$$
\begin{align*}
&\left\|\xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \\
& \leq C(2 \pi)^{-1}\|x\|_{X} \\
& \times \int_{\Gamma} \xi^{\gamma}|\lambda|^{1+\Re \mathrm{e} \theta-\beta} \mathrm{e}^{-\Im \mathrm{sm} \theta \arg (-\lambda)} \mathrm{e}^{t \Re \mathrm{e} \lambda}|\lambda-\xi|^{-1}|\mathrm{~d} \lambda| \\
& \leq C(2 \pi)^{-1} \mathrm{e}^{(\pi / 2)|\mathfrak{F m} \theta|}\|x\|_{X} \\
& \quad \times \int_{\Gamma}\left(\frac{\xi}{|\lambda|}\right)^{\gamma}|\lambda|^{\gamma+\Re \mathrm{e} \theta-\beta} \mathrm{e}^{t \Re \mathrm{e} \lambda}\left|1-\left(\frac{\xi}{\lambda}\right)\right|^{-1}|\mathrm{~d} \lambda| . \tag{67}
\end{align*}
$$

Now, since $\mathfrak{R e} \lambda \leq-c<0$ for every $\lambda \in \Gamma$ and since $\xi \in(0, \infty)$, we have

$$
\begin{align*}
\left|1-\left(\frac{\xi}{\lambda}\right)\right| & =\left|1-\left(\frac{\xi \bar{\lambda}}{|\lambda|^{2}}\right)\right| \\
& =\left[1+\left(\frac{\xi}{|\lambda|}\right)^{2}-\frac{2 \xi \Re \mathrm{e} \lambda}{|\lambda|^{2}}\right]^{1 / 2}  \tag{68}\\
& \geq\left[1+\left(\frac{\xi}{|\lambda|}\right)^{2}\right]^{1 / 2}
\end{align*}
$$

Therefore, for every $\lambda \in \Gamma$ and $\xi \in(0, \infty)$ the following inequality holds:

$$
\begin{align*}
\left(\frac{\xi}{|\lambda|}\right)^{\gamma}\left|1-\left(\frac{\xi}{\lambda}\right)\right|^{-1} & \leq\left(\frac{\xi}{|\lambda|}\right)^{\gamma}\left[1+\left(\frac{\xi}{|\lambda|}\right)^{2}\right]^{-1 / 2}  \tag{69}\\
& \leq \gamma^{\gamma / 2}(1-\gamma)^{(1-\gamma) / 2}=: c_{\gamma}
\end{align*}
$$

where we have used the fact that the function $f(s)=s^{\gamma}(1+$ $\left.s^{2}\right)^{-1 / 2}, s \geq 0, \gamma \in(0,1)$, attains its maximum value $c_{\gamma}$ at the point $s_{\gamma}=\gamma^{1 / 2}(1-\gamma)^{-1 / 2}$. Coming back to (67) and setting $c_{17}=C(2 \pi)^{-1} \mathrm{e}^{(\pi / 2)|\mathfrak{F m} \theta|} c_{\gamma}$, we thus find (here we use also that on $\Gamma$ it holds $|\lambda| \geq c$, so that $\mathfrak{R e} \lambda=-c(|\Im m \lambda|+1)^{\alpha} \geq-c$ $\left.\left(1+c^{-1}\right)^{\alpha}|\lambda|^{\alpha}\right)$ :

$$
\begin{align*}
& \left\|\xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \\
& \quad \leq c_{17}\|x\|_{X} \int_{\Gamma}|\lambda|^{\gamma+\Re \mathrm{e} \theta-\beta} \mathrm{e}^{t \Re \mathrm{e} \lambda}|\mathrm{~d} \lambda| \\
& \quad \leq c_{17}\|x\|_{X} \int_{\Gamma}|\lambda|^{\gamma+\Re \mathrm{e} \theta-\beta} \mathrm{e}^{-c\left(1+c^{-1}\right)^{\alpha} t|\lambda|^{\alpha}}|\mathrm{d} \lambda|  \tag{70}\\
& \quad \leq 2 c_{17}\|x\|_{X} \int_{0}^{\infty} \mu^{\gamma+\Re \mathrm{e} \theta-\beta} \mathrm{e}^{-c_{\alpha}+\mu^{\alpha}} \mathrm{d} \mu,
\end{align*}
$$

where $c_{\alpha}=c\left(1+c^{-1}\right)^{\alpha}$. Finally, taking the supremum with respect to $\xi \in(0, \infty)$ in (70) and performing the transformation $c_{\alpha} t \mu^{\alpha}=s$ in the integral on the right, we obtain

$$
\begin{gather*}
\left\|\xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{L_{\infty}^{*}(X)}  \tag{71}\\
\leq c_{18}\|x\|_{X} t^{(\beta-\gamma-\Re \mathrm{e} \theta-1) / \alpha},
\end{gather*}
$$

where $c_{18}=2 c_{17} \alpha^{-1} c_{\alpha}^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha} E((\gamma+\mathfrak{R e} \theta+1-\beta) / \alpha)$, $E(\chi), \chi>0$, being the Euler gamma function $\int_{0}^{\infty} s^{\chi-1} \mathrm{e}^{-s} \mathrm{~d} s$. Then, summing up (65) and (71), from (63) it follows that

$$
\begin{array}{r}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X_{A}^{\gamma, \infty}} \leq\left(c_{\gamma, \infty} c_{10}+c_{18}\right)\|x\|_{X} t^{(\beta-\gamma-\Re \mathrm{e} \theta-1) / \alpha} \\
 \tag{72}\\
\Re \mathrm{Re} \theta \geq 0, \quad t>0
\end{array}
$$

Since $x \in X$ was arbitrary, this completes the proof of (61) with $c_{15}=c_{\gamma, \infty} c_{10}+c_{18}$. Let us now prove (62). For every $p \in$ $[1, \infty)$ we write

$$
\begin{equation*}
\left\|\xi^{\beta \gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{L_{p}^{*}(X)}^{p}=I_{1}+I_{2} \tag{73}
\end{equation*}
$$

where $I_{j}=\int_{a_{j}}^{b_{j}}\left\|\xi^{\beta \gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X}^{p}(\mathrm{~d} \xi / \xi), j=$ $1,2,\left(a_{1}, b_{1}, a_{2}, b_{2}\right)=(0,1,1, \infty)$. First, (35) with $Y_{\gamma}^{p}=(X$, $\mathscr{D}(A))_{\gamma, p}$ yields
$I_{1} \leq\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{(X, \mathscr{D}(A))_{\gamma, p}}^{p} \int_{0}^{1} \xi^{\beta \gamma p-1}\left[c_{3}(\xi+1)^{1-\beta-\gamma}\right]^{p} \mathrm{~d} \xi$.

Therefore, since $(\xi+1)^{1-\beta-\gamma} \leq c_{\beta, \gamma}$ for every $\xi \in(0,1]$, where $c_{\beta, \gamma}=2^{1-\beta-\gamma}$ or $c_{\beta, \gamma}=1$ according that $\gamma \in(0,1-\beta)$ or $\gamma \in[1-\beta, 1)$, from (54), we deduce that

$$
\begin{align*}
I_{1} & \leq\left[c_{\beta, \gamma} c_{3}\right]^{p}\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{(X, \mathscr{D}(A))_{\gamma, p}}^{p} \int_{0}^{1} \xi^{\beta \gamma p-1} \mathrm{~d} \xi  \tag{75}\\
& =\left[c_{19}\|x\|_{X} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha}\right]^{p},
\end{align*}
$$

with $c_{19}=c_{\beta, \gamma} c_{3} c_{10}(\beta \gamma p)^{-1 / p}$. As far as $I_{2}$ is concerned, exploiting (71) and recalling that we have assumed $\beta<1$, we obtain

$$
\begin{align*}
I_{2} & =\int_{1}^{\infty} \xi^{(\beta-1) \gamma p}\left\|\xi^{\gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} e^{t A} x\right\|_{X}^{p} \frac{\mathrm{~d} \xi}{\xi} \\
& \leq\left[c_{18}\|x\|_{X} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha}\right]^{p} \int_{1}^{\infty} \xi^{(\beta-1) \gamma p-1} \mathrm{~d} \xi  \tag{76}\\
& \leq\left[c_{20}\|x\|_{X} t^{(\beta-\gamma-\mathfrak{R e} \theta-1) / \alpha}\right]^{p},
\end{align*}
$$

where $c_{20}=c_{18}[(1-\beta) \gamma p]^{-1 / p}$. Summing up (73)-(76), it thus follows that

$$
\begin{gather*}
\left\|\xi^{\beta \gamma} A^{\circ}(\xi I-A)^{-1}\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{L_{p}^{*}(X)}  \tag{77}\\
\leq c_{21}\|x\|_{X} t^{\left(\beta-\gamma-\Re_{\mathrm{e}} \theta-1\right) / \alpha},
\end{gather*}
$$

where $c_{21}=\left[\left(c_{19}\right)^{p}+\left(c_{20}\right)^{p}\right]^{1 / p}$. Finally, (65) and (77) lead us to

$$
\begin{array}{r}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X_{A}^{\beta, p}} \leq\left(c_{\gamma, p} c_{10}+c_{21}\right)\|x\|_{X} t^{(\beta-\gamma-\Re \mathrm{e} \theta-1) / \alpha} \\
 \tag{78}\\
\Re \mathrm{Re} \theta \geq 0, \quad t>0 .
\end{array}
$$

Since $x \in X$ was arbitrary, this completes the proof of (62) with $c_{16}=c_{\gamma, p} c_{10}+c_{21}$.
Remark 10. If $\theta=0$, then (61) is precisely the estimate (57). In this sense our result improves [2] and shows that (54) holds the same with $(X, \mathscr{D}(A))_{\gamma, p}$ being replaced with $X_{A}^{\gamma, \infty}$ if $p=$ $\infty$ and $X_{A}^{\beta \gamma, p}$ and if $p \in[1, \infty)$. Also, when $\beta<1$, (61) and (62) are in two aspects better than the estimate (55) deduced from (54) with the help of (32). First, here we do not need to restrict $\gamma$ to $(1-\beta, 1)$. Further, despite limiting $\gamma$ to $(1-\beta, 1)$, (61) and (62) show that $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x, \Re \mathrm{e} \theta \geq 0, t>0, x \in X$, enjoys more regularity than that predicted by (55). For, since when $\beta<1$ it holds $0<\gamma+\beta-1<\beta \gamma<\gamma$, from (38) and (39) it follows $X_{A}^{\gamma, \infty} \hookrightarrow X_{A}^{\beta \gamma, p} \hookrightarrow X_{A}^{\gamma+\beta-1, p}, p \in[1, \infty]$.

Remark 11. We recall that when $\beta<1$ the spaces $X_{A}^{\sigma, p}, \sigma \in$ $(0,1), p \in[1, \infty]$, are intermediate spaces between $X$ and $\mathscr{D}(A)$ for $\sigma \in(0, \beta)$, but they may be contained in $\mathscr{D}(A)$ for $\sigma \in[\beta, 1)$. Therefore, whereas (61) is satisfied for spaces $X_{A}^{\sigma, \infty}$ eventually smaller than $\mathscr{D}(A)$, for (62) to hold we have to consider only spaces $X_{A}^{\sigma, p}, p \in[1, \infty)$, bigger than $\mathscr{D}(A)$. In fact, letting $\sigma=\beta \gamma$, we have $\sigma \in(0, \beta)$ for every $\gamma \in(0,1)$.

In accordance with Remark 8 we now improve estimate (58).

Proposition 12. Let $\mathfrak{R e} \theta \geq 1, \gamma \in(0,1), p \in[1, \infty]$ and let $Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}$. Then, there exists a positive constant $c_{22}$ depending on $\alpha, \beta, \gamma, \theta$, and $p$ such that

$$
\begin{equation*}
\left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)} \leq c_{22} t^{(\beta+\gamma-\Re \mathrm{e} \theta-1) / \alpha}, \quad t>0 \tag{79}
\end{equation*}
$$

Proof. First, using the identity $A^{\circ}(z I-A)^{-1}=z(z I-A)^{-1}-I$, $z \in \Sigma_{\alpha}$, for every $x \in X$, we rewrite $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x, \mathfrak{R e} \theta \geq 0$, in the following way:

$$
\begin{align*}
& {\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x} \\
& \quad=-\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta-1} \mathrm{e}^{t \lambda} \lambda(\lambda I-A)^{-1} x \mathrm{~d} \lambda \\
& \quad=-\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta-1} \mathrm{e}^{t \lambda}\left[A^{\circ}(\lambda I-A)^{-1} x+I\right] x \mathrm{~d} \lambda  \tag{80}\\
& \quad=-\frac{1}{2 \pi i} \int_{\Gamma}(-\lambda)^{\theta-1} \mathrm{e}^{t \lambda} A^{\circ}(\lambda I-A)^{-1} x \mathrm{~d} \lambda, \quad t>0
\end{align*}
$$

Here we have used $\int_{\Gamma}(-\lambda)^{\theta-1} e^{t \lambda} d \lambda=0$, which follows from the Cauchy formula applied to $(-\lambda)^{\theta} \mathrm{e}^{t \lambda}$ after having enclosed $\Gamma$ on the left with an arc of the circle $\{z \in \mathbf{C}:|z+c|=R\}$, $R>0$, and letting $R$ to infinity. Let now $\theta \in \mathbf{C}, \mathfrak{R e} \theta \geq 1$, $\gamma \in(0,1)$, and $p \in[1, \infty]$ be fixed and let $x$ be an arbitrary element of $Y_{\gamma}^{p}$. From (35) it then follows that

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \\
& \quad \leq \mathrm{c}_{23}\|x\|_{Y_{\gamma}^{p}} \int_{\Gamma}|\lambda|^{\Re \mathrm{e} \theta-1} \mathrm{e}^{t \Re \mathrm{e} \lambda}(|\lambda|+1)^{1-\beta-\gamma}|\mathrm{d} \lambda|, \quad t>0 \tag{81}
\end{align*}
$$

where $c_{23}=(2 \pi)^{-1} \mathrm{e}^{(\pi / 2)|\mathfrak{\Im m} \theta|} c_{3}$. Now, recalling that $|\lambda| \geq c>$ 0 for every $\lambda \in \Gamma$, we have $|\lambda| \leq|\lambda|+1 \leq\left(1+c^{-1}\right)|\lambda|, \lambda \in \Gamma$. As a consequence, the following inequality holds:

$$
\begin{equation*}
(|\lambda|+1)^{1-\beta-\gamma} \leq \widetilde{c}_{\beta, \gamma}|\lambda|^{1-\beta-\gamma}, \quad \forall \lambda \in \Gamma, \tag{82}
\end{equation*}
$$

where $\widetilde{c}_{\beta, \gamma}=\left(1+c^{-1}\right)^{1-\beta-\gamma}$ or $\widetilde{c}_{\beta, \gamma}=1$ according that $\gamma \in$ $(0,1-\beta]$ or $\gamma \in(1-\beta, 1)((0,1-\beta]=\emptyset$ if $\beta=1)$. Therefore, setting $\mathcal{c}_{24}=2 \widetilde{c}_{\beta, \gamma} c_{23}$, (81) and (82) yield

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \\
& \quad \leq c_{24}\|x\|_{Y_{\gamma}^{p}} \int_{0}^{\infty} \mu^{\mathfrak{R e} \theta-\beta-\gamma} \mathrm{e}^{-c_{\alpha} t \mu^{\alpha}} \mathrm{d} \mu, \quad t>0 \tag{83}
\end{align*}
$$

with $c_{\alpha}$ being as in (70). Finally, the transformation $c_{\alpha} t \mu^{\alpha}=s$ in the last integral leads us to the following estimate:

$$
\begin{equation*}
\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{X} \leq c_{25}\|x\|_{Y_{\gamma}^{p}} t^{(\beta+\gamma-\Re \mathrm{e} \theta-1) / \alpha}, \quad t>0 \tag{84}
\end{equation*}
$$

where $c_{25}=c_{24} \alpha^{-1} c_{\alpha}^{(\beta+\gamma-\Re e \theta-1) / \alpha} E((\operatorname{Re} \theta+1-\beta-\gamma) / \alpha)$, $E(\chi), \chi>0$, is the Euler's gamma function. Notice that here
$\mathfrak{R e} \theta \geq 1$ implies $\Re \mathrm{Re} \theta+1-\beta-\gamma \geq 2-\beta-\gamma>0$ for every $\beta \in(0,1]$ and $\gamma \in(0,1)$, so that $E((\operatorname{Re} \theta+1-\beta-\gamma) / \alpha)$ makes sense. Since (84) is satisfied for every arbitrary element $x \in Y_{\gamma}^{p}$, the proof is complete with $c_{22}=c_{25}$.

Remark 13. Estimate (79) is better than (60) obtained in Remark 8 using (14), (15), and (58). In fact, for every $\beta \in$ $(0, \alpha], \alpha \in(0,1], \gamma \in(0,1)$ and $\mathfrak{R e} \theta \geq 1$, the following inequality holds:

$$
\begin{align*}
\rho_{1} & :=\frac{(2 \beta+\gamma-\mathfrak{R e} \theta-2)}{\alpha}  \tag{85}\\
& \leq \frac{(\beta+\gamma-\mathfrak{R e} \theta-1)}{\alpha}:=\rho_{2}<0 .
\end{align*}
$$

Then, $t^{\rho_{2}} \leq t^{\rho_{1}}, t \in(0,1]$, and (79) is more accurate than (60) for small values of $t$.

Estimate (79) with $\theta=1$ yields the following result which we will need in Section 5 to prove the equivalence between problem (170) and the fixed-point equation (179).

Corollary 14. Let $\alpha+\beta>1$ in (H1). Then, for every $x \in X$ the following equalities hold:

$$
\begin{equation*}
A^{-1}\left(e^{t A}-I\right) x=\left(e^{t A}-I\right) A^{-1} x=\int_{0}^{t} e^{(t-s) A} x d s, \quad t \geq 0 \tag{86}
\end{equation*}
$$

Proof. The assertion is obvious for $t=0$. Let $t>0$ and let $x \in X$. Commuting $A^{-1} \in \mathscr{L}(X)$ with the integral sign, from (9) and the resolvent equation, we have $A^{-1} \mathrm{e}^{t A} x=\mathrm{e}^{t A} A^{-1} x$, which proves the first equality in (86). To prove the second equality, we first write

$$
\begin{align*}
\left(\mathrm{e}^{t A}-I\right) A^{-1} x & =\int_{0}^{t}\left[D_{r} \mathrm{e}^{r A}\right]_{r=t-s} A^{-1} x \mathrm{~d} s  \tag{87}\\
& =-\int_{0}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t-s) A} A^{-1} x \mathrm{~d} s
\end{align*}
$$

and we show that the latter integral is convergent. Indeed, since $\alpha+\beta>1$, we may consider $A^{-1} x \in \mathscr{D}(A)$ as an element of $(X, \mathscr{D}(A))_{\gamma, p}$, where $\gamma \in(2-\alpha-\beta, 1)$ and $p \in[1, \infty]$. With this choice for $\gamma$, from (79) with $\theta=1$ and (25) we obtain (here we use also $\left\|A^{-1} x\right\|_{\mathscr{D}(A)}=\inf _{y \in A\left(A^{-1} x\right)}\|y\|_{X}=$ $\inf _{y \in\left(A A^{-1}\right) x}\|y\|_{X}=\|x\|_{\mathscr{D}\left(A A^{-1}\right)} \leq\|x\|_{X}$, due to $I \subset A A^{-1}$. Then, $\left\|A^{-1} x\right\|_{(X, \mathscr{D}(A))_{\gamma, p}} \leq c_{0}\left\|A^{-1} x\right\|_{X}^{1-\gamma}\left\|A^{-1} x\right\|_{\mathscr{D}(A)}^{\gamma} \leq c_{0}$ $\left.\left\|A^{-1}\right\|_{\mathscr{L}(X)}^{1-\gamma}\|x\|_{X}\right):$

$$
\begin{align*}
& \left\|\int_{0}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t-s) A} A^{-1} x \mathrm{~d} s\right\|_{X} \\
& \quad \leq c_{22}\left\|A^{-1} x\right\|_{(X, \mathscr{D}(A))_{\gamma, p}} \int_{0}^{t}(t-s)^{(\beta+\gamma-2) / \alpha} \mathrm{d} s  \tag{88}\\
& \quad \leq c_{22} c_{\alpha, \beta, \gamma} c_{0}\left\|A^{-1}\right\|_{\mathscr{L}(X)}^{1-\gamma}\|x\|_{X} t^{(\alpha+\beta+\gamma-2) / \alpha},
\end{align*}
$$

where $c_{\alpha, \beta, \gamma}=\alpha(\alpha+\beta+\gamma-2)^{-1}$. We now recall that (cf. [24, formula (3.21)])

$$
\begin{array}{r}
{\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{t A}(-A)^{-\zeta}=\left[(-A)^{1-\zeta}\right]^{\circ} \mathrm{e}^{t A}, \quad \mathfrak{R e} \zeta \in(1-\beta, 1]} \\
t>0 \tag{89}
\end{array}
$$

with $(-A)^{-\zeta}$ being the negative fractional powers of $-A$ defined by (cf. [24, Section 3]) $(2 \pi i)^{-1} \int_{\Gamma}(-\lambda)^{-\zeta}(\lambda I-A)^{-1} \mathrm{~d} \lambda$, $\Re \mathrm{e} \zeta>1-\beta$. To complete the proof it thus suffices to apply (89) with $\zeta=1$ to (87) and to recall that $\left[(-A)^{0}\right]^{\circ} \mathrm{e}^{t A}=\mathrm{e}^{t A}$, $t>0$. Notice that the integral on the right-hand side of (86) is convergent, too. In fact, from (14), it follows that $\left\|\int_{0}^{t} \mathrm{e}^{(t-s) A} x \mathrm{~d} s\right\|_{\mathrm{X}} \leq \tilde{c}_{\alpha, \beta, 0}\|x\|_{X} \int_{0}^{t}(t-s)^{(\beta-1) / \alpha} \mathrm{d} s=\alpha(\alpha+\beta-$ 1) ${ }^{-1} \widetilde{\mathcal{c}}_{\alpha, \beta, 0}\|x\|_{X} t^{(\alpha+\beta-1) / \alpha}$.

Remark 15. In particular, from (86) it follows that if $\alpha+\beta>1$, then $\int_{0}^{t} \mathrm{e}^{(t-s) A} x \mathrm{ds} \in \mathscr{D}(A)$ for every $x \in X$ and $\left(\mathrm{e}^{t A}-I\right) x \subseteq$ $A \int_{0}^{t} \mathrm{e}^{(t-s) A} x$ ds. This extends to m. l. operators satisfying (H1) the well-known result for sectorial single-valued linear operators (see, for instance, [9, Proposition 2.1.4(ii)] and [11, Proposition 1.2(ii)]).

With the help of (54) and Proposition 12, we can now derive the following interpolation estimates (90) for the operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}, \mathfrak{R e} \theta \geq 1$, which are considered as operators from $(X, \mathscr{D}(A))_{\gamma, p}$ to $(X, \mathscr{D}(A))_{\delta, p}$. As we will see in the proof of Proposition 16, here the fact that the spaces $(X, \mathscr{D}(A))_{\sigma, p}$ are real interpolation spaces between $X$ and $\mathscr{D}(A)$ plays a key role. For it allows us to exploit the interpolation inequality (24) in the derivation of our estimates in the case $\gamma+\delta<1$.

Proposition 16. Let $\Re \mathrm{e} \theta \geq 1, \gamma, \delta \in(0,1)$, and $p \in[1, \infty]$. Then, there exist positive constants $c_{j}, j=26,27$, depending on $\alpha, \beta, \gamma, \delta, \theta$, and $p$ such that for every $t>0$

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left((X, \mathscr{D}(A))_{\gamma, p} ;(X, \mathscr{D}(A))_{\delta, p}\right)} \\
& \quad \leq \begin{cases}c_{26} t^{(2 \beta+\gamma-\delta-\Re \mathrm{Re} \theta-2) / \alpha}, & \gamma, \delta \in(0,1), \\
c_{27} t^{(\beta+\gamma-\delta-\Re \mathrm{Re} \theta-1) / \alpha}, & \text { if } \gamma+\delta<1 .\end{cases} \tag{90}
\end{align*}
$$

Proof. For brevity, we will use the shortenings $Y_{\sigma}^{p}=(X$, $\mathscr{D}(A))_{\sigma, p}, \sigma \in(0,1), p \in[1, \infty]$. We begin by proving the first estimate in (90). Let $\theta \in \mathbf{C}, \mathfrak{R e} \theta \geq 1, \gamma, \delta \in(0,1)$ and $p \in[1, \infty]$ be fixed and let $x$ be an arbitrary element of $Y_{\gamma}^{p}$. Moreover, let $\zeta$ and $\zeta^{\prime}$ be two arbitrary complex numbers such that $\theta=\zeta+\zeta^{\prime}$ and whose real parts satisfy $\Re \mathrm{e} \zeta \geq 0$
and $\mathfrak{R e} \zeta^{\prime} \geq 1$. From the decomposition formula (15) it then follows for every $t>0$ :

$$
\begin{align*}
\| & {\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x \|_{Y_{\delta}^{p}} } \\
& =\left\|\left[(-A)^{\zeta}\right]^{\circ} \mathrm{e}^{(t / 2) A}\left[(-A)^{\zeta^{\prime}}\right]^{\circ} \mathrm{e}^{(t / 2) A} x\right\|_{Y_{\delta}^{p}} \\
& \leq\left\|\left[(-A)^{\zeta}\right]^{\circ} \mathrm{e}^{(t / 2) A}\right\|_{\mathscr{L}\left(X ; Y_{\delta}^{p}\right)}\left\|\left[(-A)^{\zeta^{\prime}}\right]^{\circ} \mathrm{e}^{(t / 2) A} x\right\|_{X} \\
& \leq\left\|\left[(-A)^{\zeta}\right]^{\circ} \mathrm{e}^{(t / 2) A}\right\|_{\mathscr{L}\left(X ; Y_{\delta}^{p}\right)}\left\|\left[(-A)^{\zeta^{\prime}}\right]^{\circ} \mathrm{e}^{(t / 2) A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; X\right)}\|x\|_{Y_{\gamma}^{p}} \tag{91}
\end{align*}
$$

Therefore, using (54) and (79) with the triplet $(\theta, \gamma, t)$ being equal to ( $\zeta, \delta, t / 2$ ) and ( $\zeta^{\prime}, \gamma, t / 2$ ), respectively, from (91) and $\mathfrak{R e} \theta=\Re \mathrm{e} \zeta+\Re \mathrm{e} \zeta^{\prime}$, we deduce that

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A} x\right\|_{Y_{\delta}^{p}} \\
& \quad \leq c_{10} c_{22}\left(\frac{t}{2}\right)^{(\beta-\delta-\mathfrak{R e} \zeta-1) / \alpha}\left(\frac{t}{2}\right)^{\left(\beta+\gamma-\mathfrak{R e} \zeta^{\prime}-1\right) / \alpha}\|x\|_{Y_{\gamma}^{p}}  \tag{92}\\
& \quad \leq c_{26} t^{(2 \beta+\gamma-\delta-\Re \mathrm{Re} \theta-2) / \alpha}\|x\|_{Y_{\gamma}^{p}}, \quad t>0,
\end{align*}
$$

where $c_{26}=2^{(2+\Re e \theta+\delta-\gamma-2 \beta) / \alpha} c_{10} c_{22}$. This completes the proof of the first estimate in (90), due to the arbitrariness of $x \in$ $Y_{\gamma}^{p}$. Let us now prove the second estimate in (90). Let $\theta \in \mathbf{C}$, $\mathfrak{R e} \theta \geq 1, \gamma, \delta \in(0,1), \gamma+\delta<1$, and $p \in[1, \infty]$ be fixed. Using $\gamma+\delta<1$, we fix $\gamma_{2} \in(\gamma /(1-\delta), 1) \varsubsetneqq(\gamma, 1)$, and we let $\gamma_{1}=\left(\gamma_{2} \delta\right) /\left(\gamma_{2}-\gamma\right)$. Clearly, since $\gamma_{2} \in(\gamma /(1-\delta), 1)$, we have $\gamma_{1} \in(\delta, 1)$. In addition, it holds:

$$
\begin{equation*}
1-\delta>\frac{\gamma_{1}-\delta}{\gamma_{1}}=\left(\frac{\gamma_{2} \delta}{\gamma_{2}-\gamma}-\delta\right)\left(\frac{\gamma_{2}-\gamma}{\gamma_{2} \delta}\right)=\frac{\gamma}{\gamma_{2}}>\gamma \tag{93}
\end{equation*}
$$

Due to (93), we now set $\gamma_{0}=\gamma / \gamma_{2}=\left(\gamma_{1}-\delta\right) / \gamma_{1} \in(\gamma, 1-\delta)$, so that $\gamma=\gamma_{0} \gamma_{2}$ and $\delta=\left(1-\gamma_{0}\right) \gamma_{1}$. From (24) with $p_{0}=p$ it thus follows that

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; Y_{\delta}^{p}\right)} \\
& \quad \leq\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(X ; Y_{\gamma_{1}}^{p_{1}}\right)}^{1-\gamma_{0}}\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma_{2}}^{p_{2}} ; X\right)}^{\gamma_{0}}, \quad t>0, \tag{94}
\end{align*}
$$

where $p_{j} \in[1, \infty], j=1,2$. Applying (54) and (79) with the pair $(\gamma, p)$ being replaced with $\left(\gamma_{1}, p_{1}\right)$ and $\left(\gamma_{2}, p_{2}\right)$, respectively, from (94) we finally obtain

$$
\begin{align*}
& \left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left(Y_{\gamma}^{p} ; Y_{\delta}^{p}\right)} \\
& \quad \leq\left[c_{10} t^{\left(\beta-\gamma_{1}-\Re \mathrm{e} \theta-1\right) / \alpha}\right]^{1-\gamma_{0}}\left[c_{22} t^{\left(\beta+\gamma_{2}-\Re \mathrm{e} \theta-1\right) / \alpha}\right]^{\gamma_{0}}  \tag{95}\\
& \quad \leq\left(c_{10}\right)^{1-\gamma_{0}}\left(c_{22}\right)^{\gamma_{0}} t^{\left[\beta+\gamma_{0} \gamma_{2}-\left(1-\gamma_{0}\right) \gamma_{1}-\mathfrak{R e} \theta-1\right] / \alpha} \\
& \quad=\left(c_{10}\right)^{\delta / \gamma_{1}}\left(c_{22}\right)^{\gamma / \gamma_{2}} t^{(\beta+\gamma-\delta-\Re \mathrm{R} \theta-1) / \alpha}, \quad t>0 .
\end{align*}
$$

This completes the proof of the second estimate in (90) with $c_{27}=\left(c_{10}\right)^{\delta / \gamma_{1}}\left(c_{22}\right)^{\gamma / \gamma_{2}}$.

Remark 17. We stress that if $\beta<1$ and $\gamma+\delta<1$, then the first estimate in (90) is rougher than the second one for small values of $t$, which justify our special attention to the case $\gamma+$ $\delta<1$. Indeed, if $\beta<1$, then for every $\mathfrak{R e} \theta \geq 1$ the following inequality holds:

$$
\begin{align*}
\rho_{3} & :=\frac{(2 \beta+\gamma-\delta-\Re \mathrm{e} \theta-2)}{\alpha} \\
& <\frac{(\beta+\gamma-\delta-\Re \mathrm{Re} \theta-1)}{\alpha}=: \rho_{4}<0, \tag{96}
\end{align*}
$$

so that $t^{\rho_{4}} \leq t^{\rho_{3}}$ for $t \in(0,1]$. In other words, if $\beta$ and $\gamma+\delta$ are both less than one, then the second estimate in (90) establishes that the norm $\left\|\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}\right\|_{\mathscr{L}\left((X, \mathscr{D}(A))_{\gamma, p} ;(X, \mathscr{D}(A))_{\delta, p}\right)}$, $\mathfrak{R e} \theta \geq 1$, may blow up as $t$ goes to 0 , but with an order of singularity lower than that predicted by the first estimate. In this sense, though less general, the second estimate in (90) is better than the first one.

Remark 18. The reason why the second estimate in (90) yields a better exponent than the first one is the same mentioned in Remark 8. That is, while the first estimate is obtained in two steps: decomposing $\left[(-A)^{\theta}\right]^{0} \mathrm{e}^{t A}$ through (15) and then applying (54) and (79), the second estimate is essentially derived in a single step, using (24).

The following Remark 19 points out why, with the exception of the case when $\beta=1$ and $A$ is single-valued, to prove (90) we can not proceed as in [9, Proposition 2.2.9].

Remark 19. In the optimal case $\beta=1$, the exponents in both estimates (90) coincide equals to $\nu=\gamma-\delta-\mathfrak{R e} \theta$. Hence, in this special case, the assumption $\gamma+\delta<1$ does not give any enhancement. Also, if we further assume that $\theta \in \mathbf{N}$, then we restore the same estimates as in [9, Proposition 2.2.9(i)]. In this respect, our result extends [9] to the m. l. case, even though our proof really differs from that in [9]. For, there, the norms in the spaces $(X, \mathscr{D}(A))_{\sigma, p}$ are replaced with the norms in the spaces $\mathscr{D}_{A}(\sigma, p)$, with the latter being the spaces of all $x \in X$ such that $\|x\|_{\mathscr{D}_{A}(\sigma, p)}=\|x\|_{X}+[x]_{\mathscr{D}_{A}(\sigma, p)}<\infty$, where $[x]_{\mathscr{D}_{A}(\sigma, p)}=\left\|\xi^{(2-\beta-\sigma) / \alpha}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\xi A}\right\|_{L_{p}^{*}(X)}$. It is well known that if $\beta=1$ and $A$ is single-valued, then $(X, \mathscr{D}(A))_{\sigma, p} \cong$ $\mathscr{D}_{A}(\sigma, p)$ (cf. [31, Theorem 3], [9, Proposition 2.2.2] and [27, Theorem 1.14.5]). On the contrary, if $(\alpha, \beta) \neq(1,1)$ and/or $A$ is really an m . l. operator, such equivalence is no longer true and we have

$$
\begin{gather*}
X_{A}^{\sigma, p} \hookrightarrow(X, \mathscr{D}(A))_{\sigma, p} \hookrightarrow \mathscr{D}_{A}(\alpha \sigma, p), \quad p \in[1, \infty), \\
X_{A}^{\sigma, \infty} \hookrightarrow(X, \mathscr{D}(A))_{\sigma, \infty} \hookrightarrow \mathscr{D}_{A}(\sigma, \infty), \quad p=\infty . \tag{97}
\end{gather*}
$$

Differently from the spaces $X_{A}^{\sigma, p}$ and as a consequence of $A 0 \subseteq \bigcap_{t>0} \mathscr{N}\left(\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{t A}\right)$, the spaces $\mathscr{D}_{A}(\sigma, p)$ contain $A 0$. It can thus be shown that if $\alpha+\beta>1$, then for every $\sigma \in(2-\alpha-\beta, 1)$ and $\varphi \in(0,(\alpha+\beta+\sigma-2) / \alpha)$ (here
$(\alpha+\beta+\sigma-2) / \alpha<1$, since $\sigma<1 \leq 2-\beta)$ the following embeddings hold:

$$
\begin{align*}
\{0\} \cup\left[\mathscr{D}_{A}(\sigma, p) \backslash A 0\right] & \hookrightarrow X_{A}^{\varphi, p} \hookrightarrow(X, \mathscr{D}(A))_{\varphi, p} \\
& p \in[1, \infty) \\
\{0\} \cup\left[\mathscr{D}_{A}(\sigma, \infty) \backslash A 0\right] & \hookrightarrow X_{A}^{(\alpha+\beta+\sigma-2) / \alpha, \infty}  \tag{98}\\
& \hookrightarrow(X, \mathscr{D}(A))_{(\alpha+\beta+\sigma-2) / \alpha, \infty}
\end{align*}
$$

with $\{0\} \cup\left[\mathscr{D}_{A}(\sigma, p) \backslash A 0\right]$ being endowed with the norm of $\mathscr{D}_{A}(\sigma, p)$. Obviously, due to (29), it suffices to prove the embeddings on the right of (97) and on the left of (98). It is out of the aims of this paper to go into the details of these proofs, and for them we refer the readers to [24, Proposition 6.3]. Here we want only to make clear that, with the exception of the case when $\beta=1$ and $A$ is single-valued, embeddings (97) and (98) prevent us from carrying out the proof of estimates (90) simply by repeating the computations in [9]. Notice that, due to the property $\left[X_{A}^{\sigma, p} \cap A 0\right]=\{0\}$, from the second embeddings in (97) and (98) it follows that if $\alpha+\beta>1$ and $\sigma \in(2-\alpha-\beta, 1)$, then

$$
\begin{equation*}
X_{A}^{\sigma, \infty} \hookrightarrow\{0\} \cup\left[\mathscr{D}_{A}(\sigma, \infty) \backslash A 0\right] \hookrightarrow X_{A}^{(\alpha+\beta+\sigma-2) / \alpha, \infty} . \tag{99}
\end{equation*}
$$

Since $(\alpha+\beta+\sigma-2) / \alpha \leq \sigma$ (indeed, $\alpha \leq 1 \leq(2-\beta-\sigma) /(1-\sigma)$ implies $\alpha+\beta+\sigma-2 \leq \alpha \sigma$ ), (99) agrees with (38) for $p=\infty$. In addition, if $2 \alpha+\beta>2$ and $\sigma \in((2-\alpha-\beta) / \alpha, 1)$, then the first embeddings in (97) and (98) yield for every $\varphi \in(0,(\alpha+$ $\beta+\alpha \sigma-2) / \alpha$ ) the following:

$$
\begin{equation*}
X_{A}^{\sigma, p} \hookrightarrow\{0\} \cup\left[\mathscr{D}_{A}(\alpha \sigma, p) \backslash A 0\right] \hookrightarrow X_{A}^{\varphi, p}, \quad p \in[1, \infty) \tag{100}
\end{equation*}
$$

Since $\varphi<(\alpha+\beta+\alpha \sigma-2) / \alpha \leq \sigma$, (100) agrees with (38) for $p \in[1, \infty)$. Furthermore, if $\beta=1$, then from (29), (30), and (99) it follows that $(X, \mathscr{D}(A))_{\sigma, \infty} \cong X_{A}^{\sigma, \infty} \cong\{0\} \cup\left[\mathscr{D}_{A}(\sigma, \infty) \backslash\right.$ A0], $\sigma \in(0,1)$. This confirms that in the real m . l. case the equivalence between $X_{A}^{\sigma, p},(X, \mathscr{D}(A))_{\sigma, p}$ and $\mathscr{D}_{A}(\sigma, p)$ does not hold even when $\beta=1$.

Using Propositions 9 and 12, we now obtain estimates for the operators $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}, \mathfrak{R e} \theta \geq 1$, considered as operators from $X_{A}^{\gamma, p}$ to $X_{A}^{\delta, p}$. Clearly, since $\beta<1$ the spaces $X_{A}^{\sigma, p}$ may be not real interpolation spaces between $X$ and $\mathscr{D}(A)$, we can not proceed as in the proof of the second estimate in (90) and a weaker result has to be expected.

Proposition 20. Let $\mathfrak{R e} \theta \geq 1, \gamma, \delta \in(0,1)$, and $p \in[1, \infty]$. Then, there exist positive constants $c_{j}, j=28,29,30$, depending on $\alpha, \beta, \gamma, \delta, \theta$, and $p$ such that

$$
\begin{array}{r}
\left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left(X_{A}^{\gamma, \infty} ; X_{A}^{\delta, \infty}\right)} \leq c_{28} t^{(2 \beta+\gamma-\delta-\Re \mathrm{e} \theta-2) / \alpha}, \\
p=\infty, \quad t>0, \\
\left\|\left[(-A)^{\theta}\right]^{\circ} e^{t A}\right\|_{\mathscr{L}\left(X_{A}^{\gamma, p} ; X_{A}^{\beta \delta, p}\right)} \leq c_{29} t^{(2 \beta+\gamma-\delta-\Re e \theta-2) / \alpha}  \tag{102}\\
p \in[1, \infty), \quad t>0 .
\end{array}
$$

Moreover, if $\gamma \in(0,1)$ and $\delta \in(1-\beta, 1)$ are such that $\gamma+\delta<1$, then

$$
\begin{align*}
\left\|\left[(-A)^{\theta}\right]^{0} e^{t A}\right\|_{\mathcal{L}\left(X_{A}^{\psi \rho} ; X_{A}^{\delta+\beta-1, p)}\right.} & \leq c_{30} t^{(\beta+\gamma-\delta-\Re e-1) / \alpha},  \tag{103}\\
& p \in[1, \infty], \quad t>0 .
\end{align*}
$$

Proof. Due to (61) and (79), in order to prove (101) and (102) it suffices to repeat the same computations as in (91) and (92), with the pair $\left((X, \mathscr{D}(A))_{\gamma, p},(X, \mathscr{D}(A))_{\delta, p}\right)$ being replaced with $\left(X_{A}^{\gamma, \infty}, X_{A}^{\delta, \infty}\right)$ or with $\left(X_{A}^{\gamma, p}, X_{A}^{\beta \delta, p}\right)$ provided that $p=\infty$ or $p \in[1, \infty)$. In this way we derive (101) and (102) with $c_{j+13}=2^{(2+\Re \mathrm{e} \theta+\delta-\gamma-2 \beta) / \alpha} c_{j} c_{22}, j=15,16$. As far as (103) is concerned, we recall that if $X_{j}, j=1, \ldots, 4$, are four Banach spaces such that $X_{j} \hookrightarrow X_{j+2}, j=1,2$, and $L \in \mathscr{L}\left(X_{3} ; X_{2}\right)$, then $L \in \mathscr{L}\left(X_{1} ; X_{4}\right)$ with $\|L\|_{\mathscr{L}\left(X_{1} ; X_{4}\right)} \leq$ $C_{1} C_{2}\|L\|_{\mathscr{L}\left(X_{3} ; X_{2}\right)}, C_{1}$ and $C_{2}$ being the positive constants such that $\|x\|_{X_{j+2}} \leq C_{j}\|x\|_{X_{j}}, x \in X_{j}, j=1,2$. Applying this result to $L=\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}$ with $\left(X_{1}, X_{2}, X_{3}, X_{4}\right)=\left(X_{A}^{\gamma, p},(X\right.$, $\left.\mathscr{D}(A))_{\delta, p},(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\delta+\beta-1, p}\right)$, from (29)-(32) and the second estimate in (90) we deduce (103) with $c_{30}=2 c_{2} c_{27}$. This completes the proof.

Remark 21. The assumption $\gamma+\delta<1$ with $\gamma \in(0,1)$ and $\delta \in(1-\beta, 1)$ implies that $\gamma \in(0,1-\delta) \leftrightarrows(0, \beta)$. Therefore (cf. Remark 11), we conclude that for (103) to hold we have to consider $\left[(-A)^{\theta}\right]^{\circ} \mathrm{e}^{t A}, \mathfrak{R e} \theta \geq 1$, as an operator between the intermediate spaces $X_{A}^{\gamma, p}$ and $X_{A}^{\varepsilon, p}$, where $\gamma, \varepsilon \in(0, \beta)$, $\varepsilon=\delta+\beta-1, \delta \in(1-\beta, 1), \gamma+\delta<1$.

## 4. Hölder Regularity of Some Operator Functions

Here, we study the Hölder regularity of those operator functions that we will need in Section 5. From now on, with $\left(Z,\|\cdot\|_{Z}\right)$ being a complex Banach space, $C([a, b] ; Z)=$ $C^{0}([a, b] ; Z)$ and $C^{\delta}([a, b] ; Z), \delta \in(0,1), a<b$, denote, respectively, the spaces of all continuous and $\delta$-Hölder continuous functions from $[a, b]$ into $Z$ endowed with the norms $\|g\|_{0, a, b ; Z}=\sup _{t \in[a, b]}\|g(t)\|_{Z}$ and $\|g\|_{\delta, a, b ; Z}=\|g\|_{0, a, b ; Z}+$ $|g|_{\delta, a, b ; Z}$, where $|g|_{\delta, a, b ; Z}$ is the seminorm $\sup _{a \leq t_{1}<t_{2} \leq b}\left(t_{2}-\right.$ $\left.t_{1}\right)^{-\delta}\left\|g\left(t_{2}\right)-g\left(t_{1}\right)\right\|_{Z}$. We endow the subspace $C_{0}^{\delta}([a, b] ; Z)=$ $\left\{g \in C^{\delta}([a, b] ; Z): g(a)=0\right\}, \delta \in[0,1)$ with the norm $\|\cdot\|_{\delta, a, b ; Z}$. Further, for $k \in \mathbf{N}$ and $\delta \in(0,1)$ we set $C^{k}([a, b]$; $Z)=\left\{g \in C([a, b] ; Z): D_{t}^{k} g \in C([a, b] ; Z)\right\},\|g\|_{k, a, b ; Z}=$ $\sum_{0}^{k}\left\|D_{t}^{j} g\right\|_{0, a, b ; Z}\left(D_{t}^{0}=I\right)$, and $C^{k+\delta}([a, b] ; Z)=\left\{g \in C^{k}([a, b] ;\right.$ $\left.Z): D_{t}^{k} g \in C^{\delta}([a, b] ; Z)\right\},\|g\|_{k+\delta, a, b ; Z}=\|g\|_{k, a, b ; Z}+\mid D_{t}^{k}$ $\left.g\right|_{\delta, a, b ; Z}$. Recall that if $0 \leq \delta_{2} \leq \delta_{1} \leq 1$, then $C^{\delta_{1}}([a, b] ; Z) \hookrightarrow$ $C^{\delta_{2}}([a, b] ; Z)$ and $\|g\|_{\delta_{2}, a, b ; Z} \leq \max \left\{1,(b-a)^{\delta_{1}-\delta_{2}}\right\}\|g\|_{\delta_{1}, a, b ; Z}$, $g \in C^{\delta_{1}}([a, b] ; X)$. Finally, given three complex Banach spaces $\left(X_{k},\|\cdot\|_{X_{k}}\right), k=1,2,3$, and a bilinear bounded operator $\mathscr{P}$ from $X_{1} \times X_{2}$ to $X_{3}$ with norm $C_{0}$, that is, $\mathscr{P} \in \mathscr{B}\left(X_{1} \times X_{2} ; X_{3}\right)$
and $\|\mathscr{P}\|_{\mathscr{B}\left(X_{1} \times X_{2} ; X_{3}\right)}=\sup _{\left\|x_{k}\right\|_{X_{k}}=1, k=1,2}\left\|\mathscr{P}\left(x_{1}, x_{2}\right)\right\|_{X_{3}}=C_{0}$, we denote by $\mathscr{K}$ the convolution operator

$$
\begin{array}{r}
\mathscr{K}\left(v_{1}, v_{2}\right)(t)=\int_{0}^{t} \mathscr{P}\left(v_{1}(t-r), v_{2}(r)\right) \mathrm{d} r  \tag{104}\\
t \in[0, b], \quad b>0
\end{array}
$$

where $v_{k}:[0, b] \rightarrow X_{k}, k=1,2$. Of course, if $\left(X_{1}, X_{2}\right)=$ ( $\mathbf{C}, X_{3}$ ) and if $\mathscr{P}$ is the scalar multiplication in $X_{3}$, that is, $\mathscr{P}(z, x)=z x, z \in \mathbf{C}, x \in X_{3}$, then $C_{0}=1$ and $\mathscr{K}$ reduces to the usual convolution operator $\mathscr{K}\left(v_{1}, v_{2}\right)(t)=\int_{0}^{t} v_{1}(t-$ $r) v_{2}(r) \mathrm{d} r$. As usual, for every $q \in[1, \infty]$, we will denote by $q^{\prime}$ the conjugate exponent of $q$.

Now let $X_{3}=X$ and introduce the following linear operators $Q_{j}, j=1, \ldots, 6$, where $g_{j} \in C^{\delta_{j}}([0, T] ; X), j=1,2,5$, $g_{l_{k}} \in C^{\delta_{l_{k}}}\left([0, T], X_{k}\right), l=3,6, k=1,2, g_{4} \in C^{\delta_{4}}([0, T] ; \mathbf{C})$, $y \in Y_{\gamma}^{p}, Y_{\gamma}^{p} \in\left\{(X, \mathscr{D}(A))_{\gamma, p}, X_{A}^{\gamma, p}\right\}, p \in[1, \infty]$, and $t \in[0, T]$, $T>0$ as follows:

$$
\begin{gather*}
{\left[Q_{1} g_{1}\right](t):=\int_{0}^{t} \mathrm{e}^{(t-s) A} g_{1}(s) \mathrm{d} s}  \tag{105}\\
{\left[Q_{2} g_{2}\right](t):=\int_{0}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t-s) A}\left[g_{2}(s)-g_{2}(t)\right] \mathrm{d} s}  \tag{106}\\
{\left[Q_{3}\left(g_{3_{1}}, g_{3_{2}}\right)\right](t):=\left[Q_{2} \mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)\right](t)}  \tag{107}\\
{\left[Q_{4}\left(g_{4}, y\right)\right](t):=\left[Q_{2}\left(g_{4} y\right)\right](t)}  \tag{108}\\
{\left[Q_{5} g_{5}\right](t):=\left[\mathrm{e}^{t A}-I\right] g_{5}(t)}  \tag{109}\\
{\left[Q_{6}\left(g_{6_{1}}, g_{6_{2}}\right)\right](t):=\left[Q_{5} \mathscr{K}\left(g_{6_{1}}, g_{6_{2}}\right)\right](t)} \tag{110}
\end{gather*}
$$

with $g_{4} y$ being the function from $[0, T]$ to $Y_{\gamma}^{p}$ defined by $\left(g_{4} y\right)(t)=g_{4}(t) y$. We will find conditions on $\delta_{j}, \delta_{l_{k}}, \delta_{4}, \gamma \in$ $(0,1), j=1,2,5, l=3,6, k=1,2$, in order that $Q_{j} g_{j} \in C^{\tau_{j}}$ $([0, T] ; X), Q_{l}\left(g_{l_{1}}, g_{l_{2}}\right) \in C^{\tau_{l}}([0, T] ; X)$ and $Q_{4}\left(g_{4}, y\right) \in C^{\tau_{4}}$ ( $[0, T] ; X$ ) for opportunely chosen $\tau_{j}, \tau_{l}, \tau_{4} \in(0,1)$. We emphasize of the presence of the increment $g_{2}(s)-g_{2}(t)$ inside the integral defining $Q_{2} g_{2}$. As we will see, and differently from $Q_{1}$, it is just this presence which makes $Q_{2} g_{2}$ well-defined for smooth enough functions $g_{2}$. This is the reason why the operator $Q_{2}$ as it was defined in [20, formula (4.12)] can make no sense and has to be replaced with that defined by the present (106) (cf. the appendix below). We begin our analysis on the $Q_{j}$ 's with the following result proven in [20, Lemma 4.1]. Since we will need it later, here, removing some misprints in [20], we report its short proof for the reader's convenience.

Lemma 22. Let $\alpha+\beta>1$ in (H1). Then, for every $\delta_{1} \in(0$, $(\alpha+\beta-1) / \alpha)$, the operator $Q_{1}$ defined by (105) maps $C^{\delta_{1}}$ ( $[0, T] ; X)$ into $C_{0}^{\delta_{1}}([0, T] ; X)$, and for every $t \in[0, T]$ satisfies the following estimate, where $p \in\left(\alpha /\left(\alpha+\beta-1-\alpha \delta_{1}\right), \infty\right)$ as follows:

$$
\begin{equation*}
\left\|Q_{1} g_{1}\right\|_{\delta_{1}, 0, t ; X} \leq C_{1}(t)\left(\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p} \tag{111}
\end{equation*}
$$

Here $C_{1}(t)$ is a nondecreasing function of $t$ depending also on $\alpha, \beta, \delta_{1}$, and $p^{\prime}$.

Proof. Let $g_{1} \in C^{\delta_{1}}([0, T] ; X), \delta_{1} \in(0,(\alpha+\beta-1) / \alpha)$, and $t \in$ $[0, T]$. From (14) and the Hölder inequality with $p \in(\alpha /(\alpha+$ $\left.\left.\beta-1-\alpha \delta_{1}\right), \infty\right) \subsetneq(1, \infty)$, for any $\tau \in[0, t]$, we deduce that

$$
\begin{align*}
& \left\|\left[Q_{1} g_{1}\right](\tau)\right\|_{X} \\
& \quad \leq \widetilde{c}_{\alpha, \beta, 0} \int_{0}^{\tau}(\tau-s)^{(\beta-1) / \alpha}\left\|g_{1}\right\|_{0,0, s ; X} \mathrm{~d} s \\
& \quad \leq c_{31} \tau^{\left[\alpha-(1-\beta) p^{\prime}\right] /\left(\alpha p^{\prime}\right)}\left(\int_{0}^{\tau}\left\|g_{1}\right\|_{\delta_{1}, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p} \\
& \quad \leq c_{31} \tau^{\left[\alpha-\left(1+\alpha \delta_{1}-\beta\right) p^{\prime}\right] /\left(\alpha p^{\prime}\right)} \tau^{\delta_{1}}\left(\int_{0}^{\tau}\left\|g_{1}\right\|_{\delta_{1}, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p}, \tag{112}
\end{align*}
$$

where $c_{31}=\widetilde{c}_{\alpha, \beta, 0} \alpha^{1 / p^{\prime}}\left[\alpha-(1-\beta) p^{\prime}\right]^{-1 / p^{\prime}}$. Here $\alpha-\left(1+\alpha \delta_{1}-\beta\right)$ $p^{\prime}>0$, since $p^{\prime} \in\left(1, \alpha /\left(1+\alpha \delta_{1}-\beta\right)\right)$. For $1-1 / p>1-(\alpha+$ $\left.\beta-1-\alpha \delta_{1}\right) / \alpha=\left(1+\alpha \delta_{1}-\beta\right) / \alpha$. passing to the supremum with respect to $\tau \in[0, t]$ in (112) we thus find

$$
\begin{align*}
& \left\|Q_{1} g_{1}\right\|_{0,0, t ; X} \\
& \quad \leq c_{31} t^{\left[\alpha-\left(1+\alpha \delta_{1}-\beta\right) p^{\prime}\right] /\left(\alpha p^{\prime}\right)} t^{\delta_{1}}\left(\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p} . \tag{113}
\end{align*}
$$

Now let (since $\left[Q_{1} g_{1}\right](0)=0$, the case $t_{1}=0$ follows from (112) with $\left.\tau=t_{2}\right) 0<t_{1}<t_{2} \leq t$. The change of variable $t-s=r$ in (105) leads us to $\left[Q_{1} g_{1}\right]\left(t_{2}\right)-\left[Q_{1} g_{1}\right]\left(t_{1}\right)=\sum_{k=1}^{2}$ $I_{k ; t_{1}, t_{2}, g_{1}}$, where $I_{1 ; t_{1}, t_{2}, g_{1}}:=\int_{t_{1}}^{t_{2}} \mathrm{e}^{r A} g_{1}\left(t_{2}-r\right) \mathrm{d} r$ and $I_{2 ; t_{1}, t_{2}, g_{1}}:=$ $\int_{0}^{t_{1}} \mathrm{e}^{r A}\left[g_{1}\left(t_{2}-r\right)-g_{1}\left(t_{1}-r\right)\right] \mathrm{d} r$. Reasoning as in (112) and using the inequality $t_{2}^{\mu}-t_{1}^{\mu} \leq\left(t_{2}-t_{1}\right)^{\mu}, \mu \in(0,1]$, we get

$$
\begin{align*}
& \left\|I_{1 ; t_{1}, t_{2}, g_{1}}\right\|_{X} \\
& \leq c_{31}\left(t_{2}-t_{1}\right)^{\left[\alpha-(1-\beta) p^{\prime}\right] /\left(\alpha p^{\prime}\right)}\left(\int_{t_{1}}^{t_{2}}\left\|g_{1}\right\|_{\delta_{1}, 0, t_{2}-r ; X}^{p} \mathrm{~d} r\right)^{1 / p} \\
& \leq c_{31} t_{2}^{\left[\alpha-\left(1+\alpha \delta_{1}-\beta\right) p^{\prime}\right] /\left(\alpha p^{\prime}\right)}\left(t_{2}-t_{1}\right)^{\delta_{1}}\left(\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, t-r ; X}^{p} \mathrm{~d} r\right)^{1 / p} . \tag{114}
\end{align*}
$$

Similarly, but taking advantage from $g_{1} \in C^{\delta_{1}}([0, T] ; X)$, we obtain

$$
\begin{align*}
& \left\|I_{2 ; t_{1}, t_{2}, g_{1}}\right\|_{X} \\
& \leq \widetilde{c}_{\alpha, \beta, 0}\left(t_{2}-t_{1}\right)^{\delta_{1}} \int_{0}^{t_{1}} r^{(\beta-1) / \alpha}\left|g_{1}\right|_{\delta_{1}, 0, t_{2}-r ; X} \mathrm{~d} r \\
& \leq c_{31} t_{1}^{\left[\alpha-\left(1+\alpha \delta_{1}-\beta\right) p^{\prime}\right] /\left(\alpha p^{\prime}\right) t_{1}^{\delta_{1}}\left(t_{2}-t_{1}\right)^{\delta_{1}}\left(\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, t-r ; X}^{p} \mathrm{~d} r\right)^{1 / p}} . \tag{115}
\end{align*}
$$

Thus, letting $\widetilde{c}_{1}(t)=c_{31} t^{\left[\alpha-\left(1+\alpha \delta_{1}-\beta\right) p^{\prime}\right] /\left(\alpha p^{\prime}\right)}$ from (114) and (115) it follows that

$$
\begin{align*}
& \left\|\left[Q_{1} g_{1}\right]\left(t_{2}\right)-\left[Q_{1} g_{1}\right]\left(t_{1}\right)\right\|_{X} \\
& \quad \leq \tilde{c}_{1}(t)\left(t^{\delta_{1}}+1\right)\left(t_{2}-t_{1}\right)^{\delta_{1}}\left(\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, t-r ; X}^{p} \mathrm{~d} r\right)^{1 / p} \tag{116}
\end{align*}
$$

Finally, summing up (113) and (116) and using $\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, t-r ; X}^{p}$ $\mathrm{d} r=\int_{0}^{t}\left\|g_{1}\right\|_{\delta_{1}, 0, s ; X}^{p} \mathrm{~d} s$, we derive (111) with $C_{1}(t)=\widetilde{c}_{1}(t)\left(2 t^{\delta_{1}}+\right.$ 1). This completes the proof.

Remark 23. We stress that if we renounce to its Hölder regularity, then for $Q_{1} g_{1}$ to be well-defined it suffices that $\alpha$ and $\beta$ are as in Lemma 22 and that $g_{1}$ is merely in $C([0, T] ; X)$. In fact (see the last part of the proof of Corollary 14, replacing there $x$ with $\left.g_{1}(s)\right),\left\|\left[Q_{1} g_{1}\right](t)\right\|_{X} \leq \alpha(\alpha+\beta-$ $1)^{-1} \widetilde{\mathcal{c}}_{\alpha, \beta, 0}\left\|g_{1}\right\|_{0,0, t ; X} t^{(\alpha+\beta-1) / \alpha}, t \in[0, T]$.

Lemma 24. Let $3 \alpha+\beta>3$ in (H1). Then, for every $\delta_{2} \in$ $((3-2 \alpha-\beta) / \alpha, 1)$, the operator $Q_{2}$ defined by (106) maps $C^{\delta_{2}}([0, T] ; X)$ into $C_{0}^{\nu_{2}}([0, T] ; X), v_{2}=\left(\alpha \delta_{2}+2 \alpha+\beta-3\right) / \alpha \in$ $\left(0, \delta_{2}\right]$, and for every $t \in[0, T]$ it satisfies the following estimate:

$$
\begin{equation*}
\left\|Q_{2} g_{2}\right\|_{\gamma_{2}, 0, t ; X} \leq C_{2}(t)\left|g_{2}\right|_{\delta_{2}, 0, t ; X} \tag{117}
\end{equation*}
$$

Here $C_{2}(t)$ is a nondecreasing function of $t$ depending also on $\alpha, \beta$, and $\delta_{2}$.

Proof. Denote by $\bar{\alpha}$ the number $(1-\alpha) / \alpha$. In particular, since $3 \alpha+\beta>3$ implies $\alpha \in(2 / 3,1]$, we have $\bar{\alpha} \in[0,1 / 2)$. Let $t \in[0, T], g_{2} \in C^{\delta_{2}}([0, T] ; X), \delta_{2} \in((3-2 \alpha-\beta) / \alpha, 1)$, and $v_{2}=\left(\alpha \delta_{2}+2 \alpha+\beta-3\right) / \alpha \in\left(0, \delta_{2}\right]$. We notice that $\left(\alpha \delta_{2}+\beta-\right.$ $2) / \alpha=\nu_{2}+\bar{\alpha}-1$ and $\left(\alpha \delta_{2}+\beta-3\right) / \alpha=\nu_{2}-2$. Then, using (14) with $\theta=1$, for every $\tau \in[0, t]$ we obtain

$$
\begin{align*}
& \left\|\left[Q_{2} g_{2}\right](\tau)\right\|_{X} \\
& \quad \leq \tilde{c}_{\alpha, \beta, 1}\left|g_{2}\right|_{\delta_{2}, 0, \tau ; X} \int_{0}^{\tau}(\tau-s)^{\left(\alpha \delta_{2}+\beta-2\right) / \alpha} \mathrm{d} s  \tag{118}\\
& \quad=c_{32}\left|g_{2}\right|_{\delta_{2}, 0, \tau ; X} \tau^{\nu_{2}+\bar{\alpha}},
\end{align*}
$$

where $c_{32}=\widetilde{c}_{\alpha, \beta, 1}\left(v_{2}+\bar{\alpha}\right)^{-1}$. Hence

$$
\begin{equation*}
\left\|Q_{2} g_{2}\right\|_{0,0, t ; X} \leq c_{32}\left|g_{2}\right|_{\delta_{2}, 0, t ; X} X^{t_{2}+\bar{\alpha}} \tag{119}
\end{equation*}
$$

Now let (since $\left[Q_{2} g_{2}\right](0)=0$, the case $t_{1}=0$ follows from (118) with $\left.\tau=t_{2}\right) 0<t_{1}<t_{2} \leq t$. We have
$\left[Q_{2} g_{2}\right]\left(t_{2}\right)-\left[Q_{2} g_{2}\right]\left(t_{1}\right)=\sum_{k=1}^{3} J_{k ; t_{1}, t_{2}, g_{2}}$, where for a function $g:[0, T] \rightarrow X$ we set

$$
\begin{align*}
& J_{1 ; t_{1}, t_{2}, g} \\
&:= \int_{0}^{t_{1}}\left\{\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{2}-s\right) A}-\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{1}-s\right) A}\right\} \\
& \times\left[g(s)-g\left(t_{1}\right)\right] \mathrm{d} s  \tag{120}\\
& J_{2 ; t_{1}, t_{2}, g}:= \int_{0}^{t_{1}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{2}-s\right) A}\left[g\left(t_{1}\right)-g\left(t_{2}\right)\right] \mathrm{d} s, \\
& J_{3 ; t_{1}, t_{2}, g}:= \int_{t_{1}}^{t_{2}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{2}-s\right) A}\left[g(s)-g\left(t_{2}\right)\right] \mathrm{d} s .
\end{align*}
$$

First, using (13) with $(s, t, \theta)=\left(t_{1}-s, t_{2}-s, 1\right), s \in\left(0, t_{1}\right)$, and (14) with $\theta=2$, and letting $\left(c_{33}, c_{34}\right)=\left(\widetilde{c}_{\alpha, \beta, 2}\left(1-v_{2}\right)^{-1}, c_{33} v_{2}^{-1}\right)$, we get

$$
\begin{align*}
& \left\|J_{1 ; t_{1}, t_{2}, g_{2}}\right\|_{X} \\
& \quad \leq \tilde{c}_{\alpha, \beta, 2}\left|g_{2}\right|_{\delta_{2}, 0, t_{1} ; X} \int_{0}^{t_{1}}\left[\int_{t_{1}-s}^{t_{2}-s} \xi^{(\beta-3) / \alpha} \mathrm{d} \xi\right]\left(t_{1}-s\right)^{\delta_{2}} \mathrm{~d} s \\
& \quad \leq \tilde{c}_{\alpha, \beta, 2}\left|g_{2}\right|_{\delta_{2}, 0, t_{1} ; X} \int_{0}^{t_{1}}\left[\int_{t_{1}-s}^{t_{2}-s} \xi^{\left(\alpha \delta \delta_{2}+\beta-3\right) / \alpha} \mathrm{d} \xi\right] \mathrm{d} s \\
& \quad=c_{33}\left|g_{2}\right|_{\delta_{2}, 0, t_{1} ; X} \int_{0}^{t_{1}}\left[\left(t_{1}-s\right)^{v_{2}-1}-\left(t_{2}-s\right)^{v_{2}-1}\right] \mathrm{d} s \\
& \quad=c_{34}\left|g_{2}\right|_{\delta_{2}, 0, t_{1} ; X}\left[t_{1}^{v_{2}}+\left(t_{2}-t_{1}\right)^{v_{2}}-t_{2}^{v_{2}}\right] \\
& \quad \leq c_{34}\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{v_{2}} . \tag{121}
\end{align*}
$$

Let us turn to $J_{2 ; t_{1}, t_{2}, g_{2}}$. We first observe that the integral $\int_{0}^{t_{1}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{2}-s\right) A} \mathrm{~d} s$ is convergent. For, $\| \int_{0}^{t_{1}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{\left(t_{2}-s\right) A}$ $\mathrm{d} s \|_{X} \leq \widetilde{c}_{\alpha, \beta, 1} \int_{0}^{t_{1}}\left(t_{2}-s\right)^{(\beta-2) / \alpha} \mathrm{d} s \leq C_{\alpha, \beta, t_{1}, t_{2}}$, where $C_{\alpha, \beta, t_{1}, t_{2}}$ is equal to $\widetilde{c}_{\alpha, \beta, 1} \ln \left[t_{2}\left(t_{2}-t_{1}\right)^{-1}\right]$ if $\beta=1$ and to $\alpha(2-\alpha-\beta)^{-1}$ $\tilde{c}_{\alpha, \beta, 1}\left[\left(t_{2}-t_{1}\right)^{(\alpha+\beta-2) / \alpha}-t_{2}^{(\alpha+\beta-2) / \alpha}\right]$ if $\beta \in(0,1)$. Thus, we may rewrite it as $-\int_{t_{2}}^{t_{2}-t_{1}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{r A} \mathrm{~d} r=\int_{t_{2}}^{t_{2}-t_{1}} D_{r} \mathrm{e}^{r A} \mathrm{~d} r=$ $\mathrm{e}^{\left(t_{2}-t_{1}\right) A}-\mathrm{e}^{t_{2} A}$. Consequently,

$$
\begin{align*}
& \left\|J_{2 ; t_{1}, t_{2}, g_{2}}\right\|_{X} \\
& \leq \widetilde{c}_{\alpha, \beta, 0}\left[\left(t_{2}-t_{1}\right)^{(\beta-1) / \alpha}+t_{2}^{(\beta-1) / \alpha}\right]\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{\delta_{2}} \\
& \leq \widetilde{c}_{\alpha, \beta, 0}\left\{1+\left[t_{2}\left(t_{2}-t_{1}\right)^{-1}\right]^{(\beta-1) / \alpha}\right\} \\
& \quad \times\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{\left(\alpha \delta_{2}+\beta-1\right) / \alpha} \\
& \leq 2 \widetilde{c}_{\alpha, \beta, 0}\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{v_{2}+2 \bar{\alpha}}, \tag{122}
\end{align*}
$$

where we have used $\left[t_{2}\left(t_{2}-t_{1}\right)^{-1}\right]^{(\beta-1) / \alpha} \leq 1$ and $\left(\alpha \delta_{2}+\right.$ $\beta-1) / \alpha=\nu_{2}+2 \bar{\alpha}$. As far as $J_{3 ; t_{1}, t_{2}, g_{2}}$ is concerned, instead, reasoning as in the derivation of (118) we find

$$
\begin{align*}
\left\|J_{3 ; t_{1}, t_{2}, g_{2}}\right\|_{X} & \leq \widetilde{c}_{\alpha, \beta, 1}\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{v_{2}+\bar{\alpha}-1} \mathrm{~d} s  \tag{123}\\
& =c_{32}\left|g_{2}\right|_{\delta_{2}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{v_{2}+\bar{\alpha}}
\end{align*}
$$

Then, summing up (121)-(123) and letting $\widetilde{c}_{2}(t)=c_{34}+$ $2 \widetilde{c}_{\alpha, \beta, 0} t^{2 \bar{\alpha}}+c_{32} t^{\bar{\alpha}}$, we obtain

$$
\begin{align*}
\left\|\left[Q_{2} g_{2}\right]\left(t_{2}\right)-\left[Q_{2} g_{2}\right]\left(t_{1}\right)\right\|_{X} & \leq \sum_{k=1}^{3}\left\|J_{k ; t_{1}, t_{2}, g_{2}}\right\|_{X} \\
& \leq \widetilde{\mathcal{C}}_{2}(t)\left|g_{2}\right|_{\delta_{2}, 0, t ; X}\left(t_{2}-t_{1}\right)^{v_{2}} \tag{124}
\end{align*}
$$

Finally, (119) and (124) yield (117) with $C_{2}(t)=c_{32} t^{\nu_{2}+\bar{\alpha}}+\widetilde{c}_{2}(t)$.

Remark 25. In particular, Lemma 24 establishes that, with the exception of the case $\beta=1$ in which $\nu_{2}=\delta_{2}, Q_{2}$ produces a loss of regularity equal to $\delta_{2}-\nu_{2}=(3-2 \alpha-\beta) / \alpha$.

As Corollary 14, the next result will be needed to prove the equivalence between problem (170) and the fixed-point equation (179). From now on, if $A^{-1} \in \mathscr{L}(X)$ and $g \in$ $C^{\delta}([0, T] ; X), \delta \in[0,1)$, with $A^{-1} g$ we will always mean the function in $C^{\delta}([0, T] ; \mathscr{D}(A))$ defined by $\left(A^{-1} g\right)(t)=$ $A^{-1}(g(t))$. Notice that $\left\|A^{-1} g\right\|_{\delta, 0, t ; \mathscr{D}(A)} \leq\|g\|_{\delta, 0, t ; X}, t \in[0, T]$.

## Corollary 26.

(i) Let $2 \alpha+\beta>2$ in (H1). Then, for every $g \in C^{\delta}$ $([0, T] ; X), \delta \in((2-\alpha-\beta) / \alpha, 1)$,

$$
\begin{equation*}
A^{-1}\left[Q_{2} g\right](t)=-\int_{0}^{t} e^{(t-s) A}[g(s)-g(t)] \mathrm{d} s, \quad \mathrm{t} \in[0, \mathrm{~T}] \tag{125}
\end{equation*}
$$

(ii) Let $\alpha+\beta>1$ in (H1). Then, for every $g \in C([0, T] ; X)$

$$
\begin{equation*}
\left[Q_{2}\left(A^{-1} g\right)\right](t)=-\int_{0}^{t} e^{(t-s) A}[g(s)-g(t)] \mathrm{d} s, \quad \mathrm{t} \in[0, \mathrm{~T}] \tag{126}
\end{equation*}
$$

Proof. Of course, it suffices to assume that $t \in(0, T]$. Let us first prove (i). So, let $2 \alpha+\beta>2, g \in C^{\delta}([0, T] ; X), \delta \in((2-$ $\alpha-\beta) / \alpha, 1)$, and $t \in(0, T]$, and we observe that both sides of $(125)$ are well defined. Indeed, replacing the pair $\left(g_{2}, \delta_{2}\right)$ with $(g, \delta)$, from (118) we get

$$
\begin{align*}
& \left\|\left[Q_{2} g\right](t)\right\|_{X} \\
& \quad \leq \tilde{c}_{\alpha, \beta, 1} \alpha(\alpha \delta+\alpha+\beta-2)^{-1}|g|_{\delta, 0, t ; X} t^{(\alpha \delta+\alpha+\beta-2) / \alpha} \tag{127}
\end{align*}
$$

On the other side, $I_{t, g}=\int_{0}^{t} \mathrm{e}^{(t-s) A}[g(s)-g(t)] \mathrm{d} s$ satisfies

$$
\begin{align*}
\left\|I_{t, g}\right\|_{X} & \leq \tilde{c}_{\alpha, \beta, 0}|g|_{\delta, 0, t ; X} \int_{0}^{t}(t-s)^{(\alpha \delta+\beta-1) / \alpha} \mathrm{d} s  \tag{128}\\
& \leq c_{35}|g|_{\delta, 0, t ; X} t^{(\alpha+\alpha \delta+\beta-1) / \alpha},
\end{align*}
$$

where $c_{35}=\alpha(\alpha \delta+\alpha+\beta-1)^{-1} \widetilde{c}_{\alpha, \beta, 0}$. Then, commuting $A^{-1} \in \mathscr{L}(X)$ with the integral signs, using (80) with $\theta=1$, and taking into account (7), we find

$$
\begin{align*}
& A^{-1}\left[Q_{2} g_{2}\right](t) \\
& =A^{-1} \int_{0}^{t}\left[-\frac{1}{2 \pi i} \int_{\Gamma} \mathrm{e}^{(t-s) \lambda} A^{\circ}(\lambda I-A)^{-1} \mathrm{~d} \lambda\right]\left[g_{2}(s)-g_{2}(t)\right] \mathrm{d} s \\
& =-\int_{0}^{t}\left[\frac{1}{2 \pi i} \int_{\Gamma} \mathrm{e}^{(t-s) \lambda} A^{-1} A^{\circ}(\lambda I-A)^{-1} \mathrm{~d} \lambda\right]\left[g_{2}(s)-g_{2}(t)\right] \mathrm{d} s \\
& =-\int_{0}^{t}\left[\frac{1}{2 \pi i} \int_{\Gamma} \mathrm{e}^{(t-s) \lambda}(\lambda I-A)^{-1} \mathrm{~d} \lambda\right]\left[g_{2}(s)-g_{2}(t)\right] \mathrm{d} s . \tag{129}
\end{align*}
$$

Since $(2 \pi i)^{-1} \int_{\Gamma} \mathrm{e}^{(t-s) \lambda}(\lambda I-A)^{-1} \mathrm{~d} \lambda=\mathrm{e}^{(t-s) A}$, the proof of (125) is complete. We now prove (ii). Let $\alpha+\beta>1, g \in$ $C([0, T] ; X)$ and $t \in(0, T]$. Then, for every $\gamma \in(2-\alpha-\beta, 1)$, the same reasonings made to derive (88), except for replacing $x$ with $g(s)-g(t)$, yield

$$
\begin{align*}
& \left\|\left[Q_{2}\left(A^{-1} g\right)\right](t)\right\|_{X} \\
& \quad \leq 2 c_{22} c_{\alpha, \beta, \gamma} c_{0}\left\|A^{-1}\right\|_{\mathscr{C}(X)}^{1-\gamma}\|g\|_{0,0, t ; X} t^{(\alpha+\beta+\gamma-2) / \alpha} . \tag{130}
\end{align*}
$$

Hence, $\left[Q_{2}\left(A^{-1} g\right)\right](t)$ being meaningful, we obtain (126) simply applying to it formula (89) with $\zeta=1$ and then using $\left[(-A)^{0}\right]^{\circ} \mathrm{e}^{(t-s) A}=\mathrm{e}^{(t-s) A}, s \in(0, t)$. In particular, a better estimate than (130) holds. For, $\left[Q_{2}\left(A^{-1} g\right)\right](t)=-\int_{0}^{t} \mathrm{e}^{(t-s) A}$ $[g(s)-g(t)] \mathrm{d} s$ satisfies

$$
\begin{align*}
\left\|\left[Q_{2}\left(A^{-1} g\right)\right](t)\right\|_{X} & \leq 2 \widetilde{c}_{\alpha, \beta, 0}\|g\|_{0,0, t ; X} \int_{0}^{t}(t-s)^{(\beta-1) / \alpha} \mathrm{d} s \\
& \leq 2 c_{36}\|g\|_{0,0, t ; X} t^{(\alpha+\beta-1) / \alpha}, \tag{131}
\end{align*}
$$

where $c_{36}=\alpha(\alpha+\beta-1)^{-1} \widetilde{c}_{\alpha, \beta, 0}$. The proof is complete.

Let us now examine the operator $Q_{3}$ defined by (107). To this purpose we need the following result which is proved in [20, Corollary 3.2].

Lemma 27. Let $\delta_{3_{k}} \in(0,1), k=1,2$, be such that $\sigma_{3}=$ $\delta_{3_{1}}+\delta_{3_{2}} \in\left(0,1 / p^{\prime}\right), p \in\left(1 /\left(1-\delta_{3_{1}}\right), \infty\right)$. Then the convolution operator $\mathscr{K}$ defined by (104) maps $C^{\delta_{3_{1}}}\left([0, T] ; X_{1}\right) \times$
$C^{\delta_{3_{2}}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\sigma_{3}}([0, T] ; X)$, and for every $t \in[0, T]$ satisfies the following estimate:

$$
\begin{align*}
& \left\|\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)\right\|_{\sigma_{3}, 0, t ; X} \\
& \quad \leq t^{-\sigma_{3}+1 / p^{\prime}}{\widetilde{\mathcal{C}_{3}}}_{3}(t)\left\|g_{3_{1}}\right\|_{\delta_{3_{1}}, 0, t ; X_{1}}\left(\int_{0}^{t}\left\|g_{3_{2}}\right\|_{\delta_{3_{2}}, 0, s ; X_{2}}^{p} \mathrm{~d} s\right)^{1 / p} . \tag{132}
\end{align*}
$$

Here $\widetilde{\mathcal{C}}_{3}(t)$ is a nondecreasingfunction oft depending also on $\delta_{3_{1}}$ and $\delta_{3_{2}}$. Further, in the cases $\delta_{3_{1}} \in(0,1), \delta_{3_{2}}=0$, and $\delta_{3_{1}} \stackrel{ }{=}$ $\delta_{3_{2}}=0$, the following estimates hold, respectively, as follows:

$$
\begin{align*}
& \left\|\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)\right\|_{\delta_{3_{1}}, 0, t ; X} \\
& \quad \leq C_{0} t^{1-\delta_{3_{1}}}\left(1+t^{\delta_{3_{1}}}\right)\left\|g_{3_{1}}\right\|_{\delta_{3_{1}, 0, t ; X_{1}}}\left\|g_{3_{2}}\right\|_{0,0, t ; X_{2}}  \tag{133}\\
& \left\|\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)\right\|_{0,0, t ; X} \leq C_{0} t\left\|g_{3_{1}}\right\|_{0,0, t ; X_{1}}\left\|g_{3_{2}}\right\|_{0,0, t ; X_{2}} .
\end{align*}
$$

From Lemmas 24 and 27 we obtain the following Lemma 28.

Lemma 28. Let $\alpha$ and $\beta$ be as in Lemma 24. Then, for every $\delta_{3_{1}} \in((3-2 \alpha-\beta) / \alpha, 1)$ and $\delta_{3_{2}} \in(0,1)$ such that $\sigma_{3}=\delta_{3_{1}}+$ $\delta_{3_{2}} \in\left((3-2 \alpha-\beta) / \alpha, 1 / p^{\prime}\right), p \in\left(1 /\left(1-\delta_{3_{1}}\right), \infty\right)$, the operator $Q_{3}$ defined by (107) maps $C^{\delta_{3_{1}}}\left([0, T] ; X_{1}\right) \times C^{\delta_{3_{2}}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\nu_{3}}([0, T] ; X), \nu_{3}=\left(\alpha \sigma_{3}+2 \alpha+\beta-3\right) / \alpha$, and for every $t \in[0, T]$ satisfies the following estimate:

$$
\begin{align*}
& \left\|Q_{3}\left(g_{3_{1}}, g_{3_{2}}\right)\right\|_{\gamma_{3}, 0, t ; X} \\
& \leq t^{-\sigma_{3}+1 / p^{\prime}} C_{2}(t) \widetilde{c}_{3}(t)\left\|g_{3_{1}}\right\|_{\delta_{3_{1}}, 0, t ; X_{1}}\left(\int_{0}^{t}\left\|g_{3_{2}}\right\|_{\delta_{3_{2}}, 0, s ; X_{2}}^{p} \mathrm{~d} s\right)^{1 / p} \tag{134}
\end{align*}
$$

Proof. First, if $\delta_{3_{1}} \in((3-2 \alpha-\beta) / \alpha, 1)$ and $p \in\left(1 /\left(1-\delta_{3_{1}}\right), \infty\right)$, then $1 / p^{\prime} \in\left(\delta_{3_{1}}, 1\right) \subsetneq((3-2 \alpha-$ $\beta) / \alpha, 1)$. Consequently, the assumption $\sigma_{3}=\delta_{3_{1}}+\delta_{3_{2}} \in((3-$ $\left.2 \alpha-\beta) / \alpha, 1 / p^{\prime}\right), \delta_{3_{2}} \in(0,1)$, makes sense. Now, Lemma 27 yields $\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right) \in C_{0}^{\sigma_{3}}([0, T] ; X)$ for any pair $\left(g_{3_{1}}, g_{3_{2}}\right) \in$ $C^{\delta_{3_{1}}}\left([0, T] ; X_{1}\right) \times C^{\delta_{3_{2}}}\left([0, T] ; X_{2}\right)$. Then, recalling that $Q_{3}\left(g_{3_{1}}, g_{3_{2}}\right)=Q_{2} \mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)$, the assertion follows from Lemma 24, with $\delta_{2}$ and $g_{2}$ being replaced by $\sigma_{3}$ and $\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)$, respectively. Finally, (134) follows from (117) and (132).

We can now restore the loss of regularity produced by $Q_{2}$.
Proposition 29. Let $5 \alpha+2 \beta>6$ in (H1). Then, for every $\delta_{3} \in((3-2 \alpha-\beta) / \alpha, 1 / 2)$, the operator $Q_{3}$ defined by (107) maps $C^{\delta_{3}}\left([0, T] ; X_{1}\right) \times C^{\delta_{3}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\delta_{3}}([0, T] ; X)$, and
for every $t \in[0, T]$ satisfies the following estimate, where $p \in$ $\left(1 /\left(1-2 \delta_{3}\right), \infty\right)$ and $C_{3}(t)=C_{2}(t) \widetilde{c}_{3}(t) \max \left\{1, t^{\left(\alpha \delta_{3}+2 \alpha+\beta-3\right) / \alpha}\right\}$ :

$$
\begin{align*}
& \left\|Q_{3}\left(g_{3_{1}}, g_{3_{2}}\right)\right\|_{\delta_{3}, 0, t ; X} \\
& \quad \leq t^{1-2 \delta_{3}-1 / p} C_{3}(t)\left\|g_{3_{1}}\right\|_{\delta_{3}, 0, t ; X_{1}}\left(\int_{0}^{t}\left\|g_{3_{2}}\right\|_{\delta_{3}, 0, s ; X_{2}}^{p} \mathrm{~d} s\right)^{1 / p} \tag{135}
\end{align*}
$$

Proof. Let $\delta_{3} \in((3-2 \alpha-\beta) / \alpha, 1 / 2)$ and let $p \in(1 /(1-$ $\left.\left.2 \delta_{3}\right), \infty\right) \subsetneq\left(1 /\left(1-\delta_{3}\right), \infty\right)$. Then, $2 \delta_{3} \in((6-4 \alpha-$ $\left.2 \beta) / \alpha, 1 / p^{\prime}\right) \subseteq\left((3-2 \alpha-\beta) / \alpha, 1 / p^{\prime}\right)$. We are thus in position to apply Lemma 28 with $\delta_{3_{1}}=\delta_{3_{2}}=\delta_{3}$ from which we deduce that $Q_{3}$ maps $C^{\delta_{3}}\left([0, T] ; X_{1}\right) \times C^{\delta_{3}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\gamma_{3}}([0, T] ; X), \nu_{3}=\left(2 \alpha \delta_{3}+2 \alpha+\beta-3\right) / \alpha$. But, since our choice for $\delta_{3}$ implies $\nu_{3}>\delta_{3}$, we a fortiori have the fact that $Q_{3} \operatorname{maps} C^{\delta_{3}}\left([0, T] ; X_{1}\right) \times C^{\delta_{3}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\delta_{3}}([0, T] ; X)$. Finally, (135) follows from (134) and the estimate $\|g\|_{\gamma, 0, t ; X} \leq$ $\max \left\{1, t^{\delta-\gamma}\right\}\|g\|_{\delta, 0, t ; X}, g \in C^{\delta}([0, T] ; X), \delta \geq \gamma$.

The next Lemma 30 concerns the operator $Q_{4}$. Its proof is similar to that of Lemma 24, but with the essential difference that the presence of $y \in Y_{\gamma}^{p}$ allows us to use estimate (79) in place of (14). As a consequence and provided to choose $\gamma$ large enough, we will achieve a better result in which any loss of regularity is observed.

Lemma 30. Let $2 \alpha+\beta>2$ in (H1) and $r \in[1, \infty]$. Then, for every $\delta_{4} \in(0,1)$ and $\gamma \in(3-2 \alpha-\beta, 1)$ the operator $Q_{4}$ defined by (108) maps $C^{\delta_{4}}([0, T] ; \mathbf{C}) \times Y_{\gamma}^{r}, Y_{\gamma}^{r} \in\left\{(X, \mathscr{D}(A))_{\gamma, r}, X_{A}^{\gamma, r}\right\}$, into $C_{0}^{\delta_{4}}([0, T] ; X)$, and for every $t \in[0, T]$ satisfies the following estimate:

$$
\begin{equation*}
\left\|Q_{4}\left(g_{4}, y\right)\right\|_{\delta_{4}, 0, t ; X} \leq C_{4}(t) t^{(2 \alpha+\beta+\gamma-3) / \alpha}\left|g_{4}\right|_{\delta_{4}, 0, t ; \mathrm{c}}\|y\|_{Y_{r}^{r}} . \tag{136}
\end{equation*}
$$

Here $C_{4}(t)$ is a nondecreasing function of $t$ depending on $\alpha, \beta$, $\delta_{4}, \gamma$ and $r$.

Proof. Let $t \in[0, T], g_{4} \in C^{\delta_{4}}([0, T] ; \mathbf{C}), \delta_{4} \in(0,1)$, and $y \in Y_{\gamma}^{r}, \gamma \in(3-2 \alpha-\beta, 1), r \in[1, \infty]$. As in the proof of Lemma 24 we set $\bar{\alpha}=(1-\alpha) / \alpha$ and we observe that, since $2 \alpha+\beta>2$ implies $\alpha \in(1 / 2,1]$, here $\bar{\alpha} \in[0,1)$. Furthermore, we denote by $\sigma_{\alpha, \beta, \gamma}$ the number $(2 \alpha+\beta+\gamma-3) / \alpha \in(0,1)$, so that the exponents $(\beta+\gamma-2) / \alpha$ and $(\beta+\gamma-3) / \alpha$ appearing in (79) with $\theta=1$ and $\theta=2$ may be rewritten, as $\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}-1$ and $\sigma_{\alpha, \beta, \gamma}-2$, respectively. Then, using (79) with $\theta=1$, we obtain

$$
\begin{align*}
& \left\|\left[Q_{4}\left(g_{4}, y\right)\right](\tau)\right\|_{X} \\
& \quad \leq c_{22}\left|g_{4}\right|_{\delta_{4}, 0, \tau ; \mathrm{C}}\|y\|_{Y_{\gamma}^{r}} \int_{0}^{\tau}(\tau-s)^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}-1} \mathrm{~d} s  \tag{137}\\
& \quad=c_{37}\left|g_{4}\right|_{\delta_{4}, 0, \tau ; \mathrm{C}}\|y\|_{Y_{\gamma}} \tau^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}}, \quad \forall \tau \in[0, t]
\end{align*}
$$

where $c_{37}=c_{22}\left(\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}\right)^{-1}$. Hence, taking the supremum with respect to $\tau \in[0, t]$, one has

$$
\begin{equation*}
\left\|Q_{4}\left(g_{4}, y\right)\right\|_{0,0, t ; X} \leq c_{37}\left|g_{4}\right|_{\delta_{4}, 0, t ; \mathrm{C}}\|y\|_{Y_{\gamma}^{r}} t^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}} \tag{138}
\end{equation*}
$$

Now, let (since $\left[Q_{4}\left(g_{4}, y\right)\right](0)=0$, the case $t_{1}=0$ follows from (137) with $\left.\tau=t_{2}\right) 0<t_{1}<t_{2} \leq t$. We have $\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{2}\right)-\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{1}\right)=\sum_{k=1}^{3} J_{k ; t_{1}, t_{2}, g_{4} y}$, the $J_{k ; t_{1}, t_{2}, g}$ 's, $g:[0, T] \rightarrow X$, being as in (120). Using (13) with $(s, t, \theta)=\left(t_{1}-s, t_{2}-s, 1\right), s \in\left(0, t_{1}\right)$, and (79) with $\theta=2$, and letting $\left(c_{38}, c_{39}\right)=\left(c_{22}\left(1-\delta_{4}\right)^{-1}, c_{38} \delta_{4}^{-1}\right)$, we get

$$
\begin{align*}
\left\|J_{1 ; t_{1}, t_{2}, g_{4}}\right\| & \|_{X} \\
\leq & c_{22}\left|g_{4}\right|_{\delta_{4}, 0, t_{1} ; \mathrm{c}}\|y\|_{Y_{\gamma}^{r}} \\
& \times \int_{0}^{t_{1}}\left[\int_{t_{1}-s}^{t_{2}-s} \xi^{\sigma_{\alpha, \beta, \gamma}-2} \mathrm{~d} \xi\right]\left(t_{1}-s\right)^{\delta_{4}} \mathrm{~d} s \\
\leq & c_{22}\left|g_{4}\right|_{\delta_{4}, 0, t_{1} ; \mathrm{c}}\|y\|_{Y_{\gamma}^{r}} \int_{0}^{t_{1}}\left[\int_{t_{1}-s}^{t_{2}-s} \xi^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}-2} \mathrm{~d} \xi\right] \mathrm{d} s \\
\leq & c_{22}\left|g_{4}\right|_{\delta_{4}, 0, t_{1} ; \mathrm{c}}\|y\|_{Y_{\gamma}^{r}} \\
& \times \int_{0}^{t_{1}}\left(t_{2}-s\right)^{\sigma_{\alpha, \beta, \gamma}}\left[\int_{t_{1}-s}^{t_{2}-s} \xi^{\delta_{4}-2} \mathrm{~d} \xi\right] \mathrm{d} s  \tag{139}\\
\leq & c_{38}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ; \mathrm{C}}\|y\|_{Y_{\gamma}} t_{2}^{\sigma_{\alpha, \beta, \gamma}} \\
& \times \int_{0}^{t_{1}}\left[\left(t_{1}-s\right)^{\delta_{4}-1}-\left(t_{2}-s\right)^{\delta_{4}-1}\right] \mathrm{d} s \\
= & c_{39}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ; \mathrm{c}}\|y\|_{\gamma}^{Y_{\gamma}} t_{2}^{\sigma_{\alpha, \beta, \gamma}}\left[t_{1}^{\delta_{4}}+\left(t_{2}-t_{1}\right)^{\delta_{4}}-t_{2}^{\delta_{4}}\right] \\
\leq & c_{39}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ; \mathrm{c}}\|y\|_{Y_{\gamma}} t_{2}^{\sigma_{\alpha, \beta, \gamma}}\left(t_{2}-t_{1}\right)^{\delta_{4}} .
\end{align*}
$$

Now, let us examine $J_{k ; t_{1}, t_{2}, g_{4} y}, k=2,3$. First, using (79) with $\theta=1$, we find

$$
\begin{align*}
& \left\|J_{2 ; t_{1}, t_{2}, g_{4} y}\right\|_{X} \\
& \quad \leq c_{22}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ;}\|y\|_{Y_{\gamma}^{r}}\left[\int_{0}^{t_{1}}\left(t_{2}-s\right)^{\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}-1} \mathrm{~d} s\right]\left(t_{2}-t_{1}\right)^{\delta_{4}} \\
& \quad=c_{40}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ;}\|y\|_{Y_{\gamma}^{r}}\left[t_{2}^{\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}}-\left(t_{2}-t_{1}\right)^{\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}}\right]\left(t_{2}-t_{1}\right)^{\delta_{4}} \\
& \quad \leq c_{40}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ;}\|y\|_{Y_{\gamma}^{r}} t_{2}^{\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}}\left(t_{2}-t_{1}\right)^{\delta_{4}} . \tag{140}
\end{align*}
$$

Instead, the same computations made to derive (137) yield

$$
\begin{align*}
& \left\|J_{3 ; t_{1}, t_{2}, g_{4} y}\right\|_{X} \\
& \quad \leq c_{22}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ;}\|y\|_{Y_{\gamma}^{r}} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}-1} \mathrm{~d} s  \tag{141}\\
& \quad=c_{37}\left|g_{4}\right|_{\delta_{4}, 0, t_{2} ;}\|y\|_{Y_{\gamma}^{r}}\left(t_{2}-t_{1}\right)^{\delta_{4}+\sigma_{\alpha, \beta, \gamma}+\bar{\alpha}}
\end{align*}
$$

From (139)-(141) and $\left\|\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{2}\right)-\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{1}\right)\right\|_{X} \leq$ $\sum_{k=1}^{3}\left\|J_{k ; t_{1}, t_{2}, g_{4} y}\right\|_{X}$, it follows that

$$
\begin{align*}
& \left\|\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{2}\right)-\left[Q_{4}\left(g_{4}, y\right)\right]\left(t_{1}\right)\right\|_{X} \\
& \quad \leq \widetilde{c}_{4}(t) t^{\sigma_{\alpha, \beta, \gamma}}\left|g_{4}\right|_{\delta_{4}, 0, t ; ;}\|y\|_{Y_{\gamma}^{r}}\left(t_{2}-t_{1}\right)^{\delta_{4}} \tag{142}
\end{align*}
$$

where $\widetilde{c}_{4}(t)=c_{39}+\left(c_{37}+c_{40}\right) t^{\bar{\alpha}}$. Finally, summing up (138) and (142) we get (136) with $C_{4}(t)=c_{37} t^{\delta_{4}+\bar{\alpha}}+\widetilde{c}_{4}(t)$. The proof is complete.

Remark 31. Notice that if $Y_{\gamma}^{r}=X_{A}^{\gamma, r}$, then in order to be sure that the conclusions of Lemma 30 hold with $y$ which really belongs to some intermediate space between $X$ and $\mathscr{D}(A)$ we have to choose $\gamma \in(3-2 \alpha-\beta, \beta)$. This is possible, provided that the stronger assumption $2 \alpha+\beta>3-\beta \geq 2$ is satisfied. Otherwise, if $2 \alpha+\beta \in(2,3-\beta], \beta<1$, then $\gamma \in(3-2 \alpha-\beta, 1) \varsubsetneqq$ $[\beta, 1)$ and $y$ may be contained in $\mathscr{D}(A)$.

Finally, for the operator $Q_{5}$ we have the following result. Again a loss of regularity is exhibited, even though of an amount smaller than that in Lemma 24 (cf. Remark 33).

Lemma 32. Let $2 \alpha+\beta>2$ in (H1). Then, for every $\delta_{5} \in$ $((2-\alpha-\beta) / \alpha, 1)$, the operator $Q_{5}$ defined by (109) maps $C_{0}^{\delta_{5}}([0, T] ; X)$ into $C_{0}^{v_{5}}([0, T] ; X), \nu_{5}=\left(\alpha \delta_{5}+\alpha+\beta-2\right) / \alpha \in$ $\left(0, \delta_{5}\right]$, and for every $t \in[0, T]$ satisfies the following estimate:

$$
\begin{equation*}
\left\|Q_{5} g_{5}\right\|_{v_{5}, 0, t ; X} \leq C_{5}(t)\left|g_{5}\right|_{\delta_{5}, 0, t ; X} . \tag{143}
\end{equation*}
$$

Here $C_{5}(t)$ is a nondecreasing function of $t$ depending also on $\alpha, \beta$, and $\delta_{5}$.

Proof. Let $g_{5} \in C_{0}^{\delta_{5}}([0, T] ; X), \delta_{5} \in((2-\alpha-\beta) / \alpha, 1)$, and $\nu_{5}=\left(\alpha \delta_{5}+\alpha+\beta-2\right) / \alpha \in\left(0, \delta_{5}\right]$. We still let $\bar{\alpha}=(1-\alpha) / \alpha$ and as in Lemma 30 we have $\bar{\alpha} \in[0,1)$. Further, observe that $\delta_{5}+(\beta-1) / \alpha=\nu_{5}+\bar{\alpha} \in\left(0, \delta_{5}\right]$. Let $t \in[0, T]$. Then, using (14) and $g_{5}(0)=0$, we get
$\left\|Q_{5} g_{5}\right\|_{0,0, t ; X}$

$$
\begin{align*}
& \leq \sup _{\tau \in[0, t]}\left[\widetilde{c}_{\alpha, \beta, 0} \tau^{(\beta-1) / \alpha}+1\right]\left|g_{5}\right|_{\delta_{5}, 0, \tau ; X} \tau^{\delta_{5}}  \tag{144}\\
& \leq\left[\widetilde{c}_{\alpha, \beta, 0}+t^{(1-\beta) / \alpha}\right]\left|g_{5}\right|_{\delta_{5}, 0, t ; X} t^{\nu_{5}+\bar{\alpha}} .
\end{align*}
$$

Now, let (since $\left[Q_{5} g_{5}\right](0)=0$, the case $t_{1}=0$ follows from (144) and $\left.\left\|\left[Q_{5} g_{5}\right]\left(t_{2}\right)\right\|_{X} \leq\left\|Q_{5} g_{5}\right\|_{0,0, t_{2} ; X}\right) 0<t_{1}<t_{2} \leq t$. We have $\left[Q_{5} g_{5}\right]\left(t_{2}\right)-\left[Q_{5} g_{5}\right]\left(t_{1}\right)=\sum_{k=1}^{3} U_{k ; t_{1}, t_{2}, g_{5}}$, where for a function $g:[0, T] \rightarrow X$ we let

$$
\begin{gather*}
U_{1 ; t_{1}, t_{2}, g}:=\mathrm{e}^{t_{2} A}\left[g\left(t_{2}\right)-g\left(t_{1}\right)\right], \\
U_{2 ; t_{1}, t_{2}, g}:=\left(\mathrm{e}^{t_{2} A}-\mathrm{e}^{t_{1} A}\right) g\left(t_{1}\right),  \tag{145}\\
U_{3 ; t_{1}, t_{2}, g}:=g\left(t_{1}\right)-g\left(t_{2}\right) .
\end{gather*}
$$

First, since $t_{2}^{(\beta-1) / \alpha} \leq\left(t_{2}-t_{1}\right)^{(\beta-1) / \alpha}$ for every $\beta \in(0,1]$, we deduce that

$$
\begin{align*}
\left\|U_{1 ; t_{1}, t_{2}, g_{5}}\right\|_{X} & \leq \widetilde{c}_{\alpha, \beta, 0} t_{2}^{(\beta-1) / \alpha}\left|g_{5}\right|_{\delta_{5}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{\delta_{5}} \\
& \leq \widetilde{c}_{\alpha, \beta, 0}\left|g_{5}\right|_{\delta_{5}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{v_{5}+\bar{\alpha}} . \tag{146}
\end{align*}
$$

As far as $U_{2 ; t_{1}, t_{2}, g_{5}}$ is concerned, instead, rewriting e ${ }^{t_{2} A}-\mathrm{e}^{t_{1} A}$ as $-\int_{t_{1}}^{t_{2}}\left[(-A)^{1}\right]^{\circ} e^{r A} \mathrm{~d} r$ and using both $g_{5}(0)=0$ and $\left(\alpha \delta_{5}+\right.$ $\beta-2) / \alpha=\nu_{5}-1$, it follows that

$$
\begin{align*}
\left\|U_{2 ; t_{1}, t_{2}, g_{5}}\right\|_{X} & \leq \widetilde{c}_{\alpha, \beta, 1}\left|g_{5}\right|_{\delta_{5}, 0, t_{1} ; X} t_{1}^{\delta_{5}} \int_{t_{1}}^{t_{2}} r^{(\beta-2) / \alpha} \mathrm{d} r \\
& \leq \widetilde{c}_{\alpha, \beta, 1}\left|g_{5}\right|_{\delta_{5}, 0, t_{1} ; X} \int_{t_{1}}^{t_{2}} r^{v_{5}-1} \mathrm{~d} r  \tag{147}\\
& \leq \widetilde{c}_{\alpha, \beta, 1} v_{5}^{-1}\left|g_{5}\right|_{\delta_{5}, 0, t_{1} ; X}\left(t_{2}^{v_{5}}-t_{1}^{v_{5}}\right) \\
& \leq \widetilde{c}_{\alpha, \beta, 1} v_{5}^{-1}\left|g_{5}\right|_{\delta_{5}, 0, t_{1} ; X}\left(t_{2}-t_{1}\right)^{v_{5}} .
\end{align*}
$$

Then, since $\left\|U_{3 ; t_{1}, t_{2}, g_{5}}\right\|_{X} \leq\left|g_{5}\right|_{\delta_{5}, 0, t_{2} ; X}\left(t_{2}-t_{1}\right)^{\delta_{5}}$, from (146) and (147) we find

$$
\begin{align*}
& \left\|\left[Q_{5} g_{5}\right]\left(t_{2}\right)-\left[Q_{5} g_{5}\right]\left(t_{1}\right)\right\|_{X} \\
& \quad \leq \sum_{k=1}^{3}\left\|U_{k ; t_{1}, t_{2}, g_{5}}\right\|_{X} \leq \widetilde{c}_{5}(t)\left|g_{5}\right|_{\delta_{5}, 0, t ; X}\left(t_{2}-t_{1}\right)^{v_{5}}, \tag{148}
\end{align*}
$$

where $\widetilde{c}_{5}(t)=\tilde{c}_{\alpha, \beta, 0} t^{\bar{\alpha}}+\tilde{c}_{\alpha, \beta, 1} \nu_{5}^{-1}+t^{\delta_{5}-v_{5}}$. Summing up (144) and (148) we obtain (143) with $C_{5}(t)=\left[\widetilde{c}_{\alpha, \beta, 0}+t^{(1-\beta) / \alpha}\right] t^{\nu_{5}+\bar{\alpha}}+\widetilde{c}_{5}(t)$. This completes the proof.

Remark 33. Thus, with the exception of $\beta=1, Q_{5}$ produces a loss of regularity equal to $\delta_{5}-v_{5}=(2-\alpha-\beta) / \alpha \leq(3-2 \alpha-$ $\beta) / \alpha$. In this sense $Q_{5}$ behaves better than $Q_{2}$.

Remark 34. Notice that, under the weaker assumptions $\alpha+$ $\beta>1$ and $g_{5} \in C([0, T] ; X)$, (86) with $x=g_{5}(t), t \in[0, T]$, yields $A^{-1}\left[Q_{5} g_{5}\right](t)=\left[Q_{5}\left(A^{-1} g_{5}\right)\right](t)=\int_{0}^{t} \mathrm{e}^{(t-s) A} g_{5}(t) \mathrm{d} s$.

Similarly as we have done in Proposition 29 for restoring the loss of regularity produced by $Q_{2}$, we now show how Lemma 27 allows to restore that produced by $Q_{5}$. We begin with the following version of Lemma 28 relative to $Q_{6}$, and which is obtained combining Lemma 27 with Lemma 32 instead of Lemma 24.

Lemma 35. Let $\alpha$ and $\beta$ be as in Lemma 32. Then, for every $\delta_{6_{1}} \in((2-\alpha-\beta) / \alpha, 1)$ and $\delta_{6_{2}} \in(0,1)$ such that $\sigma_{6}=\delta_{6_{1}}+\delta_{6_{2}} \in$ $\left((2-\alpha-\beta) / \alpha, 1 / p^{\prime}\right), p \in\left(1 /\left(1-\delta_{6_{1}}\right), \infty\right)$, the operator $Q_{6}$ defined by (110) maps $C^{\delta_{\sigma_{1}}}\left([0, T] ; X_{1}\right) \times C^{\delta_{\sigma_{2}}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\nu_{6}}([0, T] ; X), \nu_{6}=\left(\alpha \sigma_{6}+\alpha+\beta-2\right) / \alpha$, and for everyt $\in[0, T]$ satisfies the following estimate:

$$
\begin{align*}
& \left\|Q_{6}\left(g_{\sigma_{1}}, g_{6_{2}}\right)\right\|_{v_{6}, 0, t ; X} \\
& \leq t^{-\sigma_{6}+1 / p^{\prime}} C_{5}(t) \widetilde{c}_{3}(t)\left\|g_{6_{1}}\right\|_{\delta_{\sigma_{1}, 0, t ; X_{1}}}\left(\int_{0}^{t}\left\|g_{6_{2}}\right\|_{\delta_{6_{2}}, 0, s ; X_{2}}^{p} \mathrm{~d} s\right)^{1 / p} . \tag{149}
\end{align*}
$$

Proof. First, if $\delta_{6_{1}} \in((2-\alpha-\beta) / \alpha, 1)$ and $p \in\left(1 /\left(1-\delta_{6_{1}}\right), \infty\right)$, then $1 / p^{\prime} \in\left(\delta_{6_{1}}, 1\right) \varsubsetneqq((2-\alpha-\beta) / \alpha, 1)$. Consequently, the assumption $\sigma_{6}=\delta_{6_{1}}+\delta_{6_{2}} \in\left((2-\alpha-\beta) / \alpha, 1 / p^{\prime}\right)$ makes sense,
provided to choose $\delta_{6_{2}} \in(0,1)$ small enough. Lemma 27 then yields $\mathscr{K}\left(g_{6_{1}}, g_{6_{2}}\right) \in C_{0}^{\sigma_{6}}([0, T] ; X)$ for any pair $\left(g_{6_{1}}, g_{6_{2}}\right) \in$ $C^{\delta_{6_{1}}}\left([0, T] ; X_{1}\right) \times C^{\delta_{\sigma_{2}}}\left([0, T] ; X_{2}\right)$. Then, since $Q_{6}\left(g_{6_{1}}, g_{6_{2}}\right)=$ $Q_{5} \mathscr{K}\left(g_{6_{1}}, g_{6_{2}}\right)$, the assertion follows from Lemma 32, with the pair $\left(\delta_{5}, g_{5}\right)$ being replaced by $\left(\sigma_{6}, \mathscr{K}\left(g_{6_{1}}, g_{6_{2}}\right)\right)$. Finally, (149) follows from (143) and (132).

From Lemma 35 we obtain the analogous of Proposition 29 for $Q_{6}$.

Proposition 36. Let $3 \alpha+2 \beta>4$ in (H1). Then, for every $\delta_{6} \in((2-\alpha-\beta) / \alpha, 1 / 2)$, the operator $Q_{6}$ defined by (110) maps $C^{\delta_{6}}\left([0, T] ; X_{1}\right) \times C^{\delta_{6}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\delta_{6}}([0, T] ; X)$, and for every $t \in[0, T]$ satisfies the following estimate, where $p \in$ $\left(1 /\left(1-2 \delta_{6}\right), \infty\right)$ and $C_{6}(t)=C_{5}(t) \widetilde{\mathcal{C}}_{3}(t) \max \left\{1, t^{\left(\alpha \delta_{6}+\alpha+\beta-2\right) / \alpha}\right\}$ :

$$
\begin{align*}
& \left\|Q_{6}\left(g_{6_{1}}, g_{6_{2}}\right)\right\|_{\delta_{6}, 0, t ; X} \\
& \quad \leq t^{1-2 \delta_{6}-1 / p} C_{6}(t)\left\|g_{6_{1}}\right\|_{\delta_{6}, 0, t ; X_{1}}\left(\int_{0}^{t}\left\|g_{6_{2}}\right\|_{\delta_{6}, 0, s ; X_{2}}^{p} \mathrm{~d} s\right)^{1 / p} . \tag{150}
\end{align*}
$$

Proof. Let $\delta_{6} \in((2-\alpha-\beta) / \alpha, 1 / 2)$ and $p \in\left(1 /\left(1-2 \delta_{6}\right), \infty\right) \varsubsetneqq$ $\left(1 /\left(1-\delta_{6}\right), \infty\right)$. Then, $2 \delta_{6} \in\left((4-2 \alpha-2 \beta) / \alpha, 1 / p^{\prime}\right) \subseteq$ $\left((2-\alpha-\beta) / \alpha, 1 / p^{\prime}\right)$ and we can apply Lemma 35 with $\delta_{6_{k}}=\delta_{6}$, $k=1,2$. We thus deduce that $Q_{6}$ maps $C^{\delta_{6}}\left([0, T] ; X_{1}\right) \times$ $C^{\delta_{6}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\nu_{6}}([0, T] ; X), \nu_{6}=\left(2 \alpha \delta_{6}+\alpha+\beta-2\right) / \alpha$. But, since $\delta_{6}>(2-\alpha-\beta) / \alpha$ implies $v_{6}>\delta_{6}$, we a fortiori have the fact that $Q_{6}$ maps $C^{\delta_{6}}\left([0, T] ; X_{1}\right) \times C^{\delta_{6}}\left([0, T] ; X_{2}\right)$ into $C_{0}^{\delta_{6}}([0, T] ; X)$. Finally, (150) follows from (149) and $\left\|Q_{6}\left(g_{6_{1}}, g_{6_{2}}\right)\right\|_{\delta_{6}, 0, t ; X} \leq \max \left\{1, t^{\nu_{6}-\delta_{6}}\right\}\left\|Q_{6}\left(g_{6_{1}}, g_{6_{2}}\right)\right\|_{\nu_{6}, 0, t ; X}$.

In Section 6 we will also encounter $Q_{5}$ acting on functions which enjoy some space regularity, that is, functions $g_{5}$ which are Hölder continuous in time with values on $Y_{\gamma}^{r} \in$ $\left\{(X, \mathscr{D}(A))_{\gamma, r}, X_{A}^{\gamma, r}\right\}$. In this case Lemma 32 can be refined, and the loss of regularity produced by $Q_{5}$ is naturally restored by the additional condition of space regularity on $g_{5}$. In some sense, the forthcoming Corollary 38 is the analogous of Lemma 30, where the function $g_{4} y$ involved in the definition of $Q_{4}\left(g_{4}, y\right)(c f .(108))$ was of class $C^{\delta_{4}}\left([0, T] ; Y_{\gamma}^{r}\right)$.

Lemma 37. Let $\alpha+\beta>1$ in (H1) and $Y_{\gamma}^{r} \in\left\{(X, \mathscr{D}(A))_{\gamma, r}\right.$, $\left.X_{A}^{\gamma, r}\right\}, \gamma \in(2-\alpha-\beta, 1), r \in[1, \infty]$. Then, for every $\delta_{5} \in$ $(0,(\alpha+\beta+\gamma-2) / \alpha]$, the operator $Q_{5}$ defined by (109) maps $C^{\delta_{5}}\left([0, T] ; Y_{\gamma}^{r}\right)$ into $C_{0}^{\delta_{5}}([0, T], X)$, and for every $t \in[0, T]$ satisfies the following estimate:

$$
\begin{equation*}
\left\|Q_{5} g_{5}\right\|_{\delta_{5}, 0, t ; X} \leq c_{41} t^{\left(\alpha+\beta+\gamma-2-\alpha \delta_{5}\right) / \alpha}\left(2 t^{\delta_{5}}+1\right)\left\|g_{5}\right\|_{\delta_{5}, 0, t ; Y_{\gamma}^{r}} \tag{151}
\end{equation*}
$$

Here $c_{41}$ is a positive constant depending on $\alpha, \beta, \gamma$, and $r$.
Proof. Let $\gamma \in(2-\alpha-\beta, 1) \subseteq(1-\beta, 1)$ and let $\chi_{\alpha, \beta, \gamma}$ be the number $(\alpha+\beta+\gamma-2) / \alpha \in(0,1)$, so that the exponent $(\beta+\gamma-2) / \alpha$ in (79) with $\theta=1$ is equal to $\chi_{\alpha, \beta, \gamma}-1$.

Let $g_{5} \in C^{\delta_{5}}\left([0, T] ; Y_{\gamma}^{r}\right), \delta_{5} \in\left(0, \chi_{\alpha, \beta, \gamma}\right], r \in[1, \infty]$. Since $\left[Q_{5} g_{5}\right](0)=0$, we assume that $t \in(0, T]$ and we observe that, due to Propositions 6 and $12,\left[Q_{5} g_{5}\right](t)$ is rewritten as follows:

$$
\begin{align*}
{\left[Q_{5} g_{5}\right](t) } & =\left[\mathrm{e}^{t A}-I\right] g_{5}(t)=\lim _{\varepsilon \rightarrow 0^{+}}\left[\mathrm{e}^{t A}-\mathrm{e}^{\varepsilon A}\right] g_{5}(t) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{t} D_{s} \mathrm{e}^{s A} g_{5}(t) \mathrm{d} s \\
& =-\lim _{\varepsilon \rightarrow 0^{+}} \int_{\varepsilon}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{s A} g_{5}(t) \mathrm{d} s  \tag{152}\\
& =-\int_{0}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{s A} g_{5}(t) \mathrm{d} s
\end{align*}
$$

Indeed, for every $\varepsilon \in[0, t)$ and $x \in Y_{\gamma}^{r}$, (79) with $\theta=1$ yields

$$
\begin{align*}
& \left\|\int_{\varepsilon}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{s A} x \mathrm{~d} s\right\|_{X}  \tag{153}\\
& \quad \leq c_{22}\|x\|_{Y_{\gamma}^{r}} \int_{\varepsilon}^{t} s^{\chi_{\alpha, \beta, \gamma}-1} \mathrm{~d} s \leq c_{41}\|x\|_{Y_{\gamma}^{r}}(t-\varepsilon)^{\chi_{\alpha, \beta, \gamma}},
\end{align*}
$$

where $c_{41}=c_{22} \chi_{\alpha, \beta, \gamma}^{-1}$. From (152) and (153) with $(\varepsilon, t, x)=$ $\left(0, \tau, g_{5}(\tau)\right)$ we thus get

$$
\begin{align*}
\left\|Q_{5} g_{5}\right\|_{0,0, t ; X} & =\sup _{\tau \in[0, t]}\left\|\left[Q_{5} g_{5}\right](\tau)\right\|_{X}  \tag{154}\\
& \leq c_{41}\left\|g_{5}\right\|_{0,0, t ; Y_{\gamma} t^{\chi_{\alpha, \beta, \gamma}}} .
\end{align*}
$$

Now, let $0 \leq t_{1}<t_{2} \leq t$. From (152) it follows that $\left[Q_{5} g_{5}\right]\left(t_{2}\right)-$ $\left[Q_{5} g_{5}\right]\left(t_{1}\right)=-\sum_{k=1}^{2} V_{k ; t_{1}, t_{2}, g_{5}}$, where for every function $g$ : $[0, T] \rightarrow Y_{\gamma}^{p}$ we have set

$$
\begin{gather*}
V_{1 ; t_{1}, t_{2}, g}:=\int_{0}^{t_{1}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{s A}\left[g\left(t_{2}\right)-g\left(t_{1}\right)\right] \mathrm{d} s \\
V_{2 ; t_{1}, t_{2}, g}:=\int_{t_{1}}^{t_{2}}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{s A} g\left(t_{2}\right) \mathrm{d} s \tag{155}
\end{gather*}
$$

Hence, using (153) with the triplet ( $\varepsilon, t, x$ ) being replaced by $\left(0, t_{1}, g_{5}\left(t_{2}\right)-g_{5}\left(t_{1}\right)\right)$ and $\left(t_{1}, t_{2}, g_{5}\left(t_{2}\right)\right)$, respectively, we deduce that

$$
\begin{gather*}
\left\|V_{1 ; t_{1}, t_{2}, g_{5}}\right\|_{X} \leq c_{41}\left|g_{5}\right|_{\delta_{5}, 0, t_{2} ; ;_{\gamma}^{r}} t_{1}^{\chi_{\alpha, \beta, \gamma}}\left(t_{2}-t_{1}\right)^{\delta_{5}}, \\
\left\|V_{2 ; t_{1}, t_{2}, g_{5}}\right\|_{X} \leq c_{41}\left\|g_{5}\right\|_{0,0, t_{2} ; ;_{\gamma}^{r}}\left(t_{2}-t_{1}\right)^{\chi_{\alpha, \beta, \gamma}} . \tag{156}
\end{gather*}
$$

As a consequence, since $\delta_{5} \in\left(0, \chi_{\alpha, \beta, \gamma}\right]$,

$$
\begin{align*}
& \left\|\left[Q_{5} g_{5}\right]\left(t_{2}\right)-\left[Q_{5} g_{5}\right]\left(t_{1}\right)\right\|_{X} \\
& \quad \leq c_{41} t^{\chi_{\alpha, \beta, \gamma}-\delta_{5}}\left(t^{\delta_{5}}+1\right)\left\|g_{5}\right\|_{\delta_{5}, 0, t ; Y_{\gamma}^{r}}\left(t_{2}-t_{1}\right)^{\delta_{5}} \tag{157}
\end{align*}
$$

Summing up (154) and (157), we obtain (151). The proof is complete.

Since in Lemma 37 it is not required that $g_{5}(0)=0$, the special case of the constant function $g_{5}(t)=x \in Y_{\gamma}^{p}, t \in$ $[0, T]$, is admissible, and we obtain the following result.

Corollary 38. Let $\alpha, \beta$, and $Y_{\gamma}^{r}$ be as in Lemma 37, and let $x \in$ $Y_{\gamma}^{r}, \gamma \in(2-\alpha-\beta, 1)$, and $r \in[1, \infty]$. Then, for every $\delta_{7} \in$ $(0,(\alpha+\beta+\gamma-2) / \alpha]$, the function $\left[Q_{7} x\right](\cdot):=\left(e^{\cdot A}-I\right) x$ belongs to $C_{0}^{\delta_{7}}([0, T] ; X)$, and for every $t \in[0, T]$ satisfies the estimate

$$
\begin{equation*}
\left\|Q_{7} x\right\|_{\delta_{7,0, t ; X}} \leq c_{41} t^{\left(\alpha+\beta+\gamma-2-\alpha \delta_{7}\right) / \alpha}\left(t^{\delta_{7}}+1\right) c_{41}\|x\|_{Y_{\gamma}^{r}} . \tag{158}
\end{equation*}
$$

Proof. Let $g_{5}(t)=x$ in the proof of Lemma 37, and observe that $V_{1, t_{1}, t_{2}, g_{5}}$ reduces to the zero element of $X$. Estimate (158) then follows from (154) and the second estimate in (156).

For later purposes, we conclude the section with the following remark.

Remark 39. The condition $5 \alpha+2 \beta>6$ in (H1) required in Proposition 29 is the strongest among the conditions for the pair $(\alpha, \beta)$ required in Corollary 14 and the other results of this section. Indeed,

$$
\begin{align*}
5 \alpha+2 \beta>6 & \Longrightarrow 3 \alpha+2 \beta>6-2 \alpha \geq 4 \\
& \Longrightarrow 3 \alpha+\beta>4-\beta \geq 3 \\
& \Longrightarrow 2 \alpha+\beta>3-\alpha \geq 2  \tag{159}\\
& \Longrightarrow \alpha+\beta>2-\alpha \geq 1 .
\end{align*}
$$

Hence, if $5 \alpha+2 \beta>6$, then Corollary 14 and all the results from Lemma 22 to Corollary 38 are applicable. Next we will make large usage of this fact, but we warn the reader that, for brevity and regarding it as acquired, we will not mention it anymore.

## 5. Application to Maximal Time Regularity

The results of the previous sections are here applied to correct, refine, and extend the results in [20] concerning the maximal time regularity of the solutions to a class of degenerate abstract evolution equations. Let $\left(X,\|\cdot\|_{X}\right)$ and $\left(Z,\|\cdot\|_{Z}\right)$ be two complex Banach spaces, and consider the following degenerate first-order integrodifferential Cauchy problem for $v: I_{T} \rightarrow X$, where $I_{T}=[0, T], T>0$, and $n_{1}, n_{2} \in \mathbf{N}$ :

$$
\begin{gather*}
D_{t}(M v(t))=\left[\lambda_{0} M+L\right] v(t)+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v\right)(t) \\
+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+f(t), \quad t \in I_{T}  \tag{160}\\
M v(0)=M v_{0}
\end{gather*}
$$

Here $\mathscr{K}$ is the convolution operator (104) in which $\left(X_{1}, X_{2}, X_{3}\right)=(Z, X, X)$, whereas $M, L$, and $L_{i_{1}}, i_{1}=$ $1, \ldots, n_{1}$, are closed single-valued linear operators from $X$ to itself, whose domains fulfill the relation $\mathscr{D}(L) \subseteq$ $\bigcap_{i_{1}=1}^{n_{1}}\left[\mathscr{D}(M) \cap \mathscr{D}\left(L_{i_{1}}\right)\right]$. Further, we assume that
$L$ admits a continuous inverse operator $L^{-1} \in \mathscr{L}(X)$,

$$
\begin{equation*}
\text { i.e., } 0 \in \rho(L) \text {, } \tag{161}
\end{equation*}
$$

whereas we allow $M$ to have no bounded inverse. Hence, in general, $A:=L M^{-1}$ is only the m . l. operator defined by

$$
\begin{align*}
\mathscr{D}(A)= & \left\{x \in \mathscr{D}\left(M^{-1}\right): L\left(M^{-1} x\right) \neq \emptyset\right\} \\
= & \left\{x \in \mathscr{R}(M): M^{-1} x \cap \mathscr{D}(L) \neq \emptyset\right\} \\
= & \{x \in \mathscr{R}(M): \\
& \text { there exists } \left.y \in \mathscr{D}(L) \text { such that } y \in M^{-1} x\right\} \\
= & \{x \in \mathscr{R}(M): x=M y \text { for some } y \in \mathscr{D}(L)\} \\
= & M(\mathscr{D}(L)), \\
A x= & \bigcup^{y \in M^{-1} x \cap \mathscr{D}(L)} L y \\
= & \{L y: y \in \mathscr{D}(L) \text { such that } x=M y\}, \\
& x \in \mathscr{D}(A) . \tag{162}
\end{align*}
$$

Therefore, problem (160) can not be reduced, via the change of unknown $u=M v$, to an integrodifferential problem related to single-valued linear operators. On the contrary, due to (161) and the closed graph theorem, $M L^{-1}, L_{i_{1}} L^{-1} \epsilon$ $\mathscr{L}(X), i_{1}=1, \ldots, n_{1}$. As far as the data vector $\left(\lambda_{0}, v_{0}, k_{1}, \ldots\right.$, $\left.k_{n_{1}}, h_{1}, \ldots, h_{n_{2}}, y_{1}, \ldots, y_{n_{2}}, f\right)$ is concerned, at the moment, we only assume $\lambda_{0} \in \mathbf{C}, v_{0} \in \mathscr{D}(M), k_{i_{1}}: I_{T} \rightarrow Z, h_{i_{2}}$ : $I_{T} \rightarrow$ C, $y_{i_{2}} \in X, i_{l}=1, \ldots, n_{l}, l=1,2$, and $f: I_{T} \rightarrow X$, in order that (160) makes sense in $X$. This minimal assumptions will be refined later. In general, only strict solutions $v$ to $(160)$ shall be investigated, where (cf. $[22,23])$ by a strict solution $v$ to (160) we mean that, $\mathscr{D}(L)$ being endowed with the graph norm $\|\cdot\|_{\mathscr{D}(L)}=\|\cdot\|_{X}+\|L \cdot\|_{X}, v \in C\left(I_{T} ; \mathscr{D}(L)\right)$, $M v \in C^{1}\left(I_{T} ; X\right)$, and (160) holds. Clearly, if $M^{-1}$ is really a m . l. operator, then $M v(0)=M v_{0}$ does not necessarily mean $v(0)=v_{0}$, but only $v(0)-v_{0} \in M^{-1} 0$. As we will see below, if $v_{0} \in \mathscr{D}(L)$ and the data $k_{i_{1}}, h_{i_{2}}, y_{i_{2}}$ and $f, i_{l}=1, \ldots, n_{l}$, $l=1,2$, satisfy suitable assumptions, then for a strict solution $v$ to (160) it just holds $v(0)=v_{0}$. Throughout the section, $Y_{\psi}^{q}$, $\psi \in(0,1), q \in[1, \infty]$, will always denote one between the spaces $(X, \mathscr{D}(A))_{\psi, q}$ and $X_{A}^{\psi, q}, A$ being defined by (162). That is, $Y_{\psi}^{q} \in\left\{(X, \mathscr{D}(A))_{\psi, q}, X_{A}^{\psi, q}\right\}$. To avoid confusion, if more than a single $Y_{\psi}^{q}$ is involved in some statement, that is, if we write $x_{j} \in Y_{\psi_{j}}^{q}, j=1, \ldots, n, n \in \mathbf{N}$, then it is understood that the same choice has been made for all the $Y_{\psi_{j}}^{q}$ in the sense that $Y_{\psi_{j}}^{q}=(X, \mathscr{D}(A))_{\psi_{j}, q}$ or $Y_{\psi_{j}}^{q}=X_{A}^{\psi_{j}, q}$ for every $j=1, \ldots, n$.

According to [2, Section 1.6], we recall that the $M$-modified resolvent set $\rho_{M}(L)$ of $L$ is defined to be the set $\{z \in \mathbf{C}$ : $\left.(z M-L)^{-1} \in \mathscr{L}(X)\right\}$. The bounded operator $(z M-L)^{-1}$ is called the $M$ modified resolvent of $L$. It is easy to prove that $\rho_{M}(L) \subseteq \rho(A)$ and that $M(z M-L)^{-1}=(z I-A)^{-1}, z \in$ $\rho_{M}(L)$ (cf. [2, Theorem 1.14]). With the notion of $M$-modified resolvent of $L$ at hand, we assume that
(H2) $\rho_{M}(L)$ contains a region $\Sigma_{\alpha}=\{z \in \mathrm{C}: \mathfrak{R e} z \geq$ $\left.-c(|\mathfrak{J} m z|+1)^{\alpha}, \mathfrak{J} m z \in \mathbf{R}\right\}, \alpha \in(0,1], c>0$, and
for some exponent $\beta \in(0, \alpha]$ and constant $C>0$ the estimate $\left\|M(\lambda M-L)^{-1}\right\|_{\mathscr{L}(X)} \leq C(|\lambda|+1)^{-\beta}$ holds for every $\lambda \in \Sigma_{\alpha}$.

Before we proceed with our analysis we remark that, due to the wide range of choices for the data vector, problem (160) contains many subcases at its interior. So, in spite of the case when at least one between the $k_{i}$ 's is different from zero and problem (160) is really an integrodifferential one, the choice $k_{i_{1}}=0, i_{1}=1, \ldots, n_{1}$, yields to consider also various nonintegrodifferential degenerate problems. For instance, those corresponding to $\lambda_{0}=k_{i_{1}}=h_{i_{2}}=0$ and $\lambda_{0}=k_{i_{1}}=$ $f=0, i_{l}=1, \ldots, n_{l}, l=1,2$, respectively:

$$
\begin{gather*}
D_{t}(M v(t))=L v(t)+f(t), \quad t \in I_{T},  \tag{163}\\
M v(0)=M v_{0} \\
D_{t}(M v(t))=L v(t)+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}, \quad t \in I_{T},  \tag{164}\\
M v(0)=M v_{0} .
\end{gather*}
$$

Although (164) differs from (163) only in the fact that $f$ is replaced with $\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}$; nevertheless a very different result is achieved when the $y_{i_{2}}$ 's are assumed to belong to $Y_{\gamma_{i_{2}}}^{r}$, at least for opportunely chosen $\gamma_{i_{2}} \in(0,1), i_{2}=1, \ldots, n_{2}$. As we will see (cf. Remark 51 and Theorem 56), in this situation the loss of time regularity for the pair $\left(L v, D_{t} M v\right)$ with respect to that of $f$, typical of the case $\beta<1$ in (H2) (see [21, Theorem 9], [2, Theorem 3.26], and [22, Theorem 7.2]), can be restored in order that ( $L v, D_{t} M v$ ) possesses the maximal time regularity which is the minimal between the time regularities of the $h_{i_{2}}$ 's. The same phenomenon is carried over into the integrodifferential case for the following problems, corresponding to $\lambda_{0}=h_{i_{2}}=0, i_{2}=1, \ldots, n_{2}$, and $\lambda_{0}=f=0$ :

$$
\begin{gather*}
D_{t}(M v(t))=L v(t)+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v\right)(t)+f(t),  \tag{165}\\
M v(0)=M v_{0}, \\
D_{t}(M v(t))=L v(t)+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v\right)(t)+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}, \\
M v(0)=M v_{0}, \tag{166}
\end{gather*}
$$

$t \in I_{T}$. When $\beta<1$, the loss of time regularity for the pair ( $L v, D_{t} M v$ ) with respect to that of the vector $\left(k_{1}, \ldots, k_{n_{1}}, f\right)$ in problem (165) (cf. [22, Theorem 7.1] and [23, Theorem 2.1] for $n_{1}=1$ ) can be restored in problem (166) assuming that $y_{i_{2}} \in Y_{\gamma_{i_{2}}}^{r}, i_{2}=1, \ldots, n_{2}$. In this context (cf. Remark 51 and Theorem 53) the pair ( $L v, D_{t} M v$ ) has the maximal time regularity which is the minimal between the time regularities of the $k_{i_{1}}$ 's and $h_{i_{2}}$ 's.

We stress that, if $\beta=1$, then no loss of time regularity is observed and all the quoted results agree with the wellknown theory of maximal regularity in spaces of continuous
functions for the nondegenerate version of (160), corresponding to the case when $M=I$ and $L$ generates an analytic semigroup. Hence, roughly speaking, one can verify the consistency of any result on problem (160) with condition (H2) simply by letting $\beta=1$ on its statement, and then checking if it is compatible with those for the nondegenerate case. To this purpose, we recall that the question of maximal regularity for the nondegenerate (possibly nonautonomous) version of (160) has been deeply investigated by several authors. See, for instance, $[4,6-8,10,32]$ for problem (165) with $\left(M, \beta, n_{1}\right)=(I, 1,1)$ and $[9,11]$ for problem (163) with $(M, \beta)=(I, 1)$.

Finally, assumption (161) excludes the case of $L=0$ in (160), so that our results cannot be compared with those in [5, 33, 34]. There, assuming that the bilinear bounded operator $\mathscr{P}$ underlying the definition of $\mathscr{K}$ is the scalar multiplication in $X$, the problem

$$
\begin{equation*}
D_{t} v(t)=\mathscr{K}\left(k_{1}, L_{1} v\right)(t)+f(t), \quad t \in I_{T}, v(0)=v_{0} \tag{167}
\end{equation*}
$$

is treated under the following assumptions: (i) $L_{1}$ is a closed densely defined linear operator generating an analytic semigroup; (ii) $k_{1}:[0, \infty) \rightarrow \mathbf{R}$ is absolutely Laplace transformable. Observe that, if $\left(k_{1}, f\right)=(1,0)$, then problem (167) reduces to the abstact wave equation $D_{t}^{2} v(t)=L_{1} v(t)$, $D_{t} v(0)=0, v(0)=v_{0}$, whereas when $M=I$ and $\lambda_{0}=k_{i_{1}}=$ $h_{i_{2}}=f=0, i_{l}=1, \ldots, n_{l}, l=1,2$, problem (160) reduces to the abstract heat equation $D_{t} v(t)=L v(t), v(0)=v_{0}$. In other words, whereas $[5,33,34]$ are concerned with the hyperbolic case, here we are concerned with the parabolic one.

Let us now come back to problem (160). Of course, assumption (H2) implies that the operator $A$ defined by (162) satisfies (H1), so that it generates a semigroup $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0}$ defined by $\mathrm{e}^{0 A}=I$ and (9) and satisfying (14). Assuming that $v_{0} \in$ $\mathscr{D}(L)$, we let

$$
\begin{equation*}
w=L\left(v-v_{0}\right) \Longleftrightarrow v=L^{-1} w+v_{0} \tag{168}
\end{equation*}
$$

Then, by setting

$$
\begin{align*}
F_{w}(t)= & \lambda_{0} A^{-1} w(t) \\
& +\sum_{i_{1}=1}^{n_{1}}\left[\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(t)+\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t)\right]  \tag{169}\\
& +\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+v_{1}+f(t), \quad t \in I_{T}
\end{align*}
$$

where $A^{-1}=M L^{-1} \in \mathscr{L}(X), S_{i_{1}}=L_{i_{1}} L^{-1} \in \mathscr{L}(X), i_{1}=$ $1, \ldots, n_{1}$, and $v_{1}=\left(\lambda_{0} M+L\right) v_{0}$, we see that $v$ is a strict solution to (160) if and only if $w$ satisfies (indeed, if $v \in$ $C\left(I_{T} ; \mathscr{D}(L)\right)$, then $\|w(t)-w(s)\|_{X}=\|L[v(t)-v(s)]\|_{X} \leq$ $\|v(t)-v(s)\|_{\mathscr{D}(L)} \rightarrow 0$ as $s \rightarrow t, t, s \in I_{T}$, that is, $w \in C$ $\left(I_{T} ; X\right)$. Conversely, if $w \in C\left(I_{T} ; X\right)$, then $v=L^{-1} w+v_{0} \in$ $\mathscr{D}(L)$ and $\|v(t)-v(s)\|_{\mathscr{D}(L)} \leq\left(\left\|L^{-1}\right\|_{\mathscr{L}(X)}+1\right) \| w(t)-$ $w(s) \|_{X} \rightarrow 0$ as $s \rightarrow t, t, s \in I_{T}$, that is, $v \in C\left(I_{T} ; \mathscr{D}(L)\right)$. Finally, since $M v=A^{-1} w+M v_{0}$, we have $M v \in C^{1}\left(I_{T} ; X\right)$
if and only if $\left.A^{-1} w \in C^{1}\left(I_{T} ; X\right)\right) w \in C\left(I_{T} ; X\right), A^{-1} w \in$ $C^{1}\left(I_{T} ; X\right)$, and solves to the following problem:

$$
\begin{gather*}
D_{t}\left(A^{-1} w(t)\right)=w(t)+F_{w}(t) \in A\left(A^{-1} w(t)\right)+F_{w}(t), \\
t \in I_{T}, \\
\left.A^{-1} w(0)=0 \quad \text { (i.e., } w(0) \in A 0\right) . \tag{170}
\end{gather*}
$$

Now let $2 \alpha+\beta>2$, and assume that $k_{i_{1}} \in C^{n_{i_{1}}}\left(I_{T} ; Z\right), h_{i_{2}} \in$ $C^{\sigma_{i 2}}\left(I_{T} ; \mathbf{C}\right)$, and $f \in C^{\mu}\left(I_{T} ; X\right)$, where $\eta_{i_{1}}, \sigma_{i_{2}}, \mu \in(2-\alpha-$ $\beta / \alpha, 1), i_{l}=1, \ldots, n_{l}, l=1,2$. Then, if $w \in C\left(I_{T} ; X\right)$ is a solution to (170) such that $A^{-1} w \in C^{1}\left(I_{T} ; X\right)$, the function $F_{w}$ satisfies

$$
\begin{gather*}
F_{w} \in C^{\delta}\left(I_{T} ; X\right), \\
\delta=\min _{i_{k}=1, \ldots, n_{k}, k=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \mu\right\} \in\left(\frac{2-\alpha-\beta}{\alpha}, 1\right) . \tag{171}
\end{gather*}
$$

Indeed, $\delta$ being the smallest Hölder exponent, for every $i_{l}=$ $1, \ldots, n_{l}, l=1,2$, we have $A^{-1} w, h_{i_{2}} y_{i_{2}}, f \in C^{\delta}\left(I_{T} ; X\right)$ and $\mathscr{K}\left(k_{i_{1}}, S_{i,} w\right), \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right) \in C_{0}^{\eta_{i 1}}\left(I_{T} ; X\right) \hookrightarrow C_{0}^{\delta}\left(I_{T} ; X\right)$ (cf. Lemma 27 for the case $\left(\delta_{3_{1}}, \delta_{3_{2}}, X_{1}, X_{2}\right)=\left(\eta_{i_{1}}, 0, Z, X\right)$ with the pair $\left(g_{3_{1}}, g_{3_{2}}\right)$ being replaced by (in fact, since $S_{i_{1}}=$ $L_{i_{1}} L^{-1} \in \mathscr{L}(X), i_{1}=1, \ldots, n_{1}$, if $w \in C\left(I_{T} ; X\right)$, then $S_{i_{1}} w \in$ $C\left(I_{T} ; X\right)$, whereas the constant functions $\kappa_{i_{1}}(t)=L_{i_{1}} v_{0}, t \in$ $I_{T}, i_{1}=1, \ldots, n_{1}$, obviously belong to $\left.C\left(I_{T} ; X\right)\right)\left(k_{i,}, S_{i 1} w\right)$ and ( $k_{i_{1}}, L_{i_{1}} v_{0}$ ), resp.). Consequently (cf. [2, Theorem 3.7 and Remark p. 54] with $u_{0}=0$ ), the solution $A^{-1} w$ to the multivalued evolution problem $D_{t}\left(A^{-1} w\right) \in A\left(A^{-1} w\right)+F_{w}$, $A^{-1} w(0)=0$ is necessarily of the form

$$
\begin{equation*}
A^{-1} w(t)=\left[Q_{1} F_{w}\right](t), \quad t \in I_{T}, \tag{172}
\end{equation*}
$$

with $Q_{1}$ being the operator defined by (105). Further (cf. [2, Remark p. 55] with $u_{0}=0$, and where $A^{\circ} \mathrm{e}^{t A}$ stands for $\left.D_{t} e^{t A}=-\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{t A}\right)$ the derivative of $A^{-1} w$ is given by

$$
\begin{equation*}
D_{t}\left(A^{-1} w(t)\right)=\mathrm{e}^{t A} F_{w}(t)-\left[Q_{2} F_{w}\right](t), \quad t \in I_{T} \backslash\{0\} \tag{173}
\end{equation*}
$$

with $Q_{2}$ being the operator in (106). Notice that $Q_{2} F_{w}$ is well defined by virtue of (127) with $g=F_{w}$. Now let $y_{i_{2}} \in Y_{\gamma_{i_{2}}}^{r}$ and $v_{1}+f(0) \in Y_{\varphi}^{r}$ where $\gamma_{i_{2}}, \varphi \in(1-\beta, 1), i_{2}=1, \ldots$, $n_{2}$, and $r \in[1, \infty]$. Since $A^{-1} w(0)=\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(0)=$ $\mathscr{K}\left(k_{i,}, L_{i}, v_{0}\right)(0)=0, i_{1}=1, \ldots, n_{1}$, from (169) it thus follows that $F_{w}(0):=x_{0}$ is independent on $w$ and

$$
\begin{gather*}
x_{0}=\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(0) y_{i_{2}}+v_{1}+f(0) \in Y_{\gamma}^{r},  \tag{174}\\
\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\} \in(1-\beta, 1) .
\end{gather*}
$$

Indeed (cf. (20) or (38)), we have $Y_{\gamma_{i_{2}}}^{r} \hookrightarrow Y_{\gamma}^{r}, i_{2}=1, \ldots, n_{2}$, and $Y_{\varphi}^{r} \hookrightarrow Y_{\gamma}^{r}$, the embeddings being equalities for those
between the numbers $\gamma_{1}, \ldots, \gamma_{m_{2}}$ and $\varphi$ which are equal to $\gamma$. Then, under these assumptions on the data, formula (173) for $D_{t}\left(A^{-1} w(t)\right)$ can be extended until $t=0$. For, we have $\lim _{t \rightarrow 0^{+}} D_{t}\left(A^{-1} w(t)\right)=x_{0} \in A 0+x_{0}$ and the differential equation in (170) is satisfied even at $t=0$. To see this, we observe that

$$
\begin{align*}
\left\|D_{t}\left(A^{-1} w(t)\right)-x_{0}\right\|_{X} \leq I_{1}(t)+I_{2, w}(t) & +I_{3, w}(t),  \tag{175}\\
t & \in I_{T} \backslash\{0\},
\end{align*}
$$

where $I_{1}(t)=\left\|\left(e^{t A}-I\right) x_{0}\right\|_{X}, I_{2, w}(t)=\left\|e^{t A}\left[F_{w}(t)-x_{0}\right]\right\|_{X}$, and $I_{3, w}(t)=\left\|\left[Q_{2} F_{w}\right](t)\right\|_{X}$. First, from Proposition 6 we get $\lim _{t \rightarrow 0^{+}} I_{1}(t)=0$. On the other side, using $F_{w} \in C^{\delta}\left(I_{T} ; X\right)$, $\delta \in((2-\alpha-\beta) / \alpha, 1) \subseteq((1-\beta) / \alpha, 1)$, we obtain

$$
\begin{equation*}
I_{2, w}(t) \leq \widetilde{c}_{\alpha, \beta, 0}\left\|F_{w}\right\|_{\delta, 0, t ; 5} X^{(\alpha \delta+\beta-1) / \alpha}, \quad t \in I_{T} \backslash\{0\}, \tag{176}
\end{equation*}
$$

so that $\lim _{t \rightarrow 0^{+}} I_{2, w}(t)=0$. Finally, (127) with $g=F_{w}$ yields $\lim _{t \rightarrow 0^{+}} I_{3, w}(t)=0$, too. Formula (173) thus holds at $t=0$ with $D_{t}\left(A^{-1} w(0)\right)=\lim _{t \rightarrow 0^{+}} D_{t}\left(A^{-1} w(t)\right)=x_{0}$.

Remark 40. In [2, Remark p. 55], formula (173) was extended until $t=0$ only under the more restrictive assumption $x_{0} \in$ $X_{A}^{\gamma, \infty}, \gamma \in(1-\beta, 1)$. Indeed [24, Proposition 5.2] was not available at the time of [2] and only the strong continuity of $\left\{\mathrm{e}^{t A}\right\}_{t \geq 0}$ in the $X$-norm on the spaces $X_{A}^{\gamma, \infty}, \gamma \in(1-\beta, 1)$, was known (cf. [2, Theorem 3.3]). Notice that in the case of problem (163) the element $x_{0}$ reduces to $L v_{0}+f(0)$, so that in the nondegenerate case $(M, \beta)=(I, 1)$ we get back the classical assumption $L v_{0}+f(0) \in(X, \mathscr{D}(L))_{\gamma, r}, \gamma \in(0,1)$, $r \in[1, \infty]$ (see, for instance, [9, Theorem 4.3.1(iii)] and [11, Theorem 4.5]).

Since (170) implies that $w(t)=D_{t}\left(A^{-1} w(t)\right)-F_{w}(t)$, from (173) we thus find that

$$
\begin{align*}
& w(t)=\left[Q_{7} x_{0}\right](t)+\left(\mathrm{e}^{t A}-I\right)\left[F_{w}(t)-x_{0}\right]-\left[Q_{2} F_{w}\right](t), \\
& t \in I_{T}, \tag{177}
\end{align*}
$$

where, according to the notation in Corollary 38 , we have set $\left[Q_{7} x_{0}\right](t)=\left(\mathrm{e}^{t A}-I\right) x_{0}$. In particular, $w(0)=0$. We conclude that, under the previous assumptions on the pair $(\alpha, \beta)$ and on the data vector $\left(k_{1}, \ldots, k_{n_{1}}, h_{1}, \ldots, h_{n_{2}}, y_{1}, \ldots, y_{n_{2}}, f, v_{1}\right)$, if $w \in C\left(I_{T} ; X\right)$ solves (170), then necessarily $w \in C_{0}\left(I_{T} ; X\right)$. As a consequence (cf. (168)), the strict solution $v$ to (160) satisfies the initial condition just in the sense $v(0)=v_{0}$.

Introduce the functions $\tilde{f}: I_{T} \rightarrow X$ and $\widetilde{h}_{i_{2}}: I_{T} \rightarrow Y_{\gamma_{i_{2}}}^{r}$, $i_{2}=1, \ldots, n_{2}$, defined by

$$
\begin{array}{r}
\tilde{f}(t)=f(t)-f(0), \quad \tilde{h}_{i_{2}}(t)=\left[h_{i_{2}}(t)-h_{i_{2}}(0)\right] y_{i_{i_{2}}}, \\
t \in I_{T} . \tag{178}
\end{array}
$$

Then, replacing $F_{w}$ with the right-hand side of (169), using (174), and recalling the definitions of the operators $Q_{j}$,
$j=2, \ldots, 6$, in (106)-(110), from (177) we deduce that $w \in C_{0}$ ( $I_{T} ; X$ ) solves the fixed-point equation

$$
\begin{equation*}
w=w_{0}+w_{1}+R w, \tag{179}
\end{equation*}
$$

the functions $w_{l}, l=0,1$, and the operator $R w$ being defined by

$$
\begin{align*}
& w_{0}:=Q_{7} x_{0}+\sum_{i_{1}=1}^{n_{1}} Q_{6}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)+\sum_{i_{2}=1}^{n_{2}} Q_{5} \widetilde{h}_{i_{2}}+Q_{5} \tilde{f},  \tag{180}\\
& w_{1}:=-\sum_{i_{1}=1}^{n_{1}} Q_{3}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)-\sum_{i_{2}=1}^{n_{2}} Q_{4}\left(h_{i_{2}}, y_{i_{2}}\right)-Q_{2} f,  \tag{181}\\
& R w:= \\
& \quad \lambda_{0}\left[Q_{5}\left(A^{-1} w\right)-Q_{2}\left(A^{-1} w\right)\right]  \tag{182}\\
& \quad+\sum_{i_{1}=1}^{n_{1}}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)-Q_{3}\left(k_{i_{1}}, S_{i_{1}} w\right)\right] .
\end{align*}
$$

Conversely, let $w \in C_{0}\left(I_{T} ; X\right)$ be a solution to the fixedpoint equation (179), and assume that the pair $(\alpha, \beta)$ and the data vector $\left(k_{1}, \ldots, k_{n_{1}}, h_{1}, \ldots, h_{n_{2}}, y_{1}, \ldots, y_{n_{2}}, f, v_{1}\right)$ satisfy the assumptions below (170) and (173). Then, as before, $\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right), \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right) \in C_{0}^{\delta}\left(I_{T} ; X\right)$ and $h_{i_{2}} y_{i_{2}}, f \in$ $C^{\delta}\left(I_{T} ; X\right), i_{l}=1, \ldots, n_{l}, l=1,2, \delta \in((2-\alpha-\beta) / \alpha, 1)$ being as in (171). We apply $A^{-1} \in \mathscr{L}(X)$ to both sides of (179), and we show that $A^{-1} w$ satisfies (172) with $F_{w} \in C\left(I_{T} ; X\right)$ as in (169), so that $A^{-1} w$ is a solution to problem (170). To this purpose, we take into account Corollaries 14 and 26. Let $t \in I_{T}$. First (cf. Remark 34 and recall that $\left.Q_{6}(\cdot, \cdot)=Q_{5} \mathscr{K}(\cdot, \cdot)\right)$, using (86), (174), and (178), we get

$$
\begin{align*}
& A^{-1} w_{0}(t) \\
&=\int_{0}^{t} \mathrm{e}^{(t-s) A}[ x_{0}+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t) \\
&\left.+\sum_{i_{2}=1}^{n_{2}} \widetilde{h}_{i_{2}}(t)+\widetilde{f}(t)\right] \mathrm{d} s  \tag{183}\\
&=\int_{0}^{t} \mathrm{e}^{(t-s) A}\left[v_{1}+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t)\right. \\
&\left.+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+f(t)\right] \mathrm{d} s
\end{align*}
$$

Instead, due to the definition of $Q_{3}$ and $Q_{4}$, using (125) we obtain

$$
\begin{align*}
& A^{-1} w_{1}(t) \\
& =\int_{0}^{t} \mathrm{e}^{(t-s) A}\left\{\begin{array}{l}
\sum_{i_{1}=1}^{n_{1}}\left[\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(s)-\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t)\right] \\
\\
\\
\\
\end{array} \quad \sum_{i_{2}=1}^{n_{2}}\left[h_{i_{2}}(s)-h_{i_{2}}(t)\right] y_{i_{2}}+f(s)-f(t)\right\} \mathrm{d} s .
\end{align*}
$$

Therefore, from (183), (184), and the definition (105) of $Q_{1}$ it follows that

$$
\begin{align*}
A^{-1} & {\left[w_{0}+w_{1}\right](t) } \\
& =\left[Q_{1}\left(v_{1}+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)+\sum_{i_{2}=1}^{n_{2}} h_{i_{2}} y_{i_{2}}+f\right)\right](t), \tag{185}
\end{align*}
$$

the left-hand side being well-defined due to Remark 23. As far as $A^{-1}[R w](t)$ is concerned, we first observe that, $w$ being in $C\left(I_{T} ; X\right)$, from formula (126) and Remark 34 it follows that $\left[Q_{2}\left(A^{-1} w\right)\right](t)$ and $\left[Q_{5}\left(A^{-1} w\right)\right](t)$ are both well defined and equal to $-\int_{0}^{t} \mathrm{e}^{(t-s) A}[w(s)-w(t)] \mathrm{d} s$ and $\int_{0}^{t} \mathrm{e}^{(t-s) A} w(t) \mathrm{d} s$, respectively. Consequently

$$
\begin{align*}
& {\left[Q_{5}\left(A^{-1} w\right)-Q_{2}\left(A^{-1} w\right)\right](t)} \\
& \quad=\int_{0}^{t} e^{(t-s) A} w(s) \mathrm{d} s=\left[Q_{1} w\right](t) \tag{186}
\end{align*}
$$

Hence, commuting $A^{-1} \in \mathscr{L}(X)$ with both the integral sign and the semigroup, one has

$$
\begin{equation*}
A^{-1}\left[Q_{5}\left(A^{-1} w\right)-Q_{2}\left(A^{-1} w\right)\right](t)=\left[Q_{1}\left(A^{-1} w\right)\right](t) \tag{187}
\end{equation*}
$$

Similarly, since Remark 34 and formula (125) yield

$$
\begin{align*}
& A^{-1}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)\right](t)=\int_{0}^{t} \mathrm{e}^{(t-s) A} \mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(t) \mathrm{d} s \\
& A^{-1}\left[Q_{3}\left(k_{i_{1}}, S_{i_{1}} w\right)\right](t) \\
& \quad=-\int_{0}^{t} \mathrm{e}^{(t-s) A}\left[\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(s)-\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(t)\right] \mathrm{d} s \tag{188}
\end{align*}
$$

we find that

$$
\begin{gather*}
A^{-1}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)-Q_{3}\left(k_{i_{1}}, S_{i_{1}} w\right)\right](t) \\
=\left[Q_{1} \mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)\right](t), \tag{189}
\end{gather*}
$$

$i_{1}=1, \ldots, n_{1}$. In conclusion, from (187) and (189) it follows that

$$
\begin{equation*}
A^{-1}[R w](t)=\left[Q_{1}\left(\lambda_{0} A^{-1} w+\sum_{i_{1}=1}^{n_{1}} \mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)\right)\right](t) . \tag{190}
\end{equation*}
$$

Summing up (185) and (190), we finally obtain $A^{-1} w(t)=$ $\left[Q_{1} F_{w}\right](t), F_{w}$ being as in (169). This completes the proof of the equivalence between problem (170) and the fixed point equation (179), provided that the data satisfy the mentioned assumptions.

Remark 41. We can summarize the previous reasonings as follows: problem (160) has been reduced to the fixed-point
equation (179) for the new unknow $w=L\left(v-v_{0}\right), v_{0} \in \mathscr{D}(L)$. This fixed-point argument is similar to that first successfully applied in $[4,7,8,32]$ to problem (165) with $\left(M, \beta, n_{1}\right)=$ ( $I, 1,1$ ) and then generalized in [23] to the degenerate case. A different approach has been followed in $[6,10]$ for the nondegenerate case and in [22] for the degenerate one. There, assuming that $k_{1}$ is absolutely Laplace transformable (cf. $[6,22]$ ) or of bounded variation (cf. [10]), problem (165) with $n_{1}=1$ is solved by constructing its relative resolvent operator. We quote also [35] where the method of constructing the fundamental solution for the equation without the integral term is applied to a class of concrete degenerate integrodifferential equations.

From now on, for $5 \alpha+2 \beta>6, \beta \in(0, \alpha], \alpha \in(0,1]$, and $\nu \in((3-2 \alpha-\beta) / \alpha, 1), I_{\alpha, \beta, \nu} \subseteq((3-2 \alpha-\beta) / \alpha, 1 / 2) \subseteq(0,1 / 2)$ will denote the interval defined by

$$
\begin{align*}
& I_{\alpha, \beta, v} \\
& \quad= \begin{cases}\left(\frac{3-2 \alpha-\beta}{\alpha}, \nu\right], & \text { if } \nu \in\left(\frac{3-2 \alpha-\beta}{\alpha}, \frac{1}{2}\right), \\
\left(\frac{3-2 \alpha-\beta}{\alpha}, \frac{1}{2}\right), & \text { if } \nu \in\left[\frac{1}{2}, 1\right) .\end{cases} \tag{191}
\end{align*}
$$

Clearly, if $\nu, \rho \in((3-2 \alpha-\beta) / \alpha, 1), \nu \leq \rho$, then $I_{\alpha, \beta, \nu} \subseteq I_{\alpha, \beta, \rho}$.
Lemma 42. Assume (161), and let $5 \alpha+2 \beta>6$ in (H2). Assume that $k_{i_{1}} \in C^{n_{i_{1}}}\left(I_{T} ; Z\right), \eta_{i_{1}} \in((3-2 \alpha-\beta) / \alpha, 1), i_{1}=1, \ldots, n_{1}$, and let $\eta=\min _{i_{1}=1, \ldots, n_{1}} \eta_{i_{1}}$. Then, for every fixed $\delta \in I_{\alpha, \beta, \eta}$, the operator $R$ defined by (182) maps continuously $C^{\delta}\left(I_{T} ; X\right)$ into $C_{0}^{\delta}\left(I_{T} ; X\right)$, and for every $t \in I_{T}$ satisfies the following estimate, where $p \in(1 /(1-2 \delta), \infty)$ :

$$
\begin{equation*}
\|R w\|_{\delta, 0, t ; X} \leq c_{42}(T)\left(\int_{0}^{t}\|w\|_{\delta, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p}, \quad w \in C^{\delta}\left(I_{T} ; X\right) \tag{192}
\end{equation*}
$$

Here $c_{42}(T)$ is a positive constant depending only on $T, \lambda_{0}, \alpha$, $\beta, \eta_{i_{1}}, \delta, p,\left\|k_{i_{1}}\right\|_{\eta_{i_{1}}, 0, T ; Z}$ and $\left\|S_{i_{1}}\right\|_{\mathscr{L}(X)}, i_{1}=1, \ldots, n_{1}$.

Proof. Let $k_{i_{1}} \in C^{\eta_{i}}\left(I_{T} ; Z\right), \eta_{i_{1}} \in((3-2 \alpha-\beta) / \alpha, 1), i_{1}=1$, $\ldots, n_{1}$, and let us fix an arbitrary number $\delta \in I_{\alpha, \beta, \eta}$, where $\eta=\min _{i_{1}=1, \ldots, n_{1}} \eta_{i}$. In particular, since $\delta \leq \eta \leq \eta_{i}$, we have $k_{i_{1}} \in C^{\delta}\left(I_{T} ; Z\right)$ with $\left\|k_{i_{1}}\right\|_{\delta, 0, t ; Z} \leq \max \left\{1, t^{\eta_{i_{1}}-\delta}\right\}\left\|k_{i_{1}}\right\|_{\eta_{i_{1}, 0, t ; Z^{\prime}}}$, $i_{1}=1, \ldots, n_{1}$. Now let $w \in C^{\delta}\left(I_{T} ; X\right)$ and $t \in I_{T}$. First, formula (186) being applicable, we rewrite (182) as

$$
\begin{equation*}
R w=\lambda_{0} Q_{1} w+\sum_{i_{1}=1}^{n_{1}}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)-Q_{3}\left(k_{i}, S_{i} w\right)\right] \tag{193}
\end{equation*}
$$

Now, we notice that $5 \alpha+2 \beta>6$ implies that

$$
\begin{equation*}
\frac{\alpha+\beta-1}{\alpha}=\frac{5 \alpha+2 \beta-3 \alpha-2}{2 \alpha}>\frac{4-3 \alpha}{2 \alpha} \geq \frac{1}{2} \tag{194}
\end{equation*}
$$

Since $(1-\beta) / \alpha \leq(2-\alpha-\beta) / \alpha \leq(3-2 \alpha-\beta) / \alpha$, from (194) it follows that $\delta \in I_{\alpha, \beta, \eta} \subseteq((3-2 \alpha-\beta) / \alpha, 1 / 2) \subseteq((2-\alpha-$ $\beta) / \alpha, 1 / 2) \leftrightarrows((1-\beta) / \alpha,(\alpha+\beta-1) / \alpha)$, and, consequently,

$$
\begin{equation*}
\frac{\alpha}{\alpha+\beta-1-\alpha \delta}<\frac{1}{1-2 \delta} \tag{195}
\end{equation*}
$$

We conclude (cf. Remark 39) that Lemma 22 and Propositions 29 and 36 are applicable with $\delta \in I_{\alpha, \beta, \eta}$ and $p \in(1 /(1-$ $2 \delta), \infty)$. Then, using estimates (111), (135), and (150) with the pair $\left(g_{1}, \delta_{1}\right)$ and the quintuplets $\left(g_{l_{1}}, g_{l_{2}}, \delta_{l}, X_{1}, X_{2}\right), l=3,6$, being replaced, respectively, by $(w, \delta)$ and (indeed, since $S_{i_{1}}=$ $L_{i_{1}} L^{-1} \in \mathscr{L}(X)$, if $w \in C^{\delta}\left(I_{T} ; X\right)$, then $S_{i_{1}} w \in C^{\delta}\left(I_{T} ; X\right)$ with $\left.\left\|S_{i_{1}} w\right\|_{\delta, 0, t ; X} \leq\left\|S_{i_{1}}\right\|_{\mathscr{L}(X)}\|w\|_{\delta, 0, t ; X}, i_{1}=1, \ldots, n_{1}\right)\left(k_{i_{1}}, S_{i_{1}} w\right.$, $\delta, Z, X), i_{1}=1, \ldots, n_{1}$, from (193) we finally obtain

$$
\begin{align*}
\|R w\|_{\delta, 0, t ; X} \leq & \left\|\lambda_{0} Q_{1} w\right\|_{\delta, 0, t ; X} \\
& +\sum_{l=3,6, i_{1}=1, \ldots, n_{1}}\left\|Q_{l}\left(k_{i_{1}}, S_{i_{1}} w\right)\right\|_{\delta, 0, t ; X}  \tag{196}\\
\leq & c_{42}(T)\left(\int_{0}^{t}\|w\|_{\delta, 0, s ; X}^{p} \mathrm{~d} s\right)^{1 / p}
\end{align*}
$$

Here we have set $c_{42}(T)=\left|\lambda_{0}\right| C_{1}(T)+$ $T^{1-2 \delta-1 / p} \sum_{l=3,6, i_{1}=1, \ldots, n_{1}} C_{l}(T)\left\|k_{i_{1}}\right\|_{\delta, 0, T ; Z}\left\|S_{i_{1}}\right\|_{\mathscr{L}(X)} \quad$ where $C_{l}(T), l=1,3,6$, are the values at $t=T$ of the functions $C_{l}(t)$ in Lemma 22 and Propositions 29 and 36. This completes the proof.

Remark 43. Assume that in Lemma 42 the Hölder exponents $\eta_{i_{1}} \in((3-2 \alpha-\beta) / \alpha, 1)$ are such that $\eta=\min _{i_{1}=1, \ldots, n_{1}} \eta_{i}$ belongs to $((3-2 \alpha-\beta) / \alpha, 1 / 2)$. In this case (cf. (191)), the choice $\delta=\eta$ is admissible, and the meaning of Lemma 42 is that the operator $R$ defined by (182) preserves the minimal of the time regularities of $k_{1}, \ldots, k_{n_{1}}$.

Corollary 44. Let the assumptions of Lemma 42 be satisfied, and let $\eta$ and $R$ be as there. Then, for every fixed $\delta \in I_{\alpha, \beta, \eta}$, the sequence $\left\{R^{n}\right\}_{n=0}^{\infty}\left(R^{0}=I, R^{n}=R R^{n-1}, n \in \mathbf{N}\right)$ satisfies the following estimates, where $w \in C^{\delta}\left(I_{T} ; X\right)$ and $p \in(1 /(1-$ $2 \delta), \infty$ ):

$$
\begin{array}{r}
\left\|R^{n} w\right\|_{\delta, 0, t ; X} \leq\left[c_{42}(T)\right]^{n}\left(\frac{t^{n}}{n!}\right)^{1 / p}\|w\|_{\delta, 0, T ; X}  \tag{197}\\
t \in I_{T}, \quad n \in \mathbf{N} \cup\{0\}
\end{array}
$$

Proof. Reasoning as in [23, p. 468], we prove (197) by induction. Since for every fixed $\delta \in I_{\alpha, \beta, \eta}$ the operator $R$ maps $C^{\delta}\left(I_{T} ; X\right)$ in $C_{0}^{\delta}\left(I_{T} ; X\right)$, replacing $w$ with $R^{n} w$ in (192) and introducing the sequence of scalar nonnegative nondecreasing functions $\left\{\varphi_{n}\right\}_{n=0}^{\infty}$ defined by $\varphi_{n}(t)=\left\|R^{n} w\right\|_{\delta, 0, t ; X}, t \in I_{T}$, from (192) we obtain

$$
\begin{array}{r}
\varphi_{n+1}(t) \leq c_{42}(T)\left(\int_{0}^{t}\left|\varphi_{n}(s)\right|^{p} \mathrm{~d} s\right)^{1 / p},  \tag{198}\\
t \in I_{T}, \quad n \in \mathbf{N} \cup\{0\}
\end{array}
$$

Then, applying to (198) an induction argument in which the first step of the induction follows from (192), we immediately deduce the following estimates:

$$
\begin{equation*}
\varphi_{n}(t) \leq\left[c_{42}(T)\right]^{n}\left(\frac{t^{n}}{n!}\right)^{1 / p}\|w\|_{\delta, 0, T ; X} \tag{199}
\end{equation*}
$$

$$
t \in I_{T}, \quad n \in \mathbf{N} \cup\{0\} .
$$

The proof is complete.
Lemma 45. Let $5 \alpha+2 \beta>6$ in (H2) and $v_{0} \in \bigcap_{i_{1}=1}^{n_{1}} \mathscr{D}\left(L_{i_{1}}\right)$. Assume that $k_{i_{1}} \in C^{\eta_{i_{1}}}\left(I_{T} ; Z\right), h_{i_{2}} \in C^{\sigma_{i_{2}}}\left(I_{T} ; \mathbf{C}\right)$, and $y_{i_{2}} \in$ $Y_{\gamma_{i_{2}}}^{r}$, where $\eta_{i_{1}}, \sigma_{i_{2}} \in((3-2 \alpha-\beta) / \alpha, 1), \gamma_{i_{2}} \in(3-2 \alpha-$ $\beta, 1), i_{l}=1, \ldots, n_{l}, l=1,2$, and $r \in[1, \infty]$. Let $\tau_{1}=$ $\min _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}\right\}$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau_{1}}$, the function $w_{1}$ defined by (181) belongs to $C_{0}^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right), \mu_{\alpha, \beta}=(3-2 \alpha-\beta) / \alpha$.

Proof. Let us fix $\delta \in I_{\alpha, \beta, \tau_{1}}, \tau_{1}=\min _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}\right\}$. Of course, $k_{i_{1}} \in C^{\delta}\left(I_{T} ; Z\right)$ and $h_{i_{2}} \in C^{\delta}\left(I_{T} ; \mathbf{C}\right), i_{l}=1, \ldots, n_{l}$, $l=1,2$. Then, Proposition 29 and Lemma 30 applied with the quintuplets ( $g_{3_{1}}, g_{3_{2}}, \delta_{3}, X_{1}, X_{2}$ ) and the quadruplet ( $g_{4}, y, \delta_{4}, \gamma$ ) being replaced, respectively, by (the constant functions $\kappa_{i_{1}}(t)=L_{i_{1}} v_{0}, t \in I_{T}, i=1, \ldots, n_{1}$, being obviously of class $\left.C^{\delta}\left(I_{T} ; X\right)\right)\left(k_{i_{1}}, L_{i_{1}} v_{0}, \delta, Z, X\right)$ and $\left(h_{i_{2}}, y_{i_{2}}, \delta, \gamma_{i_{2}}\right)$, imply that $Q_{3}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right), Q_{4}\left(h_{i_{2}}, y_{i_{2}}\right) \in C_{0}^{\delta}\left(I_{T} ; X\right), i_{l}=$ $1, \ldots, n_{l}, l=1,2$. Now, since $\delta \in I_{\alpha, \beta, \tau_{1}} \subseteq((3-2 \alpha-$ $\beta) / \alpha, 1 / 2) \subseteq(0,1 / 2)$, the number $\delta+\mu_{\alpha, \beta}$ satisfies

$$
\begin{equation*}
\frac{3-2 \alpha-\beta}{\alpha}<\delta \leq \delta+\mu_{\alpha, \beta}<\frac{6-3 \alpha-2 \beta}{2 \alpha}<1 \tag{200}
\end{equation*}
$$

and assumption $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right)$, is meaningful. Lemma 24 with $\left(g_{2}, \delta_{2}\right)=(f, \mu)$ then yields $Q_{2} f \in C_{0}^{\nu_{\alpha, \beta, \mu}}\left(I_{T} ; X\right), \nu_{\alpha, \beta, \mu}=(\alpha \mu+2 \alpha+\beta-3) / \alpha$. Since $v_{\alpha, \beta, \mu} \geq v_{\alpha, \beta, \delta+\mu_{\alpha, \beta}}=\delta$, we get $Q_{2} f \in C_{0}^{\delta}\left(I_{T} ; X\right)$, too. Summing up, we get the assertion.

Before considering the function $w_{0}$ in (180), we introduce the following notation. In the sequel, for $3 \alpha+2 \beta>4, \beta \in$ $(0, \alpha], \alpha \in(0,1]$, and $\nu \in((2-\alpha-\beta) / \alpha, 1), J_{\alpha, \beta, \nu} \subseteq((2-\alpha-$ $\beta) / \alpha, 1 / 2) \subseteq(0,1 / 2)$ will denote the interval

$$
J_{\alpha, \beta, v}= \begin{cases}\left(\frac{2-\alpha-\beta}{\alpha}, v\right], & \text { if } v \in\left(\frac{2-\alpha-\beta}{\alpha}, \frac{1}{2}\right)  \tag{201}\\ \left(\frac{2-\alpha-\beta}{\alpha}, \frac{1}{2}\right), & \text { if } v \in\left[\frac{1}{2}, 1\right)\end{cases}
$$

Notice that, since $(2-\alpha-\beta) / \alpha \leq(3-2 \alpha-\beta) / \alpha$, if the stronger condition $5 \alpha+2 \beta>6$ is satisfied, then (191) and (201) yield $I_{\alpha, \beta, \nu} \subseteq J_{\alpha, \beta, \nu}$ for every fixed $\nu \in((3-2 \alpha-\beta) / \alpha, 1)$. The introduction of the intervals $J_{\alpha, \beta, \nu}$ is justified by Lemma 46, which requires a weaker condition on the pair $(\alpha, \beta)$ than the one in Lemmas 42 and 45.

Lemma 46. Let $3 \alpha+2 \beta>4$ in (H2), and let $v_{0} \in \mathscr{D}(L)$. Assume that $k_{i_{1}} \in C^{n_{i_{1}}}\left(I_{T} ; X\right), h_{i_{2}} \in C^{\sigma_{i_{2}}}\left(I_{T} ; \mathbf{C}\right), y_{i_{2}} \in Y_{\gamma_{i_{2}}}^{r}$,
and $v_{1}+f(0) \in Y_{\varphi}^{r}$, where $\eta_{i_{1}}, \sigma_{i_{2}} \in((2-\alpha-\beta) / \alpha, 1)$, $\gamma_{i_{2}}, \varphi \in(4-2 \alpha-2 \beta, 1), i_{l}=1, \ldots, n_{l}, l=1,2, r \in[1, \infty]$, and $v_{1}=\left(\lambda_{0} M+L\right) v_{0}$. Let $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\}$ and $\tau_{0}=$ $\min _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma, \gamma}\right\}$, where $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in J_{\alpha, \beta, \tau_{0}}$, the function $w_{0}$ defined by (180) belongs to $C_{0}^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in$ $\left[\delta+\varrho_{\alpha, \beta}, 1\right), \varrho_{\alpha, \beta}=(2-\alpha-\beta) / \alpha$.

Proof. Observe that (cf. (159)) all the results from Lemma 32 to Corollary 38 will be applicable. First, since $2 \alpha+2 \beta>$ $4-\alpha \geq 3$, the choice $\gamma_{i_{2}}, \varphi \in(4-2 \alpha-2 \beta, 1), i_{2}=1, \ldots, n_{2}$, is meaningful. Moreover, since $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\} \in$ $(4-2 \alpha-2 \beta, 1)$, the number $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-$ 2)/ $\alpha$ satisfies $\chi_{\alpha, \beta, \gamma} \in((2-\alpha-\beta) / \alpha, 1)$. Hence, $\tau_{0}=$ $\min _{i_{l}=1, \ldots, n_{l} l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\} \in((2-\alpha-\beta) / \alpha, 1)$, too, and $J_{\alpha, \beta, \tau_{0}}$ is well defined. Now, let $\delta \in J_{\alpha, \beta, \tau_{0}}$ be fixed. Due to (20) or (38), the element $x_{0}$ defined by (174) belongs to $Y_{\gamma}^{r}$, whereas the functions $\widetilde{h}_{i_{2}}$ defined by (178) are of class $C_{0}^{\delta}\left(I_{T} ; Y_{\gamma_{i_{2}}}^{r}\right) \hookrightarrow$ $C_{0}^{\delta}\left(I_{T} ; Y_{\gamma}^{r}\right)$. Then, since $\gamma \in(4-2 \alpha-2 \beta, 1) \subseteq(2-\alpha-$ $\beta, 1)$, from Lemma 37 and Corollary 38 applied with the pairs $\left(g_{5}, \delta_{5}\right)$ and ( $x, \delta_{7}$ ) being replaced by $\left(\widetilde{h}_{i_{2}}, \delta\right)$ and $\left(x_{0}, \delta\right)$, respectively, we deduce that $Q_{5} \widetilde{h}_{i_{2}}, Q_{7} x_{0} \in C_{0}^{\delta}\left(I_{T} ; X\right), i_{2}=$ $1, \ldots, n_{2}$. In addition, since the $k_{i_{1}}^{2}$ 's and the constant functions $\kappa_{i_{1}}(t)=L_{i_{1}} v_{0}$ belong to $C^{\delta}\left(I_{T} ; X\right)$, from Proposition 36 applied with $\left(g_{6_{1}}, g_{\sigma_{2}}, X_{1}, X_{2}\right)=\left(k_{i_{1}}, L_{i_{1}} v_{0}, Z, X\right)$, it follows that $Q_{6}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right) \in C_{0}^{\delta}\left(I_{T} ; X\right), i_{1}=1, \ldots, n_{1}$. Finally, since $\delta \in J_{\alpha, \beta, \tau_{0}} \subseteq((2-\alpha-\beta) / \alpha, 1 / 2)$, the number $\delta+\varrho_{\alpha, \beta}$ satisfies

$$
\begin{equation*}
\frac{2-\alpha-\beta}{\alpha}<\delta \leq \delta+\varrho_{\alpha, \beta}<\frac{4-\alpha-2 \beta}{2 \alpha}<1 \tag{202}
\end{equation*}
$$

and the assumption $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\varrho_{\alpha, \beta}, 1\right)$, makes sense. Then, the function $\tilde{f}=f-f(0)$ being of class $C_{0}^{\mu}\left(I_{T} ; X\right)$, Lemma 32 applied with $\left(g_{5}, \delta_{5}\right)=(\tilde{f}, \mu)$ yields $Q_{5} \tilde{f} \in C_{0}^{\tilde{\nu}_{\alpha, \beta, \mu}}\left(I_{T} ; X\right), \widetilde{\nu}_{\alpha, \beta, \mu}=(\alpha \mu+\alpha+\beta-2) / \alpha$. Since $\widetilde{\nu}_{\alpha, \beta, \mu} \geq \widetilde{\nu}_{\alpha, \beta, \delta+e_{\alpha, \beta}}=\delta$, we conclude that $Q_{5} \tilde{f} \in C_{0}^{\delta}\left(I_{T} ; X\right)$, too. Summing up, we get the assertion.

Remark 47. We stress that, if $\beta \in(0,1)$ in (H2), then $0<$ $\rho_{\alpha, \beta} \leq \mu_{\alpha, \beta}$, so that in both Lemmas 45 and 46 we have to assume that $f \in C^{\mu}\left(I_{T} ; X\right)$ with $\mu>\delta$. This is necessary in order to restore the loss of regularity produced by the operators $Q_{2}$ and $Q_{5}$.

We can now prove the main results of the section.
Theorem 48. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>6$ in (H2). Assume that $k_{i_{1}} \in C^{\eta_{i_{1}}}\left(I_{T} ; Z\right), h_{i_{2}} \in C^{\sigma_{i_{2}}}\left(I_{T} ; \mathbf{C}\right), y_{i_{2}} \in$ $Y_{\gamma_{i_{2}}}^{r}$, and $v_{1}+f(0) \in Y_{\varphi}^{r}$, where $\eta_{i_{1}}, \sigma_{i_{2}} \in((3-2 \alpha-\beta) / \alpha, 1)$, $\gamma_{i_{2}}, \varphi \in(5-3 \alpha-2 \beta, 1), i_{l}=1, \ldots, n_{l}, l=1,2, r \in[1, \infty]$, and $v_{1}=\left(\lambda_{0} M+L\right) v_{0}$. Let $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\}$ and $\tau=$ $\min _{i_{l}=1, \ldots, n_{l} l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\}$, where $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau}$ problem (160) admits a unique strict solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in$ $\left[\delta+\mu_{\alpha, \beta}, 1\right), \mu_{\alpha, \beta}=(3-2 \alpha-\beta) / \alpha$.

Proof. Of course, due to (159), the assumption $\gamma_{i,}, \varphi \in$ (5$3 \alpha-2 \beta, 1), i_{2}=1, \ldots, n_{2}$, makes sense. In addition, since $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\} \in(5-3 \alpha-2 \beta, 1)$, we have $\chi_{\alpha, \beta, \gamma}=$ $(\alpha+\beta+\gamma-2) / \alpha \in((3-2 \alpha-\beta) / \alpha, 1)$. Therefore, by virtue of the choice of the Hölder exponents $\eta_{i_{1}}$ and $\sigma_{i_{2}}$, the number $\tau=\min _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\}$ belongs to ( $(3-2 \alpha-$ $\beta) / \alpha, 1$ ) too, and the interval $I_{\alpha, \beta, \tau}$ is well defined. Further, the numbers $\eta, \tau_{1}$, and $\tau_{0}$ being as in the statements of Lemmas 42,45 , and 46, respectively, we have $\tau=\tau_{0} \leq \tau_{1} \leq \eta$. As a consequence, since $I_{\alpha, \beta, \tau} \subseteq I_{\alpha, \beta, \tau_{1}} \subseteq I_{\alpha, \beta, \eta}$ and $I_{\alpha, \beta, \tau} \subseteq J_{\alpha, \beta, \tau}$, all the mentioned lemmas are applicable with $\delta \in I_{\alpha, \beta, \tau}$. To this purpose, we stress that since $((3-2 \alpha-\beta) / \alpha, 1) \subseteq((2-\alpha-$ $\beta) / \alpha, 1)$ and $(5-3 \alpha-2 \beta, 1) \subseteq(4-2 \alpha-2 \beta, 1) \subseteq(3-2 \alpha-\beta, 1)$, the conditions for the applicability of both Lemmas 45 and 46 are fulfilled. Hence, now let $\delta \in I_{\alpha, \beta, \tau}$ being fixed. First, due to Lemma 42, the operator $\widetilde{R}=\left.R\right|_{C_{0}^{\delta}\left(I_{T} ; X\right)}, \widetilde{R} g=R g$, $g \in C_{0}^{\delta}\left(I_{T} ; X\right)$, a fortiori maps $C_{0}^{\delta}\left(I_{T} ; X\right)$ into itself. Then, $C_{0}^{\delta}\left(I_{T} ; X\right)$ being endowed with the same norm $\|\cdot\|_{\delta, 0, T ; X}$ of $C^{\delta}\left(I_{T} ; X\right)$, from (197) we obtain the estimates

$$
\begin{array}{r}
\left\|\widetilde{R}^{n}\right\|_{\mathscr{L}\left(C_{0}^{\delta}\left(I_{T} ; X\right)\right)} \leq\left[c_{42}(T)\right]^{n}\left(\frac{T^{n}}{n!}\right)^{1 / p}, \quad n \in \mathbf{N} \cup\{0\},  \tag{203}\\
p \in\left(\frac{1}{1-2 \delta}, \infty\right) .
\end{array}
$$

In particular, (203) yields that $\sum_{n=0}^{\infty} \widetilde{R}^{n}$ converges in $\mathscr{L}\left(C_{0}^{\delta}\left(I_{T} ; X\right)\right)$. From generalized Neumann's Theorem it thus follows that $1 \in \rho(\widetilde{R})$, the inverse $(I-\widetilde{R})^{-1} \in \mathscr{L}\left(C_{0}^{\delta}\left(I_{T} ; X\right)\right)$ being precisely $\sum_{n=0}^{\infty} \widetilde{R}^{n}$. Since Lemmas 45 and 46 (both applied with (observe here that if $\mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right.$ ), then the exponent $\widetilde{\nu}_{\alpha, \beta, \mu}$ in the last part of the proof of Lemma 46 satisfies $\widetilde{\nu}_{\alpha, \beta, \mu} \geq \widetilde{\nu}_{\alpha, \beta, \delta+\mu_{\alpha, \beta}} \geq \widetilde{\nu}_{\alpha, \beta, \delta+e_{\alpha, \beta}}=\delta$. For, $\left.\nu_{\alpha, \beta, \delta+\mu_{\alpha, \beta}}=(\alpha \delta+1-\alpha) / \alpha=\delta+(1-\alpha) / \alpha\right) f \in C^{\mu}\left(I_{T} ; X\right)$, $\left.\mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right) \subseteq\left[\delta+\rho_{\alpha, \beta}, 1\right)\right)$ imply that $w_{0}, w_{1} \in C_{0}^{\delta}\left(I_{T} ; X\right)$, we conclude that the fixed-point equation (179) admits the unique solution

$$
\begin{equation*}
w=\sum_{n=0}^{\infty} \widetilde{R}^{n}\left(w_{0}+w_{1}\right) \in C_{0}^{\delta}\left(I_{T} ; X\right) . \tag{204}
\end{equation*}
$$

Observe now that the data vector $\left(k_{1}, \ldots, k_{n_{1}}, h_{1}, \ldots, h_{n_{2}}\right.$, $\left.f, y_{1}, \ldots, y_{n_{2}}, v_{1}+f(0)\right)$ satisfies all the assumptions which were needed to show the equivalence between the fixed-point equation (179) and problem (170). Indeed, $\delta \leq \tau$ and $\delta \leq$ $\delta+\mu_{\alpha, \beta} \leq \mu$ imply, respectively, that $k_{i_{1}} \in C^{\delta}\left(I_{T} ; Z\right), h_{i_{2}} \in$ $C^{\delta}\left(I_{T} ; \mathbf{C}\right)$ and $f \in C^{\delta}\left(I_{T} ; X\right), i_{l}=1, \ldots, n_{l}, l=1,2$, whereas, as in Lemma 46, $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\}$ implies that $y_{i_{2}}, v_{1}+$ $f(0) \in Y_{\gamma}^{r}$. Therefore, since $A^{-1} \in \mathscr{L}(X)$, if $w \in C_{0}^{\delta}\left(I_{T} ; X\right)$ is the solution to the fixed-point equation (179), then $A^{-1} w \in$ $C_{0}^{\delta}\left(I_{T} ; X\right)$, too, and the function $F_{w}$ defined by (169) satisfies

$$
\begin{gather*}
F_{w} \in C^{\delta}\left(I_{T} ; X\right), \\
x_{0}=F_{w}(0)=\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(0) y_{i_{2}}+v_{1}+f(0) \in Y_{\gamma}^{r} \tag{205}
\end{gather*}
$$

where $\left.\delta \in I_{\alpha, \beta, \tau} \mp(2-\alpha-\beta) / \alpha, 1\right), \gamma \in(5-3 \alpha-2 \beta, 1) \subsetneq(1-$ $\beta, 1)$, and $r \in[1, \infty]$. Consequently, recalling (168), we have proved that problem (160) has a unique strict global solution $v=L^{-1} w+v_{0} \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=L^{-1} w(0)+v_{0}=$ $v_{0}$ and such that $L v=w+L v_{0} \in C^{\delta}\left(I_{T} ; X\right)$. As far as the regularity of $D_{t} M v$ is concerned, instead, it suffices to observe that (168), (170), $w \in C_{0}^{\delta}\left(I_{T} ; X\right)$, and $F_{w} \in C^{\delta}\left(I_{T} ; X\right)$ yield

$$
\begin{equation*}
D_{t} M v=D_{t} A^{-1} w=w+F_{w} \in C^{\delta}\left(I_{T} ; X\right) \tag{206}
\end{equation*}
$$

The proof is complete.
Remark 49. Theorem 48 improves the faulty Thereoms 5.6 and 5.7 in [20] in two aspects. First, the assumption $3 \alpha+8 \beta>$ 10 is weakened to $5 \alpha+2 \beta>6$. In fact, $3 \alpha+8 \beta>10$ implies that $5 \alpha+2 \beta=3 \alpha+8 \beta+2 \alpha-6 \beta>10-4 \alpha \geq 6$. Hence, in the special case $\alpha=1$, the constraint $\beta>7 / 8$ in [20] reduces to the definitely weaker $\beta>1 / 2$. Second, in [20], only for $n_{1}=n_{2}=1$ and opportunely chosen $\gamma<$ $\beta$, the data $y_{1}$ and $v_{1}+f(0)$ were assumed to belong to the intermediate spaces $X_{A}^{\gamma, r}$, whereas here, removing the assumption $\gamma<\beta$ and considering the general case $n_{1}, n_{2} \in$ $\mathbf{N}$, we allow $y_{1}, \ldots, y_{n}$, and $v_{1}+f(0)$ to belong also to the interpolation spaces $(X, \mathscr{D}(A))_{\gamma, r}$. To emphasize how much these aspects are decisive, let $\alpha=1$ in Theorem 48. Then, if $\beta \in(1 / 2,2 / 3]$ and the choice $X_{A}^{\psi, r}$ is understood for $Y_{\psi}^{r}$, we have $\gamma_{i_{2}}, \varphi \in(2-2 \beta, 1) \mp[\beta, 1)$, and the spaces $X_{A}^{\gamma_{i_{2}}, r}$ and $X_{A}^{\varphi, r}, i_{2}=1, \ldots, n_{2}$, may be smaller than $\mathscr{D}(A)$. However, the choice $Y_{\psi}^{r}=(X, \mathscr{D}(A))_{\psi, r}$ being admissible, in this situation too we can solve problem (160) with the data in spaces larger than $\mathscr{D}(A)$. Further, since $2 / 3<7 / 8$, in this case the results in [20] would not be applicable. These observations lead us to conclude that the more delicate approach followed in this paper with respect to that in [20, Sections 4 and 5], and especially the sharper results of the present Sections 3 and 4, yield a valuable refinement in the treatment of questions of maximal time regularity for the strict solutions to (160); of course, unless that the not too much significant case $\beta=1$ is assumed in (H2).

Remark 50. The assumption $5 \alpha+2 \beta>6$ in (H2) implies that $\beta \in((6-5 \alpha) / 2, \alpha] \subseteq(1 / 2,1]$ and $\alpha \in(6 / 7,1]$. In particular, if $\alpha=1$, then Theorem 48 holds with $\beta \in(1 / 2,1], \eta_{i_{1}}, \sigma_{i_{2}} \in$ $(1-\beta, 1), \gamma_{i}, \varphi \in(2-2 \beta, 1), i_{l}=1, \ldots, n_{l}, l=1,2$, and $\mu_{1, \beta}=1-\beta$. Hence, $\gamma \in(2-2 \beta, 1), \chi_{1, \beta, \gamma}=\beta+\gamma-1 \in(1-\beta, \beta)$, and $\delta \in I_{1, \beta, \tau}$ with $\tau \in(1-\beta, \beta)$, where

$$
\begin{gather*}
I_{1, \beta, \tau}=(1-\beta, \tau], \quad \text { if } \tau \in\left(1-\beta, \frac{1}{2}\right), \\
I_{1, \beta, \tau}=\left(1-\beta, \frac{1}{2}\right), \quad \text { if } \tau \in\left[\frac{1}{2}, \beta\right) . \tag{207}
\end{gather*}
$$

Clearly, if $\beta=1$, then $5 \alpha+2 \beta>6$ is redundant, and Theorem 48 holds with $\eta_{i_{1}}, \sigma_{i_{2}}, \gamma_{i_{2}}, \varphi \in(0,1), i_{l}=$ $1, \ldots, n_{l}, l=1,2, \mu_{1,1}=0, \gamma=\chi_{1,1, \gamma} \in(0,1)$, and $\delta \in I_{1,1, \tau}$, $\tau \in(0,1)$, where $I_{1,1, \tau}=(0, \tau]$ if $\tau \in(0,1 / 2)$ and $I_{1,1, \tau}=$ $(0,1 / 2)$ if $\tau \in[1 / 2,1)$.

Remark 51. Observe that, if the $\eta_{i_{1}}$ 's and $\sigma_{i_{2}}$ 's are assumed to vary in the smaller interval $U_{\alpha, \beta}:=((3-2 \alpha-\beta) / \alpha,(\alpha+$ $\beta-1) / \alpha)$, then $\varphi$ and the $\gamma_{i_{2}}$ 's can be chosen such that $\tau=\min _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}\right\}$. To this purpose, letting $\rho=$ $\max _{i_{l}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}\right\} \in U_{\alpha, \beta}$, it suffices to take $\gamma_{i_{2}}, \varphi \in$ $V_{\alpha, \beta, \rho}, i_{2}=1, \ldots, n_{2}$, where $V_{\alpha, \beta, \rho}:=[2+\alpha \rho-\alpha-\beta, 1) \varsubsetneqq$ $(5-3 \alpha-2 \beta, 1)$. Then $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\} \in V_{\alpha, \beta, \rho}$ and $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha \geq \rho$. In other words, provided that the data vector $\left(y_{1}, \ldots, y_{n_{2}}, v_{1}+f(0)\right)$ is smooth enough, the pair $\left(L v, D_{t} M v\right)$ has the maximal time regularities which is the minimal between the time regularities of the $k_{i_{1}}$ 's and $h_{i_{2}}$ 's.

We conclude with the results which follow from Theorem 48 for problems (163)-(166).

Theorem 52. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>6$ in (H2). Assume that $k_{i_{1}} \in C^{\eta_{i_{1}}}\left(I_{T} ; Z\right)$ and $L v_{0}+f(0) \in Y_{\gamma}^{r}$, where $\eta_{i_{1}} \in((3-2 \alpha-\beta) / \alpha, 1), i_{1}=1, \ldots, n_{1}, \gamma \in(5-3 \alpha-$ $2 \beta, 1)$, and $r \in[1, \infty]$. Let $\tau=\min _{i_{1}=1, \ldots, n_{1}}\left\{\eta_{i_{1}}, \chi_{\alpha, \beta,\}}\right\}$, where $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau}$ problem (165) admits a unique strict solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right), \mu_{\alpha, \beta}=$ $(3-2 \alpha-\beta) / \alpha$.

Proof. Repeat the proofs of Lemmas 42, 45, and 46, Corollary 44, and Theorem 48, letting there $\lambda_{0}=h_{i_{2}}=0$, $i_{2}=1, \ldots, n_{2}$. To this purpose, observe that (169) and (174) reduce to $F_{w}(t)=\sum_{i_{1}=1}^{n_{1}}\left[\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(t)+\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t)\right]+$ $L v_{0}+f(t)$ and $x_{0}=L v_{0}+f(0)$. Consequently, (180)-(182) change to $w_{0}=Q_{7} x_{0}+\sum_{i_{1}=1}^{n_{1}} Q_{6}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)+Q_{5} \tilde{f}, w_{1}=$ $-\sum_{i_{1}=1}^{n_{1}} Q_{3}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)-Q_{2} f$, and $R w=\sum_{i_{1}=1}^{n_{1}}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)-\right.$ $\left.Q_{3}\left(k_{i_{1}}, S_{i_{1}} w\right)\right]$.

Theorem 53. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>6$ in (H2). Assume that $k_{i_{1}} \in C^{n_{i_{1}}}\left(I_{T} ; Z\right), h_{i_{2}} \in C^{\sigma_{i_{2}}}\left(I_{T} ; \mathbf{C}\right), y_{i_{2}} \in$ $Y_{\gamma_{i_{2}}}^{r}$, and $L v_{0} \in Y_{\varphi}^{r}$, where $\eta_{i_{1}}, \sigma_{i_{2}} \in((3-2 \alpha-\beta) / \alpha, 1), \gamma_{i_{2}}, \varphi \in$ $(5-3 \alpha-2 \beta, 1), i_{l}=1, \ldots, n_{l}, l=1,2$, and $r \in[1, \infty]$. Let $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\}$ and $\tau=\min _{i_{1}=1, \ldots, n_{l}, l=1,2}\left\{\eta_{i_{1}}, \sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\}$, where $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau}$ problem (166) admits a unique strict solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$.

Proof. Let $\lambda_{0}=f=0$ in the proofs of Lemmas 42, 45, and 46, Corollary 44, and Theorem 48. In this case, (169) and (174) reduce to $F_{w}(t)=\sum_{i_{1}=1}^{n_{1}}\left[\mathscr{K}\left(k_{i_{1}}, S_{i_{1}} w\right)(t)+\mathscr{K}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)(t)\right]+$ $\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+L v_{0}$ and $x_{0}=\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(0) y_{i_{2}}+L v_{0}$. Hence, (180)-(182) change to $w_{0}=Q_{7} x_{0}+\sum_{i_{1}=1}^{n_{1}} Q_{6}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)+$ $\sum_{i_{2}=1}^{n_{2}} Q_{5} \widetilde{h}_{i_{2}}, w_{1}=-\sum_{i_{1}=1}^{n_{1}} Q_{3}\left(k_{i_{1}}, L_{i_{1}} v_{0}\right)-\sum_{i_{2}=1}^{n_{2}} Q_{4}\left(h_{i_{2}}, y_{i_{2}}\right)$, and $R w=\sum_{i_{1}=1}^{n_{1}}\left[Q_{6}\left(k_{i_{1}}, S_{i_{1}} w\right)-Q_{3}\left(k_{i_{1}}, S_{i_{1}} w\right)\right]$.

Let us now turn to the degenerate differential problems (163) and (164).

Theorem 54. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>6$ in (H2). Assume that $L v_{0}+f(0) \in Y_{\gamma}^{r}, \gamma \in(5-3 \alpha-2 \beta, 1)$, $r \in[1, \infty]$, and let $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in I_{\alpha, \beta, \chi_{\alpha, \beta, \gamma}}$ problem (163) admits a unique strict global solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in[\delta+$ $\left.\mu_{\alpha, \beta}, 1\right), \mu_{\alpha, \beta}=(3-2 \alpha-\beta) / \alpha$.

Proof. Let $\lambda_{0}=k_{i_{1}}=h_{i_{2}}=0, i_{l}=1, \ldots, n_{l}, l=1,2$, in problem (160) and formulae (169), (174) and, (179)-(182). Then, $F_{w}(t)=L v_{0}+f(t), x_{0}=L v_{0}+f(0)$ and $w=$ $w_{0}+w_{1}=Q_{7} x_{0}+Q_{5} \tilde{f}-Q_{2} f$. Consequently, Lemma 42 and Corollary 44 are unneeded, and the proof of Theorem 48 simplifies as follows. First, due to $\gamma \in(5-3 \alpha-2 \beta, 1)$ we have $\chi_{\alpha, \beta, \gamma} \in((3-2 \alpha-\beta) / \alpha, 1)$, and the interval $I_{\alpha, \beta, \chi_{\alpha, \beta, \gamma}}$ is well defined. Hence, let $\delta \in I_{\alpha, \beta, \chi_{\alpha, \beta, \gamma}}$ being fixed. Since (cf. (200)) $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right) \subsetneq((3-2 \alpha-\beta) / \alpha, 1)$, reasoning as in the last part of the proof of Lemma 45 we get $Q_{2} f \in C_{0}^{\delta}\left(I_{T} ; X\right)$. Moreover (see the proof of Lemma 46), since $x_{0} \in Y_{\gamma}^{r}, \gamma \in(5-3 \alpha-2 \beta, 1) \subseteq(2-\alpha-\beta, 1)$ and $\tilde{f} \in C_{0}^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+\mu_{\alpha, \beta}, 1\right) \subseteq\left[\delta+\varrho_{\alpha, \beta}, 1\right)$, $\varrho_{\alpha, \beta}=(2-\alpha-\beta) / \alpha$, Corollary 38 and Lemma 32 applied with $\left(x, \delta_{7}\right)=\left(x_{0}, \delta\right)$ and $\left(g_{5}, \delta_{5}\right)=\left(\tilde{f}, \delta+\varrho_{\alpha, \beta}\right)$ yield $Q_{7} x_{0}, Q_{5} \tilde{f} \in$ $C_{0}^{\delta}\left(I_{T} ; X\right)$. Summing up, we find that $w \in C_{0}^{\delta}\left(I_{T} ; X\right)$. The assertion then follows from $v=L^{-1} w+v_{0}$ and (cf. (206)) $D_{t} M v=w+L v_{0}+f$.

Remark 55. We refer to [19, Theorem 5.3] for a result of both time and space regularity for problem (163). There, provided that $\psi$ and $\delta$ are opportunely chosen and the data satisfy assumptions similar to those in Theorem 54, it is shown that $D_{t} M v \in C^{\delta}\left(I_{T} ;(X, \mathscr{D}(A))_{\psi, r}\right)$, and that the higher is the order $\psi$ of the interpolation space where we look for space regularity, the lower is the Hölder exponent $\delta$ of regularity in time. Notice that $L v=D_{t} M v-f$ has no space regularity, unless $f$ has too.

Theorem 56. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>6$ in (H2). Assume that $h_{i_{2}} \in C^{\sigma_{i_{2}}}\left(I_{T} ; \mathbf{C}\right), y_{i_{2}} \in Y_{\gamma_{i_{2}}}^{r}$, and $L v_{0} \in$ $Y_{\varphi}^{r}$, where $\sigma_{i_{2}} \in((3-2 \alpha-\beta) / \alpha, 1), \gamma_{i_{2}}, \varphi \in(5-3 \alpha-2 \beta, 1)$, $i_{2}=1, \ldots, n_{2}$, and $r \in[1, \infty]$. Let $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\}$ and $\tau=\min _{i_{2}=1, \ldots, n_{2}}\left\{\sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\}$, where $\chi_{\alpha, \beta, \gamma}=(\alpha+\beta+\gamma-2) / \alpha$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau}$, problem (164) admits a unique strict global solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$.

Proof. Let $\lambda_{0}=k_{i_{1}}=f=0, i_{1}=1, \ldots, n_{1}$, in problem (160) and formulae (169), (174), and (179)-(182). Then, $F_{w}(t)=$ $\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(t) y_{i_{2}}+L v_{0}, x_{0}=\sum_{i_{2}=1}^{n_{2}} h_{i_{2}}(0) y_{i_{2}}+L v_{0}$ and $w=$ $w_{0}+w_{1}=Q_{7} x_{0}+\sum_{i_{2}=1}^{n_{2}} Q_{5} \widetilde{h}_{i_{2}}-\sum_{i_{2}=1}^{n_{2}} Q_{4}\left(h_{i_{2}}, y_{i_{2}}\right)$. Therefore, as in Theorem 54, we do not need Lemma 42 and Corollary 44, and the proof of Theorem 48 simplifies as follows. Again, $\gamma=\min _{i_{2}=1, \ldots, n_{2}}\left\{\gamma_{i_{2}}, \varphi\right\} \in(5-3 \alpha-2 \beta, 1)$ implies that
$\chi_{\alpha, \beta, \gamma} \in((3-2 \alpha-\beta) / \alpha, 1)$, so that $\tau=\min _{i_{2}=1, \ldots, n_{2}}\left\{\sigma_{i_{2}}, \chi_{\alpha, \beta, \gamma}\right\} \in$ $((3-2 \alpha-\beta) / \alpha, 1)$, and the interval $I_{\alpha, \beta, \tau}$ is well defined. Let $\delta \in I_{\alpha, \beta, \tau}$ be fixed. First (see the proof of Lemma 45), since $\gamma_{i_{2}} \in(5-3 \alpha-2 \beta, 1) \subseteq(3-2 \alpha-\beta, 1)$, Lemma 30 applied with $\left(g_{4}, y, \delta_{4}, \gamma\right)=\left(h_{i_{2}}, y_{i_{2}}, \delta, \gamma_{i_{2}}\right)$ yields $Q_{4}\left(h_{i_{2}}, y_{i_{2}}\right) \in C_{0}^{\delta}\left(I_{T} ; X\right)$, $i_{2}=1, \ldots, n_{2}$. On the other side (see the proof of Lemma 46), since $x_{0} \in Y_{\gamma}^{r}$ and $\widetilde{h}_{i_{2}} \in C_{0}^{\delta}\left(I_{T} ; Y_{\gamma_{i_{2}}}^{r}\right) \hookrightarrow C_{0}^{\delta}\left(I_{T} ; Y_{\gamma}^{r}\right), \gamma \in(5-$ $3 \alpha-2 \beta, 1) \subseteq(2-\alpha-\beta, 1)$, from Lemma 37 and Corollary 38 applied with $\left(g_{5}, \delta_{5}\right)=\left(\widetilde{h}_{i_{2}}, \delta\right)$ and $\left(x, \delta_{7}\right)=\left(x_{0}, \delta\right)$ we deduce that $Q_{5} \widetilde{h}_{i_{2}}, Q_{7} x_{0} \in C_{0}^{\delta}\left(I_{T} ; X\right), i_{2}=1, \ldots, n_{2}$. Summing up, we find that $w \in C_{0}^{\delta}\left(I_{T} ; X\right)$, and the assertion again follows from $v=L^{-1} w+v_{0}$ and (cf. (206)) $D_{t} M v=w+L v_{0}+$ $\sum_{i_{2}=1}^{n_{2}} h_{i_{2}} y_{i_{2}}$.

## 6. An Application to a Concrete Case

Theorem 48 is here applied to determine the right functional framework where to search for the solution of an inverse problem arising in the theory of heat conduction for materials with memory. To this purpose, let $\Omega \varsubsetneqq \mathbf{R}^{N}, N \in \mathbf{N}$, be a bounded domain with boundary $\partial \Omega$ of class $C^{1,1}$ (cf. [36, p. 94]). If $\Omega$ represents a rigid thermal body with memory, then the linearized theory of heat flow yields the following equations linking the internal energy $e$, the heat flux $\mathbf{q}=$ $\left(q_{1}, \ldots, q_{N}\right)$, and the temperature $\Theta$ (cf. [32, 37-40]):

$$
\begin{gather*}
e(t, x)=e_{0}+a(0, x) \Theta(t, x)+\int_{0}^{t} D_{t} a(t-s, x) \Theta(s, x) \mathrm{d} s, \\
q_{j}(t, x)=-\sum_{i=1}^{r_{1}} b_{i}(0) C_{i, j}\left(x ; D_{x}\right) \Theta(t, x) \\
\quad-\sum_{i=1}^{r_{1}} \int_{0}^{t} D_{t} b_{i}(t-s) C_{i, j}\left(x ; D_{x}\right) \Theta(s, x) \mathrm{d} s \\
\quad j=1, \ldots, N, \\
D_{t} e(t, x)=-\operatorname{div}_{x} \mathbf{q}(t, x)+g(t, x) \\
 \tag{208}\\
=-\sum_{j=1}^{N} D_{x_{j}} q_{j}(t, x)+g(t, x) .
\end{gather*}
$$

Here $t \in I_{T}, I_{T}=[0, T], T>0, x=\left(x_{1}, \ldots, x_{N}\right) \in \Omega, r_{1} \in \mathbf{N}$, $e_{0} \in \mathbf{R}$, and $D_{t}=\partial / \partial t$, whereas the $C_{i, j}\left(x ; D_{x}\right.$ )'s represent the first-order linear differential operators

$$
\begin{align*}
C_{i, j}\left(\mathrm{x} ; D_{x}\right) & =\sum_{k=1}^{N} c_{i, j, k}(x) D_{x_{k}}, \quad x \in \bar{\Omega}  \tag{209}\\
i & =1, \ldots, r_{1}, \quad j=1, \ldots, N
\end{align*}
$$

where $c_{i, j, k} \in C^{1}(\bar{\Omega} ; \mathbf{R})$ and $D_{x_{k}}=\partial / \partial x_{k}, i=1, \ldots, r_{1}$, $j, k=1, \ldots, N$. According to the terminology of $[39,40]$, the functions $a, b_{i}, i=1, \ldots, r_{1}$, and $g$ are called, respectively, the energy-temperature relaxation function, the heat conduction
relaxation functions, and the heat supply function and we assume that they satisfy the following conditions:

$$
\begin{align*}
& \quad D_{t}^{k} a(\cdot, x) \in C\left(I_{T} ; \mathbf{R}\right), \quad k=0,1,2,  \tag{210}\\
& \quad a(0, x) \geq 0, \quad x \in \Omega, \\
& D_{t}^{k} b_{i} \in C\left(I_{T} ; \mathbf{R}\right), \quad k=0,1, \quad i=1, \ldots, r_{1},  \tag{211}\\
& \\
& \quad g \in C^{1}\left(I_{T} \times \Omega ; \mathbf{R}\right) .
\end{align*}
$$

Notice that, different from [32, 37-40], here the energytemperature relaxation function $a$ is assumed to depend also on the spatial variable $x \in \Omega$. In physical terms, this is equivalent to say that $\Omega$ represents a rigid inhomogeneous material with memory. Furthermore, in contrast with the quoted papers where only the cases $r_{1}=1$ and $C_{1, j}\left(x ; D_{x}\right)=$ $D_{x_{j}}$ are treated, here we have assumed that the history record of $\Omega$ is kept by an arbitrary number $r_{1} \in \mathbf{N}$ of heat conduction relaxation functions and that the $C_{i, j}$ 's are the more general first-order differential operators defined in (209).

By setting

$$
\begin{equation*}
\tilde{a}_{j, k}=\sum_{i=1}^{r_{1}} b_{i}(0) c_{i, j, k} \in C^{1}(\bar{\Omega} ; \mathbf{R}), \quad j, k=1, \ldots, N \tag{212}
\end{equation*}
$$

from (208) and (209), it thus follows that the temperature $\Theta$ must satisfy the following equation:

$$
\begin{align*}
a(0, x) & D_{t} \Theta(t, x)+D_{t} a(0, x) \Theta(t, x) \\
& +\int_{0}^{t} D_{t}^{2} a(t-s, x) \Theta(s, x) \mathrm{d} s-g(t, x) \\
= & \sum_{j, k=1}^{N} D_{x_{j}}\left[\widetilde{a}_{j, k}(x) D_{x_{k}} \Theta(t, x)\right] \\
& +\sum_{i=1}^{r_{1}} \int_{0}^{t} D_{t} b_{i}(t-s) \sum_{j=1}^{N} D_{x_{j}} C_{i, j}\left(x ; D_{x}\right) \Theta(s, x) \mathrm{d} s . \tag{213}
\end{align*}
$$

Let us now assume that $a$ is of the following special form:

$$
\begin{equation*}
a(t, x)=\sum_{n=1}^{2} m_{n}(x) u_{n}(t), \quad(t, x) \in I_{T} \times \Omega, \tag{214}
\end{equation*}
$$

where the functions $m_{n}$ and $u_{n}, n=1,2$, satisfy the following conditions (cf. (210)):

$$
\begin{gather*}
m_{n} \in L_{\infty}(\Omega), \quad n=1,2,  \tag{215}\\
m_{1} \geq 0, \quad m_{2}>0, \\
u_{n} \in C^{2}\left(I_{T} ; \mathbf{R}\right), \quad n=1,2,  \tag{216}\\
u_{2}(0)=0, \quad u_{1}(0)>0, \quad D_{t} u_{2}(0)>0 .
\end{gather*}
$$

Here, $L_{q}(\Omega)=L_{q}(\Omega ; \mathbf{R}), q \in[1, \infty]$, is the usual $L_{q}$ space with norm $\|\cdot\|_{q ; \Omega}\left(\mathrm{cf} .\left[36\right.\right.$, Chapter 7]). Using $m_{2}, u_{1}(0)$, $D_{t} u_{2}(0)>0$, for $t \in I_{T}$ and $x \in \Omega$ we now set

$$
\begin{gather*}
a_{0}(x)=-\left[u_{1}(0)\right]^{-1} m_{2}(x) D_{t} u_{2}(0)<0,  \tag{217}\\
a_{j, k}(x)=\left[u_{1}(0)\right]^{-1} \widetilde{a}_{j, k}(x), \quad j, k=1, \ldots, N,  \tag{218}\\
L\left(x ; D_{x}\right)=\sum_{j, k=1}^{N} D_{x_{j}}\left[a_{j, k}(x) D_{x_{k}}\right]+a_{0}(x),  \tag{219}\\
L_{i}\left(x ; D_{x}\right)=\left[u_{1}(0)\right]^{-1} \sum_{j=1}^{N} D_{x_{j}} C_{i, j}\left(x ; D_{x}\right),  \tag{220}\\
i=1, \ldots, r_{1}, \\
L_{r_{1}+n}\left(x ; D_{x}\right)=L_{r_{1}+n}(x)=\left[u_{1}(0)\right]^{-1} m_{n}(x),  \tag{221}\\
n=1,2, \\
k_{i}(t)=D_{t} b_{i}(t), \quad i=1, \ldots, r_{1},  \tag{222}\\
k_{r_{1}+n}(t)=-D_{t}^{2} u_{n}(t), \quad n=1,2, \\
\widetilde{g}(t, x)=\left[u_{1}(0)\right]^{-1} g(t, x),  \tag{223}\\
\lambda_{0}=-\left[u_{1}(0)\right]^{-1} D_{t} u_{1}(0) \in \mathbf{R} .
\end{gather*}
$$

Then, since (214)-(216) yield $a(0, x)=m_{1}(x) u_{1}(0)$ and $D_{t}^{k} a(t, x)=\sum_{n=1}^{2} m_{n}(x) D_{t}^{k} u_{n}(t), k=1,2$, if we multiply both sides of (213) by $\left[u_{1}(0)\right]^{-1}$ and use (218)-(223), we are led to the following basic differential equation for the temperature $\Theta$, where $n_{1}=r_{1}+2$ :

$$
\begin{align*}
& D_{t}\left[m_{1}(x) \Theta(t, x)\right] \\
& \qquad=\lambda_{0} m_{1}(x) \Theta(t, x)+L\left(x ; D_{x}\right) \Theta(t, x)+\widetilde{g}(t, x) \\
& \quad+\sum_{i=1}^{n_{1}} \int_{0}^{t} k_{i}(t-s) L_{i}\left(x ; D_{x}\right) \Theta(s, x) \mathrm{d} s,  \tag{224}\\
& \quad t \in I_{T}, \quad x \in \Omega .
\end{align*}
$$

We endow this differential equation with the initial condition $\Theta(0, x)=\Theta_{0}(x), x \in \Omega$, and the Dirichlet boundary condition $\Theta(t, x)=0, t \in I_{T}, x \in \partial \Omega$.

We now suppress the dependence on $x \in \Omega$, and we transform (224) in a degenerate integrodifferential Cauchy problem in a Banach space $X$. To this purpose, for every fixed $q \in(1, \infty)$ and observing that $m_{n} \in L_{\infty}(\Omega)$ implies that
$\left\|m_{n} u\right\|_{q ; \Omega} \leq\left\|m_{n}\right\|_{\infty ; \Omega}\|u\|_{q ; \Omega}$ for every $u \in L_{q}(\Omega), n=1,2$, we set

$$
\begin{gather*}
X=\mathscr{D}(M)=\mathscr{D}\left(L_{r_{1}+n}\right)=L_{q}(\Omega), \quad n=1,2,  \tag{225}\\
\mathscr{D}(L)=W_{q}^{2}(\Omega) \cap \dot{W}_{q}^{1}(\Omega), \quad \mathscr{D}\left(L_{i}\right)=W_{q}^{2}(\Omega),  \tag{226}\\
i=1, \ldots, r_{1}, \\
M, L_{r_{1}+n} \in \mathscr{L}(X), \quad M u=m_{1} u,  \tag{227}\\
L_{r_{1}+n} u=L_{r_{1}+n}(x) u, \quad u \in X, n=1,2, \\
L: \mathscr{D}(L) \subseteq X \longrightarrow X,  \tag{228}\\
L u=L\left(x ; D_{x}\right) u, u \in \mathscr{D}(L), \\
L_{i}: \mathscr{D}\left(L_{i}\right) \subseteq X \longrightarrow X, \\
L_{i} u=L_{i}\left(x ; D_{x}\right) u, \quad u \in \mathscr{D}\left(L_{i}\right), \quad i=1, \ldots, r_{1} . \tag{229}
\end{gather*}
$$

Here (cf. [36, Chapter 7]), $W_{q}^{k}(\Omega)=W_{q}^{k}(\Omega ; \mathbf{R}), k \in \mathbf{N} \cup\{0\}$, $q \in(1, \infty)$, denotes the usual Sobolev space endowed with the norm $\|\cdot\|_{k, q ; \Omega}\left(\left(W_{q}^{0}(\Omega),\|\cdot\|_{0, q ; \Omega}\right)=\left(L_{q}(\Omega),\|\cdot\|_{q ; \Omega}\right)\right)$, whereas $\dot{W}_{q}^{k}(\Omega)$ denotes the completion of $C_{0}^{\infty}(\Omega ; \mathbf{R})$ in $W_{q}^{k}(\Omega), C_{0}^{\infty}(\Omega ; \mathbf{R})$ being the set of all real-valued infinitely differentiable functions having compact support in $\Omega$. We further assume that there exists positive constant $\Lambda_{i}, i=$ $0, \ldots, r_{1}$, such that for every $(x, \xi) \in \bar{\Omega} \times \mathbf{R}^{N}$ the following inequalities hold:

$$
\begin{gather*}
\sum_{j, k=1}^{N} c_{i, j, k}(x) \xi_{j} \xi_{k} \geq \Lambda_{i}|\xi|^{2}, \quad i=1, \ldots, r_{1} \\
\sum_{j, k=1}^{r_{1}} b_{i}(0) \Lambda_{i} \geq \Lambda_{0} \tag{230}
\end{gather*}
$$

where $|\xi|^{2}=\sum_{l=1}^{N} \xi_{l}^{2}$. Therefore, from (212), (218), and (230) we get

$$
\begin{align*}
\sum_{j, k=1}^{N} a_{j, k}(x) \xi_{j} \xi_{k} & =\left[u_{1}(0)\right]^{-1} \sum_{i=1}^{r_{1}} b_{i}(0) \sum_{j, k=1}^{N} c_{i, j, k} \xi_{j} \xi_{k}  \tag{231}\\
& \geq\left[u_{1}(0)\right]^{-1} \Lambda_{0}|\xi|^{2}
\end{align*}
$$

From (225)-(231) it follows that $M, L$, and $L_{i}, i=1, \ldots, n_{1}$, are closed linear operators from $X$ to itself, and the relation $\mathscr{D}(L) \subsetneq \bigcap_{i=1}^{n_{1}}\left[\mathscr{D}(M) \cap \mathscr{D}\left(L_{i}\right)\right]=W_{q}^{2}(\Omega)$ holds. In addition, due to (212), (217), (218), and (231), from [36, Theorem 9.15 and Lemma 9.17], it follows that for every fixed $q \in(1, \infty)$ the operator $L$ admits an inverse operator $L^{-1} \in \mathscr{L}\left(X ; W_{q}^{2}(\Omega)\right)$. Hence, a fortiori, $L^{-1} \in \mathscr{L}(X)$ and so condition (161) is satisfied (observe also that $L^{-1} \in$ $\mathscr{L}\left(X ; W_{q}^{2}(\Omega)\right)$ implies that the norms $\|\cdot\|_{2, q ; \Omega}$ and $\|\cdot\|_{\mathscr{D}(L)}=$ $\|\cdot\|_{q ; \Omega}+\|L \cdot\|_{q ; \Omega}$ are equivalent on $\mathscr{D}(L)$. In fact, if $v \in \mathscr{D}(L)$,
then $\|v\|_{2, q ; \Omega}=\left\|L^{-1} L v\right\|_{2, q ; \Omega} \leq\left\|L^{-1}\right\|_{\mathscr{L}\left(X ; W_{q}^{2}(\Omega)\right)}\|v\|_{\mathscr{D}(L)} \leq$ $\widetilde{C}\left\|L^{-1}\right\|_{\mathscr{L}\left(X ; W_{q}^{2}(\Omega)\right)}\|v\|_{2, q ; \Omega}, \widetilde{\mathrm{C}}$ being a positive constant depending on $\left.\max _{j, k=1, \ldots, N}\left\|a_{j, k}\right\|_{C^{1}(\bar{\Omega} ; \mathbf{R})}\right)$. The closed graph theorem then yield $M L^{-1}, L_{i} L^{-1} \in \mathscr{L}(X), i=1, \ldots, n_{1}$. Moreover (cf. [19, formula (77)], and [41, formula (2.16)]), the following estimate holds (of course, here $X=L_{q}(\Omega ; \mathbf{R})$ is replaced with the more general $\left.X=L_{q}(\Omega ; \mathbf{C})\right)$ :

$$
\begin{equation*}
\left\|M(\lambda M-L)^{-1}\right\|_{\mathscr{L}(X)} \leq C(|\lambda|+1)^{-\beta}, \quad \forall \lambda \in \Sigma_{1}, \quad \beta=\frac{1}{q} \tag{232}
\end{equation*}
$$

where $\Sigma_{1}=\{z \in \mathbf{C}: \mathfrak{R e} z \geq-c(|\Im m z|+1), \mathfrak{J m} z \in \mathbf{R}\}, c$ being a suitable positive constant depending on $q$ and $\left\|m_{1}\right\|_{\infty ; \Omega}$. Hence, condition (H2) is satisfied with $X=L^{q}(\Omega)$ and $(\alpha, \beta)=(1,1 / q)$. Notice that, since $m_{1}$ may have zeros in $\Omega, M^{-1}$ is in general a m . l. operator, so that $A=L M^{-1}$ is determined by (cf. (162)):

$$
\begin{gather*}
\mathscr{D}(A)=M(\mathscr{D}(L))=\left\{m_{1} v: v \in \mathscr{D}(L)\right\}, \\
A u=\left\{L v: v \in \mathscr{D}(L) \text { such that } u=m_{1} v\right\}, \quad u \in \mathscr{D}(A) . \tag{233}
\end{gather*}
$$

Using the convolution operator $\mathscr{K}$ in (104) in which for the bilinear operator $\mathscr{P}$ we take the scalar multiplication in $X$, from (224)-(229) we finally obtain that the temperature $\Theta(t)=\Theta(t, \cdot)$ solves the following degenerate integrodifferential Cauchy problem in $X$ :

$$
\begin{align*}
D_{t}(M \Theta(t))= & {\left[\lambda_{0} M+L\right] \Theta(t) } \\
& +\sum_{i=1}^{n_{1}} \mathscr{K}\left(k_{i}, L_{i} \Theta\right)(t)+\widetilde{g}(t), \quad t \in I_{T},  \tag{234}\\
& \Theta(0)=\Theta_{0} .
\end{align*}
$$

Now, assume for a moment that we are interested in solving the inverse problem of recovering both the temperature $\Theta$ and the memory kernels $k_{1}, \ldots, k_{r_{1}}$ in (234). Clearly, due to (222), if we recover $k_{1}, \ldots, k_{r_{1}}$, then the heat conduction relaxation functions $b_{1}, \ldots, b_{r_{1}}$ will be known too, unless of the $r_{1}$ arbitrary constants $b_{i}(0), i=1, \ldots, r_{1}$. Indeed, $b_{1}(t)=$ $b_{i}(0)+\int_{0}^{t} k_{i}(s) \mathrm{d} s, t \in I_{T}$. To solve such an inverse problem, we need $r_{1}$ additional informations other than the initial condition $\Theta(0)=\Theta_{0}$, which, in general, suffices only to guarantee the well-posedness of the direct problem of recovering $\Theta$ in (234). Suppose then that the following additional pieces of information are given:

$$
\begin{equation*}
\Psi_{j}[M \Theta(t)]=g_{j}(t), \quad t \in I_{T}, j=1, \ldots, r_{1} \tag{235}
\end{equation*}
$$

where $\Psi_{j} \in X^{*}=\mathscr{L}(X ; \mathbf{R})$ and $g_{j} \in C^{2+v_{j}}\left(I_{T} ; \mathbf{R}\right), v_{j} \in(0,1)$, $j=1, \ldots, r_{1}$. We will search for a solution vector $\left(\Theta, k_{1}, \ldots, k_{r_{1}}\right)$ of the inverse problem (234) and (235) such that $\Theta \in C^{1+\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ and $k_{j} \in C^{\eta_{j}}\left(I_{T} ; \mathbf{R}\right), j=1, \ldots, r_{1}$, with the Hölder exponents $\delta$ and $\eta_{j}, j=1, \ldots, r_{1}$, to be
made precise in the sequel. We stress that here we will not solve completely the mentioned inverse problem. For, its detailed treatment would lead us out of the aims of this paper. Our intention here is only to highlight how the main results of Section 5 allow to determine the correct functional framework in which the solution of the inverse problem has to be searched. However, a complete treatment of the inverse problem will be the object of a future paper.

Assuming that $\Theta \in C^{1+\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ solves (234), we introduce the new unknown

$$
\begin{equation*}
v(t, x)=D_{t} \Theta(t, x) \Longleftrightarrow \Theta(t, x)=\Theta_{0}(x)+\int_{0}^{t} v(s, x) \mathrm{d} s . \tag{236}
\end{equation*}
$$

Then, differentiating (234) with respect to time and using

$$
\begin{array}{rl}
D_{t} & \mathscr{K}\left(k_{i}, L_{i} \Theta\right)(t) \\
& =D_{t} \int_{0}^{t} k_{i}(t-s) L_{i} \Theta(s) \mathrm{d} s=D_{t} \int_{0}^{t} k_{i}(s) L_{i} \Theta(t-s) \mathrm{d} s \\
& =k_{i}(t) L_{i} \Theta(0)+\int_{0}^{t} k_{i}(s) L_{i} D_{t} \Theta(t-s) \mathrm{d} s \\
& =k_{i}(t) L_{i} \Theta_{0}+\int_{0}^{t} k_{i}(t-s) L_{i} v(s) \mathrm{d} s, \tag{237}
\end{array}
$$

we find that $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ solves the following degenerate integrodifferential problem:

$$
\begin{align*}
& D_{t}(M v(t)) \\
& \begin{aligned}
&=\left[\lambda_{0} M+L\right] v(t)+\sum_{i=1}^{n_{1}}\left[\mathscr{K}\left(k_{i}, L_{i} v\right)(t)+k_{i}(t) y_{i}\right]+f(t), \\
& t \in I_{T}, \\
& M v(0)=M v_{0},
\end{aligned}
\end{align*}
$$

where $y_{i}=L_{i} \Theta_{0}, i=1, \ldots, n_{1}, f=D_{t} \widetilde{g}$ and $M v_{0}=\left[\lambda_{0} M+\right.$ $L] \Theta_{0}+\widetilde{g}(0, \cdot)$ (indeed, since $M$ is the multiplication operator by the function $m_{1}$ independent of $t$, from the differential equation in (234) with $t=0$ we get $M v(0)=M D_{t} \Theta(0)=$ $\left.\left[\lambda_{0} M+L\right] \Theta(0)+\widetilde{g}(0)\right)$. Of course, (238) is the special case $\left(i_{1}, i_{2}, n_{2}\right)=\left(i, i, n_{1}\right), h_{i}=k_{i}, i=1 \ldots, n_{1}$, of problem (160).

Conversely, assume that $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ solves (238). Then, the function $\Theta$ defined by (236) belongs to $C^{1+\delta}$ $\left(I_{T} ; \mathscr{D}(L)\right)$ and solves (234). Indeed, using the fact that $m_{1}$
does not depend on time and that $M, L$, and $L_{i}, i=1, \ldots, n_{1}$, are closed, we obtain

$$
\begin{align*}
D_{t}( & M \Theta(t))-\left[\lambda_{0} M+L\right] \Theta(t) \\
& -\sum_{i=1}^{n_{1}} \mathscr{K}\left(k_{i}, L_{i} \Theta\right)(t)-\widetilde{g}(t) \\
= & D_{t}\left[M\left(\Theta_{0}+\int_{0}^{t} v(s) \mathrm{d} s\right)\right] \\
& -\left[\lambda_{0} M+L\right]\left[\Theta_{0}+\int_{0}^{t} v(s) \mathrm{d} s\right] \\
& -\sum_{i=1}^{n_{1}} \int_{0}^{t} k_{i}(t-s) L_{i}\left[\Theta_{0}+\int_{0}^{s} v(\xi) \mathrm{d} \xi\right] \mathrm{d} s \\
& -\widetilde{g}(0)-\int_{0}^{t} D_{s} \widetilde{g}(s) \mathrm{d} s  \tag{239}\\
= & M v(t)-\left[\lambda_{0} M+L\right] \Theta_{0} \\
& -\int_{0}^{t}\left[\lambda_{0} M+L\right] v(s) \mathrm{d} s \\
& -\sum_{i=1}^{n_{1}} \int_{0}^{t} k_{i}(t-s) L_{i} \Theta_{0} \mathrm{~d} s \\
& -\sum_{i=1}^{n_{1}} \int_{0}^{t} k_{i}(t-s)\left[\int_{0}^{s} L_{i} v(\xi) \mathrm{d} \xi\right] \mathrm{d} s \\
& -\widetilde{g}(0)-\int_{0}^{t} f(s) \mathrm{d} s
\end{align*}
$$

Now, observe that

$$
\begin{align*}
& M v(t)= M v_{0}+\int_{0}^{t} D_{s}(M v(s)) \mathrm{d} s \\
&= {\left[\lambda_{0} M+L\right] \Theta_{0}+\widetilde{g}(0)+\int_{0}^{t} D_{s}(M v(s)) \mathrm{d} s, }  \tag{240}\\
& \int_{0}^{t} k_{i}(t-s) L_{i} \Theta_{0} \mathrm{~d} s=\int_{0}^{t} k_{i}(s) L_{i} \Theta_{0} \mathrm{~d} s=\int_{0}^{t} k_{i}(s) y_{i} \mathrm{~d} s, \\
& i=1, \ldots, n_{1}, \tag{241}
\end{align*}
$$

whereas an application of Fubini's theorem combined with the changes of variables $\xi=s-r, r-s=\tau$ and $t-s=\zeta$ easily yields for every $i=1, \ldots, n_{1}$ the following:

$$
\begin{aligned}
\int_{0}^{t} k_{i} & (t-s)\left[\int_{0}^{s} L_{i} v(\xi) \mathrm{d} \xi\right] \mathrm{d} s \\
\quad & =\int_{0}^{t} k_{i}(t-s)\left[\int_{0}^{s} L_{i} v(s-r) \mathrm{d} r\right] \mathrm{d} s \\
& =\int_{0}^{t}\left[\int_{s}^{t} k_{i}(t-r) L_{i} v(r-s) \mathrm{d} r\right] \mathrm{d} s
\end{aligned}
$$

$$
\begin{align*}
& =\int_{0}^{t}\left[\int_{0}^{t-s} k_{i}(t-s-\tau) L_{i} v(\tau) \mathrm{d} \tau\right] \mathrm{d} s \\
& =\int_{0}^{t} \mathscr{K}\left(k_{i}, L_{i} v\right)(t-s) \mathrm{d} s \\
& =\int_{0}^{t} \mathscr{K}\left(k_{i}, L_{i} v\right)(\zeta) \mathrm{d} \zeta=\int_{0}^{t} \mathscr{K}\left(k_{i}, L_{i} v\right)(s) \mathrm{d} s . \tag{242}
\end{align*}
$$

Therefore, replacing (240)-(242) in (239), it follows for every $t \in I_{T}$ that

$$
\begin{align*}
& D_{t}(M \Theta(t))-\left[\lambda_{0} M+L\right] \Theta(t)-\sum_{i=1}^{n_{1}} \mathscr{K}\left(k_{i}, L_{i} \Theta\right)(t)-\widetilde{g}(t) \\
&= \int_{0}^{t}\left\{D_{s}(M v(s))-\left[\lambda_{0} M+L\right] v(s)\right. \\
&\left.\quad-\sum_{i=1}^{n_{1}}\left[\mathscr{K}\left(k_{i}, L_{i} v\right)(s)+k_{i}(s) y_{i}\right]-f(s)\right\} \mathrm{d} s, \tag{243}
\end{align*}
$$

and the latter integral is equal to zero by virtue of (238). Since from (236) it follows that $\Theta(0)=\Theta_{0}$, we have thus shown that (234) and (238) are equivalent. Such an equivalence is the first step in solving the mentioned inverse problem of recovering the vector $\left(\Theta, k_{1}, \ldots, k_{r_{1}}\right)$ with the help of the additional information (235).

Let us now apply the linear functional $\Psi_{j}, j=1 \ldots, r_{1}$, to (238). Using

$$
\begin{align*}
\Psi_{j}\left[D_{t}^{k}(M v(t))\right] & =\Psi_{j}\left[M D_{t}^{k+1} \Theta(t)\right]=D_{t}^{k+1} \Psi_{j}[M \Theta(t)] \\
& =D_{t}^{k+1} g_{j}(t), \quad k=0,1 \tag{244}
\end{align*}
$$

we thus find the following system of $r_{1}$ equations for the $r_{1}$ unknown $k_{1}, \ldots, k_{r_{1}}$ :

$$
\begin{align*}
& \sum_{i=1}^{r_{1}} \Psi_{j}\left[y_{i}\right] k_{i}(t) \\
& =N_{j}(t)-\Psi_{j}[L v]-\sum_{i=1}^{n_{1}} \Psi_{j}\left[\mathscr{K}\left(k_{i}, L_{i} v\right)(t)\right]  \tag{245}\\
& \quad j=1, \ldots, r_{1}
\end{align*}
$$

where we have set (recall that $k_{r_{1}+n}=-D_{t} u_{n}, n=1,2$, are known)

$$
\begin{align*}
N_{j}(t)= & \left(D_{t}-\lambda_{0}\right) D_{t} g_{j}(t)-\Psi_{j}[f(t)] \\
& -\sum_{n=1}^{2} \Psi_{j}\left[y_{r_{1}+n}\right] k_{r_{1}+n}(t), \quad j=1, \ldots, r_{1} . \tag{246}
\end{align*}
$$

Therefore, if the matrix $\mathscr{U}:=\mathcal{U}_{\Psi_{1}, \ldots, \Psi_{r_{1}}}^{y_{1}, \ldots, y_{r_{1}}}=\left(\Psi_{i}\left[y_{j}\right]\right)_{i, j=1, \ldots, r_{1}}$ has determinant det $\mathscr{U} \neq 0$, then from Cramer's formula it follows that the solution $\left(k_{1}, \ldots, k_{r_{1}}\right)$ of (245) is given by

$$
\left.\begin{array}{rl}
k_{j}(t)= & {[\operatorname{det} \mathscr{U}]^{-1} \sum_{k=1}^{r_{1}}\{ }
\end{array} N_{k}(t)-\Psi_{k}[L v]\right\}
$$

with $\mathscr{U}_{k, j}, k, j=1, \ldots, r_{1}$, being the cofactor of the element $\Psi_{k}\left[y_{j}\right]$ of $\mathscr{U}$ (with the convention that $\mathscr{U}_{1,1}=1$ in the case of $r_{1}=1$ ). We have thus found a system of $r_{1}$ fixed-point equations for the $r_{1}$ unknown $k_{1}, \ldots, k_{r_{1}}$.

Now, let $Y_{\psi}^{r} \in\left\{(X, \mathscr{D}(A))_{\psi, r}, X_{A}^{\psi, r}\right\}, \psi \in(0,1), r \in[1, \infty]$, where $A$ is as in (233). Assume that $v_{0}$ in the initial condition $M v(0)=M v_{0}$ belongs to $\mathscr{D}(L)$ and that

$$
\begin{gather*}
k_{i} \in C^{\eta_{i}}\left(I_{T}, \mathbf{R}\right), \quad f \in C^{\mu}\left(I_{T} ; X\right), \quad \eta_{i}, \mu \in\left(\frac{1}{q^{\prime}}, 1\right), \\
i=1, \ldots, n_{1}, \\
y_{i} \in Y_{\gamma_{i}}^{p}, \quad v_{1}+f(0) \in Y_{\varphi}^{p}, \quad \gamma_{i}, \varphi \in\left(\frac{1}{q^{\prime}}, 1\right), \\
p \in[1, \infty], \quad i=1, \ldots, n_{1}, \tag{248}
\end{gather*}
$$

where $v_{1}=\left(\lambda_{0} M+L\right) v_{0}$ and $q^{\prime}$ is the conjugate exponent of $q \in(1, \infty)$. Then (cf. (179) with $\left(i_{1}, i_{2}, n_{2}\right)=\left(i, i, n_{1}\right)$, $(\alpha, \beta, Z)=(1,1 / q, \mathbf{R})$, and $\left.h_{i}=k_{i}, i=1, \ldots, n_{1}\right)$, problem (238) is equivalent to the fixed-point equation

$$
\begin{align*}
w(t) & =R\left(w, k_{1}, \ldots, k_{r_{1}}\right)(t)+\sum_{l=0}^{1} w_{l}\left(k_{1}, \ldots, k_{r_{1}}\right)(t)  \tag{249}\\
& =: T\left(w, k_{1}, \ldots, k_{r_{1}}\right)(t)
\end{align*}
$$

where $w=L\left(v-v_{0}\right)$ and

$$
\begin{align*}
& w_{0}\left(k_{1}, \ldots, k_{r_{1}}\right)=Q_{7} x_{0}+\sum_{i=1}^{n_{1}}\left[Q_{6}\left(k_{i}, L_{i} v_{0}\right)+Q_{5} \tilde{k}_{i}\right]+Q_{5} \tilde{f} \\
& w_{1}\left(k_{1}, \ldots, k_{r_{1}}\right)=- \sum_{i=1}^{n_{1}}\left[Q_{3}\left(k_{i}, L_{i} v_{0}\right)+Q_{4}\left(k_{i}, y_{i}\right)\right]-Q_{2} f \\
& R\left(w, k_{1}, \ldots, k_{r_{1}}\right)= \lambda_{0}\left[Q_{5}\left(A^{-1} w\right)-Q_{2}\left(A^{-1} w\right)\right] \\
&+\sum_{i=1}^{n_{1}}\left[Q_{6}\left(k_{i}, S_{i} w\right)-Q_{3}\left(k_{i}, S_{i} w\right)\right] \tag{250}
\end{align*}
$$

Here, the $Q_{j}$ 's, $j=2, \ldots, 6$, are defined by (106)-(110), $S_{i}=$ $L_{i} L^{-1}$, and the functions $\tilde{f}, \tilde{k}_{i}$ and $Q_{7} x_{0}$ are defined by $\widetilde{f}(t)=$
$f(t)-f(0), \widetilde{k}_{i}(t)=\left[k_{i}(t)-k_{i}(0)\right] y_{i}$, and $\left[Q_{7} x_{0}\right](t)=\left(\mathrm{e}^{t A}-\right.$ I) $x_{0}$, respectively, where (cf. (174)) $x_{0}=\sum_{i=1}^{n_{1}} k_{i}(0) y_{i}+v_{1}+$ $f(0)$.

Then, since $v=L^{-1} w+v_{0}$, if we set $R_{j}\left(w, k_{1}, \ldots, k_{r_{1}}\right)=$ $\widetilde{R}_{j}\left(L^{-1} w+v_{0}, k_{1}, \ldots, k_{r_{1}}\right), j=1, \ldots, r_{1}$, and

$$
\begin{align*}
& \Xi\left(w, k_{1}, \ldots, k_{r_{1}}\right) \\
& \quad=\left(T\left(w, k_{1}, \ldots, k_{r_{1}}\right), R_{1}\left(w, k_{1}, \ldots, k_{r_{1}}\right),\right.  \tag{251}\\
& \left.\quad \ldots, R_{r_{i}}\left(w, k_{1}, \ldots, k_{r_{1}}\right)\right)
\end{align*}
$$

from (247) and (249) we deduce that to solve the inverse problems (234) and (235) for the unknown vector ( $\Theta, k_{1}, \ldots, k_{r_{1}}$ ), it suffices to show that the fixed-point equation

$$
\begin{equation*}
\left(w, k_{1}, \ldots, k_{r_{1}}\right)=\Xi\left(w, k_{1}, \ldots, k_{r_{1}}\right) \tag{252}
\end{equation*}
$$

has a unique solution. In general, this will be done by proving that $\Xi$ is a contraction map in the Banach space

$$
\begin{gather*}
Z_{\delta, \eta_{1}, \ldots, \eta_{r_{1}}}=C^{\delta}\left(I_{T} ; X\right) \times C^{\eta_{1}}\left(I_{T} ; \mathbf{R}\right) \times \cdots \times C^{\eta_{r_{1}}}\left(I_{T} ; \mathbf{R}\right) \\
\left\|\left(f_{0}, f_{1}, \ldots, f_{r_{1}}\right)\right\|_{Z_{\delta, \eta_{1}, \ldots, \eta_{r_{1}}}} \\
\quad=\left\|f_{0}\right\|_{\delta, 0, T ; X}+\left\|f_{1}\right\|_{\eta_{1}, 0, T ; \mathbf{R}}+\cdots+\left\|f_{r_{1}}\right\|_{\eta_{r_{1}, 0, T ; \mathbf{R}^{\prime}}} \tag{253}
\end{gather*}
$$

at least for opportunely chosen Hölder exponents $\delta \in(0,1)$ and $\eta_{i} \in\left(1 / q^{\prime}, 1\right), i=1, \ldots, r_{1}$, and, eventually, sufficiently small values of $T>0$. It is just in the choice of $\delta$ and the $\eta_{i}$ 's that the main result of Section 5 plays a key role. The Hölder exponents have to be chosen so that the direct problem (234) in which the $k_{i}$ 's are assumed to be known is well posed. Due to the shown equivalence between problems (234) and (238), the well-posedness of the direct problem (234) is then a consequence of Theorem 48 and formula (236). More precisely, recalling Remark 50 for the case $\alpha=1$, an application of that theorem yields the following maximal time regularity result for the solution $\Theta$ of (234).

Theorem 57. Let $X, \mathscr{D}(M), \mathscr{D}(L)$, and $\mathscr{D}\left(L_{i}\right), i=1, \ldots, n_{1}$, $n_{1}=r_{1}+2, r_{1} \in \mathbf{N}$, be defined by (225) and (226) with $q \in$ (1,2). Let $M, L$, and $L_{i}, i=1, \ldots, n_{1}$, be defined by (227)(229) through (209), (212), and (215)-(221), and let (230) and (231) be satisfied. Further, let $(A, \mathscr{D}(A))$ be defined by (233), and let $Y_{\psi}^{r} \in\left\{(X, \mathscr{D}(A))_{\psi, r}, X_{A}^{\psi, r}\right\}, \psi \in(0,1), r \in[1, \infty]$. Let $\eta_{i} \in\left(1 / q^{\prime}, 1\right)$ and $\gamma_{i}, \varphi \in\left(2 / q^{\prime}, 1\right), i=1, \ldots, n_{1}$, and assume that

$$
k_{i} \in C^{\eta_{i}}\left(I_{T} ; \mathbf{R}\right), \quad i=1, \ldots, n_{1}, \quad \Theta_{0} \in \mathscr{D}(L)
$$

$\left(\lambda_{0} M+L\right) \Theta_{0}+\widetilde{g}(0, \cdot)=M v_{0}$ for some $v_{0} \in \mathscr{D}(L)$,

$$
L_{i} \Theta_{0} \in Y_{\gamma_{i}}^{r}, \quad v_{1}+D_{t} \tilde{g}(0, \cdot) \in Y_{\varphi}^{r}, \quad i=1, \ldots, n_{1}
$$

$$
\begin{equation*}
r \in[1, \infty] \tag{254}
\end{equation*}
$$

where $k_{i}, i=1, \ldots, n_{1}, \tilde{g}$ and $\lambda_{0}$ are defined by (222) and (223) through (211) and (216), whereas $v_{1}=\left(\lambda_{0} M+L\right) v_{0}$. Let $\gamma=$ $\min _{i=1, \ldots, n_{1}}\left\{\gamma_{i}, \varphi\right\}$ and $\tau=\min _{i=1, \ldots, n_{1}}\left\{\eta_{i}, \gamma-1 / q^{\prime}\right\}$, and let $I_{1,1 / q, \tau} \subseteq\left(1 / q^{\prime}, 1 / 2\right)$ be the interval defined by (cf. (207) with $\beta=1 / q$ )

$$
\begin{align*}
& I_{1,1 / q, \tau}=\left(\frac{1}{q^{\prime}}, \tau\right], \quad \text { if } \tau \in\left(\frac{1}{q^{\prime}}, \frac{1}{2}\right),  \tag{255}\\
& I_{1,1 / q, \tau}=\left(\frac{1}{q^{\prime}}, \frac{1}{2}\right), \quad \text { if } \tau \in\left[\frac{1}{2}, 1\right) .
\end{align*}
$$

Then, for every fixed $\delta \in I_{1,1 / q, \tau}$ problem (234), or, equivalently, problem (224), admits a unique strict solution $\Theta \in C^{1+\delta}$ $\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $D_{t} \Theta(0)=v_{0}$ and such that $D_{t} M \Theta, L \Theta \in$ $C^{1+\delta}\left(I_{T} ; X\right)$, provided that $D_{t} \tilde{g} \in C^{\mu}\left(I_{T} ; X\right), \mu \in\left[\delta+1 / q^{\prime}, 1\right)$.

Proof. Apply Theorem 48 with $\left(i_{1}, i_{2}, n_{2}\right)=\left(i, i, n_{1}\right),(\alpha, \beta$, $Z)=(1,1 / q, \mathbf{R})$, and $h_{i}=k_{i}, i=1, \ldots, n_{1}$, to the equivalent problem (238). Since $M$ is the multiplication operator by the function $m_{1}$ independent of $t$, the assertion then follows from $D_{t} \Theta=v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right), D_{t} \Theta(0)=v(0), D_{t} L \Theta=L v \in$ $C^{\delta}\left(I_{T} ; X\right)$ and $D_{t}^{2} M \Theta=D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$.

Larger values of $q$ in Theorem 57 can be obtained assuming more smoothness and some order of vanishing for the function $m_{1}$. In fact, let $m_{1} \in C^{1}(\bar{\Omega})$ be such that the following estimate holds for some positive constant $K$ :

$$
\begin{align*}
\left|\nabla m_{1}(x)\right|:=\left\{\sum_{j=1}^{N}\left[D_{x_{j}} m_{1}(x)\right]^{2}\right\}^{1 / 2} & \leq K\left[m_{1}(x)\right]^{\vartheta},  \tag{256}\\
& x \in \bar{\Omega}, \quad \vartheta \in(0,1) .
\end{align*}
$$

Then (232) holds with $\beta=1 / q$ being replaced by (cf. [41, formulae (3.23) and (4.41)]):

$$
\begin{align*}
& \beta=\frac{1}{2-\vartheta}, \quad \text { if } q \in(2-\vartheta, 2) \\
& \beta=\frac{2}{q(2-\vartheta)}, \quad \text { if } q \in[2, \infty) \tag{257}
\end{align*}
$$

(precisely, in [41, formula (3.23)] it is shown that $(|\lambda|+$ 1) $\|M u\|_{q ; \Omega}^{q(2-9) / 2} \leq C_{q}\left[\|f\|_{q ; \Omega}\|M u\|_{q ; \Omega}^{-1+q(2-9) / 2}+\|f\|_{q ; \Omega}^{q(2-9) / 2}\right]$, where $u=(\lambda M-L)^{-1} f$ and $q \in[2, \infty)$. Using (cf. [41, formula (2.15)]) $\|M u\|_{q ; \Omega} \leq\left\|m_{1}\right\|_{\infty ; \Omega}\|u\|_{q ; \Omega} \leq C\left\|m_{1}\right\|_{\infty ; \Omega}$ $\|f\|_{q ; \Omega}$, we thus find that $(|\lambda|+1)\|M u\|_{q ; \Omega}^{q(2-9) / 2} \leq C_{q}[(C$ $\left.\left.\left\|m_{1}\right\|_{\infty ; \Omega}\right)^{-1+q(2-9) / 2}+1\right]\|f\|_{q ; \Omega}^{q(2-9) / 2}$; that is, $\| M(\lambda M-$ $L)^{-1} \|_{\mathscr{L}(X)} \leq\left\{C_{q}\left[\left(C\left\|m_{1}\right\|_{\infty ; \Omega}\right)^{-1+q(2-9) / 2}+1\right]\right\}^{2 /[q(2-9)]}(|\lambda|+$ $\left.1)^{-2 /[q(2-9)]}\right)$. Under (256) we thus find the following better result, where $q$ may be greater than two.

Theorem 58. Let (256) holds, and let $X,(M, \mathscr{D}(M))$, (L, $\mathscr{D}$ (L)), $\left(L_{i}, \mathscr{D}\left(L_{i}\right)\right), i=1, \ldots, n_{1}$, be as in Theorem 57, but with $q \in(2-\vartheta, 2) \cup[2,4 /(2-\vartheta))$. Let $(254)$ be fulfilled, but with $\eta_{i} \in(1-\beta, 1)$ and $\gamma_{i}, \varphi \in(2-2 \beta, 1), i=1, \ldots, n_{1}$, where $\beta$ is as
in (257). Let $\gamma=\min _{i=1, \ldots, n_{1}}\left\{\gamma_{i}, \varphi\right\}$ and $\tau=\min _{i=1, \ldots, n_{1}}\left\{\eta_{i}, \beta+\right.$ $\gamma-1\}$, and let $I_{1, \beta, \tau}$ be as in (207). Then, for every fixed $\delta \in I_{1, \beta, \tau}$ problem (234), or, equivalently, problem (224), admits a unique strict solution $\Theta \in C^{1+\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $D_{t} \Theta(0)=v_{0}$ and such that $D_{t} M \Theta, L \Theta \in C^{1+\delta}\left(I_{T} ; X\right)$, provided that $D_{t} \tilde{g} \in$ $C^{\mu}\left(I_{T} ; X\right), \mu \in[\delta+1-\beta, 1)$.

Proof. It suffices to observe that for every $\vartheta \in(0,1)$ and $q \in$ $(2-\vartheta, 2) \cup[2,4 /(2-\vartheta))$, the number $\beta$ in (257) satisfies $\beta>$ $1 / 2$. Hence, proceeding as in the proofs of Theorem 57 , except for replacing there $\beta=1 / q$ with $\beta$ as in (257), we get the assertion.

## Appendix

Here we clarify why the definition of $Q_{2}$ in [20] has to be modified in accordance to that in this paper. To avoid confusion with the present notation, we will denote the operator $Q_{2}$ in [20] with $S_{2}$. Precisely, in [20, formula (4.12)], $S_{2}$ was defined as follows:

$$
\begin{equation*}
\left[S_{2} g_{2}\right](t):=\int_{0}^{t}\left[(-A)^{1}\right]^{\circ} \mathrm{e}^{(t-s) A} g_{2}(s) \mathrm{d} s, \quad t \in[0, T] \tag{A.1}
\end{equation*}
$$

and considered as acting on functions $g_{2} \in C_{0}^{\delta_{2}}([0, T] ; X)$, $\delta_{2} \in((3-2 \alpha-\beta) / \alpha, 1), 3 \alpha+\beta>3$. Even though $g_{2}(0)=0$, formula (A.1) may have no sense, since

$$
\begin{equation*}
\left\|S_{2} g_{2}(t)\right\|_{X} \leq \tilde{c}_{\alpha, \beta, 1}\left|g_{2}\right|_{\delta_{2}, 0, t ; X} \int_{0}^{t}(t-s)^{(\beta-2) / \alpha} s^{\delta_{2}} \mathrm{~d} s \tag{A.2}
\end{equation*}
$$

and the integral on the right is not convergent, the exponent $(\beta-2) / \alpha$ being less or equal than -1 . It is for this reason that $g_{2}(s)$ in (A.1) has to be replaced with the increment $g_{2}(s)-$ $g_{2}(t)$ as in formula (106) (see inequality (118)) and to introduce the operator $Q_{5}$ as in (109). Of course, as a consequence, the definitions of $Q_{3}$ and $Q_{4}$ in [20, Lemmas 4.6 and 4.8] as $S_{2} \mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)$ and $S_{2}\left(g_{4} y\right)$, respectively, have to be changed too in accordance with the present formulae (107) and (108) containing the increments $\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)(s)-\mathscr{K}\left(g_{3_{1}}, g_{3_{2}}\right)(t)$ and $\left[g_{4}(s)-g_{4}(t)\right] y$. To this purpose, we want to make clear that, contrarily to [20, Lemma 4.4], the statement and the proof of [20, Lemma 4.8] is correct, since there the function inside the integral on the right-hand side of (A.1) takes its values in an opportune intermediate space $X_{A}^{\theta, r}$. However, the correctness of that lemma does not suffice to proceed as in [20, Section 5] to solve problem (160) with $n_{1}=n_{2}=1$.

For the reader's convenience we thus now indicate how to change the definitions of the functions $w_{j}, j=0,1$, and the operator $R w$ in [20, formulae (5.8)-(5.10)], and we state the amended version of [20, Theorems 5.6 and 5.7]. First, according to [20] where only this case was treated, let $n_{1}=$ $n_{2}=1$ in problem (160), and write $k, h, y$ in place of $k_{1}, h_{1}$ and $y_{1}$, respectively. Then, under the same assumptions on the vector $(\alpha, \beta, k, h, f)$ as those in the present Section 5 , it can
be shown that problem (160) with $n_{1}=n_{2}=1$ is equivalent to the fixed-point equation (179), where (cf. (180)-(182))

$$
\begin{gather*}
w_{0}=Q_{7} x_{0}+Q_{6}\left(k, L_{1} v_{0}\right)+Q_{5} \tilde{h}+Q_{5} \tilde{f} \\
w_{1}=-Q_{3}\left(k, L_{1} v_{0}\right)-Q_{4}(h, y)-Q_{2} f \\
R w:=\lambda_{0}\left[Q_{5}\left(A^{-1} w\right)-Q_{2}\left(A^{-1} w\right)\right]  \tag{A.3}\\
+Q_{6}(k, S w)-Q_{3}(k, S w)
\end{gather*}
$$

Here, $x_{0}=v_{1}+h(0) y+f(0), v_{1}=\left(\lambda_{0} M+L\right) v_{0}$, is the value at $t=0$ of the function $F_{w}$ defined by (169) with $n_{l}=n_{2}=1$, $Q_{7} x_{0}, \tilde{f}$ and $\widetilde{h}$ are defined, respectively, by $\left(\mathrm{e}^{t A}-I\right) x_{0}, f(t)-$ $f(0)$ and $[h(t)-h(0)] y, S$ is the operator $L_{1} L^{-1} \in \mathscr{L}(X)$, and the $Q_{j}$ 's, $j=2, \ldots, 6$, are as in (106)-(110). Formulae (A.3) replace the definitions of $w_{0}, w_{1}$ and $R w$ in [20, formulae (5.8)-(5.10)]. Therefore, from Lemmas 42, 45, and 46 and Corollary 44 with $n_{1}=n_{2}=1$ we obtain the following version of Theorem 48.

Theorem A.1. Assume (161) and $v_{0} \in \mathscr{D}(L)$, and let $5 \alpha+2 \beta>$ 6 in (H2). Assume that $k \in C^{\eta}\left(I_{T} ; Z\right), h \in C^{\sigma}\left(I_{T} ; \mathbf{C}\right), y \in Y_{\theta}^{r}$, and $\left(\lambda_{0} M+L\right) v_{0}+f(0) \in Y_{\varphi}^{r}$, where $\eta, \sigma \in((3-2 \alpha-\beta) / \alpha, 1)$, $\theta, \varphi \in(5-3 \alpha-2 \beta, 1)$, and $r \in[1, \infty]$. Let $\gamma=\min \{\theta, \varphi\}$ and $\tau=\min \{\eta, \sigma,(\alpha+\beta+\gamma-2) / \alpha\}$. Then, for every fixed $\delta \in I_{\alpha, \beta, \tau}$ the problem

$$
\begin{gather*}
D_{t}(M v(t))=\left[\lambda_{0} M+L\right] v(t)+\mathscr{K}\left(k, L_{1} v\right)(t) \\
+h(t) y+f(t), \quad t \in I_{T},  \tag{A.4}\\
M v(0)=M v_{0}
\end{gather*}
$$

admits a unique strict solution $v \in C^{\delta}\left(I_{T} ; \mathscr{D}(L)\right)$ satisfying $v(0)=v_{0}$ and such that $L v, D_{t} M v \in C^{\delta}\left(I_{T} ; X\right)$, provided that $f \in C^{\mu}\left(I_{T} ; X\right), \mu \in[\delta+(3-2 \alpha-\beta) / \alpha, 1)$.

Theorem A. 1 substitutes [20, Theorem 5.6 and 5.7]. Notice that, differently than [20], here only one statement occurs. In fact, the more suitable procedure followed in this paper makes the separation in [20] of two distinct intervals in which $\gamma$ may vary totally unneeded. Finally, letting $n_{1}=n_{2}=1$ in Theorems 52, 5.14, 54, and 56, we obtain the correct versions of [20, Theorems 5.11, 53, and 5.16] for the subcases of (A.4) corresponding to the choices $\lambda_{0}=h=0, \lambda_{0}=f=0$, $\lambda_{0}=k=h=0$, and $\lambda_{0}=k=f=0$, respectively. For saving space, we leave this easy task to the reader.
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#### Abstract

A numerical technique based on reproducing kernel methods for the exact solution of linear Volterra integral equations system of the second kind is given. The traditional reproducing kernel method requests that operator a satisfied linear operator equation $A u=f$, is bounded and its image space is the reproducing kernel space $W_{2}^{1}[a, b]$. It limits its application. Now, we modify the reproducing kernel method such that it can be more widely applicable. The $n$-term approximation solution obtained by the modified method is of high accuracy. The numerical example compared with other methods shows that the modified method is more efficient.


## 1. Introduction

The purpose of this paper is to solve a system of linear Volterra integral equations

$$
\begin{equation*}
F(s)=G s+\int_{a}^{b} K(s, t) F(t) d t, \quad s \in[0,1] \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& F(s)=\left[f_{1}(s), f_{2}(s), \ldots, f_{n}(s)\right]^{T} \\
& G(s)=\left[g_{1}(s), g_{2}(s), \ldots, g_{n}(s)\right]^{T}  \tag{2}\\
& K(s, t)=\left[k_{i, j}\right], \quad i, j=1,2, \ldots, n
\end{align*}
$$

In (1), the functions $K$ and $G$ are given, and $F$ is the solution to be determined. We assume that (1) has a unique solution. Volterra integral equation arises in many physical applications, for example, potential theory and Dirichlet problems, electrostatics, mathematical problems of radiative equilibrium, the particle transport problems of astrophysics and reactor theory, and radiative heat transfer problems [1-5]. Several valid methods for solving Volterra integral equation have been developed in recent years, including power series method [6], Adomain's decomposition method [7], homotopy perturbation method [8, 9], block by block method [10], and expansion method [11].

Since the reproducing kernel space $W_{2}^{1}[a, b]$, which is a special Hilbert space, is constructed in 1986 [12], the reproducing kernel theory has been applied successfully to many linear and nonlinear problems, such as differential equation, population model, and many other equations appearing in physics and engineering [12-21]. The traditional reproducing kernel method is limited, because it requires that the image space of operator $A$ in linear operator equation $A u=f$ is $W_{2}^{1}[a, b]$ and operator $A$ must be bounded. In order to enlarge its application range, the MRKM removes the boundedness of $A$ and weakens its image space to $L^{2}[a, b]$. Subsequently, we apply the MRKM to obtain the series expression of the exact solution for (1). The $n$-term approximation solution is provided by truncating the series. The final numerical comparisons between our method and other methods show the efficiency of the proposed method. It is worth to mention that the MRKM can be generalized to solve other system of linear equations.

## 2. Preliminaries

2.1. The Reproducing Kernel Space $W_{2}^{1}[0,1]$. The reproducing kernel space $W_{2}^{1}[0,1]$ consists of all absolute continuous realvalued functions, which defined on the closed interval $[0,1]$, and the first derivative functions belong to $L^{2}[0,1]$.

The inner product and the norm are equipped with

$$
\begin{gather*}
(u, v)_{w_{2}^{1}}=u(0) v(0)+\int_{0}^{1} u^{\prime}(x) v^{\prime}(x) d x, \quad \forall u, v \in w_{2}^{1} \\
\|u\|_{W_{2}^{1}}=\sqrt{(u, v)_{w_{2}^{1}}} \tag{3}
\end{gather*}
$$

Theorem 1. $W_{2}^{1}[0,1]$ is a reproducing kernel space with reproducing kernel [22]

$$
R_{x}(y)= \begin{cases}1+y, & y \leq x  \tag{4}\\ 1+x, & y>x\end{cases}
$$

that is, for every $x \in[0,1]$ and $u \in W_{2}^{1}$, it follows that

$$
\begin{equation*}
\left(u(y), R_{x}(y)\right)_{w_{2}^{1}}=u(x) \tag{5}
\end{equation*}
$$

2.2. The Reproducing Kernel Space $W_{2}^{2}[0,1]$. The reproducing kernel space $W_{2}^{2}[0,1]$ consists of all real-valued functions in which the first derivative functions are absolute continuous on the closed interval $[0,1]$ and the second derivative functions belong to $L^{2}[0,1]$.

The inner product and the norm are equipped with

$$
\begin{align*}
& (u, v)_{W_{2}^{2}}=\sum_{k=0}^{1} u^{(k)}(0) v^{(k)}(0) \\
& \quad+\int_{0}^{1} u^{\prime \prime}(x) v^{\prime \prime}(x) d x, \quad \forall u, v \in W_{2}^{2}[0,1]  \tag{6}\\
& \quad\|u\|_{W_{2}^{2}}=\sqrt{(u, u)_{w_{2}^{2}}} .
\end{align*}
$$

Theorem 2. $W_{2}^{2}[0,1]$ is a reproducing kernel space with reproducing kernel [22]

$$
Q(x, y)= \begin{cases}1+x \times y+\frac{x \times y^{2}}{2}-\frac{y^{3}}{6} & y \leq x  \tag{7}\\ 1+x \times y+\frac{x^{2} \times y}{2}-\frac{x^{3}}{6}, & y>x\end{cases}
$$

that is, for every $x \in[0,1]$ and $u \in W_{2}^{2}$, it follows that

$$
\begin{equation*}
(u(y), Q(x, y))_{w_{2}^{2}}=u(x) \tag{8}
\end{equation*}
$$

The proof of Theorems 1 and 2 can be found in [23].
2.3. Hilbert Space E. Hilbert space $E$ is defined by

$$
\begin{equation*}
E=\bigoplus_{i=1}^{n} W_{2}^{1}=\left\{\left(u_{1}, \ldots, u_{n}\right)^{T} \mid u_{i} \in w_{2}^{1}, i=1, \ldots, n\right\} . \tag{9}
\end{equation*}
$$

The inner product and the norm are given by

$$
\begin{align*}
(u, v)_{E} & =\sum_{i=1}^{n}\left(u_{i}, v_{i}\right)_{w_{2}^{1}}  \tag{10}\\
\|u\|_{E} & =\sqrt{(u, u)_{E}}
\end{align*}
$$

It is easy to prove that $E$ is a Hilbert space.

## 3. The Exact Solution of (1)

3.1. Identical Transformation of (1). Consider the $i$ th equation of (1):

$$
\begin{equation*}
f_{i}(s)-\sum_{j=1}^{n} \int_{0}^{s} K_{i j}(s, t) f_{j}(t) d t=g_{i}(s) \tag{11}
\end{equation*}
$$

Define operator $A_{i j}: W_{2}^{1} \rightarrow L^{2}[0,1], j=1, \ldots, n$,

$$
A_{i j}= \begin{cases}u(s)-\int_{0}^{1} k_{i j}(s, t) u(t) d t, & j=i  \tag{12}\\ -\int_{0}^{s} k_{i j}(s, t) u(t) d t, & j \neq i\end{cases}
$$

where $u \in W_{2}^{1}$. Then, (1) can be turned into

$$
\begin{gather*}
A_{11} f_{1}+A_{12} f_{2}+\cdots+A_{1 n} f_{1 n}=g_{1}(s) \\
A_{21} f_{1}+A_{22} f_{2}+\cdots+A_{2 n} f_{1 n}=g_{2}(s)  \tag{13}\\
\vdots \\
A_{n 1} f_{1}+A_{n 2} f_{2}+\cdots+A_{n n} f_{1 n}=g_{n}(s),
\end{gather*}
$$

where $F(s)=\left[f_{1}(s), f_{2}(s), \ldots, f_{n}(s)\right]^{T} \in E$.
3.2. The Exact solution of (1). Let $\left\{x_{i}\right\}_{i=1}^{\infty}$ be a dense subset of interval $[0,1]$, and define

$$
\begin{gather*}
\Psi_{i j}(x)=\left(\left.A_{j_{1}, y} R_{x}(y)\right|_{y=x_{i}},\left.A_{j_{2}, y} R_{x}(y)\right|_{y=x_{i}}, \ldots,\right. \\
\left.\left.A_{j_{n}, y} R_{x}(y)\right|_{y=x_{i}}\right)^{T} \tag{14}
\end{gather*}
$$

for every $j=1,2, \ldots, n, i=1,2, \ldots$; the subscript $y$ of $A_{i j, y}$ means that the operator $A_{i j}$ acts on the function of $y$. It is easy to prove that $\Psi_{i j} \in E$.

Theorem 3. $\left\{\Psi_{i 1}, \Psi_{i 2}, \ldots, \Psi_{i n}\right\}_{i=1}^{\infty}$ is complete in E.
Proof. Take $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T} \in E$ such that $\left(u(x), \Psi_{i j}(x)\right)$ $=0$ for every $j=1,2, \ldots, n, i=1,2, \ldots$.

From this fact, it holds that

$$
\begin{aligned}
& \left(u(x), \Psi_{i j}(x)\right) \\
& \quad=\left(\left(u_{1}, u_{2}, \ldots, u_{n}\right)^{T},\right.
\end{aligned}
$$

$$
\left(\left.A_{j 1, y} R_{x}(y)\right|_{y=x_{i}}\right.
$$

$$
\begin{equation*}
\left.\left.\left.A_{j 2, y} R_{x}(y)\right|_{y=x_{i}}, \ldots,\left.A_{j n, y} R_{x}(y)\right|_{y=x_{i}}\right)^{T}\right) \tag{15}
\end{equation*}
$$

$$
=\left.\sum_{k=1}^{n} A_{j k, y}\left(u_{k}(x), R_{x}(y)\right)_{w_{2}^{1}}\right|_{y=x_{i}}
$$

$$
=\sum_{k=1}^{n} A_{j k} u_{k}\left(x_{i}\right)=0
$$

for every $j=1,2, \ldots, n$. The dense $\left\{x_{i}\right\}_{i=1}^{\infty}$ assumes that

$$
\begin{align*}
A_{11} u_{1}+A_{12} u_{2}+\cdots+A_{1 n} u_{n} & =0 \\
A_{21} u_{1}+A_{22} u_{2}+\cdots+A_{2 n} u_{n} & =0  \tag{16}\\
& \vdots \\
A_{n 1} u_{1}+A_{n 2} u_{2}+\cdots+A_{n n} u_{n}= & 0
\end{align*}
$$

Since (16) has a unique solution, it follows that $u=$ $u_{1}, u_{2}, \ldots, u_{n}^{T}=0$. This completes the proof.

We arrange $\Psi_{11}, \Psi_{12}, \ldots, \Psi_{1 n}, \Psi_{21}, \Psi_{22}, \ldots, \Psi_{2 n}, \ldots, \Psi_{i 1}, \Psi_{i 2}$, $\ldots, \Psi_{i n}, \ldots$, denoted by $\left\{r_{i}\right\}_{i=1}^{\infty}$; that is, $r_{1}=\Psi_{11}, r_{2}=\Psi_{12}$, $\ldots, r_{n}=\Psi_{1 n}, r_{n+1}=\Psi_{21}, r_{n+2}=\Psi_{22}, \ldots, r_{n+n}=\Psi_{2 n}, \ldots$. In a general way, $r_{(i-1) n+j}=\Psi_{i j}, i=1,2,3, \ldots ; j=1$, $2, \ldots, n$. The orthogonal basis $\left\{\bar{r}_{i}\right\}_{i=1}^{\infty}$ in $E$ from Gram-Schmidt orthogonalization of $\left\{r_{i}\right\}_{i=1}^{\infty}$ is as follows:

$$
\begin{equation*}
\bar{r}_{i}=\sum_{k=1}^{i} \beta_{i k} r_{k}, \quad i=1,2, \ldots . \tag{17}
\end{equation*}
$$

Theorem 4. The exact solution of (1) can be expressed by

$$
\begin{equation*}
F(x)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k} \rho_{k} \bar{r}_{i}(x), \tag{18}
\end{equation*}
$$

where $\rho_{k}=\left(F(x), r_{k}\right)_{E} ;$ if $r_{k}=\Psi_{j l}$, then $\rho_{k}=g_{l}\left(x_{j}\right)$.
Proof. Assume that $F(x)$ is the exact solution of (1). $F(x)$ can be expanded to Fourier series in terms of normal orthogonal basis $\left\{\bar{r}_{i}(x)\right\}_{i=1}^{\infty}$ in $E$ :

$$
\begin{equation*}
F(x)=\sum_{i=1}^{\infty}\left(F, \bar{r}_{i}\right)_{E} \bar{r}_{i}(x)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k}\left(F, r_{k}\right)_{E} \bar{r}_{i}(x) \tag{19}
\end{equation*}
$$

if $\rho_{k}=\left(F, r_{k}\right)_{E}$, then

$$
\begin{equation*}
F(x)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i j} \rho_{k} \bar{r}_{i}(x) . \tag{20}
\end{equation*}
$$

When $r_{k}=\Psi_{j l}$, it holds that

$$
\begin{equation*}
\rho_{k}=\left(F, \Psi_{j l}\right)=\sum_{k=1}^{n} A_{l k} u_{k}\left(x_{j}\right)=g_{l}\left(x_{j}\right) . \tag{21}
\end{equation*}
$$

Corollary 5. The approximate solution of (1) is

$$
\begin{equation*}
F_{m}(x)=\sum_{i=1}^{m} \sum_{k=1}^{i} \beta_{i k} \rho_{k} \bar{r}_{i}(x)=\left(f_{1, m}, f_{2, m}, \ldots, f_{n, m}\right)^{T} \tag{22}
\end{equation*}
$$

and $f_{i, m}(x)$ converges uniformly to $f_{i}(x)$ on $[0,1]$ as $m \rightarrow \infty$ for every $i=1,2, \ldots, n$.
Proof. Obviously, $\left\|F_{m}-F\right\|_{E}^{2} \rightarrow 0$ holds as $m \rightarrow \infty$; that is, $F_{m}(x)$ is the approximate solution of (1).

Note that $\sum_{i=1}^{n}\left\|f_{i, m}-f_{i}\right\|_{W_{2}^{1}}^{2}=\left\|F_{m}-F\right\|_{E}^{2} \rightarrow 0$. Combining with the expression of $R_{x}^{2}(y)$, we have

$$
\begin{align*}
\left|f_{i, m}-f_{i}\right| & =\left|\left(f_{i, m}(y)-f_{i}(y), R_{x}(y)\right)_{W_{2}^{1}}\right| \\
& \leq\left\|f_{i, m}-f_{i}\right\|_{W_{2}^{1}} \cdot\left\|R_{x}(y)\right\|_{W_{2}^{1}} \\
& =\left\|f_{i, m}-f_{i}\right\|_{W_{2}^{1}} \sqrt{R_{x}(x)}  \tag{23}\\
& \leq \sqrt{2}\left\|f_{i, m}-f_{i}\right\|_{W_{2}^{1}}, \quad \forall x \in[0,1] .
\end{align*}
$$

It shows that $f_{i, m}$ converges uniformly to $f_{i}$ on $[0,1]$ as $m \rightarrow$ $\infty$ for every $i=1,2, \ldots, n$. So the proof is complete.

Remark 6. If $k_{i j}(s, t) \in C([0,1] \times[0,1])$ and $g_{i} \in W_{2}^{2}$ in (1), then it is reasonable to regard the unknown functions as the elements of $W_{2}^{2}$.

## 4. Numerical Examples

Taking nodes $\left\{x_{i}=(i-1) /(N-1)\right\}_{i=1}^{N}, f_{i, N}$ is the approximate solutions of $f_{i}$, and $e\left(f_{i, N}\right)$ denotes the absolute errors of $f_{i}, i=1,2, \ldots, n$. According to Remark 6, we solve the following two examples appearing in [11] in $W_{2}^{2}$.

Example 7. Consider the following system of Volterra integral equations of the second kind [11]:

$$
\begin{gather*}
f_{1}(s)=g_{1}(s)+\int_{0}^{s}(s-t)^{3} f_{1}(t) d t+\int_{0}^{s}(s-t)^{2} f_{2}(t) d t \\
f_{2}(s)= \\
g_{2}(s)+\int_{0}^{s}(s-t)^{4} f_{1}(t) d t  \tag{24}\\
\\
+\int_{0}^{s}(s-t)^{3} f_{2}(t) d t
\end{gather*}
$$

where $g_{1}(s)$ and $g_{2}(s)$ are chosen such that the exact solution is $f_{1}(s)=1+s^{2}, f_{2}(s)=1+s-s^{3}$. The numerical results obtained by using the present method are compared with [11] in Table 1.

Example 8. Consider the following system of linear Volterra integral equations of the second kind [11]:

$$
\begin{gather*}
f_{1}(s)=g_{1}(s)+\int_{0}^{s}(\sin (s-t)-1) f_{1}(t) d t \\
+\int_{0}^{s}(1-t \cos s) f_{2}(t) d t  \tag{25}\\
f_{2}(s)=g_{2}(s)+\int_{0}^{s}\left(f_{1}(t)\right) d t+\int_{0}^{s}(s-t) f_{2}(t) d t
\end{gather*}
$$

where $g_{1}(s)$ and $g_{2}(s)$ are chosen such that the exact solution is $f_{1}(s)=\cos s, f_{2}(s)=\sin s$. The numerical results obtained by using the present method are compared with [11] in Table 2.

TABLE 1: Absolute errors for Example 7.

| Nodes $x_{i}$ | Errors $e\left(f_{1}\right)[11]$ | Errors $e\left(f_{1,100}\right)$ | Errors $e\left(f_{2}\right)[11]$ | 0 |
| :--- | :---: | :---: | :---: | :---: |
| 0.0 | 0 | $1.58309 E-10$ | Errors $e\left(f_{2,100}\right)[11]$ |  |
| 0.1 | $2.63472 E-7$ | $3.92220 E-12$ | $3.11685 E-8$ | $3.94493 E-10$ |
| 0.2 | $1.62592 E-5$ | $3.21563 E-10$ | $2.61132 E-6$ | $4.72710 E-10$ |
| 0.3 | $1.74905 E-4$ | $5.95890 E-10$ | $4.18979 E-5$ | $6.19366 E-10$ |
| 0.4 | $8.93799 E-4$ | $5.11051 E-10$ | $2.86285 E-4$ | $6.95422 E-10$ |
| 0.5 | $3.00491 E-3$ | $2.46104 E-10$ | $1.19940 E-3$ | $4.19959 E-10$ |
| 0.6 | $7.47528 E-3$ | $1.98685 E-9$ | $3.56141 E-3$ | $5.90035 E-10$ |
| 0.7 | $1.40733 E-2$ | $5.01512 E-9$ | $2.74239 E-3$ | $2.83080 E-9$ |
| 0.8 | $1.78384 E-2$ | $9.62848 E-9$ | $1.09171 E-2$ | $6.94058 E-9$ |
| 0.9 | $4.97756 E-3$ | $1.61180 E-8$ | $2.27326 E-3$ | $1.36984 E-8$ |
| 1.0 | $3.84378 E-2$ | $2.49043 E-8$ | $3.32111 E-2$ | $2.42565 E-8$ |

Table 2: Absolute errors for Example 8.

| Nodes $x_{i}$ | Errors $e\left(f_{1}\right)[11]$ | Errors $e\left(f_{1,100}\right)$ | Errors $e\left(f_{2}\right)[11]$ | 0 |
| :--- | :---: | :---: | :---: | :---: |
| 0.0 | 0 | $6.93348 E-11$ | Errors $e\left(f_{2,100}\right)[11]$ |  |
| 0.1 | $1.37735 E-4$ | $4.53518 E-09$ | $3.60316 E-11$ |  |
| 0.2 | $9.27188 E-4$ | $8.84879 E-09$ | $1.52721 E-4$ | $2.75123 E-08$ |
| 0.3 | $2.67117 E-3$ | $1.28253 E-08$ | $3.14715 E-3$ | $3.10611 E-08$ |
| 0.4 | $5.45507 E-3$ | $1.65442 E-08$ | $8.57201 E-3$ | $4.0307 E-08$ |
| 0.5 | $9.22670 E-3$ | $2.00881 E-08$ | $1.64412 E-2$ | $4.61209 E-08$ |
| 0.6 | $1.38644 E-2$ | $2.35657 E-09$ | $2.78243 E-2$ | $5.27214 E-08$ |
| 0.7 | $1.92960 E-2$ | $2.71160 E-08$ | $4.25337 E-2$ | $6.02041 E-08$ |
| 0.8 | $2.56349 E-2$ | $3.09302 E-08$ | $6.91212 E-2$ | $7.86601 E-08$ |
| 0.9 | $3.31574 E-2$ | $3.52645 E-08$ | $7.48883 E-2$ | $7.82029 E-08$ |
| 1.0 | $4.19808 E-2$ | $3.67322 E-08$ | $8.70896 E-2$ | $1.02387 E-07$ |

## 5. Conclusion

In this paper, we modify the traditional reproducing kernel method to enlarge its application range. The new method named MRKM is applied successfully to solve a system of linear Volterra integral equations. The numerical results show that our method is effective. It is worth to be pointed out that the MRKM is still suitable for solving other systems of linear equations.
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#### Abstract

The aim of this paper is to show the use of the coupled quasisolutions method as a useful technique when dealing with ordinary differential equations with functional arguments of bounded variation. We will do this by looking for solutions for a first-order ordinary differential equation with an advanced argument of bounded variation. The main trick is to use the Jordan decomposition of this argument in a nondecreasing part and a nonincreasing one. As a necessary step, we will also talk about coupled fixed points of multivalued operators.


## 1. Introduction

In the paper [1], we proved a new result on the existence of coupled fixed points for multivalued operators, and then we used it to guarantee the existence of coupled quasisolutions and solutions to a certain first-order ordinary differential equation with state-dependent delay. In that paper, the nonlinearity was allowed to have both nondecreasing and nonincreasing arguments and the existence of solutions was obtained under strong Lipschitz conditions. We pointed out there that this tool could be useful when working with arguments of bounded variation, but no literature about this was written since then. So, the main goal in the present paper is to develop the application of the coupled quasisolutions technique in the framework of arguments of bounded variation, and we do it in an appropriate way, in order to take advantage of the Jordan decomposition and avoid the use of strong assumptions, as Lipschitz-continuity.

To show the application of this technique, we will study throughout this paper the existence of solutions for the following first-order problem:

$$
\begin{gather*}
x^{\prime}(t)=f(t, x(t), x(\tau(t))), \quad \text { for a.a. } t \in I=[a, b],  \tag{1}\\
x(t)=\phi(t), \quad \forall t \in[b, b+r],
\end{gather*}
$$

where $r \geq 0, \tau$ is a measurable function such that $\tau(t) \geq t$ for a.a. $t$; that is, $\tau$ is an advanced argument, and $\phi$ is a bounded function which represents the final state of the solution. By a solution of (1), we mean a function $x \in \mathscr{C}[a, b+r]$ such that $x_{\mid I} \in A C(I)$ and $x$ satisfies both the differential equation (a.e. on $I)$ and the final condition. We refer the readers to papers [2-4] to see more results on the existence of solutions and some applications of first-order problems with advance.

This paper is organized as follows. In Section 2, we gather some preliminary concepts and results involving functions of bounded variation and coupled fixed points of multivalued operators. These preliminaries are used later, in Section 3, to prove the existence of quasisolutions and solutions for problem (1). In Section 4, we show how our results can be adapted to deal with delay problems. Finally, in Section 5, some examples of application are available.

## 2. Preliminaries on Bounded Variation and Coupled Fixed Points of Multivalued Operators

In this section, we introduce some preliminaries that we will use throughout this work. First, we remember some concepts
about functions of bounded variation. The reader can see more about this in the monographs $[5,6]$.

Definition 1. Given a function $f: I=[a, b] \subset \mathbb{R} \rightarrow \mathbb{R}$ and a partition $P=\left\{x_{0}, \ldots, x_{n}\right\}$ of $I$, one defines the variation of $f$ relative to the partition $P$ as the number

$$
\begin{equation*}
V(f, P)=\sum_{i=1}^{n}\left|f\left(x_{i}\right)-f\left(x_{i-1}\right)\right| \tag{2}
\end{equation*}
$$

and one defines the total variation of $f$ on $I$ as

$$
\begin{equation*}
V_{a}^{b}(f)=\sup _{P \in \mathscr{P}} V(f, P) \tag{3}
\end{equation*}
$$

where $\mathscr{P}=\{P: P$ is a partition of $I\}$.
One says that $f$ is a function of bounded variation on $I$ if $V_{a}^{b}(f)<+\infty$. In that case, one writes $f \in \operatorname{BV}(I)$.

Functions of bounded variation satisfy the following wellknown result, which becomes essential now for our purposes.

Proposition 2 (Jordan decomposition). A function $f$ is of bounded variation on I if and only if there exist a nondecreasing function, $g$, and a nonincreasing one, $h$, such that

$$
\begin{equation*}
f(t)=g(t)+h(t), \quad \forall t \in I \tag{4}
\end{equation*}
$$

The proof of Proposition 2 uses the fact that the function $t \in I \rightarrow V_{a}^{t}(f)$ is nondecreasing and $t \rightarrow f(t)-V_{a}^{t}(f)$ is nonincreasing, and thus the desired decomposition is

$$
\begin{equation*}
f(t)=V_{a}^{t}(f)+f(t)-V_{a}^{t}(f) . \tag{5}
\end{equation*}
$$

We remark that this decomposition is not unique. Finally, notice that, as a consequence of this result, every function of bounded variation is a.e. differentiable.

The set $\mathrm{BV}(I)$ is an algebra which is included neither in the set of continuous functions nor in its complementary. Indeed, if $f$ is monotone on $[a, b]$, then $V_{a}^{b}(f)=|f(b)-f(a)|$, and thus $f \in \mathrm{BV}(I)$. Then, there exist discontinuous functions which are of bounded variation (e.g., step function). In fact, it is also a well-known fact that if $f \in \operatorname{BV}(I)$, then $f$ has only "jump" discontinuities. On the other hand, there exist continuous functions which are not of bounded variation, as (see [5, Example 6.3.1])

$$
f(t)= \begin{cases}t \cos \left(\frac{\pi}{2 t}\right) & \text { if } 0<t \leq 1  \tag{6}\\ 0 & \text { if } t=0\end{cases}
$$

To obtain our main result, we will use a generalized monotone method in presence of lower and upper solutions. This is a very well-known tool which is extensively used in the literature of ordinary differential equations. The classical version of this technique uses a pair of monotone sequences which will converge to the extremal solutions of the problem. The generalized version of this technique was developed in [7], and it is used when the nonlinearity has discontinuous arguments and therefore the pair of monotone sequences is
replaced by a monotone operator. As a novelty which respect to the method developed in [7] and related references, we will use here a multivalued operator (i.e., a set-valued mapping) defined in a product space and then we will look for coupled fixed points. We concrete this idea in the following lines.

Definition 3. A metric space $X$ equipped with a partial ordering $\leq$ is an ordered metric space if the intervals $[x]=$ $\{y \in X: x \leq y\}$ and $(x]=\{y \in X: y \leq x\}$ are closed for every $x \in X$. Let $P$ be a subset of an ordered metric space. An operator $A: P \times P \rightarrow P$ is said to be mixed monotone if $A(\cdot, x)$ is nondecreasing and $A(x, \cdot)$ is nonincreasing for each $x \in P$. One says that $A$ satisfies the mixed monotone convergence property (m.m.c.p.) if $\left(A\left(v_{j}, w_{j}\right)\right)_{j=1}^{\infty}$ converges in $X$ whenever $\left(v_{j}\right)_{j=1}^{\infty}$ and $\left(w_{j}\right)_{j=1}^{\infty}$ are sequences in $P$, one being nondecreasing and the other nonincreasing.

Definition 4. Let $\bar{X}$ be a subset of an ordered metric space $X$. One defines a multivalued operator in the product $\bar{X} \times \bar{X}$ as a mapping

$$
\begin{equation*}
\mathscr{A}: \bar{X} \times \bar{X} \longrightarrow 2^{\bar{X}} \backslash \emptyset \tag{7}
\end{equation*}
$$

We say that $v, w \in \bar{X}$ are coupled fixed points of $\mathscr{A}$ if $v \in$ $\mathscr{A}(v, w)$ and $w \in \mathscr{A}(w, v)$. We say that $v_{*}, w^{*} \in \bar{X}$ are the extremal coupled fixed points of $\mathscr{A}$ in $\bar{X}$ if $v_{*}, w^{*}$ are coupled fixed points of $\mathscr{A}$ and if $v, w \in \bar{X}$ are another pair of coupled fixed points of $\mathscr{A}$; then $v_{*} \leq v$ and $w \leq w^{*}$.

Theorem 5 (see [1, Theorem 2.1]). Let $Y$ be a subset of an ordered metric space $X,[\alpha, \beta]$ be a nonempty closed interval in $Y$, and $\mathscr{A}:[\alpha, \beta] \times[\alpha, \beta] \rightarrow 2^{[\alpha, \beta]} \backslash \emptyset$ be a multivalued operator.

If for all $v, w \in[\alpha, \beta]$, there exist

$$
\begin{align*}
& A_{*}(v, w)=\min \mathscr{A}(v, w) \in[\alpha, \beta] \\
& A^{*}(v, w)=\max \mathscr{A}(v, w) \in[\alpha, \beta] \tag{8}
\end{align*}
$$

and the (single-valued) operators $A_{*}$ and $A^{*}$ are mixed monotone and satisfy the m.m.c.p., then $\mathscr{A}$ has the extremal coupled fixed points in $[\alpha, \beta], v_{*}, v^{*}$. Moreover, they satisfy the following characterization:

$$
\begin{equation*}
\left(v_{*}, w^{*}\right)=\min _{\preceq}\left\{(v, w):\left(A_{*}(v, w), A^{*}(w, v)\right) \leq(v, w)\right\}, \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
(v, w) \leq(\bar{v}, \bar{w}) \Longleftrightarrow v \leq \bar{v}, w \geq \bar{w} . \tag{10}
\end{equation*}
$$

## 3. Main Result

Now, we develop our generalized monotone method applied to problem (1). To do this, throughout this section, we will assume the following.
$\left(H_{1}\right)$ There exists a closed interval $J \subset \mathbb{R}$, such that for a.a. $t \in I$ and all $x \in \mathbb{R}$ the function $f(t, x, \cdot)$ is of bounded variation on $J$.

Assumption $\left(H_{1}\right)$ implies that there exists a nondecreasing function, $g$, and a nonincreasing one, $h$, such that

$$
\begin{equation*}
f(t, x, \cdot)=g(t, x, \cdot)+h(t, x, \cdot), \tag{11}
\end{equation*}
$$

for all $(t, x) \in I \times \mathbb{R}$.
Now, we define what we mean by lower and upper solutions for problem (1).

Definition 6. One says that $\alpha, \beta \in \mathscr{C}[a, b+r]$ are, respectively, a lower and upper solutions for problem (1), and if $\alpha_{\mid I}, \beta_{\mid I} \in$ $A C(I)$,

$$
\begin{equation*}
\left[\min _{t \in[a, b+r]} \alpha(t), \max _{t \in[a, b+r]} \beta(t)\right] \subset J, \tag{12}
\end{equation*}
$$

the compositions

$$
\begin{equation*}
t \longmapsto f(t, \alpha(t), y), \quad t \longmapsto f(t, \beta(t), y) \tag{13}
\end{equation*}
$$

are measurable for all $y \in J$ and the following inequalities hold:

$$
\begin{gather*}
\alpha^{\prime}(t) \geq g(t, \alpha(t), \beta(\tau(t)))+h(t, \alpha(t), \alpha(\tau(t))), \\
\text { for a.a. } t \in I, \\
\alpha(t) \leq \phi(t), \quad \forall t \in[b, b+r], \\
\beta^{\prime}(t) \leq g(t, \beta(t), \alpha(\tau(t)))+h(t, \beta(t), \beta(\tau(t))),  \tag{14}\\
\text { for a.a. } t \in I, \\
\beta(t) \geq \phi(t), \quad \forall t \in[b, b+r] .
\end{gather*}
$$

Remark 7. Notice that, under the previous definition, the lower and the upper solutions appear "coupled." On the other hand, it is assumed that

$$
\begin{equation*}
\min _{t \in[a, b+r]} \alpha(t) \leq \max _{t \in[a, b+r]} \beta(t) . \tag{15}
\end{equation*}
$$

This is not a strong assumption, taking into account that, as usual, we will ask the lower and the upper solutions to be well ordered in the whole interval $[a, b+r]$.

On the other hand, the fact that $t \mapsto f(t, \alpha(t), y)$ and $t \in$ $I \mapsto f(t, \beta(t), y)$ are being measurable for all $y \in J$ implies that the compositions

$$
\begin{align*}
& t \in I \longmapsto g(t, \alpha(t), \beta(\tau(t)))+h(t, \alpha(t), \alpha(\tau(t))), \\
& t \in I \longmapsto g(t, \beta(t), \alpha(\tau(t)))+h(t, \beta(t), \beta(\tau(\mathrm{t}))) \tag{16}
\end{align*}
$$

are measurable too, because $g$ and $h$ are being monotone with respect to their last variables.

As we said in the Introduction, an essential tool in our work is the use of coupled quasisolutions. So, we introduce now this concept.

Definition 8. One says that two functions $x_{*}, x^{*} \in$ $\mathscr{C}[a, b+r]$ are coupled quasisolutions of problem (1), and if
$x_{* \mid I}, x_{\mid I}^{*} \in A C(I), x_{*}(t)=x^{*}(t)=\phi(t)$ for all $t \in[b, b+r]$ and for a.a. $t \in I$, they satisfy

$$
\begin{align*}
& x_{*}^{\prime}(t)=g\left(t, x_{*}(t), x^{*}(\tau(t))\right)+h\left(t, x_{*}(t), x_{*}(\tau(t))\right), \\
& x^{* \prime}(t)=g\left(t, x^{*}(t), x_{*}(\tau(t))\right)+h\left(t, x^{*}(t), x^{*}(\tau(t))\right) . \tag{17}
\end{align*}
$$

We say that these coupled quasisolutions are extremal in a subset $\bar{X} \subset \mathscr{C}[a, b+r]$ if $x_{*}, x^{*} \in \bar{X}$ and $x_{*}(t) \leq x_{1}(t), x_{2}(t) \leq$ $x^{*}(t)$ whenever $x_{1}, x_{2} \in \bar{X}$ is another pair of quasisolutions.

We need the following maximum principle related to problems with advance, as an auxiliar tool, for proving our main result. Compare it with [3, Lemma 3.2], [4, Lemma 1].

Lemma 9. Let $\tau: I \rightarrow[a, b+r]$ be a measurable function such that $\tau(t) \geq t$ for a.a. $t \in I$ and assume that $p \in \mathscr{C}[a, b+r]$ such that $p_{\mid I} \in A C(I)$ and satisfies

$$
\begin{gather*}
p^{\prime}(t) \geq K(t) p(t)-L(t) p(\tau(t)) \quad \text { for a.a. } t \in I,  \tag{18}\\
p(t)=0, \quad \forall t \in[b, b+r]
\end{gather*}
$$

where $K, L \in L^{1}(I)$ and $L \geq 0$ a.e.
If

$$
\begin{equation*}
\int_{a}^{b}\left(K_{-}(t)+L(t)\right) d t<1 \tag{19}
\end{equation*}
$$

where $K_{-}=\max \{-K, 0\}$, then $p(t) \leq 0$ for all $t \in[a, b+r]$.
Proof. Let $t_{1} \in[a, b+r]$ such that

$$
\begin{equation*}
p\left(t_{1}\right)=\max _{t \in[a, b+r]} p(t) \tag{20}
\end{equation*}
$$

and assume by contradiction that $p\left(t_{1}\right)>0$. Then, $t_{1} \in[a, b)$. Now, let $t_{2} \in\left(t_{1}, b\right]$ such that $p\left(t_{2}\right)=0$ and $p(t) \geq 0$ for all $t \in\left[t_{1}, t_{2}\right]$. Now, integrating $t_{1}$ and $t_{2}$, we obtain

$$
\begin{align*}
p\left(t_{1}\right) & =-\int_{t_{1}}^{t_{2}} p^{\prime}(t) d t \\
& \leq-\int_{t_{1}}^{t_{2}} K(t) p(t) d t+\int_{t_{1}}^{t_{2}} L(t) p(\tau(t)) d t  \tag{21}\\
& \leq p\left(t_{1}\right) \int_{t_{1}}^{t_{2}}\left(K_{-}(t)+L(t)\right) d t
\end{align*}
$$

and then condition (49) provides the contradiction $p\left(t_{1}\right)<$ $p\left(t_{1}\right)$.

The main result on this paper concerns the existence of extremal quasisolutions and solutions for problem (1). It is as follows.

Theorem 10. Assume $\left(H_{1}\right)$ and that there exist $\alpha, \beta \in \mathscr{C}[a, b+$ $r$ ] which are, respectively, lower and upper solutions for problem
(1) such that $\alpha(t) \leq \beta(t)$ for all $t \in[a, b+r]$ and

$$
\begin{equation*}
E=\left[\min _{t \in[a, b+r]} \alpha(t), \max _{t \in[a, b+r]} \beta(t)\right] \subset J . \tag{22}
\end{equation*}
$$

Assume moreover that the following conditions hold:
$\left(H_{2}\right)$ for each $\gamma_{1}, \gamma_{2} \in[\alpha, \beta]=\{\gamma \in \mathscr{C}[a, b+r]: \alpha(t) \leq$ $\gamma(t) \leq \beta(t)$ for all $t \in[a, b+r]\}$, the final value problem

$$
\left(P_{\gamma_{1}, \gamma_{2}}\right)\left\{\begin{align*}
x^{\prime}(t)= & F_{\gamma_{2}, \gamma_{1}}(t, x(t))  \tag{23}\\
:= & g\left(t, x(t), \gamma_{2}(\tau(t))\right) \\
& +h\left(t, x(t), \gamma_{1}(\tau(t))\right), \quad \text { for a.a. } t \in I, \\
x(b)= & \phi(b)
\end{align*}\right.
$$

has the extremal solutions in $[\alpha, \beta]$;
$\left(H_{3}\right)$ there exists $\psi \in L^{1}(I,[0,+\infty))$ such that for a.a. $t \in I$, all $x \in[\alpha(t), \beta(t)]$, and all $y_{1}, y_{2} \in$ $[\alpha(\tau(t)), \beta(\tau(t))]$, one has

$$
\begin{equation*}
\left|g\left(t, x, y_{1}\right)+h\left(t, x, y_{2}\right)\right| \leq \psi(t) \tag{24}
\end{equation*}
$$

$\left(H_{4}\right)$ there exists $K_{1}, K_{2}, L_{1}, L_{2} \in L^{1}(I)$ such that $L_{1}$, $L_{2} \geq 0$ a.e. and

$$
\begin{gather*}
g(t, \bar{x}, y)-g(t, x, \bar{y}) \geq K_{1}(t)(\bar{x}-x)-L_{1}(t)(\bar{y}-y), \\
h(t, \bar{x}, \bar{y})-h(t, x, y) \geq K_{2}(t)(\bar{x}-x)-L_{2}(t)(\bar{y}-y) \tag{25}
\end{gather*}
$$

whenever $\alpha(t) \leq x \leq \bar{x} \leq \beta(t)$ and

$$
\begin{align*}
& \min _{s \in[b, b+r]} \phi(s)-\int_{t}^{b} \psi(s) d s  \tag{26}\\
& \quad \leq y \leq \bar{y} \leq \max _{s \in[b, b+r]} \phi(s)+\int_{t}^{b} \psi(s) d s .
\end{align*}
$$

Moreover,

$$
\begin{equation*}
\int_{a}^{b}\left(K_{-}(t)+L(t)\right) d t<1 \tag{27}
\end{equation*}
$$

where $K=K_{1}+K_{2}, L=L_{1}+L_{2}$ and $K_{-}(t)=$ $\max \{-K(t), 0\}$.

In these conditions, problem (1) has a unique solution in $[\alpha, \beta]$.

Proof. We consider the space $X=\mathscr{C}[a, b+r]$ endowed with the ordering

$$
\begin{equation*}
\gamma_{1} \leq \gamma_{2} \Longleftrightarrow \gamma_{1}(t) \leq \gamma_{2}(t), \quad \forall t \in[a, b+r], \tag{28}
\end{equation*}
$$

and we define a multivalued operator

$$
\begin{equation*}
\mathscr{A}:[\alpha, \beta] \times[\alpha, \beta] \subset X \times X \longrightarrow 2^{[\alpha, \beta]} \backslash \emptyset \tag{29}
\end{equation*}
$$

as follows: for each $\gamma_{1}, \gamma_{2} \in[\alpha, \beta]$, we have $x \in \mathscr{A}\left(\gamma_{1}, \gamma_{2}\right)$ if and only if $x \in[\alpha, \beta], x_{I}$ is a solution of $\left(P_{\gamma_{1}, \gamma_{2}}\right)$ and $x_{[[b, b+r]}=\phi$.

Step 1. Operator $\mathscr{A}$ has the extremal coupled fixed points in $[\alpha, \beta]$. By virtue of condition $\left(H_{2}\right)$, operator $\mathscr{A}$ is well defined and there exist

$$
\begin{equation*}
A_{*}=\min \mathscr{A}\left(\gamma_{1}, \gamma_{2}\right), \quad A^{*}=\max \mathscr{A}\left(\gamma_{1}, \gamma_{2}\right) . \tag{30}
\end{equation*}
$$

We will show now that $A_{*}, A^{*}$ are mixed monotone and satisfy m.m.c.p. So, let

$$
\begin{equation*}
\gamma_{1}, \bar{\gamma}_{1}, \gamma_{2}, \bar{\gamma}_{2} \in[\alpha, \beta] \tag{31}
\end{equation*}
$$

such that $\gamma_{1} \leq \bar{\gamma}_{1}, \gamma_{2} \leq \bar{\gamma}_{2}$ and put

$$
\begin{equation*}
x_{1}=A_{*}\left(\gamma_{1}, \gamma_{2}\right), \quad \bar{x}_{1}=A_{*}\left(\bar{\gamma}_{1}, \gamma_{2}\right), \quad \bar{x}_{2}=A_{*}\left(\gamma_{1}, \bar{\gamma}_{2}\right) \tag{32}
\end{equation*}
$$

Then, for all $t \in[b, b+r]$, we have that $x_{1}(t)=\bar{x}_{1}(t)=\bar{x}_{2}(t)$, and for a.a. $t \in I$, we have

$$
\begin{align*}
\bar{x}_{1}^{\prime}(t) & =g\left(t, \bar{x}_{1}(t), \gamma_{2}(\tau(t))\right)+h\left(t, \bar{x}_{1}, \bar{\gamma}_{1}(\tau(t))\right) \\
& \leq g\left(t, \bar{x}_{1}(t), \gamma_{2}(\tau(t))\right)+h\left(t, \bar{x}_{1}, \gamma_{1}(\tau(t))\right) \tag{33}
\end{align*}
$$

And so, $\bar{x}_{1}$ is an upper solution for problem $\left(P_{\gamma_{1}, \gamma_{2}}\right)$. The fact that $x_{1}$ is being the least solution of this problem in $[\alpha, \beta]$ implies that $\bar{x}_{1} \geq x_{1}$ and then $A_{*}\left(\cdot, \gamma_{2}\right)$ is nondecreasing. On the other hand,

$$
\begin{align*}
x_{1}^{\prime}(t) & =g\left(t, x_{1}(t), \gamma_{2}(\tau(t))\right)+h\left(t, x_{1}(t), \gamma_{1}(\tau(t))\right) \\
& \leq g\left(t, x_{1}(t), \bar{\gamma}_{2}(\tau(t))\right)+h\left(t, x_{1}(t), \gamma_{1}(\tau(t))\right), \tag{34}
\end{align*}
$$

and therefore $x_{1}$ is an upper solution for problem $\left(P_{\gamma_{1}, \bar{\gamma}_{2}}\right)$. Then, $x_{1} \geq \bar{x}_{2}$, and so the mapping $A_{*}\left(\gamma_{1}, \cdot\right)$ is nonincreasing. In the same way, we show that $A^{*}$ is mixed monotone.

To see that $A_{*}, A^{*}$ satisfy the m.m.c.p., let $\left(v_{j}\right)_{j=1}^{\infty},\left(w_{j}\right)_{j=1}^{\infty}$ be sequences in $[\alpha, \beta]$, one being nondecreasing and the other being nonincreasing. As $A_{*}, A^{*}$ are mixed monotone and bounded, we obtain that the sequences $\left(A_{*}\left(v_{j}, w_{j}\right)\right)_{j=1}^{\infty}$, $\left(A^{*}\left(v_{j}, w_{j}\right)\right)_{j=1}^{\infty}$ have their pointwise limit; say $z_{*}, z^{*}$. As $\left(A_{*}\left(v_{j}, w_{j}\right)\right)_{j=1}^{\infty},\left(A^{*}\left(v_{j}, w_{j}\right)\right)_{j=1}^{\infty}$ are constant in $[b, b+r]$, the convergence is uniform in this interval. On the other hand, for $t, s \in I, s<t$, and $j \in \mathbb{N}$, we have

$$
\begin{align*}
& \left|z_{j}^{*}(t)-z_{j}^{*}(s)\right| \\
& \leq \int_{s}^{t}\left|g\left(r, z_{j}^{*}(r), w_{j}(\tau(r))\right)+h\left(t, z_{j}^{*}(r), v_{j}(\tau(r))\right)\right| d r \\
& \leq \int_{s}^{t} \psi(r) d r, \tag{35}
\end{align*}
$$

and thus $\left(z_{j}^{*}\right)_{j=1}^{\infty}$ converges to $z^{*}$ uniformly on $I$. The same argument is valid for $z_{*}$.

By application of Theorem 5, operator $\mathscr{A}$ has the extremal coupled fixed points in $[\alpha, \beta]$; say $x_{*}, x^{*}$.

Step 2. Problem (1) has the extremal quasisolutions in $[\alpha, \beta]$. Indeed, we will show that the extremal coupled fixed points of operators $\mathscr{A}, x_{*}$, and $x^{*}$ correspond with these extremal quasisolutions. First, it is clear that if $x, \bar{x} \in[\alpha, \beta]$ are coupled fixed points of $\mathscr{A}$, then they are coupled quasisolutions of problem (1). On the other hand, if $x, \bar{x}$ are quasisolutions of problem (1), then $A_{*}(x, \bar{x}) \leq x$ and $A^{*}(\bar{x}, x) \geq \bar{x}$, and then
characterization (9) implies that $x_{*} \leq x$ and $\bar{x} \leq x^{*}$. This shows that $x_{*}, x^{*}$ are the extremal quasisolutions of problem (1) in $[\alpha, \beta]$.

Step 3. Problem (1) has a unique solution in $[\alpha, \beta]$. We will prove this by showing that the extremal quasisolutions $x_{*}, x^{*}$ are, in fact, the same functions, and thus defining a solution of the problem. This solution must be unique in $[\alpha, \beta]$ because if $\bar{x} \in[\alpha, \beta]$ is a solution of (1), then the pair $\bar{x}, \bar{x}$ is also a quasisolution, and then $x_{*} \leq \bar{x} \leq x^{*}$.

To see that $x_{*}=x^{*}$, first notice that as $\left(x_{*}, x^{*}\right)$ is a pair of quasisolutions; then, the reversed pair, $\left(x^{*}, x_{*}\right)$, is quasisolutions too, and then, extremality implies $x_{*} \leq x^{*}$. Moreover, condition $\left(\mathrm{H}_{3}\right)$ implies that for a.a. $t \in I$

$$
\begin{equation*}
x_{*}(t), x^{*}(t) \in\left[\phi(b)-\int_{t}^{b} \psi(s) d s, \phi(b)+\int_{t}^{b} \psi(s) d s\right] \tag{36}
\end{equation*}
$$

Now, define the function $p(t)=x^{*}(t)-x_{*}(t) \geq 0$. On the one hand, $p(t)=0$ for all $t \in[b, b+r]$. On the other hand, condition $\left(H_{4}\right)$ implies for a.a. $t \in I$ that

$$
\begin{align*}
p^{\prime}(t)= & g\left(t, x^{*}(t), x_{*}(\tau(t))\right)-g\left(t, x_{*}(t), x^{*}(\tau(t))\right) \\
& +h\left(t, x^{*}(t), x^{*}(\tau(t))\right)-h\left(t, x_{*}(t), x_{*}(\tau(t))\right) \\
\geq & K(t)\left(x^{*}(t)-x_{*}(t)\right)-L(t)\left(x^{*}(\tau(t))-x_{*}(\tau(t))\right), \tag{37}
\end{align*}
$$

and then by virtue of Lemma 9, we obtain that $p(t) \leq 0$ on $I$. We conclude that $p(t)=0$ for all $t \in[a, b+r]$; that is, $x_{*}=x^{*}$. This ends the proof.

Remark 11. Now, we point out some remarks related to Theorem 10.
(1) Condition $\left(\mathrm{H}_{2}\right)$ could be replaced by any result on the existence of extremal solutions between lower and upper solutions for problem $\left(P_{\gamma_{1}, \gamma_{2}}\right)$. For example, as it is well known, if $F_{\gamma_{1}, \gamma_{2}}$ is a Carathéodory function, then $\left(H_{3}\right)$ implies that $\left(P_{\gamma_{1}, \gamma_{2}}\right)$ has the extremal solutions between $\alpha$ and $\beta$. Moreover, there exists a very extensive literature about the existence of extremal solutions for problem $\left(P_{\gamma_{1}, \gamma_{2}}\right)$ for discontinuous $F_{\gamma_{1}, \gamma_{2}}$. The reader is referred to [1, 8-10] and references therein for some results of this type. Notice that although most of these references deal with initial value problems, these results can easily be adapted for final value problems. Finally, notice that $\left(H_{2}\right)$ implies, in particular, measurability of the composition $t \in$ $I \mapsto F_{\gamma_{1}, \gamma_{2}}(t, x(t))$ for all $x \in[\alpha, \beta]$.
(2) As we said in Section 2, a function of bounded variation has only "jump" discontinuities. Although condition $\left(\mathrm{H}_{4}\right)$ implies that for a.a. $t \in I$ the function
$f$ is continuous with respect to its third variable in the interval

$$
\begin{align*}
& {\left[\min _{s \in[b, b+r]} \phi(s)-\int_{t}^{b} \psi(s) d s,\right.} \\
& \left.\quad \max _{s \in[b, b+r]} \phi(s)+\int_{t}^{b} \psi(s) d s\right], \tag{38}
\end{align*}
$$

a countable number of discontinuities are allowed to exist outside this interval. Moreover, notice that this interval can be improved if we find another function $\widetilde{\psi}$ satisfying $\left(H_{3}\right)$ and such that $\widetilde{\psi}(t) \leq \psi(t)$ for a.a. $t$.
(3) For almost all $t \in I$ and all $x \in[\alpha(t), \beta(t)]$ the function $f_{t, x}(\cdot)=f(t, x, \cdot)$ is of bounded variation in $[\alpha(\tau(t)), \beta(\tau(t))]$, and thus there exists in this interval a decomposition $f_{t, x}(\cdot)=g_{t, x}(\cdot)+h_{t, x}(\cdot)$, with $g$ nondecreasing and $h$ nonincreasing. Although all conditions in Theorem 10 are stated for an arbitrary Jordan decomposition of this type, all of them can be rewritten with

$$
\begin{gather*}
g_{t, x}(y)=V_{A}^{y}(f)  \tag{39}\\
h_{t, x}(y)=f_{t, x}(y)-V_{A}^{y}(f)
\end{gather*}
$$

for any choice of $A \leq \min \{\alpha(t): t \in[a, b+r]\}, A \geq$ $\min J$.

Theorem 10 provides, in particular, a new result on the existence of extremal solutions for problem (1) in the case that function $f$ is nonincreasing with respect to its third variable. In this case, the nondecreasing part of the Jordan decomposition of $f$ does not exist, and therefore the lower and upper solutions introduced in Definition 6 appear uncoupled. Moreover, a pair of quasisolutions in the sense of Definition 8 becomes, in fact, a pair of solutions, and then extremal quasisolutions provided by Theorem 10 reduce to extremal solutions. We specify these ideas in the following corollary.

Corollary 12. Assume that there exist $\alpha, \beta \in \mathscr{C}[a, b+r]$ such that $\alpha_{I}, \beta_{I} \in A C(I), \alpha \leq \beta$ on $[a, b+r]$ and the following inequalities hold:

$$
\begin{array}{r}
\alpha^{\prime}(t) \geq f(t, \alpha(t), \alpha(\tau(t))), \quad \text { for a.a. } t \in I, \alpha(t) \leq \phi(t) \\
\forall t \in[b, b+r] \\
\beta^{\prime}(t) \leq f(t, \beta(t), \beta(\tau(t))), \quad \text { for a.a. } t \in I, \beta(t) \geq \phi(t) \\
t \in[b, b+r] \tag{40}
\end{array}
$$

## Assume moreover that the following conditions hold:

$\left(H_{2}\right)^{\prime}$ for all $\gamma \in[\alpha, \beta]$, the final value problem

$$
\begin{array}{r}
x^{\prime}(t)=f(t, x(t), \gamma), \quad \text { for a. a. } t \in I, \\
x(b)=\phi(b) \tag{41}
\end{array}
$$

has the extremal solutions in $[\alpha, \beta]$;
$\left(H_{3}\right)^{\prime}$ there exists $\psi \in L^{1}(I,[0,+\infty))$ such that for a.a. $t \in I$, all $x \in[\alpha(t), \beta(t)]$, and all $y \in[\alpha(\tau(t)), \beta(\tau(t))]$, one has

$$
\begin{equation*}
|f(t, x, y)| \leq \psi(t) \tag{42}
\end{equation*}
$$

$\left(H_{4}\right)^{\prime}$ for a.a. $t \in I$ and all $x \in[\alpha(t), \beta(t)]$, the function $f(t, x, \cdot)$ is nonincreasing.

In these conditions problem (1) has the extremal solutions in $[\alpha, \beta]$.

## 4. Delay Problems

The results obtained in the previous section can be easily reformulated in order to deal with problems with delay. We concrete this idea in the following lines.

Consider the following problem:

$$
\begin{gather*}
x^{\prime}(t)=f(t, x(t), x(\tau(t))), \quad \text { for a.a. } t \in I=[a, b], \\
x(t)=\phi(t), \quad \forall t \in[a-r, a] \tag{43}
\end{gather*}
$$

where $r \geq 0, \tau$ is a measurable function such that $\tau(t) \leq t$ for a.a. $t$; that is, $\tau$ is a delayed argument and $\phi$ is a bounded function which represents the initial state of the solution. Now, by a solution of (43), we mean a function $x \in \mathscr{C}[a-r, b]$ such that $x_{\mid I} \in A C(I)$ and $x$ satisfies both the differential equation (a.e. on $I$ ) and the initial condition.

As we said, we will show now that we can use our technique to obtain a new result on the existence of solutions for problem (43) in the case that function $f(t, x, \cdot)$ is of bounded variation. We begin by reformulating the concept of lower and upper solutions and coupled quasisolutions in order to adapt them to our new problem. As in previous section, we assume $\left(H_{1}\right)$.

Definition 13. One says that $\alpha, \beta \in \mathscr{C}[a-r, b]$ are, respectively, lower and upper solutions for problem (43), and if $\alpha_{\mid I}, \beta_{\mid I} \in$ $A C(I)$,

$$
\begin{equation*}
\left[\min _{t \in[a-r, b]} \alpha(t), \max _{t \in[a-r, b]} \beta(t)\right] \subset J \tag{44}
\end{equation*}
$$

the compositions

$$
\begin{equation*}
t \longmapsto f(t, \alpha(t), y), \quad t \longmapsto f(t, \beta(t), y) \tag{45}
\end{equation*}
$$

are measurable for all $y \in J$ and the following inequalities hold:

$$
\begin{gather*}
\alpha^{\prime}(t) \leq g(t, \alpha(t), \alpha(\tau(t)))+h(t, \alpha(t), \beta(\tau(t))), \\
\text { for a.a. } t \in I, \\
\alpha(t) \leq \phi(t), \quad \forall t \in[a-r, a],  \tag{46}\\
\beta^{\prime}(t) \geq g(t, \beta(t), \beta(\tau(t)))+h(t, \beta(t), \alpha(\tau(t))), \\
\text { for a.a. } t \in I, \\
\beta(t) \geq \phi(t), \quad \forall t \in[a-r, a] .
\end{gather*}
$$

Definition 14. One says that two functions $x_{*}, x^{*} \in \mathscr{C}[a-$ $r, b]$ are coupled quasisolutions of problem (43) if $x_{* \mid I}, x_{\mid I}^{*} \in$ $A C(I), x_{*}(t)=x^{*}(t)=\phi(t)$ for all $t \in[a-r, a]$ and for a.a. $t \in I$, they satisfy

$$
\begin{align*}
& x_{*}^{\prime}(t)=g\left(t, x_{*}(t), x_{*}(\tau(t))\right)+h\left(t, x_{*}(t), x^{*}(\tau(t))\right), \\
& x^{* \prime}(t)=g\left(t, x^{*}(t), x^{*}(\tau(t))\right)+h\left(t, x^{*}(t), x_{*}(\tau(t))\right) . \tag{47}
\end{align*}
$$

We say that these coupled quasisolutions are extremal in a subset $\bar{X} \subset \mathscr{C}[a-r, b]$; if $x_{*}, x^{*} \in \bar{X}$ and $x_{*}(t) \leq x_{1}(t), x_{2}(t) \leq$ $x^{*}(t)$ whenever $x_{1}, x_{2} \in \bar{X}$ is another pair of quasisolutions.

Before introducing our main result for problem (43), we need a maximum principle for problems with delay, which is as follows. Its proof is analogous to that done in Lemma 9, so we omit it.

Lemma 15. Let $\tau: I \rightarrow[a-r, b]$ be a measurable function such that $\tau(t) \leq t$ for a.a.t $\in I$ and assume that $p \in \mathscr{C}[a-r, b]$ is such that $p_{\mid I} \in A C(I)$ and satisfies

$$
\begin{gather*}
p^{\prime}(t) \leq K(t) p(t)+L(t) p(\tau(t)), \quad \text { for a.a. } t \in I,  \tag{48}\\
p(t)=0, \quad \forall t \in[a-r, a],
\end{gather*}
$$

where $K, L \in L^{1}(I)$ and $L \geq 0$ a.e.
If

$$
\begin{equation*}
\int_{a}^{b}\left(K_{+}(t)+L(t)\right) d t<1, \tag{49}
\end{equation*}
$$

where $K_{+}=\max \{K, 0\}$, then $p(t) \leq 0$ for all $t \in[a-r, b]$.
Now, we state our main result in this Section.
Theorem 16. Assume $\left(H_{1}\right)$ and that there exist $\alpha, \beta \in \mathscr{C}[a-$ $r, b]$ which are, respectively, lower and upper solutions for problem (43) such that $\alpha(t) \leq \beta(t)$ for all $t \in[a-r, b]$ and

$$
\begin{equation*}
\widehat{E}=\left[\min _{t \in[a-r, b]} \alpha(t), \max _{t \in[a-r, b]} \beta(t)\right] \subset J . \tag{50}
\end{equation*}
$$

Assume moreover that the following conditions hold:
$\left(\widehat{H}_{2}\right)$ for each $\gamma_{1}, \gamma_{2} \in[\alpha, \beta]=\{\gamma \in \mathscr{C}[a-r, b]:$ $\alpha(t) \leq \gamma(t) \leq \beta(t)$ for all $t \in[a-r, b]\}$, the initial value problem

$$
\left(\widehat{P}_{\gamma_{1}, \gamma_{2}}\right)\left\{\begin{align*}
x^{\prime}(t)= & F_{\gamma_{1}, \gamma_{2}}(t, x(t))  \tag{51}\\
:= & g\left(t, x(t), \gamma_{1}(\tau(t))\right) \\
& +h\left(t, x(t), \gamma_{2}(\tau(t))\right), \quad \text { for a.a. } t \in I, \\
x(a)= & \phi(a)
\end{align*}\right.
$$

has the extremal solutions in $[\alpha, \beta]$;
$\left(H_{3}\right)$ there exists $\psi \in L^{1}(I,[0,+\infty))$ such that for a.a. $t \in I$, all $x \in[\alpha(t), \beta(t)]$, and all $y_{1}, y_{2} \in$ $[\alpha(\tau(t)), \beta(\tau(t))]$, one has

$$
\begin{equation*}
\left|g\left(t, x, y_{1}\right)+h\left(t, x, y_{2}\right)\right| \leq \psi(t) ; \tag{52}
\end{equation*}
$$

$\left(\widehat{H}_{4}\right)$ there exists $K_{1}, K_{2}, L_{1}, L_{2} \in L^{1}(I)$ such that $L_{1}$, $L_{2} \geq 0$ a.e. and

$$
\begin{align*}
& g(t, \bar{x}, \bar{y})-g(t, x, y) \\
& \quad \leq K_{1}(t)(\bar{x}-x)+L_{1}(t)(\bar{y}-y) \\
& h(t, \bar{x}, y)-h(t, x, \bar{y})  \tag{53}\\
& \quad \leq K_{2}(t)(\bar{x}-x)+L_{2}(t)(\bar{y}-y)
\end{align*}
$$

whenever $\alpha(t) \leq x \leq \bar{x} \leq \beta(t)$ and

$$
\begin{align*}
& \min _{s \in[a-r, a]} \phi(s)-\int_{a}^{t} \psi(s) d s \\
& \quad \leq y \leq \bar{y} \leq \max _{s \in[a-r, a]} \phi(s)+\int_{a}^{t} \psi(s) d s . \tag{54}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
\int_{a}^{b}\left(K_{+}(t)+L(t)\right) d t<1 \tag{55}
\end{equation*}
$$

where $K=K_{1}+K_{2}, L=L_{1}+L_{2}$ and $K_{+}(t)=$ $\max \{K(t), 0\}$.

In these conditions, problem (43) has a unique solution in $[\alpha, \beta]$.

Proof. The proof is analogous to that done in Theorem 10, but now, redefining operator $\mathscr{A}$ in this way, first, we consider the space $\widehat{X}=\mathscr{C}[a-r, b]$ endowed with the ordering

$$
\begin{equation*}
\gamma_{1} \leq \gamma_{2} \Longleftrightarrow \gamma_{1}(t) \leq \gamma_{2}(t), \quad \forall t \in[a-r, b] . \tag{56}
\end{equation*}
$$

Then, we consider the operator

$$
\begin{equation*}
\widehat{\mathscr{A}}:[\alpha, \beta] \times[\alpha, \beta] \subset \widehat{X} \times \widehat{X} \longrightarrow 2^{[\alpha, \beta]} \backslash \emptyset \tag{57}
\end{equation*}
$$

as follows: for each $\gamma_{1}, \gamma_{2} \in[\alpha, \beta]$, we have $x \in \mathscr{A}\left(\gamma_{1}, \gamma_{2}\right)$ if and only if $x \in[\alpha, \beta], x_{I}$ is a solution of $\left(\widehat{P}_{\gamma_{1}, \gamma_{2}}\right)$ and $x_{\mid[a-r, a]}=\phi$.

The rest of the proof is analogous, with obvious changes.

Now, Theorem 16 provides, in particular, a new result on the existence of extremal solutions in the case that function $f$ is nondecreasing with respect to its third variable. For the sake of completeness, we concrete this idea in the following Corollary, which is the analogous to Corollary 12.

Corollary 17. Assume that there exist $\alpha, \beta \in \mathscr{C}[a-r, b]$ such that $\alpha_{I}, \beta_{I} \in A C(I), \alpha \leq \beta$ on $[a-r, b]$ and the following inequalities hold:

$$
\begin{array}{r}
\alpha^{\prime}(t) \leq f(t, \alpha(t), \alpha(\tau(t))), \quad \text { for a.a. } t \in I, \alpha(t) \leq \phi(t) \\
\forall t \in[a-r, a] \\
\beta^{\prime}(t) \geq f(t, \beta(t), \beta(\tau(t))), \quad \text { for a.a. } t \in I, \beta(t) \geq \phi(t) \\
\forall t \in[a-r, a] . \tag{58}
\end{array}
$$

Assume moreover that the following conditions hold:
$\left(\widehat{H}_{2}\right)^{\prime}$ for all $\gamma \in[\alpha, \beta]$, the initial value problem

$$
\begin{align*}
x^{\prime}(t)=f(t, x(t), \gamma) & \text { for a.a. } t \in I,  \tag{59}\\
& x(a)=\phi(a)
\end{align*}
$$

has the extremal solutions in $[\alpha, \beta]$;
$\left(H_{3}\right)^{\prime}$ there exists $\psi \in L^{1}(I,[0,+\infty))$ such that for a.a. $t \in I$, all $x \in[\alpha(t), \beta(t)]$, and all $y \in[\alpha(\tau(t)), \beta(\tau(t))]$, one has

$$
\begin{equation*}
|f(t, x, y)| \leq \psi(t) \tag{60}
\end{equation*}
$$

$\left(\widehat{H}_{4}\right)^{\prime}$ for a.a. $t \in I$ and all $x \in[\alpha(t), \beta(t)]$, the function $f(t, x, \cdot)$ is nondecreasing.

In these conditions, problem (43) has the extremal solutions in $[\alpha, \beta]$.

## 5. Examples of Application

We finish this work with two applications of our main results.
Example 1. Consider the following problem with advance:

$$
\begin{gather*}
x^{\prime}(t)=f(x(4 t)), \quad \text { for a.a. } t \in I=\left[0, \frac{\pi}{8}\right], \\
x(t)=\phi(t)=\frac{1}{2}\left(x-\frac{\pi}{2}\right) \sin \left(\frac{1}{x-\pi / 2}\right), \quad \forall t \in\left[\frac{\pi}{8}, \frac{\pi}{2}\right], \tag{61}
\end{gather*}
$$

where $f$ is defined as follows: for each $n \in\{1,2, \ldots\}$, we have

$$
f(y)= \begin{cases}\frac{1}{10} y, & \text { if } y \in(2 n-2,2 n-1]  \tag{62}\\ \frac{4 n-1}{10}-\frac{1}{10} y, & \text { if } y \in(2 n-1,2 n]\end{cases}
$$

and for $y \leq 0$, we define $f(y)=-f(-y)$.
Defined that way, $f$ is a function of bounded variation in any bounded interval of $\mathbb{R}$. Moreover, $f$ has a countable number of both downwards and upwards discontinuities. We will construct later a pair $(\alpha, \beta)$ of coupled lower and upper solutions for problem (1) such that for all $t \in[0, \pi / 2]$, we have

$$
\begin{equation*}
-\frac{\pi}{2} \leq \alpha(t) \leq \beta(t) \leq \frac{\pi}{2} \tag{63}
\end{equation*}
$$

And then, it suffices to consider a Jordan decomposition of $f$ in the interval $[-2,2]$. So, we put $f=g+h$, with

$$
g(y)=V_{-2}^{y}(f)= \begin{cases}\frac{1}{10} y+\frac{2}{10}, & \text { if } y \in[-2,-1) \\ \frac{1}{10} y+\frac{3}{10}, & \text { if } y \in[-1,1] \\ \frac{1}{10} y+\frac{4}{10}, & \text { if } y \in(1,2]\end{cases}
$$

$$
h(y)=f(y)-V_{-2}^{y}(f)= \begin{cases}-\frac{2}{10} y-\frac{5}{10}, & \text { if } y \in[-2,-1)  \tag{64}\\ -\frac{3}{10}, & \text { if } y \in[-1,1] \\ -\frac{2}{10} y-\frac{1}{10}, & \text { if } y \in(1,2]\end{cases}
$$

We will show now that the functions $\alpha(t)=t-\pi / 2=$ $-\beta(t)$ are coupled lower and upper solutions for problem (1). First, we have that $\alpha(t) \leq \phi(t) \leq \beta(t)$ for all $t \in[\pi / 8, \pi / 2]$. On the other hand, for a.a. $t \in I$ we have the following.
(i) If $(\pi / 2)-4 t \in(1,2]$, then $4 t-(\pi / 2) \in[-2,-1)$ and then

$$
\begin{align*}
& V_{-2}^{\beta(4 t)}(f)+\alpha(4 t)-V_{-2}^{\alpha(4 t)}(f) \\
& \quad=\frac{8}{10}\left(\frac{\pi}{2}-4 t\right)=\frac{-8}{10}\left(\frac{\pi}{2}-4 t\right)+\frac{2}{10} \leq 1=\alpha^{\prime}(t) \\
& V_{-2}^{\alpha(4 t)}(f)+\beta(4 t)-V_{-2}^{\beta(4 t)}(f)  \tag{65}\\
& \quad=\frac{8}{10}\left(\frac{\pi}{2}-4 t\right)-\frac{2}{10} \geq-1=\beta^{\prime}(t) .
\end{align*}
$$

(ii) If $(\pi / 2)-4 t \in[0,1]$, then $4 t-(\pi / 2) \in[-1,0]$ and then

$$
\begin{align*}
& V_{-2}^{\beta(4 t)}(f)+\alpha(4 t)-V_{-2}^{\alpha(4 t)}(f) \\
& \quad=\frac{8}{10}\left(\frac{\pi}{2}-4 t\right)=\frac{-8}{10}\left(\frac{\pi}{2}-4 t\right) \leq 1=\alpha^{\prime}(t)  \tag{66}\\
& V_{-2}^{\alpha(4 t)}(f)+\beta(4 t)-V_{-2}^{\beta(4 t)}(f) \\
& \quad=\frac{8}{10}\left(\frac{\pi}{2}-4 t\right) \geq-1=\beta^{\prime}(t)
\end{align*}
$$

Then, $\alpha$ and $\beta$ are coupled lower and upper solutions for problem (61), satisfying $\alpha \leq \beta$ on $[0, \pi / 2]$.

Now, we check condition $\left(H_{3}\right)$. We have for a.a. $t \in I$, all $x \in[\alpha(t), \beta(t)]$, and all $y_{1}, y_{2} \in[\alpha(4 t), \beta(4 t)]$,

$$
\begin{equation*}
\left|g\left(t, x, y_{1}\right)+h\left(t, x, y_{2}\right)\right| \leq \frac{6}{10}+\frac{5}{10} \tag{67}
\end{equation*}
$$

and thus condition $\left(H_{2}\right)$ is satisfied with $\psi \equiv 11 / 10$.
Finally, notice that for a.a. $t \in I$, it is

$$
\begin{align*}
& {\left[\min _{s \in[\pi / 8, \pi / 2]} \phi(s)-\int_{t}^{\pi / 8} \psi(s) d s\right.}  \tag{68}\\
& \left.\quad \max _{s \in[\pi / 8, \pi / 2]} \phi(s)+\int_{t}^{\pi / 8} \psi(s) d s\right] \subset[-1,1],
\end{align*}
$$

and thus condition $\left(H_{4}\right)$ is satisfied with

$$
\begin{equation*}
L_{1} \equiv \frac{1}{10}, \quad L_{2} \equiv 0 \tag{69}
\end{equation*}
$$

By application of Theorem 10, we conclude that problem (61) has exactly one solution in the functional interval

$$
\begin{equation*}
\left[4 t-\frac{\pi}{2}, \frac{\pi}{2}-4 t\right] . \tag{70}
\end{equation*}
$$

In the following example, we consider a practical application of Corollary 17. It involves a modified logistic-type model with delay.

Example 2. Consider a bacterial culture governed by a logis-tic-type equation of the form

$$
\begin{equation*}
x^{\prime}(t)=r_{1} x(t)(K-x(t)), \tag{71}
\end{equation*}
$$

where $x$ represents the population in thousands.
To counteract the effects of saturation term, we introduce an electronic mechanism which acts as follows. It counts the number of individuals and then it provides some food that makes the population grow. The amount of food supplied by the machine is proportional to the number of individuals. Moreover, the machine can distinguish only thousands of individuals and it supplies the food with a delay $\tau$ which also depends on time; as time goes by, this delay increases. Therefore, we can model this process with a differential equation of the form

$$
\begin{equation*}
x^{\prime}(t)=r_{1} x(t)(K-x(t))+r_{2}[x(t-\tau(t))], \quad t \in[0,1], \tag{72}
\end{equation*}
$$

where $r_{1}, r_{2} \geq 0, K>1,[\cdot]$ means integer part and $\tau$ : $t \in[0,1] \rightarrow \tau(t) \in[0, t]$ is measurable. We consider the normalized time interval $[0,1]$ for simplicity.

Finally, we consider an initial population of one thousand individuals. Therefore, we deal with the following initial value problem with delay:

$$
\begin{array}{r}
x^{\prime}(t)=r_{1} x(t)(K-x(t))+r_{2}[x(t-\tau(t))]  \tag{73}\\
\text { for a.a. } t \in[0,1], x(0)=1
\end{array}
$$

We will show now that problem (73) has extremal solutions between suitable lower and upper solutions.

First, notice that $\alpha \equiv 1$ and $\beta \equiv L$, for large enough $L$, are, respectively, lower and upper solutions for the problem. Indeed, for all $t \in[0,1]$, we have

$$
\begin{gather*}
0=\alpha^{\prime}(t) \leq r_{1}(K-1)+r_{2} \\
0=\beta^{\prime}(t) \geq r_{1} L(K-L)+r_{2} L, \quad \text { for large enough } L . \tag{74}
\end{gather*}
$$

Then, $\alpha$ and $\beta$ are, respectively, lower and upper solutions for problem (73), which moreover satisfy $\alpha(t) \leq \beta(t)$ for all $t \in[0,1]$.

To check conditions $\left(\widehat{H}_{2}\right)^{\prime},\left(\widehat{H}_{3}\right)^{\prime}$, and $\left(\widehat{H}_{4}\right)^{\prime}$, notice that the differential equation in (73) is defined by the function

$$
\begin{equation*}
f(t, x, y)=r_{1} x(K-x)+r_{2}[y] \tag{75}
\end{equation*}
$$

First, for each continuous $\gamma$ such that $1 \leq \gamma(t) \leq L$ for all $t \in[0,1]$, the function

$$
\begin{equation*}
f_{\gamma}(t, x)=f(t, x, \gamma) \tag{76}
\end{equation*}
$$

is the classical logistic function and then the initial value problem

$$
\begin{equation*}
x^{\prime}(t)=f_{\gamma}(t, x(t)), \quad \text { for a.a. } t \in[0,1], x(0)=1 \tag{77}
\end{equation*}
$$

has extremal solutions (in fact, a unique solution) between $\alpha$ and $\beta$. Therefore, condition $\left(\widehat{H}_{2}\right)^{\prime}$ is satisfied.

Finally, as for $x, y \in[1, L]$, the function $f$ is bounded and, moreover, $f$ is nondecreasing with respect to its third variable; we conclude that $\left(\widehat{H}_{3}\right)^{\prime}$ and $\left(\widehat{H}_{4}\right)^{\prime}$ hold.

Therefore, we can apply Corollary 17 to ensure that problem (73) has the extremal solutions between $\alpha$ and $\beta$.
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#### Abstract

For solving Laplace's equation in circular domains with circular holes, the null field method (NFM) was developed by Chen and his research group (see Chen and Shen (2009)). In Li et al. (2012) the explicit algebraic equations of the NFM were provided, where some stability analysis was made. For the NFM, the conservative schemes were proposed in Lee et al. (2013), and the algorithm singularity was fully investigated in Lee et al., submitted to Engineering Analysis with Boundary Elements, (2013). To target the same problems, a new interior field method (IFM) is also proposed. Besides the NFM and the IFM, the collocation Trefftz method (CTM) and the boundary integral equation method (BIE) are two effective boundary methods. This paper is devoted to a further study on NFM and IFM for three goals. The first goal is to explore their intrinsic relations. Since there exists no error analysis for the NFM, the second goal is to drive error bounds of the numerical solutions. The third goal is to apply those methods to Laplace's equation in the domains with extremely small holes, which are called actually punctured disks. By NFM, IFM, BIE, and CTM, numerical experiments are carried out, and comparisons are provided. This paper provides an in-depth overview of four methods, the error analysis of the NFM, and the intriguing computation, which are essential for the boundary methods.


## 1. Introduction

For circular domains with circular holes, there exist a number of papers of boundary methods. In Barone and Caulk [1, 2] and Caulk [3], the Fourier functions are used for the circular holes for boundary integral equations. In Bird and Steele [4], the simple algorithms as the collocation Trefftz method (CTM) in [5, 6] are used. In Ang and Kang [7], complex boundary elements are studied. Recently, Chen and his research group have developed the null filed method (NFM), in which the field nodes $Q$ are located outside of the solution domain $S$. The fundamental solutions (FS) can be expanded as the convergent series, and the Fourier functions are also used to approximate the Dirichlet and Neumann boundary conditions. Numerous papers have been published for different physical problems. Since error analysis and
numerical experiments for four boundary methods are our main concern, we only cite [8-14]. More references of NFM are also given in [10-12, 14-17].

In [17], explicit algebraic equations of the NFM are derived, stability analysis is first made for the simple annular domain with concentric circular boundaries, and numerical experiments are performed to find the optimal field nodes. The field nodes can be located on the domain boundary: $Q \in$ $\partial S$, if the solutions are smooth enough to satisfy $u \in H^{2}(\partial S)$ and $u_{v} \in H^{1}(\partial S)$, where $u_{v}$ is the normal derivative and $H^{k}(\partial S)(k=1,2)$ are the Sobolev spaces; see the proof in [17]. It is discovered numerically that when the field nodes $Q \in \partial S$, the NFM provides small errors and the smallest condition numbers, compared with all $Q \in S^{C}$. Moreover for the NFM, the conservative schemes are proposed in [15],
and the algorithm singularity is fully investigated in [16]. In fact, the explicit algebraic equations can also be derived from the Green representation formula with the field nodes inside the solution domain. This method is called the interior field method (IFM).

In addition to the NFM and IFM, the collocation Trefftz method (CTM) and the boundary integral equation method (BIE) are effective boundary methods too. Three goals are motivated in this paper. The first goal is to explore the intrinsic relations of NFM, IFM, CTM, and BIE with an in-depth overview. So far, there exists no error analysis for the NFM. The second goal is to derive error bounds of the numerical solutions by the NFM. The optimal convergence (or exponential) rates can be achieved. The third goal is to solve a challenging problem: Laplace's equation in the circular domains with extremely small holes, which are called the actually punctured disks in this paper. Four boundary methods, NFM, IFM, CTM, and BIE, are employed. Numerical experiments are carried out, and comparisons are provided. It is observed that the CTM is more advantageous in the applications than the others.

Besides, the method of fundamental solutions (MFS) is also popular in boundary methods, which originated from Kupradze and Aleksidze [18] in 1964. For the MFS, numerous computations are reviewed in Fairweather and Karageorghis [19] and Chen et al. [20], but the error and stability analysis is developed by Li et al. in [21,22]. Both the CTM and the MFS can be applied to arbitrary solution domains. However, the MFS incurs a severe numerical instability for very elongated domains [22]. Since the performance of the CTM is better than that of the MFS, reported elsewhere, we do not carry out the numerical computation of the MFS in this paper. Moreover, the null-field method with discrete source (NFMDS) is effective and popular in light scattering (see Wriedt [23]), where the transition ( $T$ ) matrix is provided in Doicu and Wriedt [24]. In fact, the null field equation (NFE) of the Green representation formula in (9) can be employed on a source outside the solution domain $S$, without a need of the FS expansions, called the $T$ matrix method [24]. Hence, the $T$ matrix method is valid for arbitrary solution domains. There also occurs a severe numerical instability for very elongated holes (i.e., particles). To improve the stability for this case, different sources (i.e., discrete sources) may be utilized in the NFM-DS, by means of the idea of the MFS. The techniques for improving the stability by the NFM-DS are reported in many papers; we only cite [23,25].

This paper is organized as follows. In the next section, the explicit discrete equations of NFM, IFM, CTM, and BIE are given, and their relations and overviews are explored. In Section 3, for the NFM some analysis is studied for circular domains with concentric circular boundaries. In Section 4, error bounds are provided without proof for the NFM with eccentric circular boundaries of simple annular domains. In Section 5, numerical experiments are carried out for Laplace's equation in the actually punctured disks. The results are reported with comparisons. In the last section, a few concluding remarks are addressed.

## 2. The Null Field Method and Other Algorithms

2.1. The Null Field Method. For simplicity in description of the NFM, we confine ourselves to Laplace's equation and choose the circular domain with one circular hole in this paper. Denote the disks $S_{R}$ and $S_{R_{1}}$ with radii $R$ and $R_{1}$, respectively. Let $S_{R_{1}} \subset S_{R}$, and the eccentric circular domains $S_{R}$ and $S_{R_{1}}$ may have different origins. Hence $2 R_{1}<R$. Choose the annular solution domain $S=S_{R} \backslash S_{R_{1}}$ with the exterior and the interior boundaries $\partial S_{R}$ and $\partial S_{R_{1}}$, respectively. The following Dirichlet problems are discussed by Palaniappan [26]:

$$
\begin{align*}
& \Delta u=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0 \quad \text { in } S  \tag{1}\\
& u=1 \quad \text { on } \partial S_{R}, \quad u=0 \quad \text { on } \partial S_{R_{1}}
\end{align*}
$$

In [11], $R=2.5$ and $R_{1}=1$ and the origins of $S_{R}$ and $S_{R_{1}}$ are located at $(0,0)$ and $\left(-R_{1}, 0\right)$, respectively. In this paper, we fix $R=2.5$, while $R_{1}$ may be infinitesimal; that is, $R_{1} \ll 1$.

On the exterior boundary $\partial S_{R}$, there exist the approximations of Fourier expansions:

$$
\begin{array}{cc}
u=u_{0}:=a_{0}+\sum_{k=1}^{M}\left\{a_{k} \cos k \theta+b_{k} \sin k \theta\right\} & \text { on } \partial S_{R} \\
\frac{\partial u}{\partial v}=q_{0}:=p_{0}+\sum_{k=1}^{M}\left\{p_{k} \cos k \theta+q_{k} \sin k \theta\right\} & \text { on } \partial S_{R} \tag{3}
\end{array}
$$

where $a_{k}, b_{k}, p_{k}$, and $q_{k}$ are coefficients. On the interior boundary $\partial S_{R_{1}}$, we have similarly

$$
\begin{gather*}
\bar{u}=\bar{u}_{0}:=\bar{a}_{0}+\sum_{k=1}^{N}\left\{\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right\} \quad \text { on } \partial S_{R_{1}},  \tag{4}\\
\frac{\partial \bar{u}}{\partial \bar{v}}=-\frac{\partial \bar{u}}{\partial \bar{r}}=\bar{q}_{0}:=\bar{p}_{0}+\sum_{k=1}^{N}\left\{\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right\} \quad \text { on } \partial S_{R_{1}}, \tag{5}
\end{gather*}
$$

where $\bar{a}_{k}, \bar{b}_{k}, \bar{p}_{k}$, and $\bar{q}_{k}$ are coefficients. In (2)-(5), $\theta$ and $\bar{\theta}$ are the polar coordinates of $S_{R}$ and $S_{R_{1}}$ with the origins $(0,0)$ and $\left(-R_{1}, 0\right)$, respectively, and $\nu$ and $\frac{1}{v}$ are the exterior normals of $\partial S_{R}$ and $\partial S_{R_{1}}$, respectively. The Dirichlet, the Neumann conditions, and their mixed types on $\partial S_{R}$ may be given with known coefficients.

In $S$, denote two nodes $\mathbf{x}=Q=(x, y)=(\rho, \theta)$ and $\mathbf{y}=P=(\xi, \eta)=(r, \phi)$, where $x=\rho \cos \theta, y=\rho \sin \theta$, $\xi=r \cos \phi$, and $\eta=r \sin \phi$. Then $\rho=\sqrt{x^{2}+y^{2}}$ and $R=r=$ $\sqrt{\xi^{2}+\eta^{2}}$. The FS of Laplace's equation is given by $\ln \overline{P Q}=$
$\ln \left\{\sqrt{\rho^{2}-2 \rho r \cos (\theta-\phi)+r^{2}}\right\}$. From the Green representation formula, we have different formulas for different locations of the field nodes $Q(\mathbf{x})$ :

$$
\begin{align*}
& \int_{\partial S}\left\{\ln |P Q| \frac{\partial u(\mathbf{y})}{\partial v}-u(\xi) \frac{\partial \ln |P Q|}{\partial v}\right\} d \sigma_{\xi} \\
& \quad= \begin{cases}-2 \pi u(Q), & Q \in S \\
-\pi u(Q), & Q \in \partial S \\
0, & \text { otherwise },\end{cases} \tag{6}
\end{align*}
$$

where $P(\mathbf{y}) \in(S \cup \partial S)$ and two kinds of series expansions of the FS $\ln |P Q|$ are given by (see [27])

$$
\begin{align*}
\ln & |P Q| \\
& =\ln |P(\mathbf{y})-Q(\mathbf{x})| \\
& =\ln |P(r, \phi)-Q(\rho, \theta)| \\
& = \begin{cases}U^{i}(\mathbf{x}, \mathbf{y})=\ln r-\sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{\rho}{r}\right)^{n} \cos n(\theta-\phi), \quad \rho<r \\
U^{e}(\mathbf{x}, \mathbf{y})=\ln \rho-\sum_{n=1}^{\infty} \frac{1}{n}\left(\frac{r}{\rho}\right)^{n} \cos n(\theta-\phi), & \rho>r\end{cases} \tag{7}
\end{align*}
$$

where $\mathbf{x}=(\rho, \theta)$ and $\mathbf{y}=(r, \phi)$. Then we have two kinds of derivative expansions of FS

$$
\begin{array}{cl}
\frac{\partial U^{i}(\mathbf{x}, \mathbf{y})}{\partial r}=\frac{1}{r}+\sum_{n=1}^{\infty}\left(\frac{\rho^{n}}{r^{n+1}}\right) \cos n(\theta-\phi), & \rho<r  \tag{8}\\
\frac{\partial U^{e}(\mathbf{x}, \mathbf{y})}{\partial r}=-\sum_{n=1}^{\infty}\left(\frac{r^{n-1}}{\rho^{n}}\right) \cos n(\theta-\phi), & \rho>r
\end{array}
$$

where the superscripts " $e$ " and " $i$ " designate the exterior and interior field nodes $\mathbf{x}$, respectively. Note that the boundary element method (BEM) is based on the second equation of the Green formula (6), but the NFM is based on the third equation (i.e., the null field equation (NFE)) by using the FS expansions. We have

$$
\begin{align*}
& \int_{\partial S_{R} \partial \partial S_{R_{1}}} U(\mathbf{x}, \mathbf{y}) \frac{\partial u(\mathbf{y})}{\partial v} d \sigma_{\mathbf{y}} \\
& \quad=\int_{\partial S_{R} \cup \partial S_{R_{1}}} u(\mathbf{y}) \frac{\partial U(\mathbf{x}, \mathbf{y})}{\partial v} d \sigma_{\mathbf{y}}, \quad \mathbf{x} \in \bar{S}^{c}, \tag{9}
\end{align*}
$$

where $\bar{S}^{c}$ is the complementary domain of $S \cup \partial S$. Substituting the Fourier expansions (7)-(8) into (9) yields the basic algorithms of NFM, where the exterior normal of $\partial S_{R_{1}}$ is given by $\partial U(\mathbf{x}, \mathbf{y}) / \partial v=-\partial U(\mathbf{x}, \mathbf{y}) / \partial r$. In the Green formula (9), the field point $\mathbf{x}=(\rho, \theta)$ is supposed to locate outside of the solution domain $S \cup \partial S$ only, so the algorithm of Chen is called the null field method (NFM) $[8,9,11]$. The field nodes can also be located on the domain boundary: $Q \in \partial S$, if the solutions are smooth enough to satisfy $u \in H^{2}(\partial S)$ and $u_{v} \in$ $H^{1}(\partial S)$, where $u_{v}$ is the normal derivative and $H^{k}(\partial S)(k=$
$1,2)$ are the Sobolev spaces; see the rigorous proof in [17]. It is discovered numerically that when the field nodes $Q \in \partial S$, the NFM provides small errors and condition numbers and has been widely implemented in many engineering problems.

Denote two systems of polar coordinates by $(\rho, \theta)$ and ( $\bar{\rho}, \bar{\theta}$ ) with the origins $(0,0)$ and $\left(x_{1}, y_{1}\right)$ for $S_{R}$ and $S_{R_{1}}$, respectively. There exist the following conversion formulas:

$$
\begin{align*}
\rho & =\sqrt{\left(\bar{\rho} \cos \bar{\theta}+x_{1}\right)^{2}+\left(\bar{\rho} \sin \bar{\theta}+y_{1}\right)^{2}} \\
\tan \theta & =\frac{\bar{\rho} \sin \bar{\theta}+y_{1}}{\bar{\rho} \cos \bar{\theta}+x_{1}}  \tag{10}\\
\bar{\rho} & =\sqrt{\left(\rho \cos \theta-x_{1}\right)^{2}+\left(\rho \sin \theta-y_{1}\right)^{2}} \\
\tan \bar{\theta} & =\frac{\rho \sin \theta-y_{1}}{\rho \cos \theta-x_{1}} \tag{11}
\end{align*}
$$

First, consider the exterior field nodes $\mathbf{x}=(\rho, \theta)$ with $\rho>$ $r=R$. The first explicit algebraic equations of the NFM are given for the exterior field nodes (see [17])

$$
\begin{align*}
& \mathscr{L}_{\text {ext }}(\rho, \theta ; \bar{\rho}, \bar{\theta}) \\
& \begin{aligned}
&:=-R \pi \sum_{k=1}^{M}\left(\frac{R^{k-1}}{\rho^{k}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right) \\
&+R_{1} \pi \sum_{k=1}^{N}\left(\frac{R_{1}^{k-1}}{\bar{\rho}^{k}}\right)\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right) \\
&-\left\{2 \pi R(\ln \rho) p_{0}-R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{R}{\rho}\right)^{k}\right. \\
& \quad \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)+2 \pi R_{1}(\ln \bar{\rho}) \bar{p}_{0} \\
&\left.\quad-R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k}\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right)\right\}=0
\end{aligned}
\end{align*}
$$

Next, consider the interior field nodes $\mathbf{x}=(\bar{\rho}, \bar{\theta})$ with $\bar{\rho}<\bar{r}=$ $R_{1}$. The second explicit algebraic equations of the NFM are given for the interior field nodes (see [17])

$$
\begin{aligned}
& \mathscr{L}_{\mathrm{int}}(\rho, \theta ; \bar{\rho}, \bar{\theta}) \\
&:=-2 \pi \bar{a}_{0}-R_{1} \pi \sum_{k=1}^{N}\left(\frac{\bar{\rho}^{k}}{R_{1}^{k+1}}\right)\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right) \\
&+2 \pi a_{0}+R \pi \sum_{k=1}^{M}\left(\frac{\rho^{k}}{R^{k+1}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right)
\end{aligned}
$$

$$
\begin{align*}
& -\left\{2 \pi R_{1} \ln R_{1} \bar{p}_{0}-R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{\bar{\rho}}{R_{1}}\right)^{k}\right. \\
& \quad \times\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right)+2 \pi R \ln R p_{0}-R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} \\
& \left.\quad \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)\right\}=0 . \tag{13}
\end{align*}
$$

Since one of Dirichlet or Neumann conditions is given on $\partial S_{R}$ and $\partial S_{R_{R}}$, only $2(M+N)+2$ coefficients in (2)-(5) are unknowns. We choose $2 M+1$ and $2 N+1$ field nodes located uniformly on the exterior and the interior circles, respectively,

$$
\begin{align*}
& (\rho, \theta)=(R+\epsilon, i \Delta \theta), \quad i=0,1, \ldots, 2 M \\
& (\bar{\rho}, \bar{\theta})=\left(R_{1}-\bar{\epsilon}, i \Delta \bar{\theta}\right), \quad i=0,1, \ldots, 2 N \tag{14}
\end{align*}
$$

where $\epsilon \geq 0,0 \leq \bar{\epsilon}<R_{1}, \Delta \theta=2 \pi /(2 M+1)$, and $\Delta \bar{\theta}=$ $2 \pi /(2 N+1)$. Denote the explicit equations (12) and (13) by

$$
\begin{equation*}
\mathscr{L}_{\text {ext }}(\rho, \theta ; \bar{\rho}, \bar{\theta})=0, \quad \mathscr{L}_{\text {int }}(\rho, \theta ; \bar{\rho}, \bar{\theta})=0 \tag{15}
\end{equation*}
$$

We obtain $2(M+N)+2$ discrete equations from (15)

$$
\begin{array}{ll}
\mathscr{L}_{\mathrm{ext}}\left(R+\epsilon, i \Delta \theta ; \bar{\rho}_{i}, \bar{\theta}_{i}\right)=0, & i=0,1, \ldots, 2 M  \tag{16}\\
\mathscr{L}_{\mathrm{int}}\left(\rho_{i}, \theta_{i} ; R_{1}-\bar{\epsilon}, i \Delta \bar{\theta}\right)=0, & i=0,1, \ldots, 2 N
\end{array}
$$

where the corresponding coordinates $\left(\rho_{i}, \theta_{i}\right)$ and $\left(\bar{\rho}_{i}, \bar{\theta}_{i}\right)$ are obtained from (10) and (11). Hence from (16), we obtain the following linear algebraic equations:

$$
\begin{equation*}
\mathbf{F x}=\mathbf{b} \tag{17}
\end{equation*}
$$

where the matrices $\mathbf{F}\left(\in R^{n \times n}\right)$, the vector $\mathbf{x}\left(\in R^{n}\right)$, and $n=$ $2(M+N)+2$. The unknown coefficients can be obtained from (17), if the matrix $\mathbf{F}$ is nonsingular. In this paper, we confine the Dirichlet problems. The study of the Neumann problems will be reported in a subsequent paper.

Once all the coefficients are known, based on the first equation of the Green formula (6), the solution at the interior nodes: $\mathbf{x}=(\rho, \theta) \in S$ is expressed by

$$
\begin{align*}
& u(\mathbf{x})=u(\rho, \theta)= \\
& -\frac{1}{2 \pi} \int_{\partial S_{R} \cup \partial S_{R_{1}}}\left\{U(\mathbf{x}, \mathbf{y}) \frac{\partial u(\mathbf{y})}{\partial v}-u(\xi) \frac{\partial U(\mathbf{x}, \mathbf{y})}{\partial r}\right\} d \sigma_{\mathbf{y}} \\
& =-\frac{1}{2 \pi}\left\{\int_{\partial S_{R}}\left\{U^{i}(\mathbf{x}, \mathbf{y}) \frac{\partial u(\mathbf{y})}{\partial v}-u(\mathbf{y}) \frac{\partial U^{i}(\mathbf{x}, \mathbf{y})}{\partial r}\right\} d \sigma_{\mathbf{y}}\right. \\
& \left.+\int_{\partial S_{R_{1}}}\left\{U^{e}(\mathbf{x}, \mathbf{y}) \frac{\partial u(\mathbf{y})}{\partial \bar{v}}+u(\mathbf{y}) \frac{\partial U^{e}(\mathbf{x}, \mathbf{y})}{\partial \bar{r}}\right\} d \sigma_{\mathbf{y}}\right\} \\
& \mathbf{x} \in S . \tag{18}
\end{align*}
$$

For $(\rho, \theta) \in S$, from (2)-(5) and (7)-(8), (2.20) leads to (see [17])

$$
\begin{align*}
u_{M-N}= & u_{M-N}(\rho, \theta)=u_{M-N}(\bar{\rho}, \bar{\theta}) \\
= & a_{0}-R \ln R p_{0}-R_{1} \ln \bar{\rho} \bar{p}_{0}+\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} \\
& \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)+\frac{R}{2} \sum_{k=1}^{M}\left(\frac{\rho^{k}}{R^{k+1}}\right) \\
& \times\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right)+\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k}  \tag{19}\\
& \times\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right)+\frac{R_{1}}{2} \sum_{k=1}^{N}\left(\frac{R_{1}^{k-1}}{\bar{\rho}^{k}}\right) \\
& \times\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right), \quad(r, \theta) \in S
\end{align*}
$$

where $(\bar{\rho}, \bar{\theta})$ are also given from (11).
2.2. Conservative Schemes. For some physical problems, the flux conservation is imperative and essential. The conservative schemes of NFM can be designed to satisfy exactly the flux conservation [15]

$$
\begin{equation*}
\int_{S_{R}}\left(u_{M}\right)_{v}+\int_{S_{R_{1}}}\left(u_{N}\right)_{\bar{v}}=0 \tag{20}
\end{equation*}
$$

Substituting (3) and (5) into (20) yields directly

$$
\begin{equation*}
R p_{0}+R_{1} \bar{p}_{0}=0 \tag{21}
\end{equation*}
$$

We may use (21) to remove one coefficient, say $\bar{p}_{0}$,

$$
\begin{equation*}
\bar{p}_{0}=-\frac{R}{R_{1}} p_{0} \tag{22}
\end{equation*}
$$

By using (22), (12) and (13) lead to

$$
\begin{aligned}
& \mathscr{L}_{\mathrm{ext}}^{\mathrm{C}}(\rho, \theta ; \bar{\rho}, \bar{\theta}) \\
& :=-R \pi \sum_{k=1}^{M}\left(\frac{R^{k-1}}{\rho^{k}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right) \\
& \quad+R_{1} \pi \sum_{k=1}^{N}\left(\frac{R_{1}^{k-1}}{\bar{\rho}^{k}}\right)\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right)
\end{aligned}
$$

$$
\begin{align*}
&-\left\{2 \pi R\left(\ln \left(\frac{\rho}{\bar{\rho}}\right)\right) p_{0}-R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{R}{\rho}\right)^{k}\right. \\
& \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)-R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \\
&\left.\times\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right)\right\}=0, \\
& \mathscr{L}_{\text {int }}^{C}(\rho, \theta ; \bar{\rho}, \bar{\theta}) \\
&:=-2 \pi \bar{a}_{0}-R_{1} \pi \sum_{k=1}^{N}\left(\frac{\bar{\rho}^{k}}{R_{1}^{k+1}}\right) \\
& \times\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right)+2 \pi a_{0} \\
&+ R \pi \sum_{k=1}^{M}\left(\frac{\rho^{k}}{R^{k+1}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right) \\
&-\{ -R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{\bar{\rho}}{R_{1}}\right)^{k} \\
& \times\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right) \\
&+2 \pi R\left(\ln \frac{R}{R_{1}}\right) p_{0}-R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} \\
&\left.\times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)\right\}=0 . \tag{23}
\end{align*}
$$

Also the interior solution (19) leads to

$$
\begin{align*}
u_{M-N}^{C}= & u_{M-N}^{C}(\rho, \theta)=u_{M-N}^{C}(\bar{\rho}, \bar{\theta}) \\
= & a_{0}-R\left(\ln \frac{R}{R_{1}}\right) p_{0}+\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} \\
& \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)+\frac{R}{2} \sum_{k=1}^{M}\left(\frac{\rho^{k}}{R^{k+1}}\right) \\
& \times\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right)+\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \\
& \times\left(\bar{p}_{k} \cos k \bar{\theta}+\bar{q}_{k} \sin k \bar{\theta}\right)+\frac{R_{1}}{2} \sum_{k=1}^{N}\left(\frac{R_{1}^{k-1}}{\bar{\rho}^{k}}\right) \\
& \times\left(\bar{a}_{k} \cos k \bar{\theta}+\bar{b}_{k} \sin k \bar{\theta}\right), \quad(r, \theta) \in S . \tag{24}
\end{align*}
$$

Hence, the total number of unknown coefficients is reduced to $2(M+N)+1$. Based on the analysis in [15], to remain good
stability, we still choose $2(M+N)+2$ collocation nodes as in (16):

$$
\begin{array}{ll}
w_{i} \mathscr{L}_{\text {ext }}^{C}\left(R+\varepsilon, i \Delta \theta ; \bar{\rho}_{i}, \bar{\theta}_{i}\right)=0, & i=0,1, \ldots, 2 M, \\
w_{i} \mathscr{L}_{\text {int }}^{C}\left(\rho_{i}, \theta_{i} ; R_{1}-\bar{\varepsilon}, i \Delta \bar{\theta}\right)=0, & i=1,2, \ldots, 2 N, \tag{25}
\end{array}
$$

where the weights $w_{0}=1, w_{i}=\sqrt{2}$ for $i \geq 1, \Delta \theta=$ $2 \pi /(2 M+1)$, and $\Delta \bar{\theta}=2 \pi /(2 N+1)$. Equation (25) form an overdetermined system, which can be solved by the QR method or the singular value decomposition.
2.3. The Interior Field Method. In [17], we prove that when $u \in H^{2}(\partial S)$ and $u_{v} \in H^{1}(\partial S)$, the NFM remains valid for the field nodes $Q \in \partial S$; that is, $\rho=R$ on $\partial S_{R}$ and $\bar{\rho}=R_{1}$ on $\partial S_{R_{1}}$ and (23) and (24) hold. In fact, we may use (24) only, because (23) is obtained directly from the Dirichlet conditions on $\partial S_{R}$ and $\partial S_{R_{1}}$, respectively. Interestingly, (24) is obtained from the interior (i.e., the first) Green formula in (6) only. For this reason, the interior field method (IFM) is named. Evidently, the IFM is equivalent to the special NFM. Based on this linkage, the new error analysis in Section 4 is explored.
2.4. The First Kind Boundary Integral Equations. We may also apply the series expansions of FS to the first kind boundary integral equations. Consider the Dirichlet problem

$$
\begin{gather*}
\Delta u=0, \quad \text { in } \Omega=R^{2} \backslash \Gamma, \\
u=f, \quad \text { on } \Gamma,  \tag{26}\\
u(x)=O(\log |\mathbf{x}|), \quad \text { as }|\mathbf{x}| \longrightarrow \infty,
\end{gather*}
$$

where $|\mathbf{x}|$ is the Euclidean distance. In (26), $\Gamma\left(=\cup_{m=1}^{d} \Gamma_{m}\right)$ is an open arc, and each of its edges, $\Gamma_{m}(m=1, \ldots, d)$, is assumed to be smooth. Let $C_{\Gamma}$ be the logarithmic capacity of $\Gamma$. From the single layer potential theory [28-30], if $C_{\Gamma} \neq 1,(26)$ can be converted to the first kind boundary integral equation (BIE),

$$
\begin{equation*}
-\frac{1}{2 \pi} \int_{\Gamma} v(\mathbf{x}) \ln |\mathbf{x}-y| d s_{\mathbf{x}}=f(\mathbf{y}) \quad(\mathbf{y} \in \Gamma) \tag{27}
\end{equation*}
$$

where $v(\mathbf{x})\left(=\left(\partial u(\mathbf{x}) / \partial n^{-}\right)-\left(\partial u(\mathbf{x}) / \partial n^{+}\right)\right)$is the unknown function and $\partial u / \partial n^{ \pm}$denote the normal derivatives along the positive and negative sides of $\Gamma$. If $C_{\Gamma} \neq 1$, there exists a unique solution of (27), see [28]. As soon as $v(\mathbf{x})$ is solved from (27), the solution $u(\mathbf{x})(\mathbf{x} \in \Omega)$ of (26) can be evaluated by

$$
\begin{equation*}
u(\mathbf{x})=-\frac{1}{2 \pi} \int_{\Gamma} v(\mathbf{x}) \ln |\mathbf{x}-\mathbf{y}| d s_{\mathbf{x}} \quad(\mathbf{y} \in \Omega) . \tag{28}
\end{equation*}
$$

For the smooth solution $u$, we have $v(\mathbf{x})=2(\partial u / \partial v)$, where $v$ is the normal of $\Gamma$. We may assume the Fourier expansions of $v$ on $\Gamma$

$$
\begin{align*}
v(s) & =v^{+}(s)=q_{0}^{\star} \\
& :=p_{0}^{\star}+\sum_{k=1}^{M}\left\{p_{k}^{\star} \cos k \theta+q_{k}^{\star} \sin k \theta\right\} \quad \text { on } \partial S_{R}, \\
v(s) & =v^{-}(s)=\bar{q}_{0}^{\star}  \tag{29}\\
& :=\bar{p}_{0}^{\star}+\sum_{k=1}^{N}\left\{\bar{p}_{k}^{\star} \cos k \bar{\theta}+\bar{q}_{k}^{\star} \sin k \bar{\theta}\right\} \quad \text { on } \partial S_{R_{1}}
\end{align*}
$$

where $p_{k}^{\star}, q_{k}^{\star}, \bar{p}_{k}^{\star}$, and $\bar{q}_{k}^{\star}$ are the coefficients. We have from [17]

$$
\begin{align*}
u(\mathbf{x})= & u(\rho, \theta) \\
= & -\frac{1}{2 \pi} \int_{\partial S_{R} \cup \partial S_{R_{1}}} U(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \sigma_{\mathbf{y}} \\
= & -\frac{1}{2 \pi}\left\{\int_{\partial S_{R}} U^{i}(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \sigma_{\mathbf{y}}\right. \\
& \left.\quad+\int_{\partial S_{R_{1}}} U^{e}(\mathbf{x}, \mathbf{y}) v(\mathbf{y}) d \sigma_{\mathbf{y}}\right\}, \quad \mathbf{x} \in S \tag{30}
\end{align*}
$$

to give

$$
\begin{align*}
u_{M-N}(\rho, \theta)= & -R \ln R p_{0}^{\star}-R_{1} \ln \bar{\rho} \bar{p}_{0}^{\star}+\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} \\
& \times\left(p_{k}^{\star} \cos k \theta+q_{k}^{\star} \sin k \theta\right)+\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \\
& \times\left(\bar{p}_{k}^{\star} \cos k \bar{\theta}+\bar{q}_{k}^{\star} \sin k \bar{\theta}\right), \quad(r, \theta) \in S . \tag{31}
\end{align*}
$$

Note that the derivation of (31) in the first kind BIE is simpler, because we do not need the series expansions of $\partial U^{i}(\mathbf{x}, \mathbf{y}) / \partial r$ and $\partial U^{e}(\mathbf{x}, \mathbf{y}) / \partial r$. This advantage is very important for elasticity problems, because the displacement conditions are much simpler than the traction ones.
2.5. The Collocation Trefftz Method. We also use the collocation Trefftz method (CTM). For (1), the particular solutions of CTM are given by (see [6])

$$
\begin{gathered}
u_{M-N}(\rho, \theta ; \bar{\rho}, \bar{\theta})=a_{0}+\sum_{i=1}^{M}\left(\frac{\rho}{R}\right)^{i}\left(a_{i} \cos i \theta+b_{i} \sin i \theta\right) \\
+\bar{a}_{0} \ln \bar{\rho}+\sum_{i=1}^{N}\left(\frac{R_{1}}{\bar{\rho}}\right)^{i} \\
\times\left(\bar{a}_{i} \cos i \bar{\theta}+\bar{b}_{i} \sin i \bar{\theta}\right) \\
\rho \leq R, \quad \bar{\rho} \geq R_{1}
\end{gathered}
$$

where $a_{i}, b_{i}, \bar{a}_{i}$, and $\bar{b}_{i}$ are the coefficients. Evidently, the admissible functions (19) of the IFM and (31) of the first kind BIE are the special cases of (32). Equation (31) may be written as (32) with the following relations of coefficients:

$$
\begin{gather*}
a_{0}:=-R \ln R p_{0}^{\star}, \quad \bar{a}_{0}:=-R_{1} \bar{p}_{0}^{\star}, \\
a_{k}:=\frac{R}{2 k} p_{k}^{\star}, \quad b_{k}:=\frac{R}{2 k} q_{k}^{\star},  \tag{33}\\
\bar{a}_{k}:=\frac{R_{1}}{2 k} \bar{p}_{k}^{\star}, \quad \bar{b}_{k}:=\frac{R_{1}}{2 k} \bar{q}_{k}^{\star} .
\end{gather*}
$$

Equation (19) can also be written as (32) with

$$
\begin{gather*}
a_{0}:=a_{0}^{\mathrm{IFM}}-R \ln R p_{0}^{\mathrm{IFM}}, \quad \bar{a}_{0}:=-R_{1} \bar{p}_{0}^{\mathrm{IFM}}, \\
a_{k}:=\frac{R}{2 k} p_{k}^{\mathrm{IFM}}+\frac{1}{2} a_{k}^{\mathrm{IFM}}, \quad b_{k}:=\frac{R}{2 k} q_{k}^{\mathrm{IFM}}+\frac{1}{2} b_{k}^{\mathrm{IFM}},  \tag{34}\\
\bar{a}_{k}:=\frac{R_{1}}{2 k} \bar{p}_{k}^{\mathrm{IFM}}+\frac{1}{2} \bar{a}_{k}^{\mathrm{IFM}}, \quad \bar{b}_{k}:=\frac{R_{1}}{2 k} \bar{q}_{k}^{\mathrm{IFM}}+\frac{1}{2} \bar{b}_{k}^{\mathrm{IFM}},
\end{gather*}
$$

where $p_{k}^{\mathrm{IFM}}, q_{k}^{\mathrm{IFM}}, \ldots$ are the coefficients in (19) of the IFM.
Therefore, we may classify the IFM and the first kind BIE into the TM family, and their analysis may follow the framework in [6]. However, the particular solutions (32) can be applied to arbitrary shaped domains, for example, simply or multiple-connected domains, but the functions (19) and (31) are confined themselves to the circular domains with circular holes only. The four boundary methods, NFM, IFM, BIE, and CTM, are described together, with their explicit algebraic equations. The relations of their expansion coefficients are discovered at the first time. Moreover, Figure 1 shows clear relations among NFM, IFM, BIE, and CTM. The intrinsic relations have been provided to fulfill the first goal of this paper.

To close this section, we describe the CTM. Denote $V_{M-N}$ the set of (32), and define the energy

$$
\begin{equation*}
I(u)=\int_{\Gamma}(v-f)^{2} \tag{35}
\end{equation*}
$$

where $\Gamma=\partial S$ and $f$ is the known function of Dirichlet boundary conditions. Then the solution $u_{M-N}$ of the Trefftz methods (TM) can be obtained by

$$
\begin{equation*}
I\left(u_{M-N}\right)=\min _{v \in V_{M-N}} I(v) \tag{36}
\end{equation*}
$$

The TM solution $u_{M-N}$ also satisfies

$$
\begin{equation*}
\left\|u-u_{M-N}\right\|_{0, \Gamma}=\min _{v \in V_{M-N}}\|u-v\|_{0, \Gamma} . \tag{37}
\end{equation*}
$$

When the integral in (35) involves numerical approximation, the modified energy is defined as

$$
\begin{equation*}
\widehat{I}(v)=\widehat{\int}_{\Gamma}(v-f)^{2}, \tag{38}
\end{equation*}
$$

where $\hat{\int}_{\Gamma}$ is the numerical approximations of $\int_{\Gamma}$ by some quadrature rules, such as the central or the Gaussian rule. Hence, the numerical solution $\widehat{u}_{M-N} \in V_{M-N}$ is obtained by

$$
\begin{equation*}
\widehat{I}\left(\widehat{u}_{M-N}\right)=\min _{v \in V_{M-N}} \widehat{I}(v) \tag{39}
\end{equation*}
$$
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We may also establish the collocation equations directly from the Dirichlet condition to yield

$$
\begin{equation*}
\widehat{u}_{M-N}\left(P_{j}\right)=f_{M-N}\left(P_{j}\right), \quad P_{j} \in \Gamma \tag{40}
\end{equation*}
$$

Following [6], (40) is just equivalent to (38).

## 3. Preliminary Analysis of the NFM

In this section, a preliminary analysis of the NFM is made for concentric circular boundaries. In the next section, error analysis of the NFM with $\epsilon=\bar{\epsilon}=0$ is explored for eccentric circular boundaries. Consider the simple domains of $S=$ $S_{R} \backslash S_{R_{1}}$, where $S_{R}$ and $S_{R_{1}}$ have the same origin. For the same origin $O$ of $S_{R}$ and $S_{R_{1}}$, the same polar coordinates $(\rho, \theta)$ are used, and the general solutions in $S_{R} \backslash S_{R_{1}}$ can be denoted by

$$
\begin{align*}
u(\rho, \theta)= & a_{0}^{*}+\sum_{k=1}^{\infty} \rho^{k}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\}+\bar{a}_{0}^{*} \ln \rho \\
& +\sum_{k=1}^{\infty} \rho^{-k}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\} \tag{41}
\end{align*}
$$

where $a_{i}^{*}, b_{i}^{*}, \bar{a}_{i}^{*}, \bar{b}_{i}^{*}$ are true coefficients and $R_{1} \leq \rho \leq R$. Then their derivatives are given by

$$
\begin{align*}
\frac{\partial}{\partial \rho} u(\rho, \theta)= & \sum_{k=1}^{\infty} k \rho^{k-1}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\}+\bar{a}_{0}^{*} \frac{1}{\rho}  \tag{42}\\
& -\sum_{k=1}^{\infty} k \rho^{-k-1}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\}
\end{align*}
$$

When $\rho=R$, from (41) and (42), we have

$$
\begin{align*}
\left.u(\rho, \theta)\right|_{\rho=R}= & a_{0}^{*}+\sum_{k=1}^{\infty} R^{k}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\}+\bar{a}_{0}^{*} \ln R \\
& +\sum_{k=1}^{\infty} R^{-k}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\}, \\
\left.\frac{\partial}{\partial \rho} u(\rho, \theta)\right|_{\rho=R}= & \sum_{k=1}^{\infty} k R^{k-1}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\}+\bar{a}_{0}^{*} \frac{1}{R} \\
& -\sum_{k=1}^{\infty} k R^{-k-1}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\} . \tag{43}
\end{align*}
$$

Comparing (43) with (2) and (3), we have the following equalities of coefficients:

$$
\begin{gather*}
a_{0}=a_{0}^{*}+\bar{a}_{0}^{*} \ln R, \\
a_{k}=R^{k} a_{k}^{*}+R^{-k} \bar{a}_{k}^{*},  \tag{44}\\
b_{k}=R^{k} b_{k}^{*}+R^{-k} \bar{b}_{k}^{*}, \\
p_{0}=\bar{a}_{0}^{*} \frac{1}{R}, \\
p_{k}=k\left\{R^{k-1} a_{k}^{*}-R^{-k-1} \bar{a}_{k}^{*}\right\},  \tag{45}\\
q_{k}=k\left\{R^{k-1} b_{k}^{*}-R^{-k-1} \bar{b}_{k}^{*}\right\},
\end{gather*}
$$

where $a_{k}, b_{k}, p_{k}$, and $q_{k}$ are the coefficients of the NFM in Section 2.1.

Also, when $\rho=R_{1}$, from (41) and (42), we have

$$
\begin{align*}
\left.u(\rho, \theta)\right|_{\rho=R_{1}}= & a_{0}^{*}+\sum_{k=1}^{\infty} R_{1}^{k}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\} \\
& +\bar{a}_{0}^{*} \ln R_{1} \\
& +\sum_{k=1}^{\infty} R_{1}^{-k}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\}, \\
\left.\frac{\partial}{\partial \rho} u(\rho, \theta)\right|_{\rho=R_{1}}= & \sum_{k=1}^{\infty} k R_{1}^{k-1}\left\{a_{k}^{*} \cos k \theta+b_{k}^{*} \sin k \theta\right\}+\bar{a}_{0}^{*} \frac{1}{R_{1}} \\
& -\sum_{k=1}^{\infty} k R_{1}^{-k-1}\left\{\bar{a}_{k}^{*} \cos k \theta+\bar{b}_{k}^{*} \sin k \theta\right\} . \tag{46}
\end{align*}
$$

Comparing (46) with (4) and (5), we have

$$
\begin{gather*}
\bar{a}_{0}=a_{0}^{*}+\bar{a}_{0}^{*} \ln R_{1}, \\
a_{k}=R_{1}^{k} a_{k}^{*}+R_{1}^{-k} \bar{a}_{k}^{*},  \tag{47}\\
\bar{b}_{k}=R_{1}^{k} b_{k}^{*}+R_{1}^{-k} \bar{b}_{k}^{*}, \\
\bar{p}_{0}=-\bar{a}_{0}^{*} \frac{1}{R_{1}}, \\
\bar{p}_{k}=-k\left\{R_{1}^{k-1} a_{k}^{*}-R_{1}^{-k-1} \bar{a}_{k}^{*}\right\},  \tag{48}\\
\bar{q}_{k}=-k\left\{R_{1}^{k-1} b_{k}^{*}-R_{1}^{-k-1} \bar{b}_{k}^{*}\right\},
\end{gather*}
$$

where $\bar{a}_{k}, \bar{b}_{k}, \bar{p}_{k}$, and $\bar{q}_{k}$ are also the coefficients of the NFM in Section 2.1.

On the other hand, when $(\bar{\rho}, \bar{\theta})=(\rho, \theta)$, we have from the first original equation (12)

$$
\begin{align*}
& -R \pi \sum_{k=1}^{M}\left(\frac{R^{k-1}}{\rho^{k}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right) \\
& \quad+R_{1} \pi \sum_{k=1}^{N}\left(\frac{R_{1}^{k-1}}{\rho^{k}}\right)\left(\bar{a}_{k} \cos k \theta+\bar{b}_{k} \sin k \theta\right) \\
& =2 \pi R(\ln \rho) p_{0}-R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{R}{\rho}\right)^{k}  \tag{49}\\
& \quad \times\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)+2 \pi R_{1}(\ln \rho) \bar{p}_{0} \\
& \quad-R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\rho}\right)^{k}\left(\bar{p}_{k} \cos k \theta+\bar{q}_{k} \sin k \theta\right)
\end{align*}
$$

Then for $\rho \geq R$, we obtain the following equalities, based on the orthogonality of trigonometric functions:

$$
\begin{equation*}
(\ln \rho)\left(R p_{0}+R_{1} \bar{p}_{0}\right)=0 \tag{50}
\end{equation*}
$$

$$
\begin{align*}
& R^{k} a_{k}-R_{1}^{k} \bar{a}_{k}=\frac{1}{k} R^{k+1} p_{k}+\frac{1}{k} R_{1}^{k+1} \bar{p}_{k},  \tag{51}\\
& R^{k} b_{k}-R_{1}^{k} \bar{b}_{k}=\frac{1}{k} R^{k+1} q_{k}+\frac{1}{k} R_{1}^{k+1} \bar{q}_{k} . \tag{52}
\end{align*}
$$

Similarly, from the second equation (13),

$$
\begin{align*}
-2 \pi & \bar{a}_{0}-R_{1} \pi \sum_{k=1}^{N}\left(\frac{\rho^{k}}{R_{1}^{k+1}}\right)\left(\bar{a}_{k} \cos k \theta+\bar{b}_{k} \sin k \theta\right) \\
& +2 \pi a_{0}+R \pi \sum_{k=1}^{M}\left(\frac{\rho^{k}}{R^{k+1}}\right)\left(a_{k} \cos k \theta+b_{k} \sin k \theta\right) \\
= & 2 \pi R_{1} \ln R_{1} \bar{p}_{0}-R_{1} \pi \sum_{k=1}^{N} \frac{1}{k}\left(\frac{\rho}{R_{1}}\right)^{k}  \tag{53}\\
& \times\left(\bar{p}_{k} \cos k \theta+\bar{q}_{k} \sin k \theta\right)+2 \pi R \ln R p_{0} \\
& -R \pi \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k}\left(p_{k} \cos k \theta+q_{k} \sin k \theta\right)
\end{align*}
$$

Then for $\rho \leq R_{1}$, we obtain

$$
\begin{gather*}
a_{0}-\bar{a}_{0}=R \ln R p_{0}+R_{1} \ln R_{1} \bar{p}_{0},  \tag{54}\\
\frac{1}{R^{k}} a_{k}-\frac{1}{R_{1}^{k}} \bar{a}_{k}=-\frac{1}{k} \frac{1}{R^{k-1}} p_{k}-\frac{1}{k} \frac{1}{R_{1}^{k-1}} \bar{p}_{k},  \tag{55}\\
\frac{1}{R^{k}} b_{k}-\frac{1}{R_{1}^{k}} \bar{b}_{k}=-\frac{1}{k} \frac{1}{R^{k-1}} q_{k}-\frac{1}{k} \frac{1}{R_{1}^{k-1}} \bar{q}_{k} . \tag{56}
\end{gather*}
$$

Below, we prove that the true coefficients can be obtained directly from the NFM based on (50)-(52) for $\rho \geq R$ and on (54)-(56) for $\rho \leq R_{1}$. Outline of the proof is as follows. We will prove that the true solutions satisfy (50)-(52) and (54)-(56) of the NFM. Based on the analysis in [16], when $R \neq 1$, there exists a unique solution of the special NFM with $\epsilon=\bar{\epsilon}=0$. Therefore, the true coefficients can be determined by the IFM uniquely.

First to show (50). The consistent condition is given by

$$
\begin{equation*}
\int_{\partial S_{R}} \frac{\partial u}{\partial v}+\int_{\partial S_{R_{1}}} \frac{\partial u}{\partial v}=2 \pi R p_{0}+2 \pi R_{1} \bar{p}_{0}=0 \tag{57}
\end{equation*}
$$

Equation (57) can also be obtained from (45) and (48). Equations (57) and (50) are equivalent if $\ln \rho \neq 0$ (i.e., $\rho \neq 1$ ), which is also the necessary condition of nonsingularity of matrix $\mathbf{F}$ in (17) [16]. Based on (57), the conservative schemes are proposed in [15]. Equation (54) is shown next. We have from (44) and (47)

$$
\begin{align*}
a_{0}-\bar{a}_{0} & =\bar{a}_{0}^{*} \ln R-\bar{a}_{0}^{*} \ln R_{1} \\
& =R \ln R\left(\frac{\bar{a}_{0}^{*}}{R}\right)+R_{1} \ln R_{1}\left(-\frac{\bar{a}_{0}^{*}}{R_{1}}\right)  \tag{58}\\
& =R \ln R p_{0}+R_{1} \ln R_{1} \bar{p}_{0},
\end{align*}
$$

where we have used (45) and (48).

Equations (51) and (55) are shown below. Denote them in matrix form

$$
\left(\begin{array}{cc}
R^{k} & -R_{1}^{k}  \tag{59}\\
\frac{1}{R^{k}} & -\frac{1}{R_{1}^{k}}
\end{array}\right)\binom{a_{k}}{\bar{a}_{k}}=\frac{1}{k}\left(\begin{array}{cc}
R^{k+1} & R_{1}^{k+1} \\
-\frac{1}{R^{k-1}} & -\frac{1}{R_{1}^{k-1}}
\end{array}\right)\binom{p_{k}}{\bar{p}_{k}}
$$

and denote from (44) and (47)

$$
\binom{a_{k}}{\bar{a}_{k}}=\left(\begin{array}{ll}
R^{k} & R^{-k}  \tag{60}\\
R_{1}^{k} & R_{1}^{-k}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}}
$$

where $a_{k}^{*}$ and $\bar{a}_{k}^{*}$ are true expansion coefficients. Also denote from (45) and (48)

$$
\binom{p_{k}}{\bar{p}_{k}}=k\left(\begin{array}{cc}
R^{k-1} & -R^{-k-1}  \tag{61}\\
-R_{1}^{k-1} & R_{1}^{-k-1}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}} .
$$

By substituting (60) and (61) into (59), its left-hand side leads to

$$
\begin{align*}
\left(\begin{array}{cc}
R^{k} & -R_{1}^{k} \\
\frac{1}{R^{k}} & -\frac{1}{R_{1}^{k}}
\end{array}\right)\binom{a_{k}}{\bar{a}_{k}} & =\left(\begin{array}{cc}
R^{k} & -R_{1}^{k} \\
\frac{1}{R^{k}} & -\frac{1}{R_{1}^{k}}
\end{array}\right)\left(\begin{array}{cc}
R^{k} & R^{-k} \\
R_{1}^{k} & R_{1}^{-k}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}} \\
& =\left(\begin{array}{cc}
R^{2 k}-R_{1}^{2 k} & 0 \\
0 & R^{-2 k}-R_{1}^{-2 k}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}} . \tag{62}
\end{align*}
$$

The right-hand side of (59) leads to

$$
\begin{align*}
& \frac{1}{k}\left(\begin{array}{cc}
R^{k+1} & R_{1}^{k+1} \\
-\frac{1}{R^{k-1}} & -\frac{1}{R_{1}^{k-1}}
\end{array}\right)\binom{p_{k}}{\bar{p}_{k}} \\
& \quad=\frac{1}{k}\left(\begin{array}{cc}
R^{k+1} & R_{1}^{k+1} \\
-\frac{1}{R^{k-1}} & -\frac{1}{R_{1}^{k-1}}
\end{array}\right) k\left(\begin{array}{cc}
R^{k-1} & -R^{-k-1} \\
-R_{1}^{k-1} & R_{1}^{-k-1}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}} \\
& =\left(\begin{array}{cc}
R^{2 k}-R_{1}^{2 k} & 0 \\
0 & R^{-2 k}-R_{1}^{-2 k}
\end{array}\right)\binom{a_{k}^{*}}{\bar{a}_{k}^{*}} . \tag{63}
\end{align*}
$$

The second equality of the right-hand sides of (62) and (63) yield (59). The proof for the validity of (52) and (56) is similar. We write these important results as a proposition.

Proposition 1. For the concentric circular domains, when $\rho=$ $R+\epsilon \neq 1$, the leading coefficients are exact by the NFM, and the solution errors result only from the truncations of their Fourier expansions.

## 4. Error Bounds of the NFM with $\epsilon=\bar{\epsilon}=0$

The NFM with the field nodes $Q \in \partial S$ (i.e., $\epsilon=\bar{\epsilon}=0$ ) located on the domain boundary is the most important application for Chen's publications (see [8-14]). We will provide the errors bounds under the Sobolev norms of this special NFM for circular domains with eccentric circular boundaries without proof. Based on the equivalence of the special NFM and the CTM, we may follow the framework of analysis of Treffez method in [6]. The Sobolev norms for Fourier functions are provided in Kreiss and Oliger [31], Pasciak [32], and Canuto and Quarteroni [33].

Let the domain $S$ be divided into two subdomains $S^{\text {ext }}$ and $S^{\text {int }}$ with an interface boundary $\Gamma_{0} \in S$. We have $S=S^{\text {ext }} \cup$ $S^{\text {int }} \cup \Gamma_{0}$ and $S^{\text {ext }} \cap S^{\text {int }}=\emptyset$, where $\partial S^{\text {ext }}=\partial S_{R} \cup \Gamma_{0}$ and $\partial S^{\text {int }}=$ $\partial S_{R_{1}} \cup \Gamma_{0}$. We assume that the true solutions have different regularities

$$
\begin{equation*}
u \in H^{p+(1 / 2)}\left(S^{\mathrm{ext}}\right), \quad u \in H^{\sigma+(1 / 2)}\left(S^{\mathrm{int}}\right) \tag{64}
\end{equation*}
$$

where $p \geq 2$ and $\sigma \geq 2$. Then there are different regularities on the boundary

$$
\begin{array}{ll}
u \in H^{p}\left(\partial S^{\mathrm{ext}}\right), & u_{v} \in H^{p-1}\left(\partial S^{\mathrm{ext}}\right), \\
u \in H^{\sigma}\left(\partial S^{\mathrm{int}}\right), & u_{\bar{v}} \in H^{\sigma-1}\left(\partial S^{\mathrm{int}}\right), \tag{65}
\end{array}
$$

where $\nu$ and $\bar{\nu}$ are the exterior normal to $\partial S^{\text {ext }}$ and $\partial S^{\text {int }}$, respectively. Therefore, the true solutions can be expressed by the Fourier expansions on $\partial S_{R}$

$$
\begin{align*}
\left.u(\rho, \theta)\right|_{\partial S_{R}} & =a_{0}^{\circ}+\sum_{k=1}^{\infty}\left(a_{k}^{\circ} \cos k \theta+b_{k}^{\circ} \sin k \theta\right)  \tag{66}\\
\left.\frac{\partial}{\partial \rho} u(\rho, \theta)\right|_{\partial S_{R}} & =p_{0}^{\circ}+\sum_{k=1}^{\infty}\left(p_{k}^{\circ} \cos k \theta+q_{k}^{\circ} \sin k \theta\right), \tag{67}
\end{align*}
$$

where $a_{k}^{\circ}, b_{k}^{\circ}, \stackrel{p}{k}_{\circ}^{\circ}, q_{k}^{\circ}$, are the true boundary coefficients. Similarly, we have

$$
\begin{align*}
\left.u(\bar{\rho}, \bar{\theta})\right|_{\partial S_{R_{1}}} & =\bar{a}_{0}^{\circ}+\sum_{k=1}^{\infty}\left(\bar{a}_{k}^{\circ} \cos k \bar{\theta}+\vec{b}_{k}^{\circ} \sin k \bar{\theta}\right) \\
\left.\frac{\partial}{\partial \bar{\nu}} u(\bar{\rho}, \bar{\theta})\right|_{\partial S_{R_{1}}} & =\bar{p}_{0}^{\circ}+\sum_{k=1}^{\infty}\left(\bar{p}_{k}^{\circ} \cos k \bar{\theta}+\bar{q}_{k}^{\circ} \sin k \bar{\theta}\right) \tag{68}
\end{align*}
$$

where $\bar{a}_{k}^{\circ}, \bar{b}_{k}^{\circ}, \bar{p}_{k}^{\circ}, \bar{q}_{k}^{\circ}$, are the true boundary coefficients.
Denote finite terms of the Fourier expansions on $\partial S_{R}$ in (66) and (67) by

$$
\begin{gather*}
\bar{u}^{M}=\left.\bar{u}^{M}(\rho, \theta)\right|_{\partial s_{R}}=a_{0}^{\circ}+\sum_{k=1}^{M}\left(a_{k}^{\circ} \cos k \theta+b_{k}^{\circ} \sin k \theta\right), \\
\bar{u}_{\rho}^{M}=\left.\frac{\partial}{\partial \rho} \bar{u}^{M}(\rho, \theta)\right|_{\partial S_{R}}=p_{0}^{\circ}+\sum_{k=1}^{M}\left(p_{k}^{\circ} \cos k \theta+q_{k}^{\circ} \sin k \theta\right) ; \tag{69}
\end{gather*}
$$

TABLE 1: The errors and condition numbers by the conservative schemes of the IFM, where $R=2.5$ and $\delta=u-u_{M-N}$.

| $R_{1}$ | $(M, N)$ | $\\|\delta\\|_{\infty, \partial s}$ | $\\|\delta\\|_{0, \partial s}$ | Cond | Cond_eff |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | 1.52 (-8) | 1.54 (-8) | 8.48 (1) | 2.70 (1) |
| 0.5 | $(24,12)$ | 4.90 (-11) | 4.70 (-11) | 2.64 (2) | 1.30 (2) |
| 0.1 | $(24,8)$ | 6.81 (-12) | 6.67 (-12) | 1.62 (3) | 9.21 (2) |
| 0.1 | $(24,7)$ | 6.81 (-12) | 6.67 (-12) | 1.39 (3) | 7.89 (2) |
| 0.1 | $(24,6)$ | 6.81 (-12) | 6.83 (-12) | 1.16 (3) | 6.58 (2) |
| 0.1 | $(24,5)$ | 2.40 (-10) | 9.34 (-11) | 9.34 (2) | 5.26 (2) |
| 0.1 | $(24,4)$ | 1.58 (-8) | 6.10 (-9) | 7.05 (2) | 3.95 (2) |
| $10^{-2}$ | $(24,6)$ | 3.69 (-12) | 3.62 (-12) | 1.97 (4) | 1.16 (4) |
| $10^{-2}$ | $(24,5)$ | 6.69 (-12) | 3.62 (-12) | 1.57 (4) | 9.26 (3) |
| $10^{-2}$ | $(24,4)$ | 3.69 (-12) | 3.62 (-12) | 1.18 (4) | 6.94 (3) |
| $10^{-2}$ | $(24,3)$ | 6.10 (-10) | 7.63 (-11) | 7.91 (3) | 4.63 (3) |
| $10^{-2}$ | $(24,2)$ | 4.80 (-7) | $6.00(-8)$ | 3.98 (3) | 2.31 (3) |
| $10^{-3}$ | $(24,5)$ | 2.58 (-12) | 2.53 (-12) | 2.22 (5) | 1.32 (5) |
| $10^{-3}$ | $(24,4)$ | 2.58 (-12) | 2.53 (-12) | 1.67 (5) | 9.93 (4) |
| $10^{-3}$ | $(24,3)$ | 2.58 (-12) | 2.53 (-12) | 1.11 (5) | 6.62 (4) |
| $10^{-3}$ | $(24,2)$ | 3.35 (-9) | 1.33 (-10) | 5.58 (4) | 3.31 (4) |
| $10^{-3}$ | $(24,1)$ | 3.52 (-5) | 1.39 (-6) | 1.09 (2) | 7.90 (1) |
| $10^{-4}$ | $(24,5)$ | 1.98 (-12) | 1.94 (-12) | 2.87 (6) | 1.72 (6) |
| $10^{-4}$ | $(24,4)$ | 1.98 (-12) | 1.94 (-12) | 2.15 (6) | 1.29 (6) |
| $10^{-4}$ | $(24,3)$ | 1.98 (-12) | 1.95 (-12) | 1.44 (6) | 8.62 (5) |
| $10^{-4}$ | $(24,2)$ | 2.57 (-11) | 1.97 (-12) | 7.20 (5) | 4.31 (5) |
| $10^{-4}$ | $(24,1)$ | 2.70 (-6) | $3.38(-8)$ | 1.40 (2) | 1.03 (2) |

Table 2: The leading coefficients by the conservative schemes of the IFM, where $R=2.5$.

| $R_{1}$ | $(M, N)$ | $p_{0}$ | $p_{1}$ | $\bar{p}_{1}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | 5.770780163555825 (-1) | -5.770780163555787 (-1) | 7.213475204444549 (-1) |
| 0.5 | $(24,12)$ | $2.806196474263354(-1)$ | -2.358350543983467 (-1) | $2.834834114319612(-1)$ |
| 0.1 | $(24,8)$ | $1.313991926276972(-1)$ | -1.053200366713576 (-1) | 1.254266057498590 (-1) |
| 0.1 | $(24,7)$ | $1.313991926276972(-1)$ | -1.053200366713574 (-1) | 1.254266057498546 (-1) |
| 0.1 | $(24,6)$ | 1.313991926276971 (-1) | -1.053200366713574 (-1) | 1.254266057498543 (-1) |
| 0.1 | $(24,5)$ | $1.313991926276971(-1)$ | -1.053200366713575 (-1) | 1.254266057498583 (-1) |
| 0.1 | $(24,4)$ | $1.313991926276965(-1)$ | -1.053200366713555 (-1) | $1.254266057489581(-1)$ |
| $10^{-2}$ | $(24,6)$ | 7.480685008050482 (-2) | -5.984662000415889 (-2) | 7.124623469104319 (-2) |
| $10^{-2}$ | $(24,5)$ | 7.480685008050478 (-2) | -5.984662000415886 (-2) | 7.124623469102030 (-2) |
| $10^{-2}$ | $(24,4)$ | 7.480685008050478 (-2) | -5.984662000415891 (-2) | 7.124623469102347 (-2) |
| $10^{-2}$ | $(24,3)$ | $7.480685008050478(-2)$ | -5.984662000415888 (-2) | $7.124623469085235(-2)$ |
| $10^{-2}$ | $(24,2)$ | $7.480685008030524(-2)$ | -5.984662000262044 (-2) | 7.124614851570256 (-2) |
| $10^{-3}$ | $(24,5)$ | $5.228968294193471(-2)$ | -4.183175432150129 (-2) | $4.979970933244982(-2)$ |
| $10^{-3}$ | $(24,4)$ | $5.228968294193472(-2)$ | -4.183175432150129 (-2) | $4.979970933242725(-2)$ |
| $10^{-3}$ | $(24,3)$ | 5.228968294193472 (-2) | -4.183175432150130 (-2) | 4.979970933271582 (-2) |
| $10^{-3}$ | $(24,2)$ | $5.228968294193472(-2)$ | -4.183175432150118 (-2) | $4.979970873003448(-2)$ |
| $10^{-3}$ | $(24,1)$ | $5.228968256993316(-2)$ | -4.183174605594654 (-2) |  |
| $10^{-4}$ | $(24,5)$ | 4.019180446935835 (-2) | -3.215344363673135 (-2) | 3.827790910656165 (-2) |
| $10^{-4}$ | $(24,4)$ | 4.019180446935836 (-2) | -3.215344363673130 (-2) | $3.827790910851808(-2)$ |
| $10^{-4}$ | $(24,3)$ | 4.019180446935834 (-2) | -3.215344363673132 (-2) | 3.827790910677455 (-2) |
| $10^{-4}$ | $(24,2)$ | 4.019180446935835 (-2) | -3.215344363673135 (-2) | $3.827790909840129(-2)$ |
| $10^{-4}$ | $(24,1)$ | 4.019180446716058 (-2) | -3.215344357372844 (-2) |  |

Table 3: The errors and condition numbers by the original IFM, where $R=2.5$ and $\delta=u-u_{M-N}$.

| $R_{1}$ | $(M, N)$ | $\\|\delta\\|_{\infty, \partial S}$ | $\\|\delta\\|_{0, \partial S}$ | Cond | Cond_eff |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | $\mathbf{8 . 9 4 ( - 9 )}$ | $\mathbf{8 . 8 7 ( - 9 )}$ | $\mathbf{1 . 3 8 ( 2 )}$ | $\mathbf{1 . 8 5 ( 1 )}$ |
| 0.5 | $(24,12)$ | $\mathbf{4 . 9 0 ( - 1 1 )}$ | $\mathbf{4 . 7 0 ( - 1 1 )}$ | $2.67(2)$ | $\mathbf{4 . 6 1 ( 1 )}$ |
| 0.1 | $(24,6)$ | $\mathbf{6 . 8 1 ( - 1 2 )}$ | $\mathbf{6 . 6 7 ( - 1 2 )}$ | $\mathbf{8 . 3 2 ( 2 )}$ | $5.19(1)$ |
| $10^{-2}$ | $(24,3)$ | $3.69(-12)$ | $3.63(-12)$ | $5.20(3)$ | $\mathbf{4 . 5 4 ( 1 )}$ |
| $10^{-4}$ | $(24,2)$ | $\mathbf{1 . 9 8 ( - 1 2 )}$ | $\mathbf{1 . 9 4 ( - 1 2 )}$ | $\mathbf{3 . 8 8 ( 5 )}$ | $5.57(1)$ |

also denote the circle $\ell_{r}=\{(\rho, \theta) \mid \rho=r, 0 \leq \theta \leq 2 \pi\}$. For $\partial S_{R}=\ell_{R}$, for the solution (66), the Sobolev norms are defined as

$$
\begin{gather*}
|u|_{0, \ell_{R}}=\pi R\left\{\left(a_{0}^{\circ}\right)^{2}+\sum_{k=1}^{\infty}\left[\left(a_{k}^{\circ}\right)^{2}+\left(b_{k}^{\circ}\right)^{2}\right]\right\}^{1 / 2}, \\
|u|_{p, \ell_{R}}=\pi R\left\{\sum_{k=1}^{\infty} k^{2 p}\left[\left(a_{k}^{\circ}\right)^{2}+\left(b_{k}^{\circ}\right)^{2}\right]\right\}^{1 / 2}, \quad p \geq 1,  \tag{70}\\
\|u\|_{p, \ell_{R}}=\left\{\sum_{k=0}^{p}|u|_{k, \ell_{R}}^{2}\right\}^{1 / 2} .
\end{gather*}
$$

We have the following lemma, whose proof can be found in Canuto et al. [33, 34].

Lemma 2. Let (64) be given, for $\partial S_{R}=\ell_{R}$; there exist the bounds of the remainders of (69)

$$
\begin{array}{cl}
\left\|u-\bar{u}^{M}\right\|_{q, \partial S_{R}} \leq C \frac{1}{M^{p-q}}|u|_{p, \partial S_{R}}, \quad 0 \leq q \leq p \\
\left\|u_{\rho}-\bar{u}_{\rho}^{M}\right\|_{q, \partial S_{R}} \leq C \frac{1}{M^{p-q-1}}\left|u_{\rho}\right|_{p-1, \partial S_{R}}, \quad 0 \leq q \leq p-1, \tag{71}
\end{array}
$$

where $C$ is a constant independent of $M$.
Also denote the finite terms of the Fourier expansions on $\partial S_{R_{1}}$ in (68) by

$$
\begin{align*}
& \bar{u}^{N}=\left.\bar{u}^{N}(\bar{\rho}, \bar{\theta})\right|_{\partial S_{R_{1}}}=\bar{a}_{0}^{\circ}+\sum_{k=1}^{N}\left(\bar{a}_{k}^{\circ} \cos k \bar{\theta}+\bar{b}_{k}^{\circ} \sin k \bar{\theta}\right) \\
& \bar{u}_{\bar{v}}^{N}=\left.\frac{\partial}{\partial \bar{\nu}} u(\bar{\rho}, \bar{\theta})\right|_{\partial S_{R_{1}}}=\bar{p}_{0}^{\circ}+\sum_{k=1}^{N}\left(\bar{p}_{k}^{\circ} \cos k \bar{\theta}+\bar{q}_{k}^{\circ} \sin k \bar{\theta}\right) \tag{72}
\end{align*}
$$

We can prove the following lemma similarly.
Lemma 3. Let (64) be given, for $\partial S_{R_{1}}=\ell_{R_{1}}$; there exist the bounds of the remainders of (72)

$$
\begin{align*}
\left\|u-\bar{u}^{N}\right\|_{q, \partial S_{R_{1}}} \leq C \frac{1}{N^{p-q}}|u|_{p, \partial S_{R_{1}}}, \quad 0 \leq q \leq p \\
\left\|u_{\bar{v}}-\bar{u}_{\bar{v}}^{N}\right\|_{q, \partial S_{R_{1}}} \leq C \frac{1}{N^{p-q-1}}\left|u_{\bar{v}}\right|_{p-1, \partial S_{R_{1}}}, \quad 0 \leq q \leq p-1, \tag{73}
\end{align*}
$$

where $C$ is a constant independent of $N$.

We have the following theorem.
Theorem 4. Let (64) and $R \neq 1$ hold. For the solution $u_{N, M}$ from the TM in (36), there exists the error bound

$$
\begin{equation*}
\left\|u-u_{N, M}\right\|_{0, \partial s} \leq C\left\{\frac{1}{M^{p}}|u|_{p, \partial S_{R}}+\frac{1}{N^{\sigma}}|u|_{\sigma, \partial S_{R_{1}}}\right\} \tag{74}
\end{equation*}
$$

where $C$ is a constant independent of $N$ and $M$.
Next, we study the errors of the interpolant solutions from (16) of the NFM with $\epsilon=\bar{\epsilon}=0$,

$$
\begin{align*}
& \mathscr{L}_{\mathrm{ext}}\left(R, i \Delta \theta ; \bar{\rho}_{i}, \bar{\theta}_{i}\right)=0, \quad i=0,1, \ldots, 2 M \\
& \mathscr{L}_{\mathrm{int}}\left(\rho_{i}, \theta_{i} ; R_{1}, i \Delta \bar{\theta}\right)=0, \quad i=0,1, \ldots, 2 N \tag{75}
\end{align*}
$$

where the uniform nodes $\Delta \theta=2 \pi /(2 M+1)$ and $\Delta \bar{\theta}=$ $2 \pi /(2 N+1)$. Equation (75) is equivalent to

$$
\begin{array}{ll}
\widehat{u}_{M-N}\left(R, i \Delta \theta ; \bar{\rho}_{i}, \bar{\theta}_{i}\right)=u_{0}\left(\theta_{i}\right), & i=0,1, \ldots, 2 M  \tag{76}\\
\widehat{u}_{M-N}\left(\rho_{i}, \theta_{i} ; R_{1}, i \Delta \bar{\theta}\right)=\bar{u}_{0}\left(\bar{\theta}_{i}\right), & i=0,1, \ldots, 2 N
\end{array}
$$

where $u_{0}$ and $\bar{u}_{0}$ are given in (2) and (4). We have the following theorem.

Theorem 5. Let (64) and $R \neq 1$ hold. For the NFM with $\epsilon=$ $\bar{\epsilon}=0$ and the uniform nodes, the interpolant solutions $\widehat{\mathcal{u}}_{M-N}$ from (76) have the same error bound of (74)

$$
\begin{equation*}
\left\|u-\widehat{u}_{N, M}\right\|_{0, \partial S} \leq C\left\{\frac{1}{M^{p}}|u|_{p, \partial S_{R}}+\frac{1}{N^{\sigma}}|u|_{\sigma, \partial S_{R_{1}}}\right\} \tag{77}
\end{equation*}
$$

where $C$ is a constant independent of $N$ and $M$.

## 5. Numerical Experiments

5.1. IFM and Its Conservative Schemes. In this paper, we choose the NFM with $\epsilon=\bar{\epsilon}=0$, which is equivalent to the IFM, and its conservative schemes of [15]. For (1) with symmetry, the explicit interior solution (24) is simplified as

$$
\begin{align*}
u_{M-N}^{C}(\rho, \theta)= & a_{0}-R\left(\ln \frac{R}{R_{1}}\right) p_{0}+\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} p_{k} \cos k \theta \\
& +\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \bar{p}_{k} \cos k \bar{\theta}, \quad(\rho, \theta) \in S . \tag{78}
\end{align*}
$$

In [17], when $u \in H^{2}(S)$, we may choose the field nodes to be located on the solution boundary for (78): $(\rho, \theta) \in \partial S_{R}$ and

Table 4: The leading coefficients by the original IFM, where $R=2.5$.

| $R_{1}$ | $(M, N)$ | $p_{0}$ | $p_{1}$ | $\bar{p}_{0}$ | $\bar{p}_{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | 5.770780163555844 (-1) | -5.770780163555829 (-1) | -1.442695040888961 (0) | 7.213475204444735 (-1) |
| 0.5 | $(24,12)$ | $2.806196474263354(-1)$ | -2.358350543983468 (-1) | -1.403098237131676 (0) | $2.834834114319622(-1)$ |
| 0.1 | $(24,6)$ | 1.313991926276971 (-1) | -1.053200366713573 (-1) | -3.284979815692429 (0) | $1.254266057498605(-1)$ |
| $10^{-2}$ | $(24,3)$ | 7.480685008050476 (-2) | -5.984662000415886 (-2) | -1.870171252012620 (1) | 7.124623469101694 (-2) |
| $10^{-4}$ | $(24,2)$ | 4.019180446935834 (-2) | -3.215344363673133 (-2) | -1.004795111733959 (3) | 3.827790910389037 (-2) |

Table 5: The errors and condition numbers by the simple particular solutions of the CTM, where $R=2.5$ and $\delta=u-u_{M-N}$.

| $R_{1}$ | $(M, N)$ | $\\|\delta\\|_{\infty, \partial S}$ | $\\|\delta\\|_{0, \partial S}$ | Cond | Cond_eff |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | $1.58(-9)$ | $1.57(-9)$ | 7.62 | 3.03 |
| 0.5 | $(24,12)$ | $8.68(-12)$ | $8.32(-12)$ | 4.59 | 3.93 |
| 0.1 | $(24,5)$ | $1.21(-12)$ | $1.19(-12)$ | $1.31(1)$ | $1.21(1)$ |
| $10^{-2}$ | $(24,3)$ | $6.54(-13)$ | $6.41(-13)$ | $5.17(1)$ | $4.39(1)$ |
| $10^{-3}$ | $(24,2)$ | $4.57(-13)$ | $4.48(-13)$ | $1.93(2)$ | $1.57(2)$ |
| $10^{-4}$ | $(24,1)$ | $3.51(-13)$ | $3.44(-13)$ | $6.44(2)$ | $5.11(2)$ |

$(\bar{\rho}, \bar{\theta}) \in \partial S_{R_{1}}$. Then we obtain two boundary equations of the conservative schemes of the IFM from (78), (2), and (4)

$$
\begin{align*}
\mathscr{L}_{\mathrm{ext}}^{\mathrm{C}}(R, \theta ; \bar{\rho}, \bar{\theta})= & -R\left(\ln \frac{R}{R_{1}}\right) p_{0}+\frac{R}{2} \sum_{k=1}^{\mathrm{M}} \frac{1}{k} p_{k} \cos k \theta \\
& +\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \bar{p}_{k} \cos k \bar{\theta} \\
= & 0, \quad(r, \theta) \in \partial S_{R} \\
\mathscr{L}_{\mathrm{int}}^{\mathrm{C}}\left(\rho, \theta ; R_{1}, \bar{\theta}\right):= & a_{0}-\bar{a}_{0}-R\left(\ln \frac{R}{R_{1}}\right) p_{0}  \tag{79}\\
& +\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} p_{k} \cos k \theta \\
& +\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k} \bar{p}_{k} \cos k \bar{\theta} \\
= & 0, \quad(\bar{r}, \bar{\theta}) \in \partial S_{R_{1}} .
\end{align*}
$$

The coefficients $p_{0}, p_{k}, \bar{p}_{k}$ are unknowns, and the total number of unknowns is $M+N+1$. Based on [15], to bypass the pseudosingularity, we still choose $M+N+2$ equations from (79)

$$
\begin{array}{ll}
w_{i} \mathscr{L}_{\text {ext }}^{C}\left(R, i \Delta \theta ; \bar{\rho}_{i}, \bar{\theta}_{i}\right)=0, & i=0,1, \ldots, M,  \tag{80}\\
w_{i} \mathscr{L}_{\text {int }}^{C}\left(\rho_{i}, \theta_{i} ; R_{1}, i \Delta \bar{\theta}\right)=0, & i=0,1, \ldots, N,
\end{array}
$$

where $\epsilon \geq 0,0 \leq \bar{\epsilon}<R_{1}, \Delta \theta=2 \pi /(2 M+1)$ and $\Delta \bar{\theta}=2 \pi /(2 N+1)$. The weights $w_{0}=1$ and $w_{i}=\sqrt{2}$ are defined for $i \geq 1$, based on the stability analysis in [17].

The overdetermined system of (80) is denoted by the linear algebraic equations

$$
\begin{equation*}
F x=\mathbf{b} \tag{81}
\end{equation*}
$$

where $\mathbf{F} \in R^{m \times n}$ with $n=M+N+1$ and $m=M+N+2$. The traditional condition number and the effective condition number in [35] are defined by

$$
\begin{equation*}
\text { Cond }=\frac{\sigma_{\max }}{\sigma_{\min }}, \quad \text { Cond_eff }=\frac{\|\mathbf{b}\|}{\sigma_{\min }\|\mathbf{x}\|}, \tag{82}
\end{equation*}
$$

where $\sigma_{\max }$ and $\sigma_{\text {min }}$ are the maximal and the minimal singular values of the matrix $\mathbf{F}$ in (81), respectively.

Next, we use the original IFM (i.e., the original NFM with $\epsilon=\bar{\epsilon}=0$ ). The particular solutions (78) are replaced by

$$
\begin{align*}
u_{M-N}(\rho, \theta)= & a_{0}-R \ln R p_{0}-R_{1} \ln \bar{\rho} \bar{p}_{0} \\
& +\frac{R}{2} \sum_{k=1}^{M} \frac{1}{k}\left(\frac{\rho}{R}\right)^{k} p_{k} \cos k \theta \\
& +\frac{R_{1}}{2} \sum_{k=1}^{N} \frac{1}{k}\left(\frac{R_{1}}{\bar{\rho}}\right)^{k} \bar{p}_{k} \cos k \bar{\theta}, \quad(r, \theta) \in S . \tag{83}
\end{align*}
$$

In (83), both $p_{0}, \bar{p}_{0}$ are also unknown variables, and the total number of unknowns is now $M+N+2$. Then $m=n=$ $M+N+2$ in (81).

Consider the model problem with $R=2.5$ and $R_{1}=1$ and then shrink the interior hole $S_{R_{1}}$ by decreasing radius $R_{1}$ from 1 down to $10^{-4}$. This reflects that Laplace's equation may occur in an actually punctured disk, where there may be a very small hole but not as a solitary point. For the conservative schemes of the IFM, the errors, condition numbers, and the leading coefficients are listed in Tables 1 and 2, where $\delta=$ $u-u_{M-N}$. For $R_{1}=0.1,0.01,0.001,0.0001$, the optimal results are marked in bold. We also note that when $R_{1}$ decreases, the errors decrease and the condition numbers increase. Table 2 lists the leading coefficients, $p_{0}, p_{1}$, and $\bar{p}_{1}$. All tables are computed by MATLAB with double precision.

As for the computations by the original IFM, the errors, condition numbers, and the leading coefficients are listed in Tables 3 and 4, where only the optimal results are listed. Comparing Table 3 with Table 1, the differences in terms of errors and condition number are insignificant, but the effective condition numbers are much smaller by the original IFM. Strictly speaking, the conservative schemes satisfy the flux conservative law exactly, but the original IFM does not.

Table 6: The leading coefficients by the CTM, where $R=2.5$.

| $R_{1}$ | $(M, N)$ | $a_{0}$ | $a_{1}$ | $\bar{a}_{0}$ | $\bar{a}_{1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | $-3.219280948873607(-1)$ | $-7.213475204444795(-1)$ | $\mathbf{1 . 4 4 2 6 9 5 0 4 0 8 8 8 9 6 2 ( 0 )}$ | $\mathbf{3 . 6 0 6 7 3 7 6 0 2 2 2 2 3 7 3 ( - 1 )}$ |
| 0.5 | $(24,12)$ | $3.571770447036389(-1)$ | $-2.947938179979336(-1)$ | $7.015491185658381(-1)$ | $7.087085285799036(-2)$ |
| 0.1 | $(24,5)$ | $\mathbf{6 . 9 9 0 0 0 3 4 4 0 4 8 7 3 6 3 ( - 1 )}$ | $-\mathbf{1 . 3 1 6 5 0 0 4 5 8 3 9 1 9 6 9 ( - 1 )}$ | $\mathbf{3 . 2 8 4 9 7 9 8 1 5 6 9 2 4 3 0 ( - 1 )}$ | $\mathbf{6 . 2 7 1 3 3 0 2 8 7 4 9 2 8 9 1 ( - 3 )}$ |
| $10^{-2}$ | $(24,3)$ | $8.286379414763349(-1)$ | $-7.480827500519865(-2)$ | $\mathbf{1 . 8 7 0 1 7 1 2 5 2 0 1 2 6 1 9 ( - 1 )}$ | $\mathbf{3 . 5 6 2 3 1 1 7 3 4 5 5 0 2 9 5 ( - 4 )}$ |
| $10^{-3}$ | $(24,2)$ | $\mathbf{8 . 8 0 2 1 8 6 2 0 3 6 9 1 6 7 4 ( - 1 )}$ | $-5.228969290187686(-2)$ | $\mathbf{1 . 3 0 7 2 4 2 0 7 3 5 4 8 3 6 9 ( - 1 )}$ | $2.489985466613060(-5)$ |
| $10^{-4}$ | $(24,1)$ | $\mathbf{9 . 0 7 9 3 1 5 5 5 1 6 8 5 7 1 2 ( - 1 )}$ | $-4.019180454591526(-2)$ | $\mathbf{1 . 0 0 4 7 9 5 1 1 1 7 3 3 9 5 9 ( - 1 )}$ | $\mathbf{1 . 9 1 3 8 9 5 4 5 5 1 1 1 1 2 7 ( - 6 )}$ |

Table 7: The errors and condition numbers by the BIE, where $R=2.5$ and $\delta=u-u_{M-N}$.

| $\underline{R_{1}}$ | $(M, N)$ | $\\|\delta\\|_{\infty, \partial S}$ | $\\|\delta\\|_{0, \partial s}$ | Cond | Cond_eff |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | 8.94 (-9) | 8.87 (-9) | 1.38 (2) | 2.66 (1) |
| 0.5 | $(24,12)$ | 4.90 (-11) | 4.70 (-11) | 2.67 (2) | 6.41 (1) |
| 0.1 | $(24,5)$ | 7.27 (-12) | 7.00 (-12) | 7.36 (2) | 8.71 (1) |
| $10^{-2}$ | $(24,3)$ | 3.69 (-12) | 3.63 (-12) | 5.20 (3) | 1.12 (2) |
| $10^{-3}$ | $(24,2)$ | 2.58 (-12) | 2.53 (-12) | 3.88 (4) | 1.22 (2) |
| $10^{-4}$ | $(24,2)$ | 1.98 (-12) | 1.94 (-12) | 3.88 (5) | 1.59 (2) |



Figure 2: The curves of $\|\delta\|_{\infty, \partial s}$ via $R_{1}$ by the conservative schemes, the original IFM, and the CTM.
5.2. The CTM and the BIE. By means of symmetry, we choose the simple particular solutions in the CTM

$$
\begin{align*}
u_{M-N}(\rho, \theta ; \bar{\rho}, \bar{\theta})= & a_{0}+\sum_{i=1}^{M}\left(\frac{\rho}{R}\right)^{i} a_{i} \cos i \theta+\bar{a}_{0} \ln \bar{\rho} \\
& +\sum_{i=1}^{N}\left(\frac{R_{1}}{\bar{\rho}}\right)^{i} \bar{a}_{i} \cos i \bar{\theta}, \quad \rho \leq R, \bar{\rho} \geq R_{1} \tag{84}
\end{align*}
$$



Figure 3: The curves of Cond via $R_{1}$ by the conservative schemes, the original IFM, and the CTM.
where $a_{i}$ and $\bar{a}_{i}$ are the true coefficients and $(\rho, \theta)$ and $(\bar{\rho}, \bar{\theta})$ are the polar coordinates with the origins $(0,0)$ and $(-1,0)$, respectively. We have also carried out the computation by CTM and BIE and have given their results in Tables 5, 6, 7, and 8. Comparing Table 7 of the BIE with Table 3 of the original IFM, the errors and the condition numbers are the same, but the effective condition numbers are slightly different. Then we conclude that the performance of the original IFM and BIE is the same. For comparisons of different methods, we draw their curves of errors and condition numbers in Figures 2 and 3 , and it is clear that CTM is the best.

Table 8: The leading coefficients by the BIE, where $R=2.5$.

| $R_{1}$ | $(M, N)$ | $p_{0}^{\star}$ | $p_{1}^{\star}$ | $\bar{p}_{0}^{\star}$ | $\bar{p}_{1}^{\star}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $(24,12)$ | $\mathbf{1 . 4 0 5 3 5 3 4 9 1 8 0 6 6 8 0 ( - 1 )}$ | $-5.770780163555832(-1)$ | $-1.442695040888961(0)$ | $7.213475204444746(-1)$ |
| 0.5 | $(24,12)$ | $-1.559230197485811(-1)$ | $-2.358350543983469(-1)$ | $-1.403098237131677(0)$ | $2.834834114319625(-1)$ |
| 0.1 | $(24,5)$ | $-3.051434745472195(-1)$ | $-1.053200366713573(-1)$ | $-3.284979815692429(0)$ | $1.254266057498587(-1)$ |
| $10^{-2}$ | $(24,3)$ | $-3.617358170944118(-1)$ | $-5.984662000415891(-2)$ | $-1.870171252012620(1)$ | $7.124623469100554(-2)$ |
| $10^{-3}$ | $(24,2)$ | $-3.842529842329820(-1)$ | $-4.183175432150123(-2)$ | $-1.307242073548368(2)$ | $4.979970933294560(-2)$ |
| $10^{-4}$ | $(24,2)$ | $-3.963508627055583(-1)$ | $-3.215344363673110(-2)$ | $-1.004795111733959(3)$ | $3.827790910431746(-2)$ |

## 6. Concluding Remarks

To close this paper, let us make a few concluding remarks.
(1) By following [17] for the NFM, we propose the interior field method (IFM). Since all boundary methods can be applied to any annular domains, they may be used for circular domains with circular holes; in this paper, we employ the first kind boundary integral equation (BIE) in [30] and the collocation Trefftz method (CTM) in [6]. The relations of expansion coefficients among NFM, IFM, BIE, and CTM are found. The intrinsic relations among them are discovered, to show that the IFM and the BIE are special cases of CTM. Section 2 yields an in-depth overview of four methods for circular domains with circular holes.
(2) For the NFM, some stability analysis in [17] was made for concentric circular boundaries. The error analysis of the NFM is challenging. Sections 3 and 4 are devoted to the error analysis of the NFM. In Section 3, a preliminary analysis is provided. In Section 4, for the special NFM with $\epsilon=\bar{\epsilon}=0$, the error bounds are provided without proof. The optimal convergence rates can be achieved. The error analysis is important and valid in wide applications, because the special NFM offers the best numerical performance in convergence and stability; see [17].
(3) Numerical experiments are carried out for a challenging problem of the actually punctured disks. We choose NFM, IFM, CTM, and BIE and their conservative schemes. Numerical results are reported from $R_{1}=1$ down to $R_{1}=10^{-4}$. Note that the popular methods, such as the finite element method (FEM), the finite difference method (FDM), and the boundary element method (BEM), may fail to handle this problem. The actually punctured disks may be regarded as a kind of singularity problems, and the local mesh refinements and other innovations of FEM, FDM, and BEM are indispensable. However, their algorithms are complicated and troublesome; see [5]. Consequently, the computation of this paper enriches the boundary methods [6].
(4) Numerical comparisons of different methods are imperative in real application. Though their numerical performances are basically the same, the CTM is best in accuracy, stability, and simplicity of algorithms. Moreover, the CTM can always circumvent the degenerate scale problems encountered in NFM, IFM, and BIE. More importantly, the CTM can be applied to any shape domains and singularity problems (see [5, 6]). In summary, three goals motivated have been fulfilled.
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Some new oscillation criteria are given for first order neutral delay differential equations with variable coefficients. Our results generalize and extend some of the well-known results in the literature. Some examples are considered to illustrate the main results.

## 1. Introduction

In recent years, oscillation of neutral delay differential equations (or NDDEs for short) has received great attention and has been studied extensively. It is a relatively new field with interesting applications from the real world. In fact, NDDEs appear in modeling of the problems as transformation of information, population dynamics, the networks containing lossless transmission lines, and in the theory of automatic control (see, e.g., $[1-4]$ and references cited therein).

Consider the first order NDDE of the form

$$
\begin{equation*}
[r(t)(x(t)+p(t) x(t-\tau))]^{\prime}+q(t) x(t-\sigma)=0, \quad t \geq t_{0} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
p \in C\left[\left[t_{0}, \infty\right), \mathbb{R}\right], \quad r, q \in C\left[\left[t_{0}, \infty\right), \mathbb{R}^{+}\right], \quad \tau, \sigma \in \mathbb{R}^{+} \tag{2}
\end{equation*}
$$

Let $m=\max \{\tau, \sigma\}$. By a solution of (1), we mean a function $x \in C\left[\left[t_{1}-m, \infty\right), \mathbb{R}\right]$ for some $t_{1} \geq t_{0}$ such that $x(t)+p(t) x(t-\tau)$ is continuously differentiable, and (1) is satisfied identically for $t_{1} \geq t_{0}$. Such a solution of (1) is said to be oscillatory if it has arbitrarily large zeros and nonoscillatory if it is eventually positive or eventually negative. The NDDE (1) is called oscillatory if all its solutions are oscillatory; otherwise, it is called nonoscillatory.

Recently, some investigations such as [5-7] have appeared which are concerned with the oscillation as well as the nonoscillation behaviour of NDDE (1). In fact, Zahariev and Bainov [8] is the first work dealing with oscillation of neutral equations. A systematic development of oscillation theory of NDDEs was initiated by Ladas and Sficas [9]. For the oscillation of (1) when $r(t)=1$ and $p(t)$ and $q(t)$ are constants, we refer the readers to the articles by Ladas and Schults [10], Sficas and Stavroulakis [11], Grammatikopoulos et al. [12], Zhang [13], and Gopalsamy and Zhang [14]. For the oscillation of (1) when $r(t)=1$ and $p(t)$ is equal to a constant, we refer the readers to the papers by Grammatikopoulos et al. [15], Zhang [13], Gopalsamy and Zhang [14], and Saker and Elabbasy [16] and the references cited therein. Grammatikopoulos et al. [6], Ladas and Schults [10], Chuanxi and Ladas [17, 18], Kubiaczyk and Saker [19], and Karpuz and Ocalan [20] considered the NDDE (1) when $r(t)=1$ and established some new oscillation results sorted by the value of function $p(t)$. For further oscillation results on the oscillatory behaviour of solutions of (1), we refer the readers to the monographs by Győri and Ladas [21] and Erbe et al. [22] as well as the papers of Yu et al. [23], Choi and Koo [24], Ocalan [25], and Candan and Dahiya [26].

The purpose of this work is to find some sufficient conditions for the oscillation of all solutions of the first order NDDE (1).

Remark 1. (i) When we write a functional inequality we assume that it holds for all sufficiently large $t$.
(ii) Without loss of generality, we will deal only with the positive solutions of (1).

In the proof of our main results, we need the following well-known lemmas which can be found in Chuanxi and Ladas [17], Győri and Ladas [21], and Kulenović et al. [27].

Lemma 2. Assume that $\rho$ is a positive constant. Let $h \in$ $C\left[\left[t_{0}, \infty\right), \mathbb{R}^{+}\right]$, and suppose that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \int_{t-\rho}^{t} h(s) d s>\frac{1}{e} \tag{3}
\end{equation*}
$$

Then
(i) the delay differential inequality

$$
\begin{equation*}
x^{\prime}(t)+h(t) x(t-\rho) \leq 0, \quad t \geq t_{0} \tag{4}
\end{equation*}
$$

has no eventually positive solution;
(ii) the delay differential inequality

$$
\begin{equation*}
x^{\prime}(t)+h(t) x(t-\rho) \geq 0, \quad t \geq t_{0} \tag{5}
\end{equation*}
$$

has no eventually negative solution;
(iii) the advanced differential inequality

$$
\begin{equation*}
x^{\prime}(t)-h(t) x(t+\rho) \leq 0, \quad t \geq t_{0} \tag{6}
\end{equation*}
$$

has no eventually negative solution;
(iv) the advanced differential inequality

$$
\begin{equation*}
x^{\prime}(t)-h(t) x(t+\rho) \geq 0, \quad t \geq t_{0} \tag{7}
\end{equation*}
$$

has no eventually positive solution.
Lemma 3. Consider the NDDE

$$
\begin{equation*}
(x(t)+p(t) x(t-\tau))^{\prime}+q(t) x(t-\sigma)=0, \quad t \geq t_{0} \tag{8}
\end{equation*}
$$

where $p, q, \tau$, and $\sigma$ are as in (2). Assume that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} q(s) d s=\infty . \tag{9}
\end{equation*}
$$

Let $x(t)$ be an eventually positive solution of equation and set

$$
\begin{equation*}
z(t)=x(t)+p(t) x(t-\tau) . \tag{10}
\end{equation*}
$$

Then the following statements are true:
(i) $z(t)$ is an eventually decreasing function;
(ii) if $p(t) \leq-1$ then $z(t)<0$;
(iii) if $-1 \leq p(t) \leq 0$ then $z(t)>0$ and $\lim _{t \rightarrow \infty} z(t)=0$.

Lemma 4. Assume that (9) holds and let $x(t)$ be an eventually positive solution of NDDE

$$
\begin{equation*}
[(x(t)+p x(t-\tau))]^{\prime}+q(t) x(t-\sigma)=0, \quad t \geq t_{0} \tag{11}
\end{equation*}
$$

where $p \neq 1, q \in C\left[\left[t_{0}, \infty\right), \mathbb{R}^{+}\right]$, and $\tau, \sigma \in \mathbb{R}^{+}$.
Set

$$
\begin{equation*}
z(t)=x(t)+p x(t-\tau) . \tag{12}
\end{equation*}
$$

Then
(a) $z(t)$ is a decreasing function and either

$$
\begin{equation*}
\lim _{t \rightarrow \infty} z(t)=-\infty \tag{13}
\end{equation*}
$$

or

$$
\begin{equation*}
\lim _{t \rightarrow \infty} z(t)=0 . \tag{14}
\end{equation*}
$$

(b) The following statements are equivalent:
(i) (13) holds;
(ii) $p<-1$;
(iii) $\lim _{t \rightarrow \infty} x(t)=\infty$;
(iv) $w(t)>0, w^{\prime}(t)>0$.
(c) The following statements are equivalent:
(i) (14) holds;
(ii) $p>-1$;
(iii) $\lim _{t \rightarrow \infty^{\infty}} x(t)=0$;
(iv) $w(t)>0, w^{\prime}(t)<0$.

## 2. Main Results

In this section we give some new sufficient conditions for all solutions of NDDE (1) to be oscillatory.

Theorem 5. Assume that (2) and (9) hold, $p(t) \leq-1, \tau>\sigma$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \int_{t+\sigma}^{t+\tau}\left[\frac{q(s-\tau)}{-r(s-\sigma) p(s-\sigma)}\right] d s>\frac{1}{e} \tag{15}
\end{equation*}
$$

Then every solution of $N D D E$ (1) is oscillatory.
Proof. Assume, for the sake of a contradiction, that (1) has an eventually positive solution $x(t)>0$ for all $t \geq t_{0}>0$. Set

$$
\begin{equation*}
z(t)=x(t)+p(t) x(t-\tau) . \tag{16}
\end{equation*}
$$

Then by Lemma 3 we have

$$
\begin{equation*}
z(t)<0 . \tag{17}
\end{equation*}
$$

Observe that

$$
\begin{equation*}
z(t)>p(t) x(t-\tau) . \tag{18}
\end{equation*}
$$

From which we find eventually

$$
\begin{equation*}
\frac{1}{p(t+\tau-\sigma)} q(t) z(t+\tau-\sigma)<q(t) x(t-\sigma)=-(r(t) z(t))^{\prime}, \tag{19}
\end{equation*}
$$

and hence

$$
\begin{equation*}
z^{\prime}(t)+\frac{r^{\prime}(t)}{r(t)} z(t)+\frac{q(t)}{r(t) p(t+\tau-\sigma)} z(t+\tau-\sigma)<0 . \tag{20}
\end{equation*}
$$

Set

$$
\begin{equation*}
z(t)=e^{-\int_{t_{0}}^{t}\left(r^{\prime}(s) / r(s)\right) d s} y(t) . \tag{21}
\end{equation*}
$$

This implies that $y(t)<0$.
Substituting in (20) yields for all $t \geq t_{0}$

$$
\begin{equation*}
y^{\prime}(t)+\frac{q(t)}{r(t+\tau-\sigma) p(t+\tau-\sigma)} y(t+\tau-\sigma)<0 \tag{22}
\end{equation*}
$$

or

$$
\begin{equation*}
y^{\prime}(t)-\left[\frac{q(t)}{-r(t+\tau-\sigma) p(t+\tau-\sigma)}\right] y(t+(\tau-\sigma))<0 . \tag{23}
\end{equation*}
$$

In view of (15) and Lemma 2(iii), it is impossible for (23) to have an eventually negative solution. This contradicts the fact that $y(t)<0$ and the proof is complete.

## Example 6. Consider NDDE

$$
\begin{equation*}
\left[\frac{e^{t+1}}{t+1}\left(x(t)-\frac{t+1}{t} x(t-2)\right)\right]^{\prime}+e^{t+2} x(t-1)=0, \quad t>0 . \tag{24}
\end{equation*}
$$

Here we have

$$
\begin{gather*}
p(t)=-\frac{t+1}{t} \leq-1, \quad q(t)=e^{t+2} \\
r(t)=\frac{e^{t+1}}{t+1}, \quad \tau=2, \quad \sigma=1 \tag{25}
\end{gather*}
$$

Then all the hypotheses of Theorem 5 are satisfied where

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \inf \int_{t+\sigma}^{t+\tau} \frac{q(s-\tau)}{-r(s-\sigma) p(s-\sigma)} d s \\
& \quad=\lim _{t \rightarrow \infty} \inf \int_{t+1}^{t+2}(s-1) d s=\lim _{t \rightarrow \infty} \inf \left(t+\frac{9}{2}\right)=\infty>\frac{1}{e} \tag{26}
\end{align*}
$$

Hence every solution of (24) is oscillatory.
Remark 7. Theorem 5 is an extent of [17, Theorem 2], [15, Theorem 7], and [21, Theorem 6.4.3].

Theorem 8. Assume that (2) and (9) hold, $-1 \leq p(t) \leq 0$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \int_{t-\sigma}^{t} \frac{q(s)}{r(s-\sigma)} d s>\frac{1}{e} \tag{27}
\end{equation*}
$$

Then every solution of NDDE (1) oscillates.
Proof. Assume, for the sake of contradiction, that (1) has an eventually positive solution $x(t)>0$ for all $t \geq t_{0}>0$. Set

$$
\begin{equation*}
z(t)=x(t)+p(t) x(t-\tau) . \tag{28}
\end{equation*}
$$

Then by Lemma 3, it follows that

$$
\begin{equation*}
z(t)>0 . \tag{29}
\end{equation*}
$$

As $x(t)>z(t)$, it follows from (1) that

$$
\begin{equation*}
(r(t) z(t))^{\prime}+q(t) z(t-\sigma) \leq 0 \tag{30}
\end{equation*}
$$

Dividing the last inequality by $r(t)>0$, we obtain

$$
\begin{equation*}
z^{\prime}(t)+\frac{r^{\prime}(t)}{r(t)} z(t)+\frac{q(t)}{r(t)} z(t-\sigma) \leq 0 . \tag{31}
\end{equation*}
$$

Let

$$
\begin{equation*}
z(t)=e^{-\int_{t_{0}}^{t}\left(r^{\prime}(s) / r(s)\right) d s} y(t) \tag{32}
\end{equation*}
$$

This implies that $y(t)>0$.
Substituting in (31) yields for all $t \geq t_{0}$

$$
\begin{equation*}
y^{\prime}(t)+\frac{q(t)}{r(t-\sigma)} y(t-\sigma) \leq 0, \quad t \geq t_{0} \tag{33}
\end{equation*}
$$

In view of Lemma 2(i) and (27), it is impossible for (33) to have an eventually positive solution. This contradicts the fact that $y(t)>0$ and the proof is complete.

## Example 9. Consider the NDDE

$$
\begin{array}{r}
{\left[\frac{1}{t}\left(x(t)-\frac{t}{t+1} x(t-\tau)\right)\right]^{\prime}+\frac{1}{t-(5 \pi / 2)} x\left(t-\frac{5 \pi}{2}\right)=0} \\
t>\frac{5 \pi}{2} \tag{34}
\end{array}
$$

Note that all the hypotheses of Theorem 8 are satisfied:

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \inf \int_{t-\sigma}^{t} \frac{q(s)}{r(s-\sigma)} d s=\lim _{t \rightarrow \infty} \inf \int_{t-(5 \pi / 2)}^{t} d s=\frac{5 \pi}{2}>\frac{1}{e} \tag{35}
\end{equation*}
$$

Therefore every solution of (34) is oscillatory.
Remark 10. Theorem 8 is an extent of [17, Theorem 3] and [21, Theorem 6.4.2].

Theorem 11. Assume that (2) holds with $p(t) \equiv p \neq \pm 1, r(t) \equiv$ $r>0, q(t)$ being $\tau$ periodic, and

$$
\begin{equation*}
\frac{1}{r(1+p)} \lim _{t \rightarrow \infty} \inf \int_{t-\sigma}^{t-\tau} q(s) d s>\frac{1}{e} . \tag{36}
\end{equation*}
$$

## Then every solution of NDDE

$$
\begin{equation*}
[r(x(t)+p x(t-\tau))]^{\prime}+q(t) x(t-\sigma)=0, \quad t \geq t_{0} \tag{37}
\end{equation*}
$$

is oscillatory.
Proof. Assume, for the sake of contradiction, that (37) has an eventually positive solution $x(t)>0$ for all $t \geq t_{0}>0$. Set

$$
\begin{align*}
& z(t)=x(t)+p x(t-\tau)  \tag{38}\\
& w(t)=z(t)+p z(t-\tau)
\end{align*}
$$

It is easily seen, by direct substituting, that $z(t)$ and $w(t)$ are also solutions of (37). That is,

$$
\begin{gather*}
r z^{\prime}(t)+p r z^{\prime}(t-\tau)+q(t) z(t-\sigma)=0  \tag{39}\\
r w^{\prime}(t)+p r w^{\prime}(t-\tau)+q(t) w(t-\sigma)=0 \tag{40}
\end{gather*}
$$

By Lemma 4, $z(t)$ is decreasing and either (13) or (14) holds. In either case we claim that

$$
\begin{equation*}
w^{\prime}(t-\tau) \geq w^{\prime}(t) \tag{41}
\end{equation*}
$$

Indeed,

$$
\begin{align*}
w^{\prime}(t) & =-\frac{1}{r} q(t) z(t-\sigma) \leq-\frac{1}{r} q(t) z(t-\sigma-\tau)  \tag{42}\\
& =-\frac{1}{r} q(t-\tau) z(t-\sigma-\tau)=w^{\prime}(t-\tau)
\end{align*}
$$

Furthermore, we have by Lemma 4 that as long as $p \neq \pm 1$,

$$
\begin{equation*}
w(t)>0 \tag{43}
\end{equation*}
$$

Using (41) in (40) implies

$$
\begin{equation*}
r(1+p) w^{\prime}(t-\tau)+q(t) w(t-\sigma) \leq 0 \tag{44}
\end{equation*}
$$

or

$$
\begin{equation*}
w^{\prime}(t-\tau)+\frac{1}{r(1+p)} q(t) w(t-\sigma) \leq 0 \tag{45}
\end{equation*}
$$

Since $q(t)$ is periodic of period $\tau$, we find

$$
\begin{equation*}
w^{\prime}(t)+\frac{1}{r(1+p)} q(t) w(t-(\sigma-\tau)) \leq 0, \quad \text { if } 1+p>0 \tag{46}
\end{equation*}
$$

or

$$
\begin{array}{r}
w^{\prime}(t)-\left[\frac{1}{-r(1+p)}\right] q(t) w(t+(\tau-\sigma)) \geq 0  \tag{47}\\
\text { if } 1+p<0
\end{array}
$$

In view of Lemma 2((i) and (iv)) and (36), it is impossible for (46) and (47) to have eventually positive solutions. This contradicts the fact that $w(t)>0$ and the proof is complete.

Remark 12. Theorem 11 extends [15, Theorems 8 and 10]. See also [21, Theorem 6.4.4].
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#### Abstract

Numerical algorithms for solving first-order fuzzy differential equations and hybrid fuzzy differential equations have been investigated. Sufficient conditions for stability and convergence of the proposed algorithms are given, and their applicability is illustrated with some examples.


## 1. Introduction

Hybrid systems are devoted to modeling, design, and validation of interactive systems of computer programs and continuous systems. That is, control systems that are capable of controlling complex systems which have discrete event dynamics as well as continuous time dynamics can be modeled by hybrid systems. The differential systems containing fuzzy valued functions and interaction with a discrete time controller are named hybrid fuzzy differential systems.

The Hukuhara derivative of a fuzzy-number-valued function was introduced in [1]. Under this setting, the existence and uniqueness of the solution of a fuzzy differential equation are studied by Kaleva [2, 3], Seikkala [4], and Kloeden [5]. This approach has the disadvantage that it leads to solutions which have an increasing length of their support [2]. A generalized differentiability was studied in [6-8]. This concept allows us to resolve the previously mentioned shortcoming. Indeed, the generalized derivative is defined for a larger class of fuzzy-number-valued functions than the Hukuhara derivative. Some applications of numerical methods in FDE and hybrid fuzzy differential equation (HFDE) are presented
in [9-19]. Some other approaches to study FDE and fuzzy dynamical systems have been investigated in [20-22].

In engineering and physical problems, Trapezoidal rule is a simple and powerful method to solve numerically related ODEs. Trapezoidal rule has a higher convergence order in comparison to other one step methods, for instance, Euler method.

In this work, we concentrate on numerical procedure for solving FDEs and HFDEs, whenever these equations possess unique fuzzy solutions.

In Section 2, we briefly present the basic definitions. Trapezoidal rule for solving fuzzy differential equations is introduced in Section 3, and convergence and stability of the mentioned method are proved. The proposed algorithm is illustrated by solving two examples. In Section 4 we present Trapezoidal rule for solving hybrid fuzzy differential equations.

## 2. Preliminary Notes

In this section the most basic definition of ordinary differential equations (ODEs) and notation used in fuzzy calculus are introduced. See, for example, [23].

Consider the first-order ordinary differential equation

$$
\begin{equation*}
y^{\prime}(t)=f(t, y(t)), \quad y\left(t_{0}\right)=y_{0} \tag{1}
\end{equation*}
$$

where $f:\left[t_{0}, t_{N}\right] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $t_{0} \in \mathbb{R}$. A linear multistep method applied to (1) is

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y_{m+i}=h \sum_{i=0}^{k} \beta_{i} f\left(t_{m+i}, y_{m+i}\right) \tag{2}
\end{equation*}
$$

with $\alpha_{i}, \beta_{i} \in \mathbb{R}, \alpha_{k} \neq 0$, given starting values $y_{0}, y_{1}, \ldots, y_{k-1}$. In the case $\beta_{k}=0$, the corresponding methods (2) are explicit and are implicit otherwise. The constant step size $h>0$ leads to time discretizations with respect to the grid points $t_{m}:=t_{0}+m h$. The value $y_{m+i}$ is an approximation of the exact solution at $t_{m+i}$. The special case of explicit methods, $m=2$, $\alpha_{0}=-1, \alpha_{1}=0, \alpha_{2}=1, \beta_{0}=\beta_{2}=0$, and $\beta_{1}=2$, corresponds to the Midpoint rule:

$$
\begin{equation*}
y_{m+2}=y_{m}+2 h f\left(t_{m+1}, y_{m+1}\right) \tag{3}
\end{equation*}
$$

and the especial case of implicit methods, $m=1, \alpha_{0}=-1$, $\alpha_{1}=1$, and $\beta_{0}=\beta_{1}=1 / 2$, corresponds to the Trapezoidal rule:

$$
\begin{equation*}
y_{m+1}=y_{m}+\frac{h}{2}\left[f\left(t_{m}, y_{m}\right), f\left(t_{m+1}, y_{m+1}\right)\right] \tag{4}
\end{equation*}
$$

For an explicit method, (2) yields the current value $y_{m+k}$ directly in terms of $y_{m+j}, f_{m+j}, j=0,1, \ldots, k-1$, which, at this stage of the computation, have already been calculated. An implicit method will call for the solution, at each stage of computation, of the the equation

$$
\begin{equation*}
y_{m+k}=h \beta_{k} f\left(t_{m+k}, y_{m+k}\right)+g \tag{5}
\end{equation*}
$$

where $g$ is a known function of previously calculated values $y_{m+j}, f_{m+j}, j=0,1, \ldots, k-1$. When the original differential equation in (1) is linear, then (5) is linear in $y_{m+k}$, and there is no problem in solving it. When $f$ is nonlinear, for finding solution of (1), we can use the following iteration:

$$
\begin{equation*}
y_{m+k}^{[s+1]}=h \beta_{k} f\left(t_{m+k}, y_{m+k}^{[s]}\right)+g . \tag{6}
\end{equation*}
$$

Definition 1. Associated with the multistep method (2), we define the first characteristic polynomial as follows:

$$
\begin{equation*}
\rho(\xi):=\sum_{i=0}^{k} \alpha_{i} \xi^{i} \tag{7}
\end{equation*}
$$

Theorem 2. A multistep method is stable if the first characteristic polynomial satisfies the root condition, that is, the roots of $\rho(\xi)$ lie on or within the unit circle, and further the roots on the unit circle are simple.

According to Theorem 2, we know the Midpoint rule and Trapezoidal rule are stable.

Definition 3. The difference operator

$$
\begin{equation*}
\mathfrak{L}[y(t) ; h]=\sum_{j=0}^{k}\left[\alpha_{j} y(t+j h)-h \beta_{j} y^{\prime}(t+j h)\right] \tag{8}
\end{equation*}
$$

and the associated linear multistep method (2) are said to be of order $p$ if for the following equation:

$$
\begin{equation*}
\mathfrak{L}[y(t) ; h]=C_{0} y(t)+C_{1} h y^{(1)}(t)+\cdots+C_{q} h^{q} y^{(q)}(t)+\cdots, \tag{9}
\end{equation*}
$$

we have $C_{0}=C_{1}=\cdots=C_{p}=0, C_{p+1} \neq 0$, where $C_{0}=$ $\sum_{j=0}^{k} \alpha_{j}$ and $C_{i}=(1 / i!)\left(\sum_{j=0}^{k} \alpha_{j} j^{i}-i \sum_{j=0}^{k} \beta_{j} j^{i-1}\right)$, for $i \geq 1$.

According to Definition 3, Midpoint rule and Trapezoidal rule are second-order methods.

We now recall some general concepts of fuzzy set theory; see, for example, [2, 24].

Definition 4. Let $X$ be a nonempty set. A fuzzy set $u$ in $X$ is characterized by its membership function $u: X \rightarrow[0,1]$, and $u(x)$ is interpreted as the degree of membership of an element $x$ in fuzzy set $u$ for each $x \in X$.

Let us denote by $\mathbb{R}_{F}$ the class of fuzzy subsets of the real axis, that is,

$$
\begin{equation*}
u: \mathbb{R} \longrightarrow[0,1] \tag{10}
\end{equation*}
$$

satisfying the following properties:
(i) $u$ is normal, that is, there exists $s_{0} \in \mathbb{R}$ such that $u\left(s_{0}\right)=1$,
(ii) $u$ is a convex fuzzy set (i.e., $u(t s+(1-t) r) \geq$ $\min \{u(s), u(r)\}, \forall t \in[0,1], s, r \in \mathbb{R})$,
(iii) $u$ is upper semicontinuous on $\mathbb{R}$,
(iv) $\operatorname{cl}\{s \in \mathbb{R} \mid u(s)>0\}$ is compact, where cl denotes the closure of a subset.

The space $\mathbb{R}_{F}$ is called the space of fuzzy numbers. Obviously, $\mathbb{R} \subset \mathbb{R}_{F}$. For $0<\alpha \leq 1$, we denote

$$
\begin{gather*}
{[u]^{\alpha}=\{s \in \mathbb{R} \mid u(s) \geq \alpha\}} \\
{[u]^{0}=\operatorname{cl}\{s \in \mathbb{R} \mid u(s)>0\}} \tag{11}
\end{gather*}
$$

Then from (i)-(iv), it follows that the $\alpha$-level set $[u]^{\alpha}$ is a nonempty compact interval for all $0 \leq \alpha \leq 1$. The notation

$$
\begin{equation*}
[u]^{\alpha}=\left[\underline{u}^{\alpha}, \bar{u}^{\alpha}\right] \tag{12}
\end{equation*}
$$

denotes explicitly the $\alpha$-level set of $u$. The following remark shows when $\left[\underline{u}^{\alpha}, \bar{u}^{\alpha}\right]$ is a valid $\alpha$-level set.

Remark 5. The sufficient conditions for $\left[\underline{u}^{\alpha}, \bar{u}^{\alpha}\right]$ to define the parametric form of a fuzzy number are as follows:
(i) $\underline{u}^{\alpha}$ is a bounded monotonic increasing (nondecreasing) left-continuous function on ( 0,1 ] and rightcontinuous for $\alpha=0$,
(ii) $\bar{u}^{\alpha}$ is a bounded monotonic decreasing (nonincreasing) left-continuous function on ( 0,1 ] and rightcontinuous for $\alpha=0$.
(iii) $\underline{u}^{\alpha} \leq \bar{u}^{\alpha}, 0 \leq \alpha \leq 1$.

For $u, v \in \mathbb{R}_{F}$ and $\lambda \in \mathbb{R}$, the sum $u+v$ and the product $\lambda u$ are defined by $[u+v]^{\alpha}=[u]^{\alpha}+[v]^{\alpha},[\lambda u]^{\alpha}=\lambda[u]^{\alpha}$, $\forall \alpha \in[0,1]$, where $[u]^{\alpha}+[v]^{\alpha}$ means the usual addition of two intervals (subsets) of $\mathbb{R}$, and $\lambda[u]^{\alpha}$ means the usual product between a scaler and a subset of $\mathbb{R}$.

The metric structure is given by the Hausdorff distance

$$
\begin{equation*}
D: \mathbb{R}_{F} \times \mathbb{R}_{F} \longrightarrow \mathbb{R}_{+} \cup\{0\} \tag{13}
\end{equation*}
$$

by

$$
\begin{equation*}
D(u, v)=\sup _{\alpha \in[0,1]} \max \left\{\left|\underline{u}^{\alpha}-\underline{v}^{\alpha}\right|,\left|\bar{u}^{\alpha}-\bar{v}^{\alpha}\right|\right\} . \tag{14}
\end{equation*}
$$

The following properties are well known:

$$
\begin{aligned}
& D(u+w, v+w)=D(u, v), \forall u, v, w \in \mathbb{R}_{F}, \\
& D(k u, k v)=|k| D(u, v), \forall k \in \mathbb{R}, u, v \in \mathbb{R}_{F}, \\
& D(u+v, w+e) \leq D(u, w)+D(v, e), \forall u, v, w, e \in \mathbb{R}_{F},
\end{aligned}
$$

and $\left(\mathbb{R}_{F}, D\right)$ is complete metric spaces.
Let $I$ be a real interval. A mapping $y: I \rightarrow \mathbb{R}_{F}$ is called a fuzzy process and its $\alpha$-level set is denoted by

$$
\begin{equation*}
[y(t)]^{\alpha}=\left[\underline{y}^{\alpha}(t), \bar{y}^{\alpha}(t)\right], \quad t \in I, \alpha \in(0,1] \tag{15}
\end{equation*}
$$

A triangular fuzzy number $N$ is defined by an ordered triple $\left(x^{l}, x^{c}, x^{r}\right) \in \mathbb{R}^{3}$ with $x^{l} \leq x^{c} \leq x^{r}$, where the graph of $N(s)$ is a triangle with base on the interval $\left[x^{l}, x^{r}\right]$ and vertex at $s=x^{c}$. An $\alpha$-level of $N$ is always a closed, bounded interval. We write $N=\left(x^{l}, x^{c}, x^{r}\right)$; then

$$
\begin{equation*}
[N]^{\alpha}=\left[x^{c}-(1-\alpha)\left(x^{c}-x^{l}\right), x^{c}+(1-\alpha)\left(x^{r}-x^{c}\right)\right] \tag{16}
\end{equation*}
$$

for any $0 \leq \alpha \leq 1$.
Definition 6. Let $x, y \in \mathbb{R}_{F}$. If there exists $z \in \mathbb{R}_{F}$ such that $x=y+z$, then $z$ is called the H-difference of $x$ and $y$, and it is denoted by $x \ominus y$.

In this paper the sign " $\ominus$ " stands always for H-difference, and let us remark that $x \ominus y \neq x+(-1) y$. Usually we denote $x+(-1) y$ by $x-y$, while $x \ominus y$ stands for the H-difference.

Definition 7. Let $F: I \rightarrow \mathbb{R}_{F}$ be a fuzzy function. We say $F$ is Hukuhara differentiable at $t_{0} \in I$ if there exists an element $F^{\prime}\left(t_{0}\right) \in \mathbb{R}_{F}$ such that the limits

$$
\begin{equation*}
\lim _{h \rightarrow 0^{+}} \frac{F\left(t_{0}+h\right) \ominus F\left(t_{0}\right)}{h}, \quad \lim _{h \rightarrow 0^{+}} \frac{F\left(t_{0}\right) \ominus F\left(t_{0}-h\right)}{h} \tag{17}
\end{equation*}
$$

exist and are equal to $F^{\prime}\left(t_{0}\right)$. Here the limits are taken in the metric space $\left(\mathbb{R}_{F}, D\right)$.

Definition 8. Let $[a, b] \subset I$. The fuzzy integral $\int_{a}^{b} y(t) d t$ is defined by

$$
\begin{equation*}
\left[\int_{a}^{b} y(t) d t\right]^{\alpha}=\left[\int_{a}^{b} \underline{y}^{\alpha}(t) d t, \int_{a}^{b} \bar{y}^{\alpha}(t) d t\right], \tag{18}
\end{equation*}
$$

provided the Lebesgue integrals on the right exist.

Remark 9. Let $[a, b] \subset I$. If $F: I \rightarrow \mathbb{R}_{F}$ is Hukuhara differentiable and its Hukuhara derivative $F^{\prime}$ is integrable over $[a, b]$, then

$$
\begin{equation*}
F(t)=F\left(t_{0}\right)+\int_{t_{0}}^{t} F^{\prime}(s) d s \tag{19}
\end{equation*}
$$

for all values of $t_{0}$, $t$, where $a \leq t_{0} \leq t \leq b$.
Theorem 10. Let $\left(t_{i}, u_{i}\right), i=0,1, \ldots, n$, be the observed data, and suppose that each of the $u_{i}=\left(u_{i}^{l}, u_{i}^{c}, u_{i}^{r}\right)$ is a triangular fuzzy number. Then for each $t \in\left[t_{0}, t_{n}\right]$, the fuzzy polynomial interpolation is a fuzzy-value continuous function $f: \mathbb{R} \rightarrow$ $\mathbb{R}_{F}$, where $f\left(t_{i}\right)=u_{i}, f(t)=\left(f^{l}(t), f^{c}(t), f^{r}(t)\right) \in \mathbb{R}_{F}$, and

$$
\begin{gather*}
f^{l}(t)=\sum_{L_{i}(t) \geq 0} L_{i}(t) u_{i}^{l}+\sum_{L_{i}(t)<0} L_{i}(t) u_{i}^{r}, \\
f^{c}(t)=\sum_{i=0}^{n} L_{i}(t) u_{i}^{c},  \tag{20}\\
f^{r}(t)=\sum_{L_{i}(t) \geq 0} L_{i}(t) u_{i}^{r}+\sum_{L_{i}(t)<0} L_{i}(t) u_{i}^{l},
\end{gather*}
$$

such that $L_{i}(t)=\prod_{i \neq j}\left(\left(t-t_{j}\right) /\left(t_{i}-t_{j}\right)\right)$.
Proof. See [25].

## 3. Fuzzy Differential Equations

Consider the first-order fuzzy differential equation $y^{\prime}=$ $f(t, y)$, where $y$ is a fuzzy function of $t, f(t, y)$ is a fuzzy function of crisp variable $t$ and fuzzy variable $y$, and $y^{\prime}$ is Hukuhara fuzzy derivative of $y$. If an initial value $y\left(t_{0}\right)=$ $y_{0} \in \mathbb{R}_{F}$ is given, a fuzzy Cauchy problem of first order will be obtained as follows:

$$
\begin{gather*}
y^{\prime}(t)=f(t, y(t)), \quad t_{0} \leq t \leq T,  \tag{21}\\
y\left(t_{0}\right)=y_{0} .
\end{gather*}
$$

By Theorem 5.2 in [11] we may replace (21) by equivalent system

$$
\begin{array}{ll}
\underline{y}^{\prime}(t)=\underline{f}(t, y)=F(t, \underline{y}, \bar{y}), & \underline{y}\left(t_{0}\right)=\underline{y}_{0}  \tag{22}\\
\bar{y}^{\prime}(t)=\bar{f}(t, y)=G(t, \underline{y}, \bar{y}), & \bar{y}\left(t_{0}\right)=\bar{y}_{0} .
\end{array}
$$

The parametric form of (22) is given by

$$
\begin{array}{ll}
\underline{y}^{\prime}(t ; \alpha)=F(t, \underline{y}(t ; \alpha), \bar{y}(t ; \alpha)), & \underline{y}\left(t_{0} ; \alpha\right)=\underline{y}_{0}^{\alpha} \\
\bar{y}^{\prime}(t ; \alpha)=G(t, \underline{y}(t ; \alpha), \bar{y}(t ; \alpha)), & \bar{y}\left(t_{0} ; \alpha\right)=\bar{y}_{0}^{\alpha} \tag{23}
\end{array}
$$

for $0 \leq \alpha \leq 1$. In some cases the system given by (23) can be solved analytically. In most cases analytical solutions may not be found, and a numerical approach must be considered. Some numerical methods such as the fuzzy Euler method, Nyström method, and predictor-corrector method presented in $[7,10,11,13,15]$. In the following, we present a new method to numerical solution of FDE.
3.1. Trapezoidal Rule for Fuzzy Differential Equations. In the interval $I=\left[t_{0}, T\right]$ we consider a set of discrete equally spaced grid points $t_{0}<t_{1}<t_{2}<\cdots<t_{N}=T$. The exact and approximate solutions at $t_{n}, 0 \leq n \leq N$, are denoted by $\left[y\left(t_{n}\right)\right]^{\alpha}=\left[\underline{y}^{\alpha}\left(t_{n}\right), \bar{y}^{\alpha}\left(t_{n}\right)\right]$ and $\left[y_{n}\right]^{\alpha}=\left[\underline{y}_{n}^{\alpha}, \bar{y}_{n}^{\alpha}\right]$, respectively. The grid points at which the solution is calculated are

$$
\begin{equation*}
t_{n}=t_{0}+n h, \quad h=\frac{T-t_{0}}{N}, 0 \leq n \leq N . \tag{24}
\end{equation*}
$$

Let $y_{p}=[\underline{\gamma}, \bar{\gamma}], 0 \leq p<N$ which $f\left(t_{p}, y_{p}\right)$ is triangular fuzzy number. $\bar{W}$ e have

$$
\begin{equation*}
y\left(t_{p+1}\right)=y\left(t_{p}\right)+\int_{t_{p}}^{t_{p+1}} f(t, y(t)) d t \tag{25}
\end{equation*}
$$

By fuzzy interpolation, Theorem 10, we get

$$
\begin{align*}
& f_{I}^{l}(t, y(t))=l_{0}(t) f^{l}\left(t_{p}, y_{p}\right)+l_{1}(t) f^{l}\left(t_{p+1}, y_{p+1}\right),  \tag{26}\\
& f_{I}^{c}(t, y(t))=l_{0}(t) f^{c}\left(t_{p}, y_{p}\right)+l_{1}(t) f^{c}\left(t_{p+1}, y_{p+1}\right),  \tag{27}\\
& f_{I}^{r}(t, y(t))=l_{0}(t) f^{r}\left(t_{p}, y_{p}\right)+l_{1}(t) f^{r}\left(t_{p+1}, y_{p+1}\right), \tag{28}
\end{align*}
$$

where $f_{I}(t, y(t))=\left(f_{I}^{l}(t, y(t)), f_{I}^{c}(t, y(t)), f_{I}^{r}(t, y(t))\right)$, interpolates $f(t, y(t))$ with the interpolation data given by the value $f\left(t_{p}, y_{p}\right)$, and $l_{0}(t)=\left(t-t_{p+1}\right) /\left(t_{p}-t_{p+1}\right), l_{1}(t)=$ $\left(t-t_{p}\right) /\left(t_{p+1}-t_{p}\right)$.

For $t_{p} \leq t \leq t_{p+1}$ we have

$$
\begin{equation*}
l_{0}(t)=\frac{t-t_{p+1}}{t_{p}-t_{p+1}} \geq 0, \quad l_{1}(t)=\frac{t-t_{p}}{t_{p+1}-t_{p}} \geq 0 \tag{29}
\end{equation*}
$$

From (16) and (25) it follows that

$$
\begin{equation*}
\left[y\left(t_{p+1}\right)\right]^{\alpha}=\left[\underline{y}^{\alpha}\left(t_{p+1}\right), \bar{y}^{\alpha}\left(t_{p+1}\right)\right] \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
\underline{y}^{\alpha}\left(t_{p+1}\right)= & \underline{y}^{\alpha}\left(t_{p}\right) \\
& +\int_{t_{p}}^{t_{p+1}}\left\{\alpha f^{c}(t, y(t))+(1-\alpha) f^{l}(t, y(t))\right\} d t \tag{31}
\end{align*}
$$

$$
\begin{align*}
\bar{y}^{\alpha}\left(t_{p+1}\right)= & \bar{y}^{\alpha}\left(t_{p}\right) \\
& +\int_{t_{p}}^{t_{p+1}}\left\{\alpha f^{c}(t, y(t))+(1-\alpha) f^{r}(t, y(t))\right\} d t \tag{32}
\end{align*}
$$

According to (25), if (26) and (27) are situated in (31), (27) and (28) in (32), we obtain

$$
\begin{align*}
& \underline{y}_{p+1}^{\alpha}=\underline{y}_{p}^{\alpha} \\
& +\int_{t_{p}}^{t_{p+1}}\left\{\alpha\left[l_{0}(t) f^{c}\left(t_{p}, y_{p}\right)+l_{1}(t) f^{c}\left(t_{p+1}, y_{p+1}\right)\right]\right. \\
& +(1-\alpha) \\
& \times\left[l_{0}(t) f^{l}\left(t_{p}, y_{p}\right)\right. \\
& \left.\left.+l_{1}(t) f^{l}\left(t_{p+1}, y_{p+1}\right)\right]\right\} d t . \tag{33}
\end{align*}
$$

By integration we have

$$
\begin{align*}
\underline{y}_{p+1}^{\alpha}= & \underline{y}_{p}^{\alpha} \\
+ & \frac{h}{2} \\
& \times\left[\alpha f^{c}\left(t_{p}, y_{p}\right)+(1-\alpha) f^{l}\left(t_{p}, y_{p}\right)\right.  \tag{34}\\
& \left.+\alpha f^{c}\left(t_{p+1}, y_{p+1}\right)+(1-\alpha) f^{l}\left(t_{p+1}, y_{p+1}\right)\right] .
\end{align*}
$$

By (16) deduce

$$
\begin{equation*}
\underline{y}_{p+1}^{\alpha}=\underline{y}_{p}^{\alpha}+\frac{h}{2}\left[\underline{f}^{\alpha}\left(t_{p}, y_{p}\right)+\underline{f}^{\alpha}\left(t_{p+1}, y_{p+1}\right)\right] . \tag{35}
\end{equation*}
$$

Similarly we obtain

$$
\begin{equation*}
\bar{y}_{p+1}^{\alpha}=\bar{y}_{p}^{\alpha}+\frac{h}{2}\left[\bar{f}^{\alpha}\left(t_{p}, y_{p}\right)+\bar{f}^{\alpha}\left(t_{p+1}, y_{p+1}\right)\right] . \tag{36}
\end{equation*}
$$

Therefore, Trapezoidal rule is obtained as follows:

$$
\begin{gather*}
\underline{y}_{p+1}^{\alpha}=\underline{y}_{p}^{\alpha}+\frac{h}{2}\left[\underline{f}^{\alpha}\left(t_{p}, y_{p}\right)+\underline{f}^{\alpha}\left(t_{p+1}, y_{p+1}\right)\right], \\
\bar{y}_{p+1}^{\alpha}=\bar{y}_{p}^{\alpha}+\frac{h}{2}\left[\bar{f}^{\alpha}\left(t_{p}, y_{p}\right)+\bar{f}^{\alpha}\left(t_{p+1}, y_{p+1}\right)\right],  \tag{37}\\
\underline{y}_{p}^{\alpha}=\underline{\gamma}, \quad \bar{y}_{p}^{\alpha}=\bar{\gamma},
\end{gather*}
$$

for $0 \leq p<N$.
3.2. Convergence and Stability. Suppose the exact solution $(\underline{Y}(t ; \alpha), \bar{Y}(t ; \alpha))$ is approximated by some $(\underline{y}(t ; \alpha), \bar{y}(t ; \alpha))$. The exact and approximate solutions at $t_{n}, 0 \leq n \leq N$, are denoted by $\left[Y_{n}\right]^{\alpha}=\left[\underline{Y}_{n}^{\alpha}, \bar{Y}_{n}^{\alpha}\right]$ and $\left[y_{n}\right]^{\alpha}=\left[\underline{y}_{n}^{\alpha}, \bar{y}_{n}^{\alpha}\right]$, respectively. Our next result determines the pointwise convergence of the Trapezoidal approximates to the exact solution. The following lemma will be applied to show convergence of these approximates; that is,

$$
\begin{equation*}
\lim _{h \rightarrow 0} \underline{y}(t ; h ; \alpha)=\underline{Y}(t ; \alpha), \quad \lim _{h \rightarrow 0} \bar{y}(t ; h ; \alpha)=\bar{Y}(t ; \alpha) . \tag{38}
\end{equation*}
$$

Lemma 11. Let a sequence of numbers $\left\{w_{n}\right\}_{n=0}^{N}$ satisfy

$$
\begin{equation*}
\left|w_{n+1}\right| \leq A\left|w_{n}\right|+B, \quad 0 \leq n \leq N-1, \tag{39}
\end{equation*}
$$

for some given positive constant $A$ and $B$. Then

$$
\begin{equation*}
\left|w_{n}\right| \leq A^{N}\left|w_{0}\right|+B \frac{A^{n}-1}{A-1}, \quad 0 \leq n \leq N-1 \tag{40}
\end{equation*}
$$

Proof. See [15].

Let $F(t, u, v)$ and $G(t, u, v)$ be the functions $F$ and $G$ of (22), where $u$ and $v$ are constants and $u \leq v$. The domain where $F$ and $G$ are defined is therefore

$$
\begin{equation*}
K=\left\{(t, u, v) \mid t_{0} \leq t \leq T,-\infty<v<\infty,-\infty<u \leq v\right\} . \tag{41}
\end{equation*}
$$

Theorem 12. Let $F(t, u, v)$ and $G(t, u, v)$ belong to $C^{2}(K)$, and let the partial derivatives of $F, G$ be bounded over $K$. Then for arbitrary fixed $\alpha: 0 \leq \alpha \leq 1$, the Trapezoidal rule approximate of (37) converges to the exact solutions $\underline{Y}(t ; \alpha)$, $\bar{Y}(t ; \alpha)$ uniformly in $t$, for $\underline{Y}, \bar{Y} \in C^{3}\left[t_{0}, T\right]$.

Proof. It is sufficient to show that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \underline{y}_{N}^{\alpha}=\underline{Y}(T ; \alpha), \quad \lim _{h \rightarrow 0} \bar{y}_{N}^{\alpha}=\bar{Y}(T ; \alpha) \tag{42}
\end{equation*}
$$

By using Taylor's theorem, we get

$$
\begin{align*}
\underline{Y}_{p+1}^{\alpha}= & \underline{Y}_{p}^{\alpha}+\frac{h}{2} \\
& \times\left[F\left(t_{p}, \underline{Y}_{p}^{\alpha}, \bar{Y}_{p}^{\alpha}\right)+F\left(t_{p+1}, \underline{Y}_{p+1}^{\alpha}, \bar{Y}_{p+1}^{\alpha}\right)\right] \\
& +\frac{h^{3}}{12} \underline{Y}^{\prime \prime \prime}\left(\underline{\xi}_{p}\right), \\
\bar{Y}_{p+1}^{\alpha}= & \bar{Y}_{p}^{\alpha}+\frac{h}{2}  \tag{43}\\
& \times\left[G\left(t_{p}, \underline{Y}_{p}^{\alpha}, \bar{Y}_{p}^{\alpha}\right)+G\left(t_{p+1}, \underline{Y}_{p+1}^{\alpha}, \bar{Y}_{p+1}^{\alpha}\right)\right] \\
& +\frac{h^{3}}{12} \bar{Y}^{\prime \prime \prime}\left(\bar{\xi}_{p}\right),
\end{align*}
$$

where $t_{p}<\underline{\xi}_{p}, \bar{\xi}_{p}<t_{p+1}$. Consequently,

$$
\begin{aligned}
& \underline{Y}_{p+1}^{\alpha}-\underline{y}_{p+1}^{\alpha} \\
& =\underline{Y}_{p}^{\alpha}-\underline{y}_{p}^{\alpha}+\frac{h}{2}
\end{aligned}
$$

$$
\begin{align*}
\times & \left\{F\left(t_{p}, \underline{Y}_{p}^{\alpha}, \bar{Y}_{p}^{\alpha}\right)-F\left(t_{p}, \underline{y}_{p}^{\alpha}, \bar{y}_{p}^{\alpha}\right)+F\left(t_{p+1}, \underline{Y}_{p+1}^{\alpha}, \bar{Y}_{p+1}^{\alpha}\right)\right. \\
& \left.-F\left(t_{p+1}, \underline{y}_{p+1}^{\alpha}, \bar{y}_{p+1}^{\alpha}\right)\right\}+\frac{h^{3}}{12} \underline{Y}^{\prime \prime \prime}\left(\underline{\xi}_{p}\right), \\
\bar{Y}_{p+1}^{\alpha}- & \bar{y}_{p+1}^{\alpha} \\
= & \bar{Y}_{p}^{\alpha}-\bar{y}_{p}^{\alpha}+\frac{h}{2} \\
\times & \left\{G\left(t_{p}, \underline{Y}_{p}^{\alpha}, \bar{Y}_{p}^{\alpha}\right)-G\left(t_{p}, \underline{y}_{p}^{\alpha}, \bar{y}_{p}^{\alpha}\right)\right. \\
& +G\left(t_{p+1}, \underline{Y}_{p+1}^{\alpha}, \bar{Y}_{p+1}^{\alpha}\right) \\
& \left.\quad-G\left(t_{p+1}, \underline{y}_{p+1}^{\alpha}, \bar{y}_{p+1}^{\alpha}\right)\right\}+\frac{h^{3}}{12} \underline{Y}^{\prime \prime \prime}\left(\underline{\xi}_{p}\right) . \tag{44}
\end{align*}
$$

Denote $w_{n}=\underline{Y}_{n}^{\alpha}-\underline{y}_{n}^{\alpha}$ and $v_{n}=\bar{Y}_{n}^{\alpha}-\bar{y}_{n}^{\alpha}$. Then

$$
\begin{align*}
\left|w_{p+1}\right| \leq & \left|w_{p}\right|+h \\
& \times\left[L_{1} \max \left\{\left|w_{p}\right|,\left|v_{p}\right|\right\}+L_{2} \max \left\{\left|w_{p+1}\right|,\left|v_{p+1}\right|\right\}\right] \\
& +\frac{h^{3}}{12} \underline{M},  \tag{45}\\
\left|v_{p+1}\right| \leq & \left|v_{p}\right|+h \\
& \times\left[L_{1} \max \left\{\left|w_{p}\right|,\left|v_{p}\right|\right\}+L_{2} \max \left\{\left|w_{p+1}\right|,\left|v_{p+1}\right|\right\}\right] \\
& +\frac{h^{3}}{12} \bar{M}, \tag{46}
\end{align*}
$$

where $\underline{M}=\max _{t_{0} \leq t \leq T}\left|\underline{Y}^{\prime \prime \prime}(t ; \alpha)\right|$ and $\bar{M}=$ $\max _{t_{0} \leq t \leq T}\left|\bar{Y}^{\prime \prime \prime}(t ; \alpha)\right|$, and $L_{1}, L_{2}>0$ is a bound for partial derivatives of $F$ and $G$ in $t_{p}, t_{p+1}$. Thus,

$$
\begin{align*}
& \left|w_{p+1}\right|+\left|v_{p+1}\right| \\
& \leq\left|w_{p}\right|+\left|v_{p}\right|+2 h \\
& \quad \times\left[L_{1} \max \left\{\left|w_{p}\right|,\left|v_{p}\right|\right\}+L_{2} \max \left\{\left|w_{p+1}\right|,\left|v_{p+1}\right|\right\}\right] \\
& \quad+\frac{h^{3}}{12}(\underline{M}+\bar{M}) \\
& \leq\left|w_{p}\right|+\left|v_{p}\right|+2 h \\
& \quad \times\left[L_{1}\left(\left|w_{p}\right|+\left|v_{p}\right|\right)+L_{2}\left(\left|w_{p+1}\right|+\left|v_{p+1}\right|\right)\right] \\
& \quad+\frac{h^{3}}{12}(\underline{M}+\bar{M}) \tag{47}
\end{align*}
$$

TABLE 1

| $\alpha$ | $\underline{y}$ | $\underline{y}_{\text {Mid }}$ | $\underline{Y}$ | $\bar{y}$ | $\bar{y}_{\text {Mid }}$ | $\bar{Y}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.9636348 | 0.9686955 | 0.9636356 | 1.0188934 | 1.0138372 | 1.0188941 |
| 0.1 | 0.9677550 | 0.9723098 | 0.9677558 | 1.0174878 | 1.0129374 | 1.0174885 |
| 0.2 | 0.9718752 | 0.9759241 | 0.9718760 | 1.0160820 | 1.0120376 | 1.0160828 |
| 0.3 | 0.9759954 | 0.9795385 | 0.9759961 | 1.0146763 | 1.0111377 | 1.0146772 |
| 0.4 | 0.9801155 | 0.9831529 | 0.9801163 | 1.0132707 | 1.0102379 | 1.0132715 |
| 0.5 | 0.9842358 | 0.9867672 | 0.9842365 | 1.0118650 | 1.0093381 | 1.0118657 |
| 0.6 | 0.9883559 | 0.9903815 | 0.9883567 | 1.0104593 | 1.0084382 | 1.0104601 |
| 0.7 | 0.9924761 | 0.9939959 | 0.9924769 | 1.0090537 | 1.0075384 | 1.0090544 |
| 0.8 | 0.9965963 | 0.9976103 | 0.9965971 | 1.0076480 | 1.0066386 | 1.0076487 |
| 0.9 | 1.0007164 | 1.0012246 | 1.0007173 | 1.0062424 | 1.0057387 | 1.0062431 |
| 1 | 1.0048367 | 1.0048389 | 1.0048374 | 1.0048367 | 1.0048389 | 1.0048374 |

If we put $\left|u_{p}\right|=\left|w_{p}\right|+\left|v_{p}\right|$ and $L=\max \left\{L_{1}, L_{2}\right\}<1 / 2 h$, then

$$
\begin{align*}
\left|u_{p+1}\right| & \leq(1+2 h L)\left|u_{p}\right|+2 h L\left|u_{p+1}\right|+\frac{h^{3}}{12}(\underline{M}+\bar{M}) \\
& \leq\left(\frac{1+2 h L}{1-2 h L}\right)\left|u_{p}\right|+\frac{h^{3}}{12(1-2 h L)}(\underline{M}+\bar{M}) . \tag{48}
\end{align*}
$$

Then by Lemma 11 and $w_{0}=v_{0}=0$, we have

$$
\begin{equation*}
\left|u_{p}\right| \leq \frac{h^{3}}{12(1-2 h L)}(\underline{M}+\bar{M}) \frac{((1+2 h L) /(1-2 h L))^{n}-1}{((1+2 h L) /(1-2 h L))-1} . \tag{49}
\end{equation*}
$$

If $h \rightarrow 0$, then $w_{n} \rightarrow 0, v_{n} \rightarrow 0$ which concludes the proof.

Remark 13. According to Definition 3, Trapezoidal rule is a second-order method. In fact we may consider the definition of convergence order given in Definition 3 for system of ODEs.

Theorem 14. Trapezoidal rule is stable.
Proof. For Trapezoidal rule exists only one characteristic polynomial $\rho(\xi)=\xi-1$, and it is clear that satisfies the root condition. Then by Theorem 2, the Trapezoidal rule is stable.
3.3. Numerical Results. In this section we apply Trapezoidal rule for numerical solution of two linear fuzzy differential equations. We compare our results with Midpoint rule. The authors in [13] have presented the Midpoint rule for numerical solution of FDEs as follows:

$$
\begin{gather*}
\underline{y}_{p+1}^{\alpha}=\underline{y}_{p-1}^{\alpha}+2 h \underline{f}^{\alpha}\left(t_{p}, y_{p}\right), \\
\bar{y}_{p+1}^{\alpha}=\bar{y}_{p-1}^{\alpha}+2 h \bar{f}^{\alpha}\left(t_{p}, y_{p}\right), \\
\underline{y}_{p-1}^{\alpha}=\alpha_{0}, \quad \underline{y}_{p}^{\alpha}=\alpha_{1}, \quad \bar{y}_{p}^{\alpha}=\alpha_{2}, \quad \bar{y}_{p-1}^{\alpha}=\alpha_{3} . \tag{50}
\end{gather*}
$$

The Midpoint rule is a second-order and stable method [13].

In the following two examples, the implicit nature of Trapezoidal rule for solving linear fuzzy differential equation is implemented by solving a linear system at each stage of computation.

Example 15 (see [13]). Consider the initial value problem

$$
y^{\prime}(t)=-y(t)+t+1
$$

$$
\begin{equation*}
y(0)=[0.96+0.04 \alpha, 1.01-0.01 \alpha] . \tag{51}
\end{equation*}
$$

The exact solution at $t=0.1$ for $0 \leq \alpha \leq 1$ is given by

$$
\begin{gather*}
\underline{Y}(0.1 ; \alpha)=0.1+(0.985+0.015 \alpha) e^{-0.1} \\
-(1-\alpha) 0.025 e^{0.1} \\
\bar{Y}(0.1 ; \alpha)=0.1+(0.985+0.015 \alpha) e^{-0.1}+(1-\alpha) 0.025 e^{0.1} \tag{52}
\end{gather*}
$$

A comparison between the exact solution, $Y(t ; \alpha)$, and the approximate solutions by Midpoint method [13], $y_{\text {Mid }}(t ; \alpha)$, and Trapezoidal method, $y(t ; \alpha)$, at $t=0.1$ with $N=10$, is shown in Table 1 and Figure 1.

Example 16. Let us consider the first-order fuzzy differential equation

$$
\begin{equation*}
y^{\prime}(t)=-y(t), \quad y(0)=y_{0} \tag{53}
\end{equation*}
$$

where $y_{0}=[0.96+0.04 \alpha, 1.01-0.01 \alpha]$.
The exact solution at $t=0.1$ is given by

$$
\begin{gather*}
\underline{Y}(0.1 ; \alpha)=(0.985+0.015 \alpha) e^{-0.1}-(1-\alpha) 0.025 e^{0.1} \\
\bar{Y}(0.1 ; \alpha)=(0.985+0.015 \alpha) e^{-0.1}+(1-\alpha) 0.025 e^{0.1} \tag{54}
\end{gather*}
$$

A comparison between the exact solution, $Y(t ; \alpha)$, and the approximate solutions by Midpoint method, $y_{\text {Mid }}(t ; \alpha)$, and Trapezoidal method, $y(t ; \alpha)$, at $t=0.1$ with $N=10$, is shown in Table 2 and Figure 2.


Figure 1: (-) Exact solution, (॰) Trapezoidal, and (+) Midpoint approximated points.

## 4. Hybrid Fuzzy Differential Equations

Consider the hybrid fuzzy differential equation

$$
\begin{gather*}
y^{\prime}(t)=f\left(t, y(t), \lambda_{k}\left(y_{k}\right)\right), \quad t \in\left[t_{k}, t_{k+1}\right], \\
 \tag{55}\\
k=0,1,2, \ldots, \\
y\left(t_{0}\right)=y_{0},
\end{gather*}
$$

where $\left\{t_{k}\right\}_{k=0}^{\infty}$ is strictly increasing and unbounded, $y_{k}$ denotes $y\left(t_{k}\right), f:\left[t_{0}, \infty\right) \times \mathbb{R}_{F} \times \mathbb{R}_{F} \rightarrow \mathbb{R}_{F}$ is continuous, and each $\lambda_{k}: \mathbb{R}_{F} \rightarrow \mathbb{R}_{F}$ is a continuous function. A solution $y$ to (55) will be a function $y:\left[t_{0}, \infty\right) \rightarrow \mathbb{R}_{F}$ satisfying (55). For $k=0,1,2, \ldots$, let $f_{k}:\left[t_{k}, t_{k+1}\right] \times \mathbb{R}_{F} \rightarrow \mathbb{R}_{F}$, where $f_{k}\left(t, y_{k}(t)\right)=f\left(t, y(t), \lambda_{k}\left(y_{k}\right)\right)$. The hybrid fuzzy differential equation in (55) can be written in expanded form as

$$
y^{\prime}(t)=\left\{\begin{array}{r}
y_{0}^{\prime}(t)=f\left(t, y_{0}(t), \lambda_{0}\left(y_{0}\right)\right) \equiv f_{0}\left(t, y_{0}(t)\right)  \tag{56}\\
y_{0}\left(t_{0}\right)=y_{0}, \quad t_{0} \leq t \leq t_{1} \\
y_{1}^{\prime}(t)=f\left(t, y_{1}(t), \lambda_{1}\left(y_{1}\right)\right) \equiv f_{1}\left(t, y_{1}(t)\right) \\
y_{1}\left(t_{1}\right)=y_{1}, \quad t_{1} \leq t \leq t_{2} \\
\vdots \\
y_{k}^{\prime}(t)=f\left(t, y_{k}(t), \lambda_{k}\left(y_{k}\right)\right) \equiv f_{k}\left(t, y_{k}(t)\right) \\
y_{k}\left(t_{k}\right)=y_{k}, \quad t_{k} \leq t \leq t_{k+1} \\
\vdots
\end{array}\right.
$$

and a solution of (55) can be expressed as

$$
y(t)=\left\{\begin{array}{cc}
y_{0}(t), & t_{0}<t \leq t_{1}  \tag{57}\\
y_{1}(t), & t_{1}<t \leq t_{2} \\
\vdots & \\
y_{k}(t), & t_{k}<t \leq t_{k+1} \\
\vdots &
\end{array}\right.
$$



Figure 2: (-) Exact solution, (॰) Trapezoidal, and (+) Midpoint approximated points.

We note that the solution $y$ of (55) is continuous and piecewise differentiable over $\left[t_{0}, \infty\right)$ and differentiable on each interval $\left(t_{k}, t_{k+1}\right)$ for any fixed $y_{k} \in \mathbb{R}_{F}$ and $k=$ $0,1,2, \ldots$.

Theorem 17. Suppose for $k=0,1,2, \ldots$ that each $f_{k}$ : $\left[t_{k}, t_{k+1}\right] \times \mathbb{R}_{F} \rightarrow \mathbb{R}_{F}$ is such that

$$
\begin{equation*}
\left[f_{k}(t, y)\right]^{\alpha}=\left[\underline{f}_{k}^{\alpha}\left(t, \underline{y}^{\alpha}, \bar{y}^{\alpha}\right),{\overline{f_{k}}}^{\alpha}\left(t, \underline{y}^{\alpha}, \bar{y}^{\alpha}\right)\right] \tag{58}
\end{equation*}
$$

If for each $k=0,1,2, \ldots$ there exists $L_{k}>0$ such that

$$
\begin{align*}
& \left|\underline{\mid f_{k}^{\alpha}}\left(t_{1}, x_{1}, y_{1}\right)-{\underline{f_{k}}}^{\alpha}\left(t_{2}, x_{2}, y_{2}\right)\right| \\
& \quad \leq L_{k} \max \left\{\left|t_{2}-t_{1}\right|,\left|x_{2}-x_{1}\right|,\left|y_{2}-y_{1}\right|\right\}  \tag{59}\\
& \left|\overrightarrow{f_{k}^{\alpha}}\left(t_{1}, x_{1}, y_{1}\right)-{\overline{f_{k}}}^{\alpha}\left(t_{2}, x_{2}, y_{2}\right)\right| \\
& \quad \leq L_{k} \max \left\{\left|t_{2}-t_{1}\right|,\left|x_{2}-x_{1}\right|,\left|y_{2}-y_{1}\right|\right\}
\end{align*}
$$

are equivalent.
Proof. See [19].
4.1. Trapezoidal Rule for Hybrid Fuzzy Differential Equations. For each $\alpha \in[0,1]$, to numerically solve (55) in $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right], \ldots,\left[t_{k}, t_{k+1}\right], \ldots$, replace each interval $\left[t_{k}, t_{k+1}\right], k=0,1, \ldots$ by a set of $N_{k+1}$ regularly spaced grid points (including the endpoints). The grid point on

TABLE 2

| $\alpha$ | $\underline{y}$ | $\underline{y}_{\text {Mid }}$ | $\underline{Y}$ | $\bar{y}$ | $\bar{y}_{\text {Mid }}$ | $\bar{Y}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0.8636348 | 0.8686954 | 0.8636356 | 0.9188934 | 0.9138373 | 0.9188941 |
| 0.1 | 0.8677550 | 0.8723098 | 0.8677558 | 0.9174877 | 0.9129374 | 0.9174885 |
| 0.2 | 0.8718752 | 0.8759242 | 0.8718759 | 0.9160821 | 0.9120376 | 0.9160828 |
| 0.3 | 0.8759954 | 0.8795385 | 0.8759961 | 0.9146764 | 0.9111378 | 0.9146771 |
| 0.4 | 0.8801156 | 0.8831528 | 0.8801163 | 0.9132707 | 0.9102379 | 0.9132714 |
| 0.5 | 0.8842357 | 0.8867672 | 0.8842365 | 0.9118651 | 0.9093381 | 0.9118658 |
| 0.6 | 0.8883559 | 0.8903816 | 0.8883567 | 0.9104593 | 0.9084383 | 0.9104601 |
| 0.7 | 0.8924761 | 0.8939959 | 0.8924769 | 0.9090537 | 0.9075384 | 0.9090545 |
| 0.8 | 0.8965963 | 0.8976102 | 0.8965970 | 0.9076480 | 0.9066386 | 0.9076487 |
| 0.9 | 0.9007165 | 0.9012246 | 0.9007173 | 0.9062423 | 0.9057388 | 0.9062431 |
| 1 | 0.9048367 | 0.9048389 | 0.9048374 | 0.9048367 | 0.9048389 | 0.9048374 |

[ $t_{k}, t_{k+1}$ ] will be $t_{k, n}=t_{k}+n h_{k}, h_{k}=\left(t_{k+1}-t_{k}\right) / N_{k}$, $0 \leq n \leq N_{k}$ at which the exact solution $\left(y^{\alpha}\left(t_{k, n}\right), \bar{y}^{\alpha}\left(t_{k, n}\right)\right)$ will be approximated by some $\left(\underline{y}_{k, n}^{\alpha}, \bar{y}_{k, n}^{\alpha}\right)$. We set $\underline{y}_{0,0}^{\alpha}=\underline{y}_{0}^{\alpha}$, $\bar{y}_{0,0}^{\alpha}=\bar{y}_{0}^{\alpha}$ and $y_{k, 0}^{\alpha}=y_{k-1, N_{k-1}}^{\alpha}, \bar{y}_{k, 0}^{\alpha}=\bar{y}_{k-1, N_{k-1}}^{\alpha}$ if $k \geq 1$.

According to Section 3, by similar computation we obtain the Trapezoidal rule for solving (60) as follows:

$$
\begin{align*}
& \underline{y}_{k, n+1}^{\alpha} \\
& =\underline{y}_{k, n}^{\alpha}+\frac{h}{2} \\
& \quad \times\left[\underline{f}_{k}^{\alpha}\left(t_{k, n}, \underline{y}_{k, n}^{\alpha}, \bar{y}_{k, n}^{\alpha}\right)+\underline{f}_{k}^{\alpha}\left(t_{k, n+1}, \underline{y}_{k, n+1}^{\alpha} \bar{y}_{k, n+1}^{\alpha}\right)\right] \\
& \bar{y}_{k, n+1}^{\alpha} \\
& =\bar{y}_{k, n}^{\alpha}+\frac{h}{2} \\
& \quad \times\left[{\overline{f_{k}}}^{\alpha}\left(t_{k, n}, \underline{y}_{k, n}^{\alpha}, \bar{y}_{k, n}^{\alpha}\right)+{\overline{f_{k}}}^{\alpha}\left(t_{k, n+1}, \underline{y}_{k, n+1}^{\alpha}, \bar{y}_{k, n+1}^{\alpha}\right)\right] \\
& \quad \underline{y}_{k, n}^{\alpha}=\underline{y}_{k}, \quad \bar{y}_{k, n}^{\alpha}=\bar{y}_{k}, \tag{61}
\end{align*}
$$

for $0 \leq n<N_{k}, k=0,1,2, \ldots$.
Next, we give the algorithm to numerically solve (55) in $\left[t_{0}, t_{1}\right],\left[t_{1}, t_{2}\right], \ldots,\left[t_{k}, t_{k+1}\right], \ldots$.
First Step. $\left\{\left[\left(\underline{y}_{0, n}^{\alpha}, \bar{y}_{0, n}^{\alpha}\right)\right]\right\}_{n=0}^{N_{0}}$ will be a numerical solution generated by (61) for $k=0$ as follows:

$$
\begin{align*}
& \left(\underline{y}_{0}^{\alpha}(t)\right)^{\prime}={\underline{f_{0}}}^{\alpha}\left(t, \underline{y}_{0}^{\alpha}(t), \bar{y}_{0}^{\alpha}(t)\right), \\
& \left(\bar{y}_{0}^{\alpha}(t)\right)^{\prime}=\bar{f}_{0}^{\alpha}\left(t, \underline{y}_{0}^{\alpha}(t), \bar{y}_{0}^{\alpha}(t)\right),  \tag{62}\\
& \underline{y}_{0}^{\alpha}\left(t_{0}\right)=\underline{y}_{0,0}^{\alpha}, \quad \bar{y}_{0}^{\alpha}\left(t_{0}\right)=\bar{y}_{0,0}^{\alpha} .
\end{align*}
$$

$\left\{\left[\left(\underline{y}_{0, n}^{\alpha}, \bar{y}_{0, n}^{\alpha}\right)\right]\right\}_{n=0}^{N_{0}}$ is a numerical solution of (60) over $\left[t_{0}, t_{1}\right]$.

Second Step. For each $k \geq 1,\left\{\left[\left(\underline{y}_{k, n}^{\alpha}, \bar{y}_{k, n}^{\alpha}\right)\right]\right\}_{n=0}^{N_{k}}$ will be numerical solution generated by (61) for

$$
\begin{align*}
& \left(\underline{y}_{k}^{\alpha}(t)\right)^{\prime}=\underline{f}_{k}^{\alpha}\left(t, \underline{x}_{k}^{\alpha}(t), \bar{x}_{k}^{\alpha}(t)\right), \\
& \left(\bar{y}_{k}^{\alpha}(t)\right)^{\prime}=\bar{f}_{k}^{\alpha}\left(t, \underline{x}_{k}^{\alpha}(t), \bar{x}_{k}^{\alpha}(t)\right),  \tag{63}\\
& \underline{y}_{k}^{\alpha}\left(t_{k}\right)=\underline{y}_{k, 0}^{\alpha} \quad \quad \bar{y}_{k}^{\alpha}\left(t_{k}\right)=\bar{y}_{k, 0}^{\alpha}
\end{align*}
$$

where $\underline{y}_{k, 0}^{\alpha}=\underline{y}_{k-1, N_{k-1}^{\alpha}}, \bar{y}_{k, 0}^{\alpha}=\underline{y}_{k-1, N_{k-1}^{\alpha}} .\left\{\left[\left(\underline{y}_{k, n}^{\alpha}, \bar{y}_{k, n}^{\alpha}\right)\right]\right\}_{n=0}^{N_{k}}$ is a numerical solution of (60) over $\left[t_{k}, t_{k+1}^{k-1}\right]$ for each $k \geq 1$.

For arbitrary fixed $\alpha \in[0,1]$ and $k$, we can prove that the numerical solution of (55) converges to the exact solution; that is,

$$
\begin{equation*}
\lim _{h_{0}, \ldots, h_{k} \rightarrow 0} \underline{y}_{k, N_{k}}^{\alpha}=\underline{y}\left(t_{k+1}\right), \quad \lim _{h_{0}, \ldots, h_{k} \rightarrow 0} \bar{y}_{k, N_{k}}^{\alpha}=\bar{y}\left(t_{k+1}\right) . \tag{64}
\end{equation*}
$$

The Trapezoidal rule is a one-step method as the Euler method. Therefore, the proof of the convergence closely follows the idea of the proof of Theorem 3.2 in [18] and Theorem 4.1 in [19].

Theorem 18. Consider the system of (55). Suppose for some fixed $k$ and $\alpha \in[0,1]$ that $\left\{\left[\left(\underline{y}_{i, n_{i}}^{\alpha}, \bar{y}_{i, n_{i}}^{\alpha}\right)\right]\right\}_{i=0}^{k}$, where $0 \leq n_{i} \leq N_{i}$ is obtained by (61). Then

$$
\begin{equation*}
\lim _{h_{0}, \ldots, h_{k} \rightarrow 0} \underline{y}_{k, N_{k}}^{\alpha}=\underline{y}\left(t_{k+1}\right), \quad \lim _{h_{0}, \ldots, h_{k} \rightarrow 0} \bar{y}_{k, N_{k}}^{\alpha}=\bar{y}\left(t_{k+1}\right) . \tag{65}
\end{equation*}
$$

Proof. See [19].
Example 19. Consider the following hybrid fuzzy system:

$$
\begin{array}{r}
y^{\prime}(t)=y(t)+m(t) \lambda_{k}\left(y\left(t_{k}\right)\right), \quad t \in\left[t_{k}, t_{k+1}\right] \\
t_{k}=k, \quad k=0,1,2, \ldots \tag{66}
\end{array}
$$

$$
y(0)=\gamma
$$

TABLE 3

| $\alpha$ | $\underline{y}$ | $\underline{y}_{\text {Mid }}$ | $\underline{Y}$ | $\bar{y}$ | $\bar{y}_{\text {Mid }}$ | $\bar{Y}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 7.2644238 | 7.2370696 | 7.2577319 | 10.8966360 | 10.8556042 | 10.8865976 |
| 0.1 | 7.5065713 | 7.4783049 | 7.4996562 | 10.7755623 | 10.7349863 | 10.7656355 |
| 0.1 | 7.7487187 | 7.7195406 | 7.7415805 | 10.6544886 | 10.6143684 | 10.6446733 |
| 0.1 | 7.9908662 | 7.9607763 | 7.9835048 | 10.5334148 | 10.4937506 | 10.5237112 |
| 0.1 | 8.2330141 | 8.2020121 | 8.2254295 | 10.4123411 | 10.3731327 | 10.4027491 |
| 0.1 | 8.4751616 | 8.4432478 | 8.4673538 | 10.2912674 | 10.2525148 | 10.2817869 |
| 0.1 | 8.7173090 | 8.6844835 | 8.7092781 | 10.1701937 | 10.1318970 | 10.1608248 |
| 0.1 | 8.9594564 | 8.9257193 | 8.9512024 | 10.0491199 | 10.0112791 | 10.0398626 |
| 0.1 | 9.2016039 | 9.1669550 | 9.1931267 | 9.9280462 | 9.8906612 | 9.9189005 |
| 0.1 | 9.4437513 | 9.4081898 | 9.4350510 | 9.8069725 | 9.7700434 | 9.7979374 |
| 1 | 9.6858988 | 9.6494255 | 9.6769753 | 9.6858988 | 9.6494255 | 9.6769753 |



Figure 3: (-) Exact solution, (॰) Trapezoidal, and (+) Midpoint approximated points.
where $\gamma$ is a triangular fuzzy number having $\alpha$-level sets $[\gamma]^{\alpha}=[0.75+0.25 \alpha, 1.125-0.125 \alpha]$,

$$
\begin{gather*}
m(t)= \begin{cases}2(t(\bmod 1)), & \text { if } t(\bmod 1) \leq 0.5 \\
2(1-t(\bmod 1)), & \text { if } t(\bmod 1)>0.5\end{cases}  \tag{67}\\
\lambda_{k}(\mu)= \begin{cases}\widehat{0}, & \text { if } k=0 \\
\mu, & \text { if } k \in\{1,2, \ldots\}\end{cases}
\end{gather*}
$$

By [19, Example 1], we know (66) has a unique solution and the exact solution on $[0,2]$ is given by

$$
\begin{gather*}
{[y(t)]^{\alpha}=\left[(0.75+0.25 \alpha) e^{t},(1.125-0.125 \alpha) e^{t}\right]} \\
\\
t \in[0,1]  \tag{68}\\
{[y(t)]^{\alpha}= \begin{cases}y(1)\left(3 e^{t-1}-2 t\right), & t \in[1,1.5] \\
y(1)\left(2 t-2+e^{t-1.5}(3 \sqrt{e}-4)\right), & t \in[1.5,2]\end{cases} }
\end{gather*}
$$

To numerically solve the hybrid fuzzy initial value problem (66) we apply the Trapezoidal rule for hybrid fuzzy differential equations.

A comparison between the exact solution and the approximate solutions by Midpoint method and Trapezoidal method at $t=2$ with $N=10$ is shown in Table 3 and Figure 3.

## 5. Conclusion

We have presented Trapezoidal rule for numerical solution of first-order fuzzy differential equations and hybrid fuzzy differential equations. Also convergence and stability of the method are studied. To illustrate the efficiency of the new method, we have compared our method with the Midpoint rule in some examples. We have shown the global error in Trapezoidal rule is much less than in Midpoint rule.

For future research, we will apply Trapezoidal rule to fuzzy differential equations and hybrid fuzzy differential equations under generalized Hukuhara differentiability. Also one can apply Trapezoidal rule and Midpoint rule as a predictor-corrector method to solve FDE and HFDE.
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We consider the homogenization of the linear parabolic problem $\rho\left(x / \varepsilon_{2}\right) \partial_{t} u^{\varepsilon}(x, t)-\nabla \cdot\left(a\left(x / \varepsilon_{1}, t / \varepsilon_{1}^{2}\right) \nabla u^{\varepsilon}(x, t)\right)=f(x, t)$ which exhibits a mismatch between the spatial scales in the sense that the coefficient $a\left(x / \varepsilon_{1}, t / \varepsilon_{1}^{2}\right)$ of the elliptic part has one frequency of fast spatial oscillations, whereas the coefficient $\rho\left(x / \varepsilon_{2}\right)$ of the time derivative contains a faster spatial scale. It is shown that the faster spatial microscale does not give rise to any corrector term and that there is only one local problem needed to characterize the homogenized problem. Hence, the problem is not of a reiterated type even though two rapid scales of spatial oscillation appear.

## 1. Introduction

The field of homogenization has its main source of inspiration in the problem of finding the macroscopic properties of strongly heterogeneous materials. Mathematically, the approach is to study a sequence of partial differential equations where a parameter $\varepsilon$ associated with the length scales of the heterogeneities tends to zero. The sequence of solutions $u^{\varepsilon}$ converges to the solution $u$ to a so-called homogenized problem governed by a coefficient $b$, where $b$ gives the effective property of the material and can be characterized by certain auxiliary problems called the local problems.

In this paper, we study the homogenization of the linear parabolic problem

$$
\begin{gather*}
\rho\left(\frac{x}{\varepsilon_{2}}\right) \partial_{t} u^{\varepsilon}(x, t)-\nabla \cdot\left(a\left(\frac{x}{\varepsilon_{1}}, \frac{t}{\varepsilon_{1}^{2}}\right) \nabla u^{\varepsilon}(x, t)\right) \\
=f(x, t) \quad \text { in } \Omega_{T},  \tag{1}\\
u^{\varepsilon}(x, t)=0 \quad \text { on } \partial \Omega \times(0, T), \\
u^{\varepsilon}(x, 0)=u^{0}(x) \quad \text { in } \Omega,
\end{gather*}
$$

where $\Omega_{T}=\Omega \times(0, T), \Omega$ is an open, bounded set in $\mathbb{R}^{N}$ with locally Lipschitz boundary, where both $a$ and $\rho$ possess unit
periodicity in their respective arguments and the scales $\varepsilon_{1}, \varepsilon_{2}$, and $\varepsilon_{1}^{2}$ fulfill a certain separatedness assumption.

The problem exhibits rapid spatial oscillations in $\rho$ and spatial as well as temporal oscillations in $a$. Furthermore, there is a "mismatch" between the spatial scales in the sense that the frequency of the spatial oscillations in $\rho\left(x / \varepsilon_{2}\right)$ is higher than that of $a\left(x / \varepsilon_{1}, t / \varepsilon_{1}^{2}\right)$. Since there are two spatial microscales represented in (1), one might expect two local problems with respect to one corrector each, see, for example, [1]. However, it is shown that no corrector corresponding to the scale emanating from $\rho\left(x / \varepsilon_{2}\right)$ appears in the local and homogenized problem and accordingly there is only one local problem appearing in the formulated theorem. Hence, the problem is not of a reiterated type. We prove by means of very weak multiscale convergence [2] that the corrector $u_{2}$ associated with the gradient for the second rapid spatial scale $y_{2}$ actually vanishes. Already, in [3, 4], it was observed that having more than one rapid temporal scale in parabolic problems does not generate a reiterated problem and in this paper we can see that nor does the addition of a spatial scale if it is contained in a coefficient that is multiplied with the time derivative of $u^{\varepsilon}$.

Thinking in terms of heat conduction, our result means that the heat capacity $\rho$ may oscillate with completely different periodic patterns without making any difference for the
homogenized coefficient as long as the arithmetic mean over one period is the same.

Parabolic homogenization problems for $\rho \equiv 1$ have been studied for different combinations of spatial and temporal scales in several papers by means of techniques of two-scale convergence type with approaches related to the one first introduced in [5], see, for example, [2, 3, 6-8], and in, for example, [9-11], techniques not of two-scale convergence type are applied. Concerning cases where, as in (1) above, we do not have $\rho \equiv 1$, Nandakumaran and Rajesh [12] studied a nonlinear parabolic problem with the same frequency of oscillation in time and space, respectively, in the elliptic part of the equation and an operator oscillating in space with the same frequency appearing in the temporal differentiation term. Recently, a number of papers have addressed various kinds of related problems where the temporal scale is not assumed to be identical with the spatial scale, see for example, [13, 14]. Up to the authors' knowledge, this is the first study of this type of problems where the oscillations of the coefficient of the term including the time derivative do not match the spatial oscillations of the elliptic part.

Notation. We denote $Y_{k}=(0,1)^{N}$ for $k=1, \ldots, n, Y^{n}=$ $Y_{1} \times \cdots \times Y_{n}, y^{n}=\left(y_{1}, \ldots, y_{n}\right), d y^{n}=d y_{1} \cdots d y_{n}, S_{j}=$ $S=(0,1)$ for $j=1, \ldots, m, S^{m}=S_{1} \times \cdots \times S_{m}, s^{m}=$ $\left(s_{1}, \ldots, s_{m}\right)$, and $d s^{m}=d s_{1} \cdots d s_{m}$. Let $\varepsilon_{k}(\varepsilon), k=1, \ldots, n$, and $\varepsilon_{j}^{\prime}(\varepsilon), j=1, \ldots, m$, be positive and go to zero when $\varepsilon$ does. Furthermore, let $F_{\sharp}\left((0,1)^{M}\right)$ be the space of all functions in $F_{\text {loc }}\left(\mathbb{R}^{M}\right)$ that are $(0,1)^{M}$-periodic repetitions of some function in $F\left((0,1)^{M}\right)$.

## 2. Multiscale Convergence

A two-scale convergence was invented by Nguetseng [15] as a new approach for the homogenization of problems with fast oscillations in one scale in space. The method was further developed by Allaire [16] and generalized to multiple scales by Allaire and Briane [1]. To homogenize problem (1), we use the further generalization in the definition below, adapted to evolution settings, see, for example, [8].

Definition 1. A sequence $\left\{u^{\varepsilon}\right\}$ in $L^{2}\left(\Omega_{T}\right)$ is said to $(n+1, m+$ 1)-scale converge to $u_{0} \in L^{2}\left(\Omega_{T} \times Y^{n} \times S^{m}\right)$ if

$$
\begin{align*}
& \int_{\Omega_{T}} u^{\varepsilon}(x, t) v\left(x, t, \frac{x}{\varepsilon_{1}}, \ldots, \frac{x}{\varepsilon_{n}}, \frac{t}{\varepsilon_{1}^{\prime}}, \ldots, \frac{t}{\varepsilon_{m}^{\prime}}\right) d x d t \\
& \longrightarrow \int_{\Omega_{T}} \int_{Y^{n}} \int_{S^{m}} u_{0}\left(x, t, y^{n}, s^{m}\right)  \tag{2}\\
& \times v\left(x, t, y^{n}, s^{m}\right) d y^{n} d s^{m} d x d t
\end{align*}
$$

for any $v \in L^{2}\left(\Omega_{T} ; C_{\sharp}\left(Y^{n} \times S^{m}\right)\right)$. We write

$$
\begin{equation*}
u^{\varepsilon}(x, t) \stackrel{n+1, m+1}{\longrightarrow} u_{0}\left(x, t, y^{n}, s^{m}\right) . \tag{3}
\end{equation*}
$$

Usually, some assumptions are made about how the scales are related to each other. We say that the scales in a list $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ are separated if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{\varepsilon_{k+1}}{\varepsilon_{k}}=0 \tag{4}
\end{equation*}
$$

for $k=1, \ldots, n-1$ and that the scales are well-separated if there exists a positive integer $l$ such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{\varepsilon_{k}}\left(\frac{\varepsilon_{k+1}}{\varepsilon_{k}}\right)^{l}=0 \tag{5}
\end{equation*}
$$

for $k=1, \ldots, n-1$.
The concept in the following definition is used as an assumption in the proofs of the compactness results in Theorems 3 and 7. For a more technically formulated definition and some examples, see [17, Section 2.4].

Definition 2. Let $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ and $\left\{\varepsilon_{1}^{\prime}, \ldots, \varepsilon_{m}^{\prime}\right\}$ be lists of wellseparated scales. Consider all elements from both lists. If from possible duplicates, where by duplicates we mean scales which tend to zero equally fast, one member of each pair is removed and the list in order of magnitude of all the remaining elements is well separated, the lists $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ and $\left\{\varepsilon_{1}^{\prime}, \ldots, \varepsilon_{m}^{\prime}\right\}$ are said to be jointly well separated.

In the theorem below, which will be used in the homogenization procedure in Section 3, $W_{2}^{1}\left(0, T ; H_{0}^{1}(\Omega), L^{2}(\Omega)\right)$ denotes all functions $u \in L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ such that $\partial_{t} u \in$ $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$, see, for example, [18, Chapter 23].

Theorem 3. Let $\left\{u^{\varepsilon}\right\}$ be a bounded sequence in $W_{2}^{1}\left(0, T ; H_{0}^{1}(\Omega), L^{2}(\Omega)\right)$, and suppose that the lists $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ and $\left\{\varepsilon_{1}^{\prime}, \ldots, \varepsilon_{m}^{\prime}\right\}$ are jointly well separated. Then there exists a subsequence such that

$$
\begin{gather*}
u^{\varepsilon}(x, t) \longrightarrow u(x, t) \quad \operatorname{in} L^{2}\left(\Omega_{T}\right), \\
u^{\varepsilon}(x, t) \rightharpoonup u(x, t) \quad \text { in } L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right),  \tag{6}\\
\nabla u^{\varepsilon}(x, t) \stackrel{n+1, m+1}{ }_{\sim} u(x, t)+\sum_{j=1}^{n} \nabla_{y_{j}} u_{j}\left(x, t, y^{j}, s^{m}\right), \tag{7}
\end{gather*}
$$

where $u \in W_{2}^{1}\left(0, T ; H_{0}^{1}(\Omega), L^{2}(\Omega)\right)$, $u_{1} \in L^{2}\left(\Omega_{T} \times\right.$ $\left.S^{m} ; H_{\sharp}^{1}\left(Y_{1}\right) / \mathbb{R}\right)$, and $u_{j} \in L^{2}\left(\Omega_{T} \times Y^{j-1} \times S^{m} ; H_{\sharp}^{1}\left(Y_{j}\right) / \mathbb{R}\right)$ for $j=2, \ldots, n$.

Proof. See [17, Theorem 2.74].
To treat evolution problems with fast time oscillations, such as (1), we also need the concept of very weak multiscale convergence, see, for example, $[2,5]$.

Definition 4. A sequence $\left\{g^{\varepsilon}\right\}$ in $L^{1}\left(\Omega_{T}\right)$ is said to $(n+1, m+1)$ scale converge very weakly to $g_{0} \in L^{1}\left(\Omega_{T} \times Y^{n} \times S^{m}\right)$ if

$$
\begin{align*}
& \int_{\Omega_{T}} g^{\varepsilon}(x, t) v\left(x, \frac{x}{\varepsilon_{1}}, \ldots, \frac{x}{\varepsilon_{n-1}}\right) \\
& \quad \times c\left(t, \frac{t}{\varepsilon_{1}^{\prime}}, \ldots, \frac{t}{\varepsilon_{m}^{\prime}}\right) \varphi\left(\frac{x}{\varepsilon_{n}}\right) d x d t  \tag{8}\\
& \longrightarrow \int_{\Omega_{T}} \int_{Y^{n}} \int_{S^{m}} g_{0}\left(x, t, y^{n}, s^{m}\right) v\left(x, y^{n-1}\right) \\
& \quad \times c\left(t, s^{m}\right) \varphi\left(y_{n}\right) d y^{n} d s^{m} d x d t
\end{align*}
$$

for any $v \in D\left(\Omega, C_{\sharp}^{\infty}\left(Y^{n-1}\right)\right), c \in D\left(0, T ; C_{\sharp}^{\infty}\left(S^{m}\right)\right)$, and $\varphi \in$ $C_{\#}^{\infty}\left(Y_{n}\right) / \mathbb{R}$, where

$$
\begin{equation*}
\int_{Y_{n}} g_{0}\left(x, t, y^{n}, s^{m}\right) d y_{n}=0 \tag{9}
\end{equation*}
$$

We write

$$
\begin{equation*}
g^{\varepsilon}(x, t) \stackrel{n+1, m+1}{v w} g_{0}\left(x, t, y^{n}, s^{m}\right) \tag{10}
\end{equation*}
$$

Remark 5. The requirement (9) is imposed in order to ensure the uniqueness of the limit. For details, see [17, Proposition 2.26].

Remark 6. The convergence in Definition 1 may take place only if $\left\{u^{\varepsilon}\right\}$ is bounded in $L^{2}\left(\Omega_{T}\right)$ and hence also is a weakly convergent in $L^{2}\left(\Omega_{T}\right)$, at least up to suitable subsequences. For very weak multiscale convergence, this is not so. The main intention with the concept is to study sequences of the type $\left\{u^{\varepsilon} / \varepsilon_{n}\right\}$, which are in general not bounded in $L^{2}\left(\Omega_{T}\right)$. This requires a more restrictive class of test functions.

The theorem below is a key result for the homogenization procedure in Section 3.

Theorem 7. Let $\left\{u^{\varepsilon}\right\}$ be a bounded sequence in $W_{2}^{1}\left(0, T ; H_{0}^{1}(\Omega), L^{2}(\Omega)\right)$, and assume that the lists $\left\{\varepsilon_{1}, \ldots, \varepsilon_{n}\right\}$ and $\left\{\varepsilon_{1}^{\prime}, \ldots, \varepsilon_{m}^{\prime}\right\}$ are jointly well separated. Then there exists a subsequence such that

$$
\begin{equation*}
\frac{u^{\varepsilon}(x, t)}{\varepsilon_{n}} \stackrel{n+1, m+1}{\nu w} u_{n}\left(x, t, y^{n}, s^{m}\right) \text {, } \tag{11}
\end{equation*}
$$

where, for $n=1, u_{1} \in L^{2}\left(\Omega_{T} \times S^{m} ; H_{\sharp}^{1}\left(Y_{1}\right) / \mathbb{R}\right)$ and, for $n=$ $2,3, \ldots, u_{n} \in L^{2}\left(\Omega_{T} \times Y^{n-1} \times S^{m} ; H_{\sharp}^{1}\left(Y_{n}\right) / \mathbb{R}\right)$ are the same as those in Theorem 3.

Proof. See [17, Theorem 2.54].
Remark 8. For a sequence of solutions $\left\{u^{\varepsilon}\right\}$ to (1), we may replace the requirement that $\left\{\partial_{t} u^{\varepsilon}\right\}$ should be bounded in $L^{2}\left(0, T ; H^{-1}(\Omega)\right)$ by the assumption that $\left\{u^{\varepsilon}\right\}$ is bounded in $L^{\infty}\left(\Omega_{T}\right)$ and still obtain (6), see [12, Lemmas 3.3 and (4.1)] and thereby also (7) and (11). The only difference is that $u$ will belong to $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$ instead of the space $W_{2}^{1}\left(0, T ; H_{0}^{1}(\Omega), L^{2}(\Omega)\right)$. See also [13].

## 3. Homogenization

Let us now investigate the heat conduction problem

$$
\begin{gather*}
\rho\left(\frac{x}{\varepsilon_{2}}\right) \partial_{t} u^{\varepsilon}(x, t)-\nabla \cdot\left(a\left(\frac{x}{\varepsilon_{1}}, \frac{t}{\varepsilon_{1}^{2}}\right) \nabla u^{\varepsilon}(x, t)\right) \\
=f(x, t) \quad \text { in } \Omega_{T},  \tag{12}\\
u^{\varepsilon}(x, t)=0 \quad \text { on } \partial \Omega \times(0, T), \\
u^{\varepsilon}(x, 0)=u^{0}(x) \quad \text { in } \Omega,
\end{gather*}
$$

which takes into consideration heat capacity oscillations. We assume that $\rho \in C_{\sharp}^{\infty}\left(Y_{2}\right)$, is positive, $f \in L^{2}\left(\Omega_{T}\right), u^{0} \in L^{2}(\Omega)$, and

$$
\begin{equation*}
a\left(y_{1}, s\right) \xi \cdot \xi \geq \alpha|\xi|^{2} \tag{13}
\end{equation*}
$$

for some $\alpha>0$, all $\left(y_{1}, s\right) \in \mathbb{R}^{N+1}$, and all $\xi \in \mathbb{R}^{N}$, where $a \in C_{\sharp}\left(Y_{1} \times S\right)^{N \times N}$. Moreover, we assume that $\left\{u^{\varepsilon}\right\}$ is bounded in $L^{\infty}\left(\Omega_{T}\right)$, see Remark 8, and that the lists $\left\{\varepsilon_{1}, \varepsilon_{2}\right\}$ and $\left\{\varepsilon_{1}^{2}\right\}$ are jointly well separated. Note that this separatedness assumption implies, for example, that $\varepsilon_{2}$ tends to zero faster than $\varepsilon_{1}$, which means that we have a mismatch between the spatial scales in (12).

We give a homogenization result for this problem in the theorem below. In the proof, it is shown that the local problem associated with the slower spatial microscale is enough to characterize the homogenized problem; that is, the fastest spatial scale does not give rise to any corrector involved in the homogenization. We also prove that the second corrector $u_{2}$ actually vanishes.

Theorem 9. Let $\left\{u^{\varepsilon}\right\}$ be a sequence of solutions to (12). Then

$$
\begin{gather*}
u^{\varepsilon}(x, t) \rightharpoonup u(x, t) \quad \text { in } L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right),  \tag{14}\\
\nabla u^{\varepsilon}(x, t) \stackrel{3,2}{\rightharpoonup} \nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right) \\
+\nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right), \tag{15}
\end{gather*}
$$

where $u$ is the unique solution to

$$
\begin{gather*}
\left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) \partial_{t} u(x, t)-\nabla \cdot(b \nabla u(x, t)) \\
=f(x, t) \quad \text { in } \Omega_{T}  \tag{16}\\
u(x, t)=0 \quad \text { on } \partial \Omega \times(0, T), \\
u(x, 0)=u^{0}(x) \quad \text { in } \Omega
\end{gather*}
$$

with

$$
\begin{align*}
& b \nabla u(x, t) \\
& \quad=\int_{S} \int_{Y_{1}} a\left(y_{1}, s\right)\left(\nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right)\right) d y_{1} d s . \tag{17}
\end{align*}
$$

Here, $u_{1} \in L^{2}\left(\Omega_{T} \times S ; H_{\sharp}^{1}\left(Y_{1}\right) / \mathbb{R}\right)$ uniquely solves

$$
\begin{align*}
& \left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) \partial_{s} u_{1}\left(x, t, y_{1}, s\right) \\
& \quad-\nabla_{y_{1}} \cdot\left(a\left(y_{1}, s\right)\left(\nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right)\right)\right)=0 . \tag{18}
\end{align*}
$$

Furthermore, the corrector $u_{2}$ vanishes.
Remark 10. After a separation of variables, we can write the local problem as

$$
\begin{align*}
& \left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) \partial_{s} z_{k}\left(y_{1}, s\right) \\
& \quad-\sum_{i, j=1}^{N} \partial_{y_{i}}\left(a_{i j}\left(y_{1}, s\right)\left(\delta_{j k}+\partial_{y_{j}} z_{k}\left(y_{1}, s\right)\right)\right)=0 \tag{19}
\end{align*}
$$

and the homogenized coefficient as

$$
\begin{equation*}
b_{i k}=\int_{S} \int_{Y_{1}} \sum_{j=1}^{N}\left(a_{i j}\left(y_{1}, s\right)\left(\delta_{j k}+\partial_{y_{j}} z_{k}\left(y_{1}, s\right)\right)\right) d y_{1} d s \tag{20}
\end{equation*}
$$

where $k=1, \ldots, N$ and

$$
\begin{equation*}
u_{1}\left(x, t, y_{1}, s\right)=\sum_{k=1}^{N} \partial_{x_{k}} u(x, t) \cdot z_{k}\left(y_{1}, s\right) . \tag{21}
\end{equation*}
$$

Remark 11. Periodic homogenization problems of, for example, elliptic or parabolic type may be seen as special cases of the more general concepts of $G$-convergence, which gives a characterization of the limit problem but no suggestion of how to compute the homogenized matrix. Essential features of $G$-convergence for parabolic problems are that boundary conditions, and initial conditions are preserved in the limit. $G$-convergence for linear parabolic problems were studied already in [19] by Spagnolo and extended to the monotone case by Svanstedt in [20]. A treatment of this problem in a quite general setting is found in the recent work [21] by Paronetto.

Proof of Theorem 9. Following the procedure in Section 23.9 in [18], we obtain that $\left\{u^{\varepsilon}\right\}$ is bounded in $L^{2}\left(0, T ; H_{0}^{1}(\Omega)\right)$, see also [22]. Hence, (14) holds up to a subsequence. We proceed by studying the weak form of (12); that is,

$$
\begin{align*}
\int_{\Omega_{T}} & -\rho\left(\frac{x}{\varepsilon_{2}}\right) u^{\varepsilon}(x, t) v(x) \partial_{t} c(t) \\
& +a\left(\frac{x}{\varepsilon_{1}}, \frac{t}{\varepsilon_{1}^{2}}\right) \nabla u^{\varepsilon}(x, t) \nabla v(x) c(t) d x d t  \tag{22}\\
& =\int_{\Omega_{T}} f(x, t) v(x) c(t) d x d t
\end{align*}
$$

for all $v \in H_{0}^{1}(\Omega)$ and $c \in D(0, T)$. We pass to the limit by applying (6), taking into consideration Remark 8, and (7) with $n=1$ and $m=1$ and arrive at the homogenized problem

$$
\begin{align*}
& \int_{\Omega_{T}} \int_{S} \int_{Y_{1}}-\left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) u(x, t) v(x) \partial_{t} c(t) \\
&+a\left(y_{1}, s\right)\left(\nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right)\right)  \tag{23}\\
& \times \nabla v(x) c(t) d y_{1} d s d x d t \\
&=\int_{\Omega_{T}} f(x, t) v(x) c(t) d x d t
\end{align*}
$$

To find the local problem associated with $u_{1}$, let us again consider (22) in which we choose

$$
\begin{align*}
& v(x)=\varepsilon_{1} v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) ; \quad v_{1} \in D(\Omega), \quad v_{2} \in \frac{C_{\sharp}^{\infty}\left(Y_{1}\right)}{\mathbb{R}},  \tag{24}\\
& c(t)=c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) ; \quad c_{1} \in D(0, T) ; c_{2} \in C_{\sharp}^{\infty}(S) ; \tag{25}
\end{align*}
$$

that is, we study

$$
\begin{align*}
\int_{\Omega_{T}} & -\rho\left(\frac{x}{\varepsilon_{2}}\right) u^{\varepsilon}(x, t) v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \\
& \times\left(\varepsilon_{1} \partial_{t} c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right)+\varepsilon_{1}^{-1} c_{1}(t) \partial_{s} c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right)\right) \\
& +a\left(\frac{x}{\varepsilon_{1}}, \frac{t}{\varepsilon_{1}^{2}}\right) \nabla u^{\varepsilon}(x, t)  \tag{26}\\
& \cdot\left(\varepsilon_{1} \nabla v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right)+v_{1}(x) \nabla_{y_{1}} v_{2}\left(\frac{x}{\varepsilon_{1}}\right)\right) \\
\quad & \times c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t \\
= & \int_{\Omega_{T}} f(x, t) \varepsilon_{1} v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t .
\end{align*}
$$

We first investigate the second term of the part of the expression containing time derivatives. We have

$$
\begin{aligned}
& \int_{\Omega_{T}}-\rho\left(\frac{x}{\varepsilon_{2}}\right) u^{\varepsilon}(x, t) v_{1}(x) v_{2} \\
& \quad \times\left(\frac{x}{\varepsilon_{1}}\right) \varepsilon_{1}^{-1} c_{1}(t) \partial_{s} c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t
\end{aligned}
$$

$$
\begin{align*}
& =\int_{\Omega_{T}}-\varepsilon_{1}^{-1} u^{\varepsilon}(x, t) v_{1}(x) v_{2} \\
& \quad \times\left(\frac{x}{\varepsilon_{1}}\right)\left(\rho\left(\frac{x}{\varepsilon_{2}}\right)-\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) \\
& \quad \times c_{1}(t) \partial_{s} c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t \\
& +\int_{\Omega_{T}}-\varepsilon_{1}^{-1} u^{\varepsilon}(x, t) v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \\
& \quad \times\left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) c_{1}(t) \partial_{s} c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t \\
& \longrightarrow \int_{\Omega_{T}} \int_{S} \int_{Y_{1}}-\left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) u_{1}\left(x, t, y_{1}, s\right) \\
& \quad \times v_{1}(x) v_{2}\left(y_{1}\right) c_{1}(t) \\
& \quad \times \partial_{s} c_{2}(s) d y_{1} d s d x d t \tag{27}
\end{align*}
$$

where we have applied (11) with $n=2$ and $m=1$ and with $n=1$ and $m=1$, respectively, in the last step. The passage to the limit in the remaining part of (26) is a simple application of (7) with $n=1$ and $m=1$. This provides us with the weak form,

$$
\begin{align*}
\int_{\Omega_{T}} \int_{S} \int_{Y_{1}} & -\left(\int_{Y_{2}} \rho\left(y_{2}\right) d y_{2}\right) u_{1}\left(x, t, y_{1}, s\right) \\
& \times v_{1}(x) v_{2}\left(y_{1}\right) c_{1}(t) \partial_{s} c_{2}(s) \\
& +a\left(y_{1}, s\right)\left(\nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right)\right) \\
& \cdot v_{1}(x) \nabla_{y_{1}} v_{2}\left(y_{1}\right) c_{1}(t) c_{2}(s) d y_{1} d s d x d t=0 \tag{28}
\end{align*}
$$

of the local problem (18). This means that $u_{1}$, and thus also $u$, is uniquely determined and hence the entire sequence $\left\{u^{\varepsilon}\right\}$ converges and not just the extracted subsequence.

This far, we have only used test functions oscillating with a period $\varepsilon_{1}$, and hence we have not given the coefficient $\rho\left(x / \varepsilon_{2}\right)$ a fair chance to produce a second corrector $u_{2}$. In order to do so, we use a slightly different set of test functions in (22). Again, we let $c$ be as in (25), whereas $v$ is chosen according to

$$
\begin{align*}
v(x) & =\varepsilon_{2} v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right) ;  \tag{29}\\
v_{1} & \in D(\Omega), \quad v_{2} \in C_{\sharp}^{\infty}\left(Y_{1}\right),
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{v}\left(y_{2}\right)=v_{3}\left(y_{2}\right)-\frac{K}{\rho\left(y_{2}\right)} ; \quad v_{3} \in C_{\sharp}^{\infty}\left(Y_{2}\right), \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
K=\int_{Y_{2}} \rho\left(y_{2}\right) v_{3}\left(y_{2}\right) d y_{2} \tag{31}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int_{Y_{2}} \rho\left(y_{2}\right) \widetilde{v}\left(y_{2}\right) d y_{2}=0 \tag{32}
\end{equation*}
$$

which means that $\rho \tilde{v} \in C_{\sharp}^{\infty}\left(Y_{2}\right) / \mathbb{R}$. We get

$$
\begin{align*}
& \int_{\Omega_{T}}-\rho\left(\frac{x}{\varepsilon_{2}}\right) u^{\varepsilon}(x, t) v_{1}(x) v_{2}\left(\frac{x}{\varepsilon}\right) \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right) \\
& \quad \times\left(\varepsilon_{2} \partial_{t} c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right)+\frac{\varepsilon_{2}}{\varepsilon_{1}^{2}} c_{1}(t) \partial_{s} c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right)\right) \\
& \\
& +a\left(\frac{x}{\varepsilon_{1}}, \frac{t}{\varepsilon_{1}^{2}}\right) \nabla u^{\varepsilon}(x, t) \\
& \cdot\left(\varepsilon_{2} \nabla v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right)\right.  \tag{33}\\
& \quad+\frac{\varepsilon_{2}}{\varepsilon_{1}} v_{1}(x) \nabla_{y_{1}} v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right) \\
& \left.\quad+v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \nabla_{y_{2}} \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right)\right) \\
& \quad \times c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t \\
& =\int_{\Omega_{T}} f(x, t) \varepsilon_{2} v_{1}(x) v_{2}\left(\frac{x}{\varepsilon_{1}}\right) \\
& \quad \times \widetilde{v}\left(\frac{x}{\varepsilon_{2}}\right) c_{1}(t) c_{2}\left(\frac{t}{\varepsilon_{1}^{2}}\right) d x d t
\end{align*}
$$

and applying (11) with $n=2$ and $m=1$ together with (15), that is, (7) with $n=2$ and $m=1$, we achieve

$$
\begin{array}{rl}
\int_{\Omega_{T}} \int_{S} \int_{Y^{2}} & a\left(y_{1}, s\right) \\
& \times\left(\nabla u(x, t)+\nabla_{y_{1}} u_{1}\left(x, t, y_{1}, s\right)+\nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right)\right) \\
& \cdot v_{1}(x) v_{2}\left(y_{1}\right) \nabla_{y_{2}} \widetilde{v}\left(y_{2}\right) c_{1}(t) c_{2}(s) d y^{2} d s d x d t=0 \tag{34}
\end{array}
$$

Noting that $a, u$, and $u_{1}$ are all independent of $y_{2},(34)$ reduces to

$$
\begin{align*}
& \int_{\Omega_{T}} \int_{S} \int_{Y^{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right) \\
& \quad \cdot v_{1}(x) v_{2}\left(y_{1}\right) \nabla_{y_{2}} \widetilde{v}\left(y_{2}\right) c_{1}(t) c_{2}(s) d y^{2} d s d x d t=0 \tag{35}
\end{align*}
$$

Recalling (30), we have

$$
\begin{align*}
& \int_{\Omega_{T}} \int_{S} \int_{Y^{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right) \\
& \quad \cdot v_{1}(x) v_{2}\left(y_{1}\right) \nabla_{y_{2}}\left(v_{3}\left(y_{2}\right)-\frac{K}{\rho\left(y_{2}\right)}\right)  \tag{36}\\
& \quad \times c_{1}(t) c_{2}(s) d y^{2} d s d x d t=0
\end{align*}
$$

which after rearranging can be written as

$$
\begin{align*}
& \int_{\Omega_{T}} \int_{S} \int_{Y^{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right) \\
& \cdot v_{1}(x) v_{2}\left(y_{1}\right) \nabla_{y_{2}} v_{3}\left(y_{2}\right) c_{1}(t) c_{2}(s) d y^{2} d s d x d t \\
& =K \int_{\Omega_{T}} \int_{S} \int_{Y_{1}}\left(\int_{Y_{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right)\right. \\
& \left.\cdot \nabla_{y_{2}}\left(\frac{1}{\rho\left(y_{2}\right)}\right) d y_{2}\right) \\
& \quad \times v_{1}(x) v_{2}\left(y_{1}\right) c_{1}(t) c_{2}(s) d y_{1} d s d x d t . \tag{37}
\end{align*}
$$

If we replace $\widetilde{v}$ with $1 / \rho$ in (33), let $\varepsilon \rightarrow 0$, and use (6) and (7) with $n=2$ and $m=1$, we find that

$$
\begin{gather*}
\int_{\Omega_{T}} \int_{S} \int_{Y^{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right) \\
\cdot v_{1}(x) v_{2}\left(y_{1}\right) \nabla_{y_{2}}\left(\frac{1}{\rho\left(y_{2}\right)}\right) c_{1}(t)  \tag{38}\\
\quad \times c_{2}(s) d y^{2} d s d x d t=0
\end{gather*}
$$

This means that the right-hand side in (37) is zero. Applying several times the variational lemma on the remaining part, we obtain

$$
\begin{equation*}
\int_{Y_{2}} a\left(y_{1}, s\right) \nabla_{y_{2}} u_{2}\left(x, t, y^{2}, s\right) \cdot \nabla_{y_{2}} v_{3}\left(y_{2}\right) d y_{2}=0 \tag{39}
\end{equation*}
$$

and hence the corrector $u_{2}$ is zero.
Remark 12. That $u_{2}$ vanishes means that $u^{\varepsilon} / \varepsilon_{2}$ tends to zero in the sense of very weak $(3,2)$-scale convergence. However, there might still be oscillations originating from the oscillations of $\rho\left(x / \varepsilon_{2}\right)$ that have an impact on $u^{\varepsilon}$. The possibility is that their amplitude is so small that the magnification by $1 / \varepsilon_{2}$ is not enough for the oscillations to be recognized in the limit. In this sense, the concept of very weak multiscale convergence gives us a more precise idea of what a corrector equals zero means.
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We deal with a constrained quasivariational inequality under a general form. We study existence of solutions in two situations depending on whether the set of constraints is bounded or possibly unbounded.

## 1. Introduction and Statement of Main Results

Let $X$ be a real reflexive and separable Banach space assumed to be compactly embedded in a Banach space $Y$. We denote by $X^{*}$ the dual space of $X$, by $Y^{*}$ the dual space of $Y$, by $\langle\cdot, \cdot\rangle_{X}$ the duality brackets between $X^{*}$ and $X$, by $\langle\cdot, \cdot\rangle_{Y}$ the duality brackets between $Y^{*}$ and $Y$, by $\|\cdot\|_{X}$ the norm of $X$, and by $\|\cdot\|_{Y}$ the norm of $Y$. Given a function $\psi: X \rightarrow \mathbb{R} \cup\{+\infty\}$, we denote by $D(\psi):=\{x \in X: \psi(x)<+\infty\}$ the effective domain of $\psi$.

In this paper we deal with the following problem
Find $u \in K$ such that $(u, u) \in D(\Phi)$,

$$
\begin{align*}
& \langle A u, v-u\rangle_{X}+\Phi(u, v)-\Phi(u, u)+J^{0}(u ; v-u)  \tag{1}\\
& \quad \geq\langle f, v-u\rangle_{X}, \quad \forall v \in K
\end{align*}
$$

We describe the data entering problem (1):
(i) $K \subset X$ is a nonempty, convex, closed subset;
(ii) $A: X \rightarrow X^{*}$ is a (possibly nonlinear) operator;
(iii) $\Phi: X \times X \rightarrow \mathbb{R} \cup\{+\infty\}$ is such that, for all $\eta \in$ $K$, the function $\Phi(\eta, \cdot): X \rightarrow \mathbb{R} \cup\{+\infty\}$ is convex with $K \cap D(\Phi(\eta, \cdot)) \neq \emptyset$; moreover, we will denote by $\partial \Phi(\eta, \cdot)$ the convex subdifferential of $\Phi(\eta, \cdot)$; that is,

$$
\begin{align*}
\partial \Phi(\eta, u)=\left\{w \in X^{*}\right. & : \Phi(\eta, v)-\Phi(\eta, u) \\
& \left.\geq\langle w, v-u\rangle_{X}, \forall v \in X\right\} \tag{2}
\end{align*}
$$

(iv) $J: Y \rightarrow \mathbb{R}$ is a locally Lipschitz function, and the notation $J^{0}$ stands for its generalized directional derivative in the sense of Clarke [1]; that is,

$$
\begin{align*}
& J^{0}(u ; v) \\
& \quad=\limsup _{\substack{w \rightarrow u \\
\lambda \rightarrow 0^{+}}} \frac{J(w+\lambda v)-J(w)}{\lambda}, \quad \forall u, v \in Y . \tag{3}
\end{align*}
$$

In addition, we will denote by $\partial J$ the generalized gradient of $J$; that is,

$$
\partial J(u)
$$

$$
\begin{equation*}
=\left\{w \in Y^{*}: J^{0}(u ; v) \geq\langle w, v\rangle_{Y}, \forall v \in Y\right\}, \quad \forall u \in Y \tag{4}
\end{equation*}
$$

(v) $f \in X^{*}$.

Problem (1) is called a constrained quasivariational problem. Typically, we can choose $X$ to be the Sobolev space $\left(H_{0}^{1}(\Omega),\|\nabla \cdot\|_{L^{2}(\Omega)}\right)$ defined as the closure of $C_{c}^{\infty}(\Omega)$ in $H^{1}(\Omega)$ for a bounded domain $\Omega \subset \mathbb{R}^{N}(N \geq 1), Y$ to be the Lebesgue space $L^{p}(\Omega)$ for $1 \leq p<2^{*}$ (where $2^{*}=$ $+\infty$ if $N \in\{1,2\}$ and $2^{*}=2 N /(N-2)$ if $\left.N \geq 3\right)$, $K=\left\{u \in H_{0}^{1}(\Omega): u \geq 0\right.$ a.e. in $\left.\Omega\right\}, A=-\Delta$ (the negative Laplacian operator), $\Phi(u, v)=\int_{\Omega} g(u, v) d x$ where $g: \mathbb{R}^{2} \rightarrow \mathbb{R}_{+}$is convex in the second variable (then $\left.D(\Phi)=\left\{(u, v) \in H_{0}^{1}(\Omega) \times H_{0}^{1}(\Omega): g(u, v) \in L^{1}(\Omega)\right\}\right)$, and
$J(u)=\int_{\Omega} j(x, u(x)) d x$ where $j: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is locally Lipschitz in the second variable. Constrained quasivariational problems were extensively studied; we refer, for example, to $[2-5]$ and to the references therein. We point out three aspects which make our approach natural and general. First, we deal with the general setting of a pair of Banach spaces $(X, Y)$ instead of focusing on spaces of functions; in particular, our results can be applied to problems with different boundary conditions. Second, the set of constraints $K$ may be unbounded. Third, the form of the studied problem allows both variational and hemivariational constraints as it involves both a convex term $\Phi(u, \cdot)$ and a generalized directional derivative $J^{0}$; this type of problems models important processes in mechanics and engineering (see $[6,7]$ ).

In this paper, we consider the following hypotheses on the data described above:
$\left(H_{1}\right)$ for every sequence $\left\{u_{n}\right\}_{n \geq 1} \subset K$ with $u_{n} \rightharpoonup u$ in $X$, for some $u \in K$, one has

$$
\begin{align*}
& \langle A u, u-v\rangle_{X} \\
& \quad \leq \limsup _{n \rightarrow \infty}\left\langle A u_{n}, u_{n}-v\right\rangle_{X}, \quad \forall v \in K ; \tag{5}
\end{align*}
$$

$\left(H_{2}\right)$ whenever $\left\{\left(\eta_{n}, u_{n}\right)\right\}_{n \geq 1} \subset(K \times K) \cap D(\Phi), \eta_{n} \rightharpoonup \eta$ in $X, u_{n} \rightharpoonup u$ in $X$, one has $(\eta, u) \in(K \times K) \cap D(\Phi)$ and

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left(\Phi\left(\eta_{n}, v\right)-\Phi\left(\eta_{n}, u_{n}\right)\right)  \tag{6}\\
& \quad \leq \Phi(\eta, v)-\Phi(\eta, u), \quad \forall v \in K
\end{align*}
$$

$\left(H_{3}\right)$ given $\eta \in K$, if $u_{1}, u_{2} \in K$ satisfy $\left(\eta, u_{1}\right) \in D(\Phi)$, $\left(\eta, u_{2}\right) \in D(\Phi)$ and

$$
\begin{gather*}
J^{0}\left(\eta ; u_{2}-u_{1}\right)+J^{0}\left(\eta ; u_{1}-u_{2}\right)  \tag{7}\\
\geq\left\langle A u_{2}-A u_{1}, u_{2}-u_{1}\right\rangle_{X}
\end{gather*}
$$

then $u_{1}=u_{2}$.
Remark 1. We emphasize certain situations when hypotheses $\left(H_{1}\right)-\left(H_{3}\right)$ are satisfied.
(a) Hypothesis $\left(H_{1}\right)$ is satisfied, for instance, if $A$ is weakly strongly continuous, that is, $A$ is continuous from $X$ endowed with the weak topology to $X^{*}$ endowed with the norm topology.
(b) Note that $\left(H_{1}\right)$ is satisfied, for instance, for $X=$ $H_{0}^{1}(\Omega)$, any closed, convex subset $K \subset X$, and $A: H_{0}^{1}(\Omega) \rightarrow$ $H_{0}^{1}(\Omega)^{*}$ defined by $A=-\Delta$, where $\Delta: H_{0}^{1}(\Omega) \rightarrow H_{0}^{1}(\Omega)^{*}$ is the Laplacian operator, with $\Omega \subset \mathbb{R}^{N}(N \geq 1)$ a bounded domain. Indeed, let a sequence $\left\{u_{n}\right\}_{n \geq 1} \subset K$ with $u_{n} \rightharpoonup u$ in
$H_{0}^{1}(\Omega)$, for some $u \in K$. Using the weak lower semicontinuity of the norm, we can write

$$
\begin{align*}
\limsup _{n \rightarrow \infty}\left\langle-\Delta u_{n}, u_{n}-v\right\rangle & =\limsup _{n \rightarrow \infty}\left(\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{2}-\left(u_{n}, v\right)_{H_{0}^{1}(\Omega)}\right) \\
& \geq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{H_{0}^{1}(\Omega)}^{2}-(u, v)_{H_{0}^{1}(\Omega)} \\
& \geq\|u\|_{H_{0}^{1}(\Omega)}^{2}-(u, v)_{H_{0}^{1}(\Omega)} \\
& =\langle-\Delta u, u-v\rangle \tag{8}
\end{align*}
$$

for all $v \in H_{0}^{1}(\Omega)$. Here, $\langle\cdot, \cdot\rangle$ are the duality brackets for the pair $\left(H_{0}^{1}(\Omega)^{*}, H_{0}^{1}(\Omega)\right)$ and $(u, v)_{H_{0}^{1}(\Omega)}=\int_{\Omega} \nabla u \cdot \nabla v d x$ denotes the scalar product on $H_{0}^{1}(\Omega)$. Whence $\left(H_{1}\right)$ holds in this case.
(c) Hypothesis $\left(\mathrm{H}_{2}\right)$ is fulfilled in the case where $\Phi$ is sequentially weakly lower semicontinuous, $D(\Phi)$ is weakly closed, and $\Phi(\cdot, u)$ is weakly strongly continuous on its effective domain for all $u \in X$.
(d) If $A$ is strongly monotone, that is, there exists a constant $m>0$ such that

$$
\begin{equation*}
\left\langle A u_{2}-A u_{1}, u_{2}-u_{1}\right\rangle_{X} \geq m\left\|u_{1}-u_{2}\right\|_{X}^{2}, \quad \forall u_{1}, u_{2} \in K, \tag{9}
\end{equation*}
$$

and $\partial J$ is bounded on $K$ in the sense that

$$
\begin{equation*}
\|\zeta\|_{Y^{*}} \leq c\|u\|_{Y}, \quad \forall \zeta \in \partial J(u), \quad \forall u \in K \tag{10}
\end{equation*}
$$

with a positive constant $c<m /(2 \bar{c})$, where $\bar{c}>0$ is the best constant satisfying $\|u\|_{Y} \leq \bar{c}\|u\|_{X}$, for all $u \in X$ (which exists by the continuity of the embedding of $X$ in $Y$ ), then condition $\left(\mathrm{H}_{3}\right)$ is satisfied.
(e) If $A$ is strictly monotone and $J$ is Gâteaux differentiable and regular (see [1, Definition 2.3.4]), then condition $\left(\mathrm{H}_{3}\right)$ is satisfied. In particular, if $A$ is strictly monotone and $J$ is continuously differentiable, then $\left(H_{3}\right)$ is satisfied.

In this paper, we distinguish two cases depending on whether the set $K$ is bounded or not necessarily bounded. The following result concerns the former situation.

Theorem 2. Assume that conditions $\left(H_{1}\right)-\left(H_{3}\right)$ are satisfied and that the closed, convex set $K$ is bounded in $X$. Then problem (1) has at least one solution.

Remark 3. Note that the existence of a solution of problem (1), which is the conclusion of Theorem 2, forces the intersection $\operatorname{diag}(K) \cap D(\Phi)$ to be nonempty, where the notation $\operatorname{diag}(K)$ stands for the diagonal of the set $K$; that is, $\operatorname{diag}(K)=$ $\{(v, v): v \in K\}$. The nonemptiness of this intersection is not directly implied by the hypotheses $\left(H_{1}\right)-\left(H_{3}\right)$, nor by the assumption made that $K \cap D(\Phi(\eta, \cdot)) \neq \emptyset$ for all $\eta \in$ $K$. However, Theorem 4 below incorporates hypothesis $\left(H_{4}\right)$ which assumes in particular that $\operatorname{diag}(K) \cap D(\Phi) \neq \emptyset$.

Now, we deal with the case where $K$ is not assumed to be bounded. In this case, we additionally suppose the following:
$\left(H_{4}\right)$ there exist an element $v_{0} \in K$ with $\left(\eta, v_{0}\right) \in D(\Phi)$ for all $\eta \in K$ and a real $p \geq 1$ such that

$$
\begin{equation*}
\lim _{\|w\|_{X} \rightarrow \infty} \frac{\left\langle A w, w-v_{0}\right\rangle_{X}}{\|w\|_{X}^{p}}=+\infty \tag{11}
\end{equation*}
$$

$\left(H_{5}\right)$ there exists a constant $c_{0}>0$ such that we have

$$
\begin{align*}
& \left\langle z, v_{0}-u\right\rangle_{X} \\
& \quad \leq c_{0}\left(1+\|u\|_{X}^{p}\right), \quad \forall z \in \partial \Phi(u, \cdot)\left(v_{0}\right),  \tag{12}\\
& \|z\|_{Y^{*}} \leq c_{0}\left(1+\|u\|_{Y}^{p-1}\right), \quad \forall z \in \partial J(u),
\end{align*}
$$

for all $u \in K$ with $(u, u) \in D(\Phi)$, where $v_{0}$ and $p \geq 1$ are as in $\left(H_{4}\right)$.

We state now our main result for problem (1) dealing with the case where the set $K$ is possibly unbounded.

Theorem 4. Assume that conditions $\left(H_{1}\right)-\left(H_{5}\right)$ are satisfied. Then problem (1) has at least a solution.

The rest of the paper is organized as follows. In Section 2, we present the proof of Theorem 2, where we apply a version of the Schauder fixed point theorem. In Section 3, we give the proof of Theorem 4, which is actually based on Theorem 2.

## 2. Proof of Theorem 2

For each $\eta \in K$, we consider the auxiliary problem
Find $u \in K$ such that $(\eta, u) \in D(\Phi)$,

$$
\begin{align*}
& \langle A u, v-u\rangle_{X}+\Phi(\eta, v)-\Phi(\eta, u)+J^{0}(\eta ; v-u)  \tag{13}\\
& \geq\langle f, v-u\rangle_{X}, \quad \forall v \in K .
\end{align*}
$$

Our first purpose, accomplished in Lemma 6 below, is to show that problem (13) has a unique solution. To do this, we need Fan's lemma (see [8, page 208]) which we recall in the following statement.

Theorem 5. Let $W$ be a Hausdorff topological vector space, let $Z$ be a nonempty subset of $W$, and let $F: Z \rightarrow 2^{W}$ be such that
(i) $F(x)$ is a nonempty, closed subset of $W$, for all $x \in Z$;
(ii) conv $\left\{x_{1}, \ldots, x_{n}\right\} \subset \bigcup_{i=1}^{n} F\left(x_{i}\right)$ for all $\left\{x_{1}, \ldots, x_{n}\right\} \subset$ $Z$;
(iii) there is $\bar{x} \in Z$ for which $F(\bar{x})$ is compact.

Then $\bigcap_{x \in Z} F(x) \neq \emptyset$.
Lemma 6. Assume that hypotheses $\left(H_{1}\right)-\left(H_{3}\right)$ are fulfilled and that the closed, convex set $K$ is bounded in X. Then, for every $\eta \in K$, problem (13) has a unique solution.

Proof. Fix $\eta \in K$. Consider the set-valued mapping $G: K \cap$ $D(\Phi(\eta, \cdot)) \rightarrow 2^{X}$ defined by

$$
\begin{align*}
G(v)=\{u \in K \cap D(\Phi(\eta, \cdot)) & :\langle A u-f, u-v\rangle_{X} \\
& -J^{0}(\eta ; v-u) \\
& +\Phi(\eta, u)-\Phi(\eta, v) \leq 0\} \tag{14}
\end{align*}
$$

for all $v \in K \cap D(\Phi(\eta, \cdot))$. We show that the assumptions of Theorem 5 are satisfied for $W=X$ endowed with the weak topology, $Z=K \cap D(\Phi(\eta, \cdot))$, and $F=G$.

For every $v \in K \cap D(\Phi(\eta, \cdot))$, we clearly have $v \in G(v)$; hence $G(v)$ is nonempty.

We check that $G(v)$ is weakly compact for every $v \in K \cap$ $D(\Phi(\eta, \cdot))$. To this end, we first prove that $G(v)$ is sequentially weakly closed in $X$. Let a sequence $\left\{u_{n}\right\}_{n \geq 1} \subset G(v)$ with $u_{n} \rightharpoonup u$ in $X$, for some $u \in X$. Taking into account that $X$ is compactly embedded in $Y$ it follows that $u_{n} \rightarrow u$ in $Y$. Using the first part of assumption $\left(H_{2}\right)$, we have that $u \in K \cap D(\Phi(\eta, \cdot))$. As $u_{n} \in G(v)$, we know that

$$
\begin{align*}
& \left\langle A u_{n}, u_{n}-v\right\rangle_{X} \\
& \quad \leq\left\langle f, u_{n}-v\right\rangle_{X}+J^{0}\left(\eta ; v-u_{n}\right)+\Phi(\eta, v)-\Phi\left(\eta, u_{n}\right) . \tag{15}
\end{align*}
$$

Passing to the lim sup as $n \rightarrow \infty$, we find

$$
\begin{align*}
& \limsup _{n \rightarrow \infty}\left\langle A u_{n}, u_{n}-v\right\rangle_{X} \\
& \quad \leq\langle f, u-v\rangle_{X}+J^{0}(\eta ; v-u)+\Phi(\eta, v)-\Phi(\eta, u) . \tag{16}
\end{align*}
$$

Here we made use of the weak convergence $u_{n} \rightharpoonup u$ in $X$, the continuity of $J^{0}(\eta ; \cdot)$ on $Y$, and the second part of $\left(H_{2}\right)$. Combining with $\left(H_{1}\right)$, we obtain that $u \in G(v)$, thereby $G(v)$ is sequentially weakly closed in $X$.

Using that $X$ is reflexive and separable and $K$ is bounded, convex, and closed, we deduce that $K$ is metrizable and weakly compact (see, e.g., [9, pages 44-50]). Since $G(v) \subset K$ and using that $G(v)$ is sequentially weakly closed, we derive that $G(v)$ is weakly compact whenever $v \in K \cap D(\Phi(\eta, \cdot))$. Therefore conditions (i) and (iii) in Theorem 5 are fulfilled.

We focus now on the verification of condition (ii) in Theorem 5. Arguing by contradiction, we suppose that there exist $v_{1}, \ldots, v_{n} \in K \cap D(\Phi(\eta, \cdot))$ and $u_{0} \in \operatorname{conv}\left\{v_{1}, \ldots, v_{n}\right\}$ such that $u_{0} \notin \bigcup_{i=1}^{n} G\left(v_{i}\right)$. The convexity of the set $K$ and of the function $\Phi(\eta, \cdot)$ ensures that $u_{0} \in K \cap D(\Phi(\eta, \cdot))$. Then the assertion that $u_{0} \notin \bigcup_{i=1}^{n} G\left(v_{i}\right)$ reads as

$$
\begin{align*}
\left\langle A u_{0}\right. & \left.-f, u_{0}-v_{i}\right\rangle_{X}-J^{0}\left(\eta ; v_{i}-u_{0}\right) \\
& +\Phi\left(\eta, u_{0}\right)-\Phi\left(\eta, v_{i}\right)>0, \quad \forall i \in\{1, \ldots, n\} . \tag{17}
\end{align*}
$$

Let

$$
\begin{align*}
\Lambda:=\{v \in D(\Phi(\eta, \cdot)): & \left\langle A u_{0}-f, u_{0}-v\right\rangle_{X} \\
& -J^{0}\left(\eta ; v-u_{0}\right)  \tag{18}\\
& \left.+\Phi\left(\eta, u_{0}\right)-\Phi(\eta, v)>0\right\} .
\end{align*}
$$

It is clear that $v_{i} \in \Lambda$ for all $i \in\{1, \ldots, n\}$. The convexity of the functions $\Phi(\eta, \cdot)$ and $J^{0}(\eta ; \cdot)$ implies that $\Lambda$ is a convex subset in $X$. We infer that $\operatorname{conv}\left\{v_{1}, \ldots, v_{n}\right\} \subset \Lambda$, so $u_{0} \in \Lambda$, which is obviously impossible. This contradiction justifies condition (ii) in Theorem 5. Thus all the assumptions of Theorem 5 are satisfied.

Applying Theorem 5, we obtain

$$
\begin{equation*}
\bigcap_{v \in K \cap D(\Phi(\eta,))} G(v) \neq \emptyset . \tag{19}
\end{equation*}
$$

This ensures the existence of an element $u \in K \cap D(\Phi(\eta, \cdot))$ satisfying

$$
\begin{array}{r}
\langle A u, v-u\rangle_{X}+\Phi(\eta, v)-\Phi(\eta, u)  \tag{20}\\
+J^{0}(\eta ; v-u) \geq\langle f, v-u\rangle_{X}
\end{array}
$$

for all $v \in K \cap D(\Phi(\eta, \cdot))$. The above inequality being also satisfied if $v \notin D(\Phi(\eta, \cdot))$, we conclude that $u$ is a solution of problem (13).

It remains to show that the solution of problem (13) is unique. If $u_{1}, u_{2} \in K$ are solutions of (13), then we have that $\left(\eta, u_{1}\right) \in D(\Phi),\left(\eta, u_{2}\right) \in D(\Phi)$, and

$$
\begin{align*}
& \left\langle A u_{1}, v-u_{1}\right\rangle_{X}+\Phi(\eta, v)-\Phi\left(\eta, u_{1}\right) \\
& \quad+J^{0}\left(\eta ; v-u_{1}\right) \geq\left\langle f, v-u_{1}\right\rangle_{X}, \quad \forall v \in K  \tag{21}\\
& \left\langle A u_{2}, v-u_{2}\right\rangle_{X}+\Phi(\eta, v)-\Phi\left(\eta, u_{2}\right) \\
& \quad+J^{0}\left(\eta ; v-u_{2}\right) \geq\left\langle f, v-u_{2}\right\rangle_{X}, \quad \forall v \in K
\end{align*}
$$

Letting $v=u_{2}$ in the first inequality and $v=u_{1}$ in the second one and then adding the obtained relations, we arrive at

$$
\begin{align*}
\left\langle A u_{1}\right. & \left.-A u_{2}, u_{2}-u_{1}\right\rangle_{X}+J^{0}\left(\eta ; u_{2}-u_{1}\right) \\
& +J^{0}\left(\eta ; u_{1}-u_{2}\right) \geq 0 . \tag{22}
\end{align*}
$$

By assumption $\left(H_{3}\right)$, we conclude that $u_{1}=u_{2}$. The proof is complete.

Denote by $u_{\eta} \in K$ the unique solution of problem (13) corresponding to $\eta \in K$. Lemma 6 guarantees that $u_{\eta}$ exists and is unique. We define $\pi: K \rightarrow K$ by

$$
\begin{equation*}
\pi(\eta)=u_{\eta}, \quad \forall \eta \in K \tag{23}
\end{equation*}
$$

Lemma 7. Assume that hypotheses $\left(H_{1}\right)-\left(H_{3}\right)$ are fulfilled and that the closed, convex set $K$ is bounded in $X$. Then, the map $\pi: K \rightarrow K$ given in (23) is sequentially weakly continuous.

Proof. Let a sequence $\left\{\eta_{n}\right\}_{n \geq 1} \subset K$ such that $\eta_{n} \rightharpoonup \eta$ in $X$ for some $\eta \in K$. We need to show that $\pi\left(\eta_{n}\right) \rightharpoonup \pi(\eta)$ as $n \rightarrow \infty$. To do this, it suffices to check that, for any relabeled subsequence $\left\{\eta_{n}\right\}_{n \geq 1}$, there is a subsequence of $\left\{\pi\left(\eta_{n}\right)\right\}_{n \geq 1}$ weakly converging to $\pi(\eta)$.

By the compactness of the embedding of $X$ in $Y$, we have that $\eta_{n} \rightarrow \eta$ in $Y$. Denote, for simplicity, $\pi\left(\eta_{n}\right)=u_{n}$. The definition of $\pi$ yields $\left(\eta_{n}, u_{n}\right) \in D(\Phi)$ and

$$
\begin{align*}
& \left\langle A u_{n}, u_{n}-v\right\rangle_{X} \\
& \leq \Phi\left(\eta_{n}, v\right)-\Phi\left(\eta_{n}, u_{n}\right)+J^{0}\left(\eta_{n} ; v-u_{n}\right)  \tag{24}\\
& \quad+\left\langle f, u_{n}-v\right\rangle_{X}, \quad \forall v \in K
\end{align*}
$$

Since $K$ is bounded, $\left\{u_{n}\right\}_{n \geq 1} \subset K$ and $X$ is reflexive, we know that along a subsequence, denoted again by $\left\{u_{n}\right\}_{n \geq 1}$, we have

$$
\begin{equation*}
u_{n} \rightharpoonup w \quad \text { in } X \text { as } n \longrightarrow \infty \tag{25}
\end{equation*}
$$

for some $w \in X$. The first part of $\left(H_{2}\right)$ yields $(\eta, w) \in(K \times$ $K) \cap D(\Phi)$. Moreover, the compactness of the embedding of $X$ in $Y$ implies that $u_{n} \rightarrow w$ in $Y$. Letting $n \rightarrow \infty$ in (24), by means of $\left(H_{1}\right),\left(H_{2}\right)$, the convergences $\eta_{n} \rightarrow \eta$ and $u_{n} \rightarrow w$ in $Y$, and the upper semicontinuity of $J^{0}(\because ; \cdot)$ on $Y \times Y$, we get

$$
\begin{align*}
\langle A w, w-v\rangle_{X} \leq & \limsup _{n \rightarrow \infty}\left\langle A u_{n}, u_{n}-v\right\rangle_{X} \\
\leq & \limsup _{n \rightarrow \infty}\left(\Phi\left(\eta_{n}, v\right)-\Phi\left(\eta_{n}, u_{n}\right)\right) \\
& +\limsup _{n \rightarrow \infty} J^{0}\left(\eta_{n} ; v-u_{n}\right)+\langle f, w-v\rangle_{X} \\
\leq & \Phi(\eta, v)-\Phi(\eta, w)+J^{0}(\eta ; v-w) \\
& +\langle f, w-v\rangle_{X}, \quad \forall v \in K . \tag{26}
\end{align*}
$$

This means that $w \in K$ is a solution of problem (13). Lemma 6 ensures that $w$ is the unique solution of (13). Thus, by (23), we have $\pi(\eta)=w$. Taking into account (25), it follows that $\pi\left(\eta_{n}\right) \rightharpoonup \pi(\eta)$ as $n \rightarrow \infty$ up to a subsequence. This completes the proof.

Remark 8. As noted in the proof of Lemma 6, the closed, bounded, convex subset $K \subset X$ is metrizable for the weak topology. Therefore, Lemma 7 implies that $\pi$ is weakly continuous.

We need the following version of the Schauder fixed point theorem (see [10, page 452]).

## Theorem 9. Suppose that

(i) $X$ is a reflexive, separable Banach space;
(ii) the map $T: M \subset X \rightarrow M$ is sequentially weakly continuous;
(iii) the set $M$ is nonempty, closed, bounded, and convex.

## Then $T$ has a fixed point.

## We are now in position to prove Theorem 2.

Proof of Theorem 2. In view of Lemma 7 and the assumptions on $X$ and $K$, we may apply Theorem 9 which shows that the map $\pi: K \rightarrow K$ admits a fixed point $u \in K$; that is, $\pi(u)=u$. Using the definition of $\pi$ (see (23)), we deduce that $u \in K$ is a solution of problem (1).

## 3. Proof of Theorem 4

It suffices to prove Theorem 4 when the set $K$ is unbounded because for a bounded set $K$ the result is true according to Theorem 2. Let $K_{m}=\left\{x \in K:\|x\|_{X} \leq m\right\}$. Let $m_{0} \geq 1$ be an integer such that $\left\|v_{0}\right\|_{X} \leq m_{0}$, where $v_{0}$ is the element entering $\left(H_{4}\right)$. We claim that Theorem 2 can be applied with $K$ replaced by $K_{m}$ whenever $m \geq m_{0}$.

Note that $v_{0} \in K_{m_{0}}$, so $v_{0} \in K_{m} \cap D(\Phi(\eta, \cdot))$ for all $\eta \in K$, all $m \geq m_{0}$ (using the first part of $\left(H_{4}\right)$ ). Thus, $K_{m} \cap D(\Phi(\eta, \cdot)) \neq \emptyset$ for all $\eta \in K_{m}$, all $m \geq m_{0}$. Since $K$ is convex and closed in $X$, it turns out that $K_{m}$ is convex, closed, and bounded in $X$, for all $m \geq m_{0}$.

We check that assumptions $\left(H_{1}\right)-\left(H_{3}\right)$ of Theorem 2 remain valid when $K$ is replaced by $K_{m}$ with $m \geq m_{0}$. Towards this, we fix some $m \geq m_{0}$. If $\left\{\left(\eta_{n}, u_{n}\right)\right\}_{n \geq 1} \subset\left(K_{m} \times K_{m}\right) \cap D(\Phi)$ satisfies $\eta_{n} \rightharpoonup \eta$ in $X$ and $u_{n} \rightharpoonup u$ in $X$, then assumption $\left(H_{2}\right)$ (for $K$ ) implies $(\eta, u) \in(K \times K) \cap D(\Phi)$. On the other hand, the weak convergences ensure that

$$
\begin{equation*}
\|\eta\|_{X} \leq \liminf _{n \rightarrow \infty}\left\|\eta_{n}\right\|_{X} \leq m, \quad\|u\|_{X} \leq \liminf _{n \rightarrow \infty}\left\|u_{n}\right\|_{X} \leq m \tag{27}
\end{equation*}
$$

Hence, $(\eta, u) \in\left(K_{m} \times K_{m}\right) \cap D(\Phi)$. The second part of $\left(H_{2}\right)$ for $K_{m}$ and conditions $\left(H_{1}\right)$ and $\left(H_{3}\right)$ for $K_{m}$ hold because $\left(H_{1}\right)$, $\left(H_{2}\right)$, and $\left(H_{3}\right)$ have been imposed for $K$, which contains $K_{m}$. Thus it is permitted to apply Theorem 2 for $K_{m}$ in place of $K$, with any $m \geq m_{0}$.

Applying Theorem 2, we find a sequence $\left\{u_{m}\right\}_{m \geq m_{0}}$ in $X$ such that $u_{m} \in K_{m},\left(u_{m}, u_{m}\right) \in D(\Phi)$, and

$$
\begin{gather*}
\left\langle A u_{m}, v-u_{m}\right\rangle_{X}+\Phi\left(u_{m}, v\right)-\Phi\left(u_{m}, u_{m}\right) \\
+J^{0}\left(u_{m} ; v-u_{m}\right) \geq\left\langle f, v-u_{m}\right\rangle_{X} \tag{28}
\end{gather*}
$$

for all $v \in K_{m}$, all $m \geq m_{0}$. Letting $v=v_{0}\left(\right.$ see $\left.\left(H_{4}\right)\right)$ in (28), we obtain

$$
\begin{align*}
\left\langle A u_{m}, u_{m}-v_{0}\right\rangle_{X} \leq & \Phi\left(u_{m}, v_{0}\right)-\Phi\left(u_{m}, u_{m}\right) \\
& +J^{0}\left(u_{m} ; v_{0}-u_{m}\right)+\left\langle f, u_{m}-v_{0}\right\rangle_{X} \tag{29}
\end{align*}
$$

for all $m \geq m_{0}$. By the definition of the convex subdifferential $\partial \Phi\left(u_{m}, \cdot\right)$, we have

$$
\begin{align*}
& \Phi\left(u_{m}, v_{0}\right)-\Phi\left(u_{m}, u_{m}\right) \\
& \quad \leq\left\langle z, v_{0}-u_{m}\right\rangle_{X}, \quad \forall z \in \partial \Phi\left(u_{m}, \cdot\right)\left(v_{0}\right), \quad \forall m \geq m_{0} \tag{30}
\end{align*}
$$

Then, invoking the growth condition for $\partial \Phi\left(u_{m}, \cdot\right)\left(v_{0}\right)$ in $\left(H_{5}\right)$, we see that

$$
\begin{equation*}
\Phi\left(u_{m}, v_{0}\right)-\Phi\left(u_{m}, u_{m}\right) \leq c_{0}\left(1+\left\|u_{m}\right\|_{X}^{p}\right), \quad \forall m \geq m_{0} \tag{31}
\end{equation*}
$$

Recall that

$$
\begin{equation*}
J^{0}(u ; v)=\max _{w \in \partial J(u)}\langle w, v\rangle_{Y}, \quad \forall u, v \in Y \tag{32}
\end{equation*}
$$

(see [1, Proposition 2.1.2(b)]). This fact combined with the growth condition for the generalized gradient $\partial J\left(u_{m}\right)$ as stated in $\left(H_{5}\right)$ enables us to write

$$
\begin{align*}
J^{0}\left(u_{m} ; v_{0}-u_{m}\right) & =\max _{w \in \partial J\left(u_{m}\right)}\left\langle w, v_{0}-u_{m}\right\rangle_{Y}  \tag{33}\\
& \leq c_{0}\left(1+\left\|u_{m}\right\|_{Y}^{p-1}\right)\left\|v_{0}-u_{m}\right\|_{Y}
\end{align*}
$$

for all $m \geq m_{0}$. By the continuity of the embedding $X \subset Y$, the inequality above leads to

$$
\begin{align*}
& J^{0}\left(u_{m} ; v_{0}-u_{m}\right)  \tag{34}\\
& \quad \leq c_{1}\left(1+\left\|u_{m}\right\|_{X}^{p-1}\right)\left\|v_{0}-u_{m}\right\|_{X}, \quad \forall m \geq m_{0}
\end{align*}
$$

where $c_{1}>0$ is a constant. Combining (29), (31), and (34) yields

$$
\begin{align*}
& \left\langle A u_{m}, u_{m}-v_{0}\right\rangle_{X} \\
& \quad \leq c_{0}\left(1+\left\|u_{m}\right\|_{X}^{p}\right)+\left[c_{1}\left(1+\left\|u_{m}\right\|_{X}^{p-1}\right)+\|f\|_{X^{*}}\right]\left\|v_{0}-u_{m}\right\|_{X} \tag{35}
\end{align*}
$$

for all $m \geq m_{0}$. Relation (35) ensures that the sequence $\left\{u_{m}\right\}_{m \geq m_{0}}$ is bounded in $X$; indeed, if we suppose that we have $\left\|u_{m}\right\|_{X} \rightarrow+\infty$ along a (relabeled) subsequence, then it is seen from (35) that there is a constant $c>0$ such that

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \frac{\left\langle A u_{m}, u_{m}-v_{0}\right\rangle_{X}}{\left\|u_{m}\right\|_{X}^{p}} \leq c \tag{36}
\end{equation*}
$$

which contradicts hypothesis $\left(H_{4}\right)$.
By the reflexivity of $X$, there exists a subsequence of $\left\{u_{m}\right\}_{m \geq m_{0}}$, denoted again by $\left\{u_{m}\right\}_{m \geq m_{0}}$, such that

$$
\begin{equation*}
u_{m} \rightharpoonup u \quad \text { in } X \text { as } m \longrightarrow \infty \tag{37}
\end{equation*}
$$

for some $u \in X$. Using hypothesis $\left(H_{2}\right)$ with $\eta_{m}=u_{m}$, we derive that $(u, u) \in(K \times K) \cap D(\Phi)$.

It remains to show that $u$ verifies the inequality in problem (1). Let an arbitrary element $v \in K$ and let $m_{1}=$ $m_{1}(v) \in \mathbb{N}$ such that $m_{1} \geq \max \left\{m_{0},\|v\|_{X}\right\}$. Then $v \in K_{m}$ for each $m \geq m_{1}$ and so from (28), we have that

$$
\begin{align*}
\left\langle A u_{m}, u_{m}-v\right\rangle_{X} \leq & \Phi\left(u_{m}, v\right)-\Phi\left(u_{m}, u_{m}\right) \\
& +J^{0}\left(u_{m} ; v-u_{m}\right)+\left\langle f, u_{m}-v\right\rangle_{X} \tag{38}
\end{align*}
$$

The compactness of the embedding $X \subset Y$ and (37) guarantee that $u_{m} \rightarrow u$ in $Y$ as $m \rightarrow \infty$. Then the upper semicontinuity of $J^{0}(\cdot ; \cdot)$ on $Y \times Y$ implies

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} J^{0}\left(u_{m} ; v-u_{m}\right) \leq J^{0}(u ; v-u) \tag{39}
\end{equation*}
$$

Assumptions $\left(H_{1}\right)$ and $\left(H_{2}\right)$ ensure that

$$
\begin{gather*}
\langle A u, u-v\rangle_{X} \leq \limsup _{m \rightarrow \infty}\left\langle A u_{m}, u_{m}-v\right\rangle_{X} \\
\limsup _{m \rightarrow \infty}\left(\Phi\left(u_{m}, v\right)-\Phi\left(u_{m}, u_{m}\right)\right) \leq \Phi(u, v)-\Phi(u, u) . \tag{40}
\end{gather*}
$$

Passing to the lim sup as $m \rightarrow \infty$ in (38) and using (39) and (40), we get that $u \in K$ satisfies the inequality in (1). Since $v$ was chosen arbitrarily in $K$, we conclude that $u$ solves problem (1). The proof of Theorem 4 is complete.
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We investigate a mathematical model introduced by Shikhmurzaev to remove singularities that arise when classical hydrodynamic models are applied to certain physical phenomena. The model is described as a free boundary problem consisting of the NavierStokes equations and a surface mass balance equation. We prove the local-in-time solvability in Hölder spaces.

## 1. Introduction

Let a time-dependent bounded domain $\Omega_{t} \subset \mathbf{R}^{3}$ with the outer boundary $\Gamma_{t} \equiv \partial \Omega_{t}$ be filled with an incompressible viscous fluid, and let $\Gamma_{t}$ represent the interface. In $\Omega_{t}$, we assume that the flow is governed by the Navier-Stokes equations:

$$
\begin{equation*}
\frac{\partial \mathbf{v}}{\partial t}+(\mathbf{v} \cdot \nabla) \mathbf{v}+\nabla p-v \Delta \mathbf{v}=\mathbf{0}, \quad \nabla \cdot \mathbf{v}=0 \tag{1}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity, $p$ is the pressure, and $v$, which is assumed to be a positive constant, is the kinematic viscosity.

On $\Gamma_{t}$, we assume the following equations:

$$
\begin{gather*}
\Pi \mathbf{T}(\mathbf{v}, p) \mathbf{n}=\bar{\nabla} \sigma, \quad \mathbf{n} \cdot \mathbf{T}(\mathbf{v}, p) \mathbf{n}=\sigma H  \tag{2}\\
\frac{D \rho^{s}}{D t}+\rho^{s} \bar{\nabla} \cdot \mathbf{v}^{s}=\rho\left(\mathbf{v}-\mathbf{v}^{s}\right) \cdot \mathbf{n}  \tag{3}\\
\left(\mathbf{v}-\mathbf{v}^{s}\right) \cdot \mathbf{n}=-\frac{\rho_{e}^{s}-\rho^{s}}{\rho \tau}, \quad \Pi\left(\mathbf{v}-\mathbf{v}^{s}\right)=-\chi \bar{\nabla} \sigma  \tag{4}\\
\sigma=\gamma\left(\bar{\rho}-\rho^{s}\right) \tag{5}
\end{gather*}
$$

Here $\mathbf{v}^{s}$ and $\rho^{s}$ are the velocity and the density of surface layer, respectively. $\mathbf{T}(\mathbf{v}, p)=\nu \mathbf{D}(\mathbf{v})-p I$ is the stress tensor, where $\mathbf{D}(\mathbf{v})=\left(\left(\partial v_{i} / \partial x_{j}\right)+\left(\partial v_{i} / \partial x_{j}\right)\right)_{i, j=1,2,3}$ is the velocity deformation tensor. $H$ is the twice mean curvature of $\Gamma_{t}$ at the point $x$, which is negative if $\Omega_{t}$ is convex in the neighborhood
of $x . \mathbf{n}$ is the unit outward normal to $\Gamma_{t}$ at the point $x . \Pi$ is the projection operator onto the tangent plane at the point $x$ on $\Gamma_{t} . D / D t$ denotes the derivative along the trajectory of particle on $\Gamma_{t} \cdot \bar{\nabla}$ is the gradient restricted to the surface. $\rho, \rho_{e}^{s}$, $\tau, \chi, \gamma, \bar{\rho}$ are positive constants; in particular, $\rho$ is the density of the bulk and $\tau$ is the characteristic time scale over which the surface density $\rho^{s}$ relaxes to its equilibrium value $\rho_{e}^{s}$.

Finally, to complete the problem, we give the initial conditions:

$$
\begin{equation*}
\left.\mathbf{v}\right|_{t=0}=\mathbf{v}_{0} \quad \text { on } \bar{\Omega} \equiv \bar{\Omega}_{0},\left.\quad \rho^{s}\right|_{t=0}=\rho_{0} \quad \text { on } \Gamma \equiv \Gamma_{0} . \tag{6}
\end{equation*}
$$

It is known that singularities arise when the the classical hydrodynamic equations and modeling assumptions are applied to certain physical phenomena. For example, the application of the classical no-slip boundary condition to the spreading of a drop on a plate gives rise to a nonintegrable shear stress, and the application of the classical kinematic condition at the free boundary to the formation of a cusp on a free surface of a viscous fluid leads to an infinite energy dissipation in the fluid (e.g., refer to [1] and the references therein).

To remove the above mentioned singularities, we are required to modify classical boundary conditions by taking into account molecular interaction near interfaces. The molecule in the liquid region which is very close to another phases experiences an asymmetric force due to the presence of another materials. This gives rise to the variation in the
density in the liquid region near to the adjacent phase, and the surface tension occurs as a result of this variation in density. The thin layer in the liquid region in which the above mentioned density variation occurs is called the surface layer.

Through [1-4], Shikhmurzaev developed a theory to remove the above mentioned singularities by introducing a surface layer which is treated as a separate phase. In this theory, the no-slip condition assumed in classical models for dynamic wetting processes is modified as the Navierslip condition through thermodynamic considerations on the surface layer (refer to $[2,3]$ ). The formation of a free surface cusp associated with fluid flow is also investigated in [4]. In [4], the cusp formation is modeled as an interface disappearance process. In this model, an internal surface stretching from the cusp, which is referred to as "the surface-tension-relaxation tail", is introduced. The above mentioned singularity associated with the modeling of cusp formation arises owing to the absence of viscous stress at the cusp with which the surface tension acting from the liquid surface is balanced. In this model, the surface tension at the cusp can be balanced by shear stresses acting on this tail.

The problem (1)-(6) is a model describing the behavior of an isolated liquid drop in which the interface is modeled as a surface layer based on Shikhmurzaev's theory. The dynamics of the liquid in this layer are governed by (3) which represents conservation of mass. The right-hand side of (3) represents the source consisting of a flow of molecules from the bulk. Equations in (4) are conditions that minimize the rate of entropy production in the surface layer. Equation (5) represents a linearized state equation in the surface layer (refer to [1] for details). In Shikhmurzaev's theory, the surface layer is modeled as a sharp interface as a result of a continuum approximation. Thus, in the above problem, the surface layer is described by the equations given in (3)-(5) defined on a geometric surface, and the behavior of the surface layer is related to (1) in the bulk through the boundary conditions given in (2).

In the present paper, we prove the local-in-time classical solvability of problem (1)-(6). As is mentioned above, this model is important as a basic model to describe the above mentioned physical phenomena; however, as far as the author knows, any rigorous proofs on its solvability have not been given. In the present paper, we consider the case where the mass exchange between the interface and the bulk does not occur. As is seen in Section 2, under such an assumption, we can reformulate our problem as a problem defined in a domain with a fixed known boundary by introducing Lagrangian coordinates, and in Section 3, we construct a unique solution of the reformulated problem in Hölder spaces with the aid of the method of successive approximations.

## 2. Reformulation of the Problem

In this section, we reformulate our problem in Lagrangian coordinates. By Lagrangian coordinates we mean the initial coordinates of the fluid particles. In the case where no exchange of molecules occurs between the surface and the
bulk, (4) ${ }^{1}$ is reduced to $\mathbf{v} \cdot \mathbf{n}=\mathbf{v}^{s} \cdot \mathbf{n}$. This relation indicates that the following kinematic condition at the interface is satisfied: the interface consists of the particles located at the interface at the initial time. This circumstance enables us to relate each point $x \in \bar{\Omega}_{t}$ to its initial point $\xi \in \bar{\Omega}$ by relation (10) given below.

Before reformulating our problem, we rewrite (3) as a nonlinear parabolic equation on $\Gamma_{t}$ with the time derivative $\widetilde{D} \rho^{s} / \widetilde{D} t$, where $\widetilde{D} \rho^{s} / \widetilde{D} t$ denotes the derivative along the trajectory of particle on the interface with velocity $\mathbf{v}$. Noting the following relation (e.g., see [5]):

$$
\begin{equation*}
\left(\frac{D \rho^{s}}{D t}\right)_{n}=\frac{D \rho^{s}}{D t}-\mathbf{v}^{s} \cdot \bar{\nabla} \rho^{s}=\frac{\widetilde{D} \rho^{s}}{\widetilde{D} t}-\mathbf{v} \cdot \bar{\nabla} \rho^{s} \tag{7}
\end{equation*}
$$

where $\left(D \rho^{s} / D t\right)_{n}$ represents the derivative along the trajectory which is normal to the interface, (3) can be written as

$$
\begin{equation*}
\frac{\widetilde{D} \rho^{s}}{\widetilde{D} t}+\rho^{s} \bar{\nabla} \cdot \mathbf{v}^{s}=\left(\mathbf{v}-\mathbf{v}^{s}\right) \cdot \bar{\nabla} \rho^{s} \tag{8}
\end{equation*}
$$

Then eliminating $\mathbf{v}^{s}$ from the above equation with the aid of the relation $(4)^{2}$, we obtain the following equation:

$$
\begin{align*}
\frac{\widetilde{D} \rho^{s}}{\widetilde{D} t}-\chi \gamma \rho_{0}^{s} \bar{\nabla}^{2} \rho^{s}= & -\rho^{s} \bar{\nabla} \cdot \mathbf{v}  \tag{9}\\
& +\chi \gamma\left\{\left(\rho^{s}-\rho_{0}^{s}\right) \bar{\nabla}^{2} \rho^{s}+\bar{\nabla} \rho^{s} \cdot \bar{\nabla} \rho^{s}\right\}
\end{align*}
$$

Now let us reformulate our problem. The Lagrangian and Eulerian coordinates are related by

$$
\begin{equation*}
x=X_{u}(\xi, t) \equiv \xi+\int_{0}^{t} \mathbf{u}(\xi, \tau) d \tau \tag{10}
\end{equation*}
$$

where $\mathbf{u}(\xi, \tau)$ is the velocity at time $t$ of the particle which was located at $\xi$ at $t=0$. By changing the variables from $x$ to $\xi$ by relation (10), problem (1)-(6) is reformulated as the following problem defined in the cylindrical domain $\Omega_{0 T}=\Omega \times(0, T)$ with the lateral boundary $\Gamma_{0 T} \equiv \Gamma \times(0, T)$ :

$$
\begin{gather*}
\frac{\partial \mathbf{u}}{\partial t}-\nu \nabla_{u}^{2} \mathbf{u}+\nabla_{u} q=\mathbf{0}, \quad \nabla_{u} \cdot \mathbf{u}=0 \quad \text { in } \Omega_{0 T},  \tag{11}\\
\Pi \Pi_{u} \mathbf{T}_{u}(\mathbf{u}, q) \mathbf{n}_{u}=\Pi \nabla_{\Gamma_{t}} \theta, \\
\mathbf{n} \cdot \mathbf{T}_{u}(\mathbf{u}, q) \mathbf{n}_{u}=\left.\theta \nabla_{\Gamma_{t}}^{2} X_{u}(\xi, t)\right|_{\xi \in \Gamma} \cdot \mathbf{n}+\mathbf{n} \cdot \nabla_{\Gamma_{t}} \theta, \\
\frac{\partial r^{s}}{\partial t}-\chi \gamma \rho_{0}^{s} \nabla_{\Gamma_{t}}^{2} r^{s}  \tag{12}\\
=-r^{s} \nabla_{\Gamma_{t}} \cdot \mathbf{u}+\chi \gamma\left\{\left(r^{s}-\rho_{0}^{s}\right) \nabla_{\Gamma_{t}}^{2} r^{s}+\nabla_{\Gamma_{t} r^{s}} r^{s} \cdot \nabla_{\Gamma_{t}} r^{s}\right\}, \\
\theta=\gamma\left(\bar{\rho}-r^{s}\right) \quad \text { on } \Gamma_{0 T}, \\
\left.\mathbf{u}\right|_{t=0}=\mathbf{v}_{0} \quad \text { on } \bar{\Omega},\left.\quad r^{s}\right|_{t=0}=\rho_{0}^{s} \quad \text { on } \Gamma . \tag{13}
\end{gather*}
$$

In (11)-(13), $\mathbf{u}, q$ and $r^{s}$ are $\mathbf{v}\left(X_{u}(\xi, t), t\right), p\left(X_{u}(\xi, t), t\right)$, and $\rho^{s}\left(X_{u}(\xi, t), t\right)$, respectively. Consider $\nabla_{u}=\left(\mathscr{J}_{u}^{-1}\right)^{t} \nabla \equiv \mathscr{J}_{u}^{*} \nabla$; here $\mathscr{J}_{u}$ denotes the Jacobian matrix of $X_{u}$, and the notation
$A^{t}$ means the transpose of the matrix $A . \mathbf{n}$ is the outward unit normal to $\Gamma$ at the point $\xi, \mathbf{n}_{u}=\mathscr{J}_{u}^{*} \mathbf{n} /\left|\mathscr{F}_{u}^{*} \mathbf{n}\right|$, and $\Pi$ and $\Pi_{u}$ are the operators defined by $\Pi \mathbf{f}=\mathbf{f}-(\mathbf{f} \cdot \mathbf{n}) \mathbf{f}$ and $\Pi_{u} \mathbf{f}=\mathbf{f}-\left(\mathbf{f} \cdot \mathbf{n}_{u}\right) \mathbf{f}$, respectively. $\mathbf{T}_{u}(\mathbf{u}, q)$ is the tensor with the elements $v \sum_{k=1}^{3}\left(A_{j k}\left(\partial u_{i} / \partial \xi_{k}\right)+A_{i k}\left(\partial u_{j} / \partial \xi_{k}\right)\right)-p \delta_{i j}$, where $A_{i j}$ is the $(i, j)$-element of $\mathscr{J}_{u}^{*}$, and $\delta_{i j}$ is Kronecker's delta. The operators $\nabla_{\Gamma_{t}} f$ and $\nabla_{\Gamma_{t}} \cdot \mathbf{A}$ are defined by

$$
\begin{align*}
& \nabla_{\Gamma_{t}} f=\sum_{\alpha, \beta=1,2} g^{\alpha \beta} \frac{\partial f}{\partial s_{\beta}} \frac{\partial X_{u}(s)}{\partial s_{\alpha}},  \tag{14}\\
& \nabla_{\Gamma_{t}} \cdot \mathbf{A}=\frac{1}{\sqrt{g}} \sum_{\alpha=1,2} \frac{\partial}{\partial s_{\alpha}} \sqrt{g} A_{\alpha}
\end{align*}
$$

where $g=\operatorname{det}\left(g_{\alpha \beta}\right)_{\alpha, \beta=1,2}, g_{\alpha \beta}=\left(\partial X_{u}(s) / \partial s_{\alpha}\right) \cdot\left(\partial X_{u}(s) /\right.$ $\left.\partial s_{\beta}\right), g^{\alpha \beta}$ denote the components of the inverse matrix of $\left(g_{\alpha \beta}\right)_{\alpha, \beta=1,2}, X_{u}(s)=X_{u}(\xi(s), t), s=\left(s_{1}, s_{2}\right)$ denotes the local coordinates on $\Gamma$, and $A_{\alpha}$ denotes the components of the vector $\mathbf{A}$ with respect to the basis $\left(\partial X_{u}(s) / \partial s_{\alpha}\right), \alpha=1,2$. Finally, the operator $\nabla_{\Gamma_{t}}^{2} f$ is defined as

$$
\begin{equation*}
\nabla_{\Gamma_{t}}^{2} f=\nabla_{\Gamma_{t}} \cdot \nabla_{\Gamma_{t}} f=\frac{1}{\sqrt{g}} \sum_{\alpha, \beta=1,2} \frac{\partial}{\partial s_{\alpha}} \sqrt{g} g^{\alpha \beta} \frac{\partial f}{\partial s_{\beta}} \tag{15}
\end{equation*}
$$

Note that in derivation of $(12)^{2}$, we have used the formula $H \mathbf{n}=\bar{\nabla}^{2} x \equiv \bar{\nabla}^{2} X_{u}(\xi, t)$. Note also that although (12) ${ }^{1,2}$ are different from the following formulas which are obtained directly from (2):

$$
\begin{gather*}
\Pi_{u} \mathbf{T}_{u}(\mathbf{u}, q) \mathbf{n}_{u}=\nabla_{\Gamma_{t}} \theta \\
\mathbf{n}_{u} \cdot \mathbf{T}_{u}(\mathbf{u}, q) \mathbf{n}_{u}=\left.\theta \nabla_{\Gamma_{t}}^{2} X_{u}(\xi, t)\right|_{\xi \in \Gamma} \cdot \mathbf{n}_{u} \tag{16}
\end{gather*}
$$

problem (11)-(13) is equivalent to problem (1)-(6) as far as the condition $\mathbf{n} \cdot \mathbf{n}_{u}>0$, which is valid for sufficiently small $t$, is satisfied.

We now introduce some function spaces. Let $D$ be a domain in $\mathbf{R}^{n}$, let $T$ be a positive constant, let $D_{T}$ be a cylindrical domain $D \times(0, T)$, let $l$ be a nonnegative integer, and let $\alpha, \gamma \in(0,1)$.

By $C^{l+\alpha}(D)$, we define the space of functions $f(x), x \in D$, with the norm

$$
\begin{gather*}
|f|_{D}^{(l+\alpha)} \equiv \sum_{|m| \leq l}\left|\partial_{x}^{m} f\right|_{D}+[f]_{D}^{(l+\alpha)}, \quad|f|_{D} \equiv \sup _{x \in D}|f(x)| \\
{[f]_{D}^{(l+\alpha)} \equiv \sum_{|m|=l}\left[\partial_{x}^{m} f\right]_{D}^{(\alpha)} \equiv \sup _{x, y \in D, x \neq y} \sum_{m=|l|} \frac{\left|\partial_{x}^{m} f(x)-\partial_{y}^{m} f(y)\right|}{|x-y|^{\alpha}},} \\
|m|=\sum_{i=1}^{n} m_{i}, \quad \partial_{x}^{m}=\frac{\partial^{|m|}}{\partial_{x_{1}}^{m_{1}} \cdots \partial_{x_{n}}^{m_{n}}}, \tag{17}
\end{gather*}
$$

for a multi-index $m=\left(m_{i}\right)\left(m_{i} \geq 0, i=1, \ldots, n\right)$.
By $C^{l+\alpha,((l+\alpha) / 2)}\left(D_{T}\right)$ we denote an anisotropic Hölder space of functions whose norm is defined by

$$
\begin{equation*}
|f|_{D_{T}}^{(l+\alpha,((l+\alpha) / 2))} \equiv \sum_{2 r+|m|=0}^{l}\left|\partial_{t}^{r} \partial_{x}^{m} f\right|_{D_{T}}+[f]_{D_{T}}^{(l+\alpha,((l+\alpha) / 2))} \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
|f|_{D_{T}} & \equiv \sup _{(x, t) \in D_{T}}|f(x, t)| \\
{[f]_{D_{T}}^{(l+\alpha,((l+\alpha) / 2))} \equiv } & \sum_{2 r+|m|=l-1}^{l}\left[\partial_{t}^{r} \partial_{x}^{m} f\right]_{D_{T}}^{(0,((l+\alpha-(2 r+|m|)) / 2))}  \tag{19}\\
& +\sum_{2 r+|m|=l}\left[\partial_{t}^{r} \partial_{x}^{m} f\right]_{D_{T}}^{(\alpha, 0)}
\end{align*}
$$

Here,

$$
\begin{align*}
& {[f]_{D_{T}}^{(0,(\alpha / 2))} } \equiv \sup _{(x, t),\left(x, t^{\prime}\right) \in D_{T}, t \neq t^{\prime}} \frac{\left|f(x, t)-f\left(x, t^{\prime}\right)\right|}{\left|t-t^{\prime}\right|^{(\alpha / 2)}}  \tag{20}\\
& {[f]_{D_{T}}^{(\alpha, 0)} \equiv \sup _{(x, t),\left(x^{\prime}, t\right) \in D_{T}, x \neq x^{\prime}} \frac{\left|f(x, t)-f\left(x^{\prime}, t\right)\right|}{\left|x-x^{\prime}\right|^{\alpha}} }
\end{align*}
$$

Finally, we introduce the function space $C^{1+\alpha, \gamma}\left(D_{T}\right)$ equipped with the norm

$$
\begin{equation*}
\|f\|_{D_{T}}^{(1+\alpha, \gamma)} \equiv|f|_{D_{T}}+|\nabla f|_{D_{T}}^{(\alpha,(\alpha / 2))}+|f|_{D_{T}}^{(1+\alpha, \gamma)} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
|f|_{D_{T}}^{(1+\alpha, \gamma)} \equiv \sup _{\tau, t \in(0, T), \tau \neq t} \frac{|f(\cdot, t)-f(\cdot, \tau)|_{D}^{(\gamma)}}{|t-\tau|^{((1+\alpha-\gamma) / 2)}} . \tag{22}
\end{equation*}
$$

Now, let us state our main result.
Theorem 1. Let $\alpha, \gamma$ be constants satisfying $0<\alpha, \gamma<1$. Assume that

$$
\begin{equation*}
\mathbf{v}_{0} \in C^{2+\alpha}(\bar{\Omega}), \quad \rho_{0}^{s} \in C^{2+\alpha}(\Gamma), \quad \Gamma \in C^{3+\alpha} \tag{23}
\end{equation*}
$$

Assume that there exist positive constants $\Delta_{1}$ and $\Delta_{2}$ such that $\bar{\rho}-\rho_{0}^{s} \geq \Delta_{1}>0$ and $\rho_{0}^{s} \geq \Delta_{2}>0$ on $\Gamma$. In addition, assume that the following compatibility conditions are satisfied:

$$
\begin{equation*}
\nabla \cdot \mathbf{v}_{0}=\mathbf{0},\left.\quad\left(\nu \Pi \mathbf{D}\left(\mathbf{v}_{0}\right) \mathbf{n}+\gamma \nabla_{\Gamma} \rho_{0}^{s}\right)\right|_{\Gamma}=\mathbf{0}, \tag{24}
\end{equation*}
$$

where $\nabla_{\Gamma}$ is the operator corresponding to $\nabla_{\Gamma_{t}}$ with $t=0$; namely, $\nabla_{\Gamma}$ is given by the formula in (14) with $X_{u}(s)=\xi(s)$.

Then, for a positive constant $T$, problem (11)-(13) has a unique solution ( $\mathbf{u}, q, r^{s}$ ) with the following smoothness:

$$
\begin{gather*}
\mathbf{u} \in C^{2+\alpha, 1+(\alpha / 2)}\left(\Omega_{0 T}\right), \\
q \in C^{1+\alpha, \gamma}\left(\Omega_{0 T}\right) \cap C^{1+\alpha,((1+\alpha) / 2)}\left(\Gamma_{0 T}\right),  \tag{25}\\
r^{s} \in C^{2+\alpha, 1+(\alpha / 2)}\left(\Gamma_{0 T}\right)
\end{gather*}
$$

## 3. Proof of the Main Result

In this section, we will prove Theorem 1.

We begin with preparing estimates of solutions to some linear problems. For the following problem:

$$
\begin{gather*}
\frac{\partial \mathbf{u}}{\partial t}-\nu \nabla_{w}^{2} \mathbf{u}+\nabla_{w} q=\mathbf{F}_{1}, \quad \nabla_{w} \cdot \mathbf{u}=F_{2} \quad \text { in } \Omega_{0 T}, \\
\nu \Pi \Pi_{w} \mathbf{D}_{w}(\mathbf{u}) \mathbf{n}_{w}=\mathbf{F}_{3}, \\
\mathbf{n} \cdot \mathbf{T}_{w}(\mathbf{u}, q) \mathbf{n}_{w}-\bar{\Theta} \mathbf{n} \cdot \nabla_{\tilde{\Gamma}_{t}}^{2} \int_{0}^{t} \mathbf{u} d \tau=b+\int_{0}^{t} B d \tau \quad \text { on } \Gamma_{0 T}, \\
\left.\mathbf{u}\right|_{t=0}=\mathbf{v}_{0} \quad \text { on } \bar{\Omega}, \tag{26}
\end{gather*}
$$

the following result is given in [6]. In (26), $\nabla_{w}, \Pi_{w}, \mathbf{T}_{w}(\mathbf{u}, q)$ $\left(=\nu \mathbf{D}_{w}(\mathbf{u})-q I\right), \mathbf{n}_{w}$ are defined for a given vector $\mathbf{w}$ in the same manner as $\nabla_{u}, \Pi_{u}, \mathbf{T}_{u}(\mathbf{u}, q), \mathbf{n}_{u}$ are defined, and $\nabla_{\widetilde{\Gamma}_{t}}$ is defined by (14) with $X_{u}=X_{w}$.

Theorem 2. Let $T>0$, and let $\alpha, \gamma$ be positive constants satisfying $0<\alpha, \gamma<1$. Assume that

$$
\begin{gather*}
\Gamma \in C^{2+\alpha}, \quad \mathbf{v}_{0} \in C^{2+\alpha}(\bar{\Omega}), \\
\mathbf{F}_{1} \in C^{\alpha,(\alpha / 2)}\left(\Omega_{0 T}\right), \quad F_{2} \in C^{1+\alpha,((1+\alpha) / 2)}\left(\Omega_{0 T}\right),  \tag{27}\\
\mathbf{F}_{3} \in C^{1+\alpha,((1+\alpha) / 2)}\left(\Gamma_{0 T}\right), \quad b \in C^{1+\alpha,((1+\alpha) / 2)}\left(\Gamma_{0 T}\right), \\
B \in C^{\alpha,(\alpha / 2)}\left(\Gamma_{0 T}\right), \quad \bar{\Theta} \in C^{\alpha}(\Gamma) .
\end{gather*}
$$

Assume that there exists a positive constant $\Delta_{1}$ such that $\bar{\Theta} \geq \Delta_{1}>0$ on $\Gamma$. Assume that the following compatibility conditions are satisfied:

$$
\begin{equation*}
\nabla \cdot \mathbf{v}_{0}=F_{2}(\xi, 0),\left.\quad \nu \Pi \mathbf{D}\left(\mathbf{v}_{0}\right) \mathbf{n}\right|_{\Gamma}=\mathbf{F}_{3}(\xi, 0) . \tag{28}
\end{equation*}
$$

Assume that there exist functions $\mathbf{h} \in C^{\alpha,(\alpha / 2)}\left(\Omega_{0 T}\right), \mathbf{H}_{k}, k=$ $1,2,3$, with a finite norm $\left|\mathbf{H}_{k}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}$ satisfying the relation

$$
\begin{equation*}
\frac{\partial F_{2}}{\partial t}-\nabla_{w} \cdot \mathbf{F}_{1}=\nabla \cdot \mathbf{h}, \quad \mathbf{h}=\sum_{k=1}^{3} \partial_{\xi_{k}} \mathbf{H}_{k}, \tag{29}
\end{equation*}
$$

in the sense of distribution. Furthermore, assume that $\mathbf{w} \in$ $C^{2+\alpha, 1+(\alpha / 2)}\left(\Omega_{0 T}\right)$ satisfies the inequality

$$
\begin{equation*}
\left(T+T^{1 / 2}\right)|\mathbf{w}|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+T^{((1-\alpha+\gamma) / 2)}\left|\partial_{\xi} \mathbf{w}\right|_{\Omega_{0 T}} \leq \delta, \tag{30}
\end{equation*}
$$

for a sufficiently small positive constant $\delta$.

Then problem (26) has a unique solution ( $\mathbf{u}, q$ ) satisfying the following inequality:

$$
\begin{align*}
|\mathbf{u}|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+ & \|q\|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}+|q|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
\leq \bar{C}_{1}(T) & \left\{\left|\mathbf{F}_{1}\right|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+\left|F_{2}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}\right. \\
& +\left|\mathbf{F}_{3}\right|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}+|b|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
& +|B|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}+\left|\mathbf{v}_{0}\right|_{\Omega}^{(2+\alpha)}+|\mathbf{h}|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))} \\
& \left.+\sum_{k=1}^{3}\left|\mathbf{H}_{k}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}+P_{T}(\mathbf{w})\left(\left|\mathbf{v}_{0}\right|_{\Omega}^{(1)}+|b(\cdot, 0)|_{\Gamma}\right)\right\}, \tag{31}
\end{align*}
$$

where $P_{T}(\mathbf{w})=T^{((1-\alpha) / 2)}|\mathbf{w}|_{\Omega_{0 T}}^{(1,0)}+\left|\partial_{\xi} \mathbf{w}\right|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+$ $\left[\partial_{\xi} \mathbf{W}\right]_{\Omega_{0 T}}^{(0,((1+\alpha-\gamma) / 2))}$ and $\bar{C}_{1}(T)$ is a nondecreasing function of $T$.

For the following problem:

$$
\begin{gather*}
\frac{\partial r^{s}}{\partial t}-\chi \gamma \rho_{0}^{s} \nabla_{\widetilde{\Gamma}_{t}}^{2} r^{s}=G \quad \text { on } \quad \Gamma_{0 T}  \tag{32}\\
\left.r^{s}\right|_{t=0}=\rho_{0}^{s} \quad \text { on } \Gamma
\end{gather*}
$$

we have the following theorem. The assertion of the theorem immediately follows from the Hölder estimates for linear parabolic equations (e.g., see [7]).

Theorem 3. Let $T>0$, and let $\alpha$ be a positive constant satisfying $0<\alpha<1$. Assume that

$$
\begin{equation*}
\Gamma \in C^{2+\alpha}, \quad \rho_{0}^{s} \in C^{2+\alpha}(\Gamma), \quad G \in C^{\alpha,(\alpha / 2)}\left(\Gamma_{0 T}\right) \tag{33}
\end{equation*}
$$

Assume that there exists a positive constant $\Delta_{2}$ such that $\rho_{0}^{s} \geq$ $\Delta_{2}>0$ on $\Gamma$. Further assume the same assumptions for $\mathbf{w}$ stated in Theorem 2.

Then, problem (32) has a unique solution $r^{s}$ satisfying the following inequality:

$$
\begin{equation*}
\left|r^{s}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))} \leq \bar{C}_{2}(T)\left(|G|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}+\left|\rho_{0}^{s}\right|_{\Gamma}^{(2+\alpha)}\right), \tag{34}
\end{equation*}
$$

where $\bar{C}_{2}(T)$ is a nondecreasing function of $T$.

Combining the above results, we can easily obtain Theorem 4 given below for the following problem:

$$
\begin{gather*}
\frac{\partial \mathbf{u}}{\partial t}-\nu \nabla_{w}^{2} \mathbf{u}+\nabla_{w} q=\mathbf{F}_{1}, \quad \nabla_{w} \cdot \mathbf{u}=F_{2} \quad \text { in } \Omega_{0 T} \\
\nu \Pi \Pi_{w} \mathbf{D}_{w}(\mathbf{u}) \mathbf{n}_{w}+\gamma \Pi \nabla_{\widetilde{\Gamma}_{t}} r^{s}=\mathbf{F}_{3} \\
\mathbf{n} \cdot \mathbf{T}_{w}(\mathbf{u}, q) \mathbf{n}_{w}-\bar{\Theta} \mathbf{n} \cdot \nabla_{\widetilde{\Gamma}_{t}}^{2} \int_{0}^{t} \mathbf{u} d \tau+\gamma \mathbf{n} \cdot \nabla_{\widetilde{\Gamma}_{t}} r^{s} \\
=b+\int_{0}^{t} B d \tau \quad \text { on } \Gamma_{0 T}  \tag{35}\\
\left.\mathbf{u}\right|_{t=0}=\mathbf{v}_{0} \quad \text { on } \bar{\Omega} \\
\frac{\partial r^{s}}{\partial t}-\chi \gamma \rho_{0}^{s} \nabla_{\widetilde{\Gamma}_{t}}^{2} r^{s}=G \quad \text { on } \Gamma_{0 T} \\
\left.r^{s}\right|_{t=0}=\rho_{0}^{s} \quad \text { on } \Gamma .
\end{gather*}
$$

The estimate given in the theorem will be essentially used in the later argument to prove Theorem 1.

Theorem 4. Under the same assumptions given in Theorem 2 where only compatibility condition is replaced by
$\nabla \cdot \mathbf{v}_{0}=F_{2}(\xi, 0),\left.\quad\left(\nu \Pi \mathbf{D}\left(\mathbf{v}_{0}\right) \mathbf{n}+\gamma \Pi \nabla_{\Gamma} \rho_{0}^{s}\right)\right|_{\Gamma}=\mathbf{F}_{3}(\xi, 0)$,
and Theorem 3, problem (35) has a unique solution ( $\mathbf{u}, q, r^{s}$ ) satisfying the following inequality:

$$
\begin{align*}
|\mathbf{u}|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+ & \|q\|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}+|q|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}+\left|r^{s}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))} \\
\leq \bar{C}_{3}(T) & \left\{\left|\mathbf{F}_{1}\right|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+\left|F_{2}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}\right. \\
& +\left|\mathbf{F}_{3}\right|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}+|b|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
& +|B|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}+|\mathbf{h}|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+\sum_{k=1}^{3}\left|\mathbf{H}_{k}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \\
& +\left|\mathbf{v}_{0}\right|_{\Omega}^{(2+\alpha)}+|G|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}+\left|\rho_{0}^{s}\right|_{\Gamma}^{(2+\alpha)} \\
& \left.+P_{T}(\mathbf{w})\left(\left|\mathbf{v}_{0}\right|_{\Omega}^{(1)}+|b(\cdot, 0)|_{\Gamma}\right)\right\}, \tag{37}
\end{align*}
$$

where $\bar{C}_{3}(T)$ is a nondecreasing function of $T$.
In addition, we prepare estimates for $\mathscr{J}_{u}^{*}$, which are used later.

Lemma 5. Let $\mathscr{J}_{u}$ and $\mathscr{J}_{u^{\prime}}$ be the Jacobian matrices of the mappings $X_{u}$ and $X_{u^{\prime}}$, respectively. Let us assume that $\mathbf{u}$ and $\mathbf{u}^{\prime}$ satisfy condition (30) for sufficiently small $\delta>0$. Then, the following inequalities hold:

$$
\begin{equation*}
\left|\mathscr{J}_{u}^{*}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))},\left|\mathscr{J}_{u}^{*}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \leq C, \tag{38}
\end{equation*}
$$

where $C$ is a positive constant independent of $\delta$, and

$$
\begin{align*}
& \left|\mathscr{J}_{u}^{*}-\mathscr{J}_{u^{\prime}}^{*}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))},\left|\mathscr{J}_{u}^{*}-\mathscr{J}_{u^{\prime}}^{*}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \\
& \quad \leq \epsilon\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+C(\epsilon) \int_{0}^{T}\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))} d \tau \tag{39}
\end{align*}
$$

for arbitrary $0<\epsilon<1$, where $C(\epsilon)$ is a positive constant depending only on $\epsilon$.

Proof. In the following proof, $c_{1}, c_{2}$, and $c_{3}$ are positive constants independent of $\delta$ and $\epsilon$. Let $a_{i j}$ be the $(i, j)$ component of $\mathscr{J}_{u}$.

Then, we have

$$
\begin{equation*}
\delta_{i j}-\left|\int_{0}^{t} \partial_{\xi_{j}} u_{i} d \tau\right| \leq a_{i j} \leq \delta_{i j}+\left|\int_{0}^{t} \partial_{\xi_{j}} u_{i} d \tau\right|, \tag{40}
\end{equation*}
$$

where $\delta_{i j}$ denotes Kronecker's delta. Then, using the inequality

$$
\begin{equation*}
\left|\int_{0}^{t} \partial_{\xi_{j}} u_{i} d \tau\right|_{\Omega_{0 T}} \leq T|\mathbf{u}|_{\Omega_{0 T}}^{(1,0)} \leq \delta, \tag{41}
\end{equation*}
$$

from (40), we have

$$
\begin{equation*}
\delta_{i j}-\delta \leq\left|a_{i j}\right|_{\Omega_{0 T}} \leq \delta_{i j}+\delta . \tag{42}
\end{equation*}
$$

This inequality implies that $\operatorname{det} \mathscr{F}_{u}>0$ holds for sufficiently small $\delta>0$.

Now, let $a_{i j}^{\prime}$ be the $(i, j)$-components of $\mathscr{J}_{u^{\prime}}$, and let $A_{i j}$ and $A_{i j}^{\prime}$ be the cofactors of $a_{i j}$ and $a_{i j}^{\prime}$, respectively.

Then from the inequalities

$$
\begin{equation*}
\left|a_{i j}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))},\left|a_{i j}^{\prime}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \leq c_{1}(1+\delta), \tag{43}
\end{equation*}
$$

we have

$$
\begin{equation*}
\left|A_{i j}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))},\left|A_{i j}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \leq c_{2} . \tag{44}
\end{equation*}
$$

On the other hand, from the inequality

$$
\begin{align*}
\mid a_{i j}- & \left.a_{i j}^{\prime}\right|_{\Omega_{0 T}} ^{(1+\alpha,((1+\alpha) / 2))} \\
\leq & \epsilon\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}  \tag{45}\\
& +c_{3}\left(1+\epsilon^{-((1+\alpha) /(2-\alpha))}\right) \int_{0}^{T}\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))} d \tau
\end{align*}
$$

which are obtained with the aid of the following inequality which holds for arbitrary $0<\epsilon<1$ :

$$
\begin{align*}
& \left|\int_{0}^{t} f(\xi, \tau) d \tau\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
& \leq \int_{0}^{T}|f|_{\Omega_{0 \tau}}^{(1+\alpha, 0)} d \tau \\
& +\sup _{\left|t^{\prime}-t^{\prime \prime}\right|\left\langle\varepsilon^{(2 /(1-\alpha))}\right.}\left(\left|t^{\prime}-t^{\prime \prime}\right|^{-((1+\alpha) / 2)} \int_{t^{\prime \prime}}^{t^{\prime}}|f(\xi, \tau)|_{\Omega} d \tau\right. \\
& \left.+\left|t^{\prime}-t^{\prime \prime}\right|^{-(\alpha / 2)} \int_{t^{\prime \prime}}^{t^{\prime}}\left|\partial_{\xi} f(\xi, \tau)\right|_{\Omega} d \tau\right) \\
& +\sup _{\epsilon^{(2 /(1-\alpha)}<\left|t^{\prime}-t^{\prime \prime}\right| \leq T}\left(\left|t^{\prime}-t^{\prime \prime}\right|^{-((1+\alpha) / 2)} \int_{t^{\prime \prime}}^{t^{\prime}}|f(\xi, \tau)|_{\Omega} d \tau\right. \\
& \left.+\left|t^{\prime}-t^{\prime \prime}\right|^{-(\alpha / 2)} \int_{t^{\prime \prime}}^{t^{\prime}}\left|\partial_{\xi} f(\xi, \tau)\right|_{\Omega} d \tau\right) \\
& \leq \epsilon|f|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
& +c_{3}\left(1+\epsilon^{-((1+\alpha) /(1-\alpha))}\right) \int_{0}^{T}|f|_{\Omega_{0 \tau}}^{(1+\alpha,((1+\alpha) / 2))} d \tau, \tag{46}
\end{align*}
$$

we have

$$
\begin{align*}
& \left|A_{i j}-A_{i j}^{\prime}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))},\left|A_{i j}-A_{i j}^{\prime}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \\
& \quad \leq \epsilon\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+C_{1}(\epsilon) \int_{0}^{T}\left|\mathbf{u}-\mathbf{u}^{\prime}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))} d \tau, \tag{47}
\end{align*}
$$

where $C_{1}(\epsilon)$ is a positive constant depending only on $\epsilon$. From (44) and (47), estimates (38) and (39) immediately follow. Thus, the proof is completed.

Now, let us prove Theorem 1 by the method of successive approximations. We take $\left(\mathbf{u}_{0}, q_{0}, r_{0}^{s}\right)=(\mathbf{0}, 0,0)$, and, for the known $n$th approximation, we define the $(n+1)$ th approximation by the solutions of the following problem:

$$
\begin{gathered}
\frac{\partial \mathbf{u}_{n+1}}{\partial t}-\nu \nabla_{u_{n}}^{2} \mathbf{u}_{n+1}+\nabla_{u_{n}} q_{n+1}=\mathbf{0}, \\
\nabla_{u_{n}} \cdot \mathbf{u}_{n+1}=0 \quad \text { in } \Omega_{0 T}, \\
\nu \Pi \Pi_{u_{n}} \mathbf{D}_{u_{n}}\left(\mathbf{u}_{n+1}\right) \mathbf{n}_{u_{n}}+\gamma \Pi \nabla_{\Gamma_{n, t}} r_{n+1}^{s}=\mathbf{0}, \\
\mathbf{n} \cdot \mathbf{T}_{u_{n}}\left(\mathbf{u}_{n+1}, q_{n+1}\right) \mathbf{n}_{u_{n}}-\bar{\Theta} \mathbf{n} \cdot \nabla_{\Gamma_{n, t}}^{2} \int_{0}^{t} \mathbf{u}_{n+1} d \tau \\
+\gamma \mathbf{n} \cdot \nabla_{\Gamma_{n, t}} r_{n+1}^{s} \\
=b\left(\mathbf{u}_{n}, r_{n}^{s}\right)+\int_{0}^{t} B\left(\mathbf{u}_{n}, r_{n}^{s}\right) d \tau \quad \text { on } \Gamma_{0 T},
\end{gathered}
$$

$$
\begin{gather*}
\left.\mathbf{u}_{n+1}\right|_{t=0}=\mathbf{v}_{0} \quad \text { on } \bar{\Omega}, \\
\frac{\partial r_{n+1}^{s}}{\partial t}-\chi \gamma \rho_{0}^{s} \nabla_{\Gamma_{n, t}}^{2} r_{n+1}^{s}=G\left(r_{n}^{s}, \mathbf{u}_{n}\right) \quad \text { on } \Gamma_{0 T}, \\
\left.r_{n+1}^{s}\right|_{t=0}=\rho_{0}^{s} \quad \text { on } \Gamma, \tag{48}
\end{gather*}
$$

where

$$
\begin{align*}
& b\left(\mathbf{u}_{n}, r_{n}^{s}\right)= \theta_{n}\left(H_{0}+\mathbf{n} \cdot \int_{0}^{t}\left(\nabla_{\Gamma_{n, \tau}}^{2}\right) \xi d \tau\right) \\
& H_{0}=\mathbf{n} \cdot \nabla_{\Gamma}^{2} \xi \\
& B\left(\mathbf{u}_{n}, r_{n}^{s}\right)=\left\{\frac{\partial}{\partial \tau}\left(\theta_{n}-\bar{\Theta}\right)\right\} \mathbf{n} \cdot \nabla_{\Gamma_{n, \tau}}^{2} \int_{0}^{\tau} \mathbf{u}_{n}(\xi, s) d s \\
&+\left(\theta_{n}-\bar{\Theta}\right) \mathbf{n} \cdot\left(\nabla_{\Gamma_{n, \tau}}^{2}\right)_{\tau} \int_{0}^{\tau} \mathbf{u}_{n}(\xi, s) d s  \tag{49}\\
&+\left(\theta_{n}-\bar{\Theta}\right) \mathbf{n} \cdot \nabla_{\Gamma_{n, \tau}}^{2} \mathbf{u}_{n}, \\
& \theta_{n}= \gamma\left(\bar{\rho}-r_{n}^{s}\right), \quad \bar{\Theta}=\gamma\left(\bar{\rho}-\rho_{0}^{s}\right), \\
& G\left(\mathbf{u}_{n}, r_{n}^{s}\right) \equiv-r_{n}^{s} \nabla_{\Gamma_{n, t}} \cdot \mathbf{u}_{n} \\
&+\chi \gamma\left\{\left(r_{n}^{s}-\rho_{0}^{s}\right) \nabla_{\Gamma_{n, t}}^{2} r_{n}^{s}+\nabla_{\Gamma_{n, t}} r_{n}^{s} \cdot \nabla_{\Gamma_{n, t}} r_{n}^{s}\right\} .
\end{align*}
$$

In the above formulas, $\nabla_{\Gamma_{n, t}}$ is the operator corresponding to $\nabla_{\Gamma_{t}}$ with $X_{u}=X_{u_{n}}$, and $\left(\nabla_{\Gamma_{n, \tau}}^{2}\right)_{\tau}$ denotes the operator obtained by differentiating the coefficients of $\nabla_{\Gamma_{n, \tau}}^{2}$ with respect to $\tau$.

Now, let us verify that all terms of the sequence $\left\{\left(\mathbf{u}_{n}, q_{n}, r_{n}^{s}\right)\right\}$ are defined on some time interval independent of $n$. We begin with the following lemma.

Lemma 6. Let $T_{n}$ be a constant satisfying $0<T_{n} \leq 1$. Then there exist positive constants $\delta$ and $\beta$ such that if $\mathbf{u}_{n}$ and $r_{n}^{s}$ satisfy the following conditions:

$$
\begin{gather*}
\left(T_{n}+T_{n}^{1 / 2}\right)\left|\mathbf{u}_{n}\right|_{\Omega_{0 T_{n}}^{(2+\alpha, 1+(\alpha / 2))}}^{(2)}+T_{n}^{((1-\alpha+\gamma) / 2)}\left|\partial_{\xi} \mathbf{u}_{n}\right|_{\Omega_{0 T_{n}}} \leq \delta, \\
\left(T_{n}+T_{n}^{\beta}\right)\left(\left|\mathbf{u}_{n}\right|_{\Omega_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}+\left|r_{n}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}\right) \leq \delta, \tag{50}
\end{gather*}
$$

then the following inequality holds for a positive constant $\bar{C}$ independent of $\mathbf{u}_{n}, r_{n}^{s}$ and $T_{n}$ :

$$
\begin{align*}
& \left|b\left(\mathbf{u}_{n}, r_{n}^{s}\right)\right|_{\Gamma_{0 T_{n}}}^{(1+\alpha,((1+\alpha) / 2))}+\left|B\left(\mathbf{u}_{n}, r_{n}^{s}\right)\right|_{\Gamma_{O T_{n}}}^{(\alpha,(\alpha / 2))}  \tag{51}\\
& \quad+\left|G\left(\mathbf{u}_{n}, r_{n}^{s}\right)\right|_{\Gamma_{0 T_{n}}}^{(\alpha,(\alpha / 2))}+P_{T_{n}}\left(\mathbf{u}_{n}\right) \leq \bar{C}
\end{align*}
$$

Proof. In the proof, $c_{1}, \ldots, c_{9}$ are positive constants independent of $\mathbf{u}_{n}, r_{n}^{s}$, and $T_{n}$.

Choosing $T_{n}^{((1-\alpha) / 2 \alpha)}$ as $\epsilon$ in the following interpolation inequality:

$$
\begin{align*}
& \left|\theta_{n}-\left(\left.\theta_{n}\right|_{t=0}\right)\right|_{\Gamma_{0 T_{n}}}^{(1+\alpha,((1+\alpha) / 2))} \\
& \quad \leq \epsilon\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2,1)}+c_{1} \epsilon^{-(\alpha /(1-\alpha))}\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}} \\
& \quad \leq \epsilon\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2,1)}+c_{1} \epsilon^{-(\alpha /(1-\alpha))} \int_{0}^{T_{n}}\left|\partial_{\tau}\left(r_{n}^{s}-\rho_{0}^{s}\right)\right|_{\Gamma_{0 \tau}} d \tau \tag{52}
\end{align*}
$$

we have the following estimate:

$$
\begin{align*}
& \left|\theta_{n}\right|_{\Gamma_{0 T_{n}}}^{(1+\alpha,((1+\alpha) / 2))} \\
& \quad \leq c_{2}\left(\left|\rho_{0}^{s}\right|_{\Gamma}^{(1+\alpha)}+\left|\theta_{n}-\left(\left.\theta_{n}\right|_{t=0}\right)\right|_{\Gamma_{0 T_{n}}}^{(1+\alpha,((1+\alpha) / 2))}\right) \\
& \quad \leq c_{3}\left\{\left|\rho_{0}^{s}\right|_{\Gamma}^{(1+\alpha)}+\left(T_{n}^{((1-\alpha) / 2 \alpha)}+T_{n}^{(1 / 2)}\right)\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2,1)}\right\} \\
& \quad \leq c_{4}(1+\delta) . \tag{53}
\end{align*}
$$

With the aid of the above estimate, we can easily obtain the desired estimate for $b\left(\mathbf{u}_{n}, r_{n}^{s}\right)$.
$B\left(\mathbf{u}_{n}, r_{n}^{s}\right)$ is estimated as follows. With the aid of the inequality

$$
\begin{align*}
& \left|\int_{0}^{t} \partial_{\xi}^{2} f(\xi, \tau) d \tau\right|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}  \tag{54}\\
& \quad \leq c_{5}\left(T+T^{1-(\alpha / 2)}\right)|f|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}
\end{align*}
$$

we have

$$
\begin{align*}
& \left\lvert\,\left\{\frac{\partial}{\partial t}\left(\theta_{n}-\bar{\Theta}\right)\right\} \mathbf{n} \cdot \nabla_{\Gamma_{n, t}}^{2} \int_{0}^{t} \mathbf{u}_{n}(\xi, \tau) d \tau\right. \\
& \quad+\left.\left(\theta_{n}-\bar{\Theta}\right) \mathbf{n} \cdot\left(\nabla_{\Gamma_{n, t}}^{2}\right)_{t} \int_{0}^{t} \mathbf{u}_{n}(\xi, \tau) d \tau\right|_{\Gamma_{0 T_{n}}} ^{(\alpha,(\alpha / 2))} \\
& \quad \leq c_{6}\left(T_{n}+T_{n}^{1-(\alpha / 2)}\right)\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}\left|\mathbf{u}_{n}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))} \\
& \quad \leq c_{7}\left(1+\delta^{2}\right) \tag{55}
\end{align*}
$$

On the other hand, with the aid of

$$
\begin{align*}
\left|\theta_{n}-\bar{\Theta}\right|_{\Gamma_{0 T_{n}}}^{(\alpha,(\alpha / 2))} & \leq \int_{0}^{T_{n}}\left|\partial_{\tau}\left(\theta_{n}-\bar{\Theta}\right)\right|_{\Gamma_{0 \tau}}^{(\alpha,(\alpha / 2))} d \tau  \tag{56}\\
& \leq T_{n}\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))},
\end{align*}
$$

we have

$$
\begin{align*}
& \left|\left(\theta_{n}-\bar{\Theta}\right) \mathbf{n} \cdot \nabla_{\Gamma_{n, t}}^{2} \mathbf{u}_{n}\right|_{\Gamma_{0 T_{n}}}^{(\alpha,(\alpha / 2))} \\
& \quad \leq c_{8} T_{n}\left|r_{n}^{s}-\rho_{0}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}\left|\mathbf{u}_{n}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}  \tag{57}\\
& \quad \leq c_{9}\left(1+\delta^{2}\right)
\end{align*}
$$

From (55) and (57), we have the desired estimate for $B\left(\mathbf{u}_{n}, r_{s}^{n}\right)$. $G\left(\mathbf{u}_{n}, r_{n}^{s}\right)$ and $P_{T_{n}}\left(\mathbf{u}_{n}\right)$ are estimated in a similar manner. Thus, we have proved the lemma.

From this lemma, if $\mathbf{u}_{n}$ and $r_{n}^{s}$ satisfy conditions (50), by applying Theorem 4 to problem (3) we have the following estimate of $\mathbf{u}_{n+1}$ and $r_{n+1}^{s}$ :

$$
\begin{equation*}
\left|\mathbf{u}_{n+1}\right|_{\Omega_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))}+\left|r_{n+1}^{s}\right|_{\Gamma_{0 T_{n}}}^{(2+\alpha, 1+(\alpha / 2))} \leq \bar{C}_{3}(1) \bar{C}, \tag{58}
\end{equation*}
$$

where $\bar{C}_{3}(\cdot)$ is the function given in Theorem 4.
Now, let us take $T$ satisfying the following conditions:

$$
\begin{equation*}
0<T \leq 1, \quad \bar{C}_{3}(1) \bar{C}\left(T+T^{\beta}\right) \leq \delta . \tag{59}
\end{equation*}
$$

Here $\beta$ is assumed to be chosen, so that $\beta<1 / 2$ and $\beta<$ $(1-\alpha+\gamma) / 2$. Since $\left(\mathbf{u}_{0}, r_{0}^{s}\right)=(\mathbf{0}, 0)$, the zeroth approximation $\left(\mathbf{u}_{0}, r_{0}^{s}\right)$ obviously satisfies conditions (50) for the above $T$. Hence, from (58), ( $\left.\mathbf{u}_{1}, r_{1}^{s}\right)$ satisfies

$$
\begin{equation*}
\left|\mathbf{u}_{1}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left|r_{1}^{s}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))} \leq \bar{C}_{3}(1) \bar{C} . \tag{60}
\end{equation*}
$$

From (59), this inequality indicates that $\left(\mathbf{u}_{1}, r_{1}^{s}\right)$ satisfies conditions (50), and hence we can obtain the same estimate as (60) for $\left(\mathbf{u}_{2}, r_{2}^{s}\right)$. Thus, repeating this argument, we can construct a sequence $\left\{\left(\mathbf{u}_{n}, q_{n}, r_{n}^{s}\right)\right\}$ such that each term is defined on $(0, T)$.

Let us proceed to the proof of the convergence of the sequence $\left\{\left(\mathbf{u}_{n}, q_{n}, r_{n}^{s}\right)\right\}$. In the following argument, $C_{1}, \ldots, C_{10}$ denote positive constants independent of $n$ and $C(\epsilon)$ represents various positive constants depending only on $\epsilon$.

Let us set

$$
\begin{align*}
U^{(n+1)} & \equiv \mathbf{u}_{n+1}-\mathbf{u}_{n}, \\
Q^{(n+1)} & \equiv q_{n+1}-q_{n}, \quad R^{(n+1)} \equiv r_{n+1}^{s}-r_{n}^{s} \tag{61}
\end{align*}
$$

Subtracting (3) with index $n$ from that with index $n+1$, we have

$$
\begin{gathered}
\frac{\partial U^{(n+1)}}{\partial t}-\nu \nabla_{u_{n}}^{2} U^{(n+1)}+\nabla_{u_{n}} Q^{(n+1)}=\mathscr{F}_{1}^{(n)}, \\
\nabla_{u_{n}} \cdot U^{(n+1)}=\mathscr{F}_{2}^{(n)} \quad \text { in } \Omega_{0 T}, \\
\nu \Pi_{u_{n}} \mathbf{D}_{u_{n}}\left(U^{(n+1)}\right) \mathbf{n}_{u_{n}}+\gamma \Pi \nabla_{\Gamma_{n, t}} R^{(n+1)}=\mathscr{F}_{3}^{(n)}, \\
\mathbf{n} \cdot \mathbf{T}_{u_{n}}\left(U^{(n+1)}, Q^{(n+1)}\right) \mathbf{n}_{u_{n}}-\bar{\Theta} \mathbf{n} \cdot \nabla_{\Gamma_{n, t}}^{2} \int_{0}^{t} U^{(n+1)} d \tau \\
\quad+\gamma \mathbf{n} \cdot \nabla_{\Gamma_{n, t}} R^{(n+1)} \\
=b^{(n)}+\int_{0}^{t} \mathscr{B}^{(n)} d \tau \quad \text { on } \Gamma_{0 T},
\end{gathered}
$$

$$
\begin{gather*}
\left.U^{(n+1)}\right|_{t=0}=\mathbf{0} \quad \text { on } \bar{\Omega}, \\
\frac{\partial R^{(n+1)}}{\partial t}-\chi \gamma \rho_{0}^{s} \nabla_{\Gamma_{n, t}}^{2} R^{(n+1)}=\mathscr{G}^{(n)} \quad \text { in } \Gamma_{0 T}, \\
\left.R^{(n+1)}\right|_{t=0}=0 \quad \text { on } \Gamma, \tag{62}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathscr{F}_{1}^{(n)} \equiv \nu\left(\nabla_{u_{n}}^{2}-\nabla_{u_{n-1}}^{2}\right) \mathbf{u}_{n}-\left(\nabla_{u_{n}}-\nabla_{u_{n-1}}\right) q_{n}, \\
\mathscr{F}_{2}^{(n)} \equiv-\left(\nabla_{u_{n}}-\nabla_{u_{n-1}}\right) \cdot \mathbf{u}_{n}, \\
\mathscr{F}_{3}^{(n)} \equiv-\nu \Pi\left\{\Pi_{u_{n}} \mathbf{D}_{u_{n}}\left(\mathbf{u}_{n}\right) \mathbf{n}_{u_{n}}-\Pi_{u_{n-1}} \mathbf{D}_{u_{n-1}}\left(\mathbf{u}_{n}\right) \mathbf{n}_{u_{n-1}}\right\} \\
-\gamma \Pi\left(\nabla_{\Gamma_{n, t}}-\nabla_{\Gamma_{n-1, t}}\right) r_{n}^{s}, \\
b^{(n)} \equiv-\mathbf{n} \cdot\left\{\mathbf{T}_{u_{n}}\left(\mathbf{u}_{n}, q_{n}\right) \mathbf{n}_{u_{n}}-\mathbf{T}_{u_{n-1}}\left(\mathbf{u}_{n}, q_{n}\right) \mathbf{n}_{u_{n-1}}\right\} \\
-\gamma \mathbf{n} \cdot\left(\nabla_{\Gamma_{n, t}}-\nabla_{\Gamma_{n-1, t}}\right) r_{n}^{s}+b\left(\mathbf{u}_{n}, r_{n}^{s}\right)-b\left(\mathbf{u}_{n-1}, r_{n-1}^{s}\right), \\
\mathscr{B}^{(n)} \equiv \\
\equiv \bar{\Theta} \mathbf{n} \cdot\left(\nabla_{\Gamma_{n, \tau}}^{2}-\nabla_{\Gamma_{n-1, \tau}}^{2}\right)_{\tau} \int_{0}^{\tau} \mathbf{u}_{n}(\xi, s) d s \\
+\bar{\Theta} \mathbf{n} \cdot\left(\nabla_{\Gamma_{n, \tau}}^{2}-\nabla_{\Gamma_{n-1, \tau}}^{2}\right) \mathbf{u}_{n}+B\left(\mathbf{u}_{n}, r_{n}^{s}\right)-B\left(\mathbf{u}_{n-1}, r_{n-1}^{s}\right),  \tag{63}\\
\mathscr{G}^{(n)} \equiv \chi \gamma \rho_{0}^{s}\left(\nabla_{\Gamma_{n, t}}^{2}-\nabla_{\Gamma_{n-1, t}}^{2}\right) r_{n}^{s}+G\left(\mathbf{u}_{n}, r_{n}^{s}\right)-G\left(\mathbf{u}_{n-1}, r_{n-1}^{s}\right) .
\end{gather*}
$$

Now, noting that the relations $\sum_{j=1}^{3} \partial_{\xi_{j}} A_{i j}=0$ hold for the cofactors $A_{i j}$ of the Jacobian matrix of any transformation from $\xi$ to $x$, by direct calculations, we can verify that the following relations hold:

$$
\begin{equation*}
\frac{\partial \mathscr{F}_{2}^{(n)}}{\partial t}-\nabla_{u_{n}} \cdot \mathscr{F}_{1}^{(n)}=\nabla \cdot \mathbf{h}^{(n)}, \quad \mathbf{h}^{(n)}=\sum_{k=1}^{3} \partial_{\xi_{k}} \mathbf{H}_{k}^{(n)} \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{H}_{k}^{(n)}= & -\left(\mathscr{J}_{u_{n}}^{-1}-\mathscr{J}_{u_{n-1}}^{-1}\right) \mathbf{L}_{k}^{(n)}-\mathscr{J}_{u_{n}}^{-1} \mathbf{M}_{k}^{(n)} \\
& +\frac{1}{4 \pi} \partial_{\xi_{k}} \int_{\Omega} \frac{\mathbf{N}_{k}^{(n)}(\eta, t)}{|\xi-\eta|} d \eta \tag{65}
\end{align*}
$$

with

$$
\begin{gathered}
\mathbf{L}_{k}^{(n)} \equiv \nu A_{i k}^{(n-1)} A_{i l}^{(n-1)} \partial_{\xi_{l}} \mathbf{u}_{n}-\mathscr{J}_{u_{n-1}}^{*} \mathbf{e}_{k} q_{n}, \\
\mathbf{M}_{k}^{(n)} \equiv \nu\left(A_{i k}^{(n)} A_{i l}^{(n)}-A_{i k}^{(n-1)} A_{i l}^{(n-1)}\right) \partial_{\xi_{l}} \mathbf{u}_{n} \\
\\
-\left(\mathscr{J}_{u_{n}}^{*}-\mathscr{J}_{u_{n-1}}^{*}\right) \mathbf{e}_{k} q_{n}, \\
\mathbf{N}_{k}^{(n)} \equiv \\
\left\{\partial_{t}\left(\mathscr{J}_{u_{n}}^{-1}-\mathscr{J}_{u_{n-1}}^{-1}\right)\right\} \mathbf{u}_{n} \\
\\
-\left\{\partial_{\eta_{k}}\left(\mathscr{J}_{u_{n}}^{-1}-\mathscr{J}_{u_{n-1}}^{-1}\right)\right\} \mathbf{L}_{k}^{(n)}-\left(\partial_{\eta_{k}} \mathscr{J}_{u_{n}}^{-1}\right) \mathbf{M}_{k}^{(n)} .
\end{gathered}
$$

In (66), the Einstein summation convention is used, $A_{i j}^{(n)}$ denotes the $(i, j)$-component of $\mathscr{J}_{n}^{*}$, and $\mathbf{e}_{k}, k=1,2,3$, denote fundamental unit vectors in $\mathbf{R}^{3}$.

For the terms in (63), $\mathbf{h}^{(n)}$, and $\mathbf{H}_{k}^{(n)}$, we have the following estimate for arbitrary $0<\epsilon<1$ :

$$
\begin{align*}
& \left|\mathscr{F}_{1}^{(n)}\right|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+\left|\mathscr{F}_{2}^{(n)}\right|_{\Omega_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}+\left|\mathscr{F}_{3}^{(n)}\right|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))} \\
& \quad+\left|b^{(n)}\right|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}+\left|\mathscr{B}^{(n)}\right|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}+\left|\mathbf{h}^{(n)}\right|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))} \\
& \quad+\sum_{k=1}^{3}\left|\mathbf{H}_{k}^{(n)}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}+\left|\mathscr{G}^{(n)}\right|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}  \tag{67}\\
& \leq C_{1}\left\{\epsilon\left(\left|U^{(n)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left|R^{(n)}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}\right)\right. \\
& \quad+C(\epsilon) \int_{0}^{T}\left(\left|U^{(n)}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}\right. \\
& \left.\left.\quad+\left|R^{(n)}\right|_{\Gamma_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}\right) d \tau\right\}
\end{align*}
$$

We will derive here the estimate only of $\mathbf{H}_{k}^{(n)}$ because the other terms can be estimated in a similar and simpler manner. Noting that the following estimates hold for $\mathbf{u}_{n}$ and $q_{n}$ :

$$
\begin{equation*}
\left|\mathbf{u}_{n}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left|q_{n}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \leq C_{2}, \tag{68}
\end{equation*}
$$

and with the aid of estimates (38) and (39), we have

$$
\begin{align*}
& \left|\left(\mathscr{J}_{u_{n}}^{-1}-\mathscr{J}_{u_{n-1}}^{-1}\right) \mathbf{L}_{k}^{(n)}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)},\left|\mathscr{J}_{u_{n}}^{-1} \mathbf{M}_{k}^{(n)}\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)},\left|\mathbf{N}_{k}^{(n)}\right|_{\Omega_{0 T}}^{(0,((1+\alpha) / 2))} \\
& \leq C_{3}\left(\epsilon\left|U^{(n)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}\right. \\
& \left.\quad+C(\epsilon) \int_{0}^{T}\left|U^{(n)}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))} d \tau\right) \tag{69}
\end{align*}
$$

Noting also the following inequality:

$$
\begin{equation*}
\left|\partial_{\xi_{k}} \int_{\Omega} \frac{\mathbf{N}_{k}^{(n)}(\eta, t)}{|\xi-\eta|} d \eta\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \leq C_{4}\left|\mathbf{N}_{k}^{(n)}\right|_{\Omega_{0 T}}^{(0,((1+\alpha-\gamma) / 2))} \tag{70}
\end{equation*}
$$

from estimate (69) for $\mathbf{N}_{k}^{(n)}$, we have

$$
\begin{align*}
& \left|\partial_{\xi_{k}} \int_{\Omega} \frac{\mathbf{N}_{k}^{(n)}(\eta, t)}{|\xi-\eta|} d \eta\right|_{\Omega_{0 T}}^{(1+\alpha, \gamma)} \\
& \quad \leq C_{5}\left(\epsilon\left|U^{(n)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}\right.  \tag{71}\\
& \left.\quad \quad+C(\epsilon) \int_{0}^{T}\left|U^{(n)}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))} d \tau\right) .
\end{align*}
$$

Thus, from estimates (69) and (71), we have the desired estimate for $\mathbf{H}_{k}^{(n)}$.

Now, applying Theorem 4 to problem (62), we have the following estimate:

$$
\begin{align*}
& \left|U^{(n+1)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left\|Q^{(n+1)}\right\|_{T}+\left|R^{(n+1)}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))} \\
& \leq C_{6}\left\{\epsilon\left(\left|U^{(n)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left|R^{(n)}\right|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}\right)\right. \\
&  \tag{72}\\
& \left.\quad+C(\epsilon) \int_{0}^{T}\left(\left|U^{(n)}\right|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}+\left|R^{(n)}\right|_{\Gamma_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}\right) d \tau\right\}
\end{align*}
$$

where the norm $\|f\|_{T}$ is defined as $\|f\|_{T} \equiv|f|_{\Omega_{0 T}}^{(1+\alpha, \gamma)}+$ $|\nabla f|_{\Omega_{0 T}}^{(\alpha,(\alpha / 2))}+|f|_{\Gamma_{0 T}}^{(1+\alpha,((1+\alpha) / 2))}$. Fixing $\epsilon$ so that $C_{6} \epsilon \leq 1 / 2$ and summing the above inequalities from $n=1$ to $n=m$, we have

$$
\begin{equation*}
S_{m}(T) \leq C_{7}\left(S_{1}(T)+\int_{0}^{T} S_{m}(\tau) d \tau\right) \tag{73}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{m}(T) \equiv \sum_{n=1}^{m}\left(\left|U^{(n)}\right|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+\left\|Q^{(n)}\right\|_{T}+\left|R^{(n)}\right|_{\Gamma_{0 T}}^{(\alpha,(\alpha / 2))}\right) \tag{74}
\end{equation*}
$$

Then, using Gronwall's inequality, from the above inequality, we have

$$
\begin{equation*}
S_{m}(T) \leq C_{8}\left(1+T e^{C_{9} T}\right) \tag{75}
\end{equation*}
$$

Noting that the right-hand side in (75) is independent of $m$, we can conclude that the sequence $\left\{\left(\mathbf{u}_{n}, q_{n}, r_{n}^{s}\right)\right\}$ is convergent in $C^{2+\alpha, 1+(\alpha / 2)}\left(\Omega_{0 T}\right) \times\left(C^{1+\alpha, \gamma}\left(\Omega_{0 T}\right) \cap C^{1+\alpha,((1+\alpha) / 2)}\left(\Gamma_{0 T}\right)\right) \times$ $C^{2+\alpha, 1+(\alpha / 2)}\left(\Gamma_{0 T}\right)$.

Now, let us prove Theorem 1. Taking the limit as $n$ tends to infinity in problem (3), we can easily see that the limit of the sequence $\left\{\left(\mathbf{u}_{n}, q_{n}, r_{n}^{s}\right)\right\}$ is a solution of problem (11)-(13). The uniqueness can be proved as follows. Let ( $\mathbf{u}, q, r^{s}$ ) and $\left(\widetilde{\mathbf{u}}, \widetilde{q}, \widetilde{r}^{s}\right)$ be two solutions of problem (11)-(13). By subtracting one equation from the other, we obtain the equations for the differences $V \equiv \mathbf{u}-\widetilde{\mathbf{u}}, P \equiv q-\widetilde{q}$, and $R \equiv r^{s}-\widetilde{r}^{s}$, the form of which is similar to (62). Then, in a similar manner to obtain (72), we can obtain the following estimate:

$$
\begin{align*}
& |V|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+|R|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))} \\
& \quad \leq C_{10}\left\{\epsilon\left(|V|_{\Omega_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}+|R|_{\Gamma_{0 T}}^{(2+\alpha, 1+(\alpha / 2))}\right)\right. \\
& \left.\quad+C(\epsilon) \int_{0}^{T}\left(|V|_{\Omega_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}+|R|_{\Gamma_{0 \tau}}^{(2+\alpha, 1+(\alpha / 2))}\right) d \tau\right\} . \tag{76}
\end{align*}
$$

This inequality implies that $V=\mathbf{0}$ and $R=0$, and as a consequence, $P=0$ follows. Thus, the proof of Theorem 1 is completed.
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This paper investigates the inverse problem of finding a time-dependent diffusion coefficient in a parabolic equation with the periodic boundary and integral overdetermination conditions. Under some assumption on the data, the existence, uniqueness, and continuous dependence on the data of the solution are shown by using the generalized Fourier method. The accuracy and computational efficiency of the proposed method are verified with the help of the numerical examples.

## 1. Introduction

Denote the domain $D_{T}$ by

$$
\begin{equation*}
D_{T}=\{(x, t): 0<x<1,0<t \leq T\} . \tag{1}
\end{equation*}
$$

Consider the equation

$$
\begin{equation*}
u_{t}=a(t) u_{x x}+F(x, t) \tag{2}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(x, 0)=\varphi(x), \quad 0 \leq x \leq 1 \tag{3}
\end{equation*}
$$

the periodic boundary condition

$$
\begin{gather*}
u(0, t)=u(1, t), \quad u_{x}(0, t)=u_{x}(1, t) \\
0 \leq t \leq T \tag{4}
\end{gather*}
$$

and the overdetermination condition

$$
\begin{equation*}
\int_{0}^{1} x u(x, t) d x=E(t), \quad 0 \leq t \leq T \tag{5}
\end{equation*}
$$

The problem of finding a pair $\{a(t), u(x, t)\}$ in (2)-(5) will be called an inverse problem.

Definition 1. The pair $\{a(t), u(x, t)\}$ from the class $C[0, T] \times$ $C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ for which conditions (2)-(5) is satisfied and $a(t)>0$ on the interval $[0, T]$, is called a classical solution of the inverse problem (2)-(5).

The parameter identification in a parabolic differential equation from the data of integral overdetermination condition plays an important role in engineering and physics [1-7]. This integral condition in parabolic problems is also called heat moments [5].

Boundary value problems for parabolic equations in one or two local classical conditions are replaced by heat moments [8-13]. These kinds of conditions such as (5) arise from many important applications in heat transfer, thermoelasticity, control theory, life sciences, and so forth. For example, in heat propagation in a thin rod, the law of variation $E(t)$ of the total quantity of heat in the rod is given in [8]. In [12], a physicalmechanical interpretation of the integral conditions was also given.

Various statements of inverse problems on determination of thermal coefficient in one-dimensional heat equation were studied in $[4,5,7,14]$. In papers $[4,5,7]$, the time-dependent thermal coefficient is determined from the heat moment.

Boundary value problems and inverse problems for parabolic equations with periodic boundary conditions are investigated in $[15,16]$.

In the present work, one heat moment is used with periodic boundary condition for the determination of thermal coefficient. The existence and uniqueness of the classical solution of the problem (2)-(5) is reduced to fixed point principles by applying the Fourier method.

This paper organized as follows. In Section 2, the existence and uniqueness of the solution of inverse problem (2)(5) are proved by using the Fourier method. In Section 3, the continuous dependence on the solution of the inverse problem is shown. In Section 4, the numerical procedure for the solution of the inverse problem using the Crank-Nicolson scheme combined with an iteration method is given. Finally, in Section 5, numerical experiments are presented and discussed.

## 2. Existence and Uniqueness of the Solution of the Inverse Problem

We have the following assumptions on the data of the problem (2)-(5).

$$
\begin{aligned}
& \left(A_{1}\right) E(t) \in C^{1}[0, T], E^{\prime}(t)>0, \text { for all } t \in[0, T] \\
& \left(A_{2}\right) \varphi(x) \in C^{4}[0,1]
\end{aligned}
$$

(1) $\varphi(0)=\varphi(1), \varphi^{\prime}(0)=\varphi^{\prime}(1), \varphi^{\prime \prime}(0)=\varphi^{\prime \prime}(1)$, $\int_{0}^{1} x \varphi(x) d x=E(0)$;
(2) $\varphi_{n} \geq 0, n=1,2, \ldots$;
$\left(A_{3}\right) F(x, t) \in C\left(\bar{D}_{T}\right) ; F(x, t) \in C^{4}[0,1]$ for arbitrary fixed $t \in[0, T] ;$
(1) $F(0, t)=F(1, t), F_{x}(0, t)=F_{x}(1, t), F_{x x}(0, t)=$ $F_{x x}(1, t)$;
(2) $F_{n}(t) \geq 0, n=1,2, \ldots$,
where $\varphi_{n}=\int_{0}^{1} \varphi(x) \sin (2 \pi n x) d x, F_{n}(t)=\int_{0}^{1} F(x, t) \sin (2 \pi n x) d x$, $n=0,1,2, \ldots$.

Theorem 2. Let the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$ be satisfied. Then the following statements are true.
(1) The inverse problem (2)-(5) has a solution in $D_{T}$.
(2) The solution of inverse problem (2)-(5) is unique in $D_{T_{0}}$, where the number $T_{0}\left(0<T_{0}<T\right)$ is determined by the data of the problem.

Proof. By applying the standard procedure of the Fourier method, we obtain the following representation for the solution of (2)-(4) for arbitrary $a(t) \in C[0, T]$ :

$$
\begin{align*}
u(x, t)=\sum_{n=1}^{\infty} & {\left[\varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}+\int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s} d \tau\right] } \\
& \times \sin (2 \pi n x) \tag{6}
\end{align*}
$$

The assumptions $\varphi(0)=\varphi(1), \varphi^{\prime}(0)=\varphi^{\prime}(1), F(0, t)=$ $F(1, t)$, and $F_{x}(0, t)=F_{x}(1, t)$ are consistent conditions for the representation (2) of the solution $u(x, t)$ to be valid. Furthermore, under the smoothness assumptions $\varphi(x) \in C^{4}[0,1]$,
$F(x, t) \in C\left(\bar{D}_{T}\right)$, and $F(x, t) \in C^{4}[0,1]$ for all $t \in[0, T]$, the series (6) and its $x$-partial derivative converge uniformly in $\bar{D}_{T}$ since their majorizing sums are absolutely convergent. Therefore, their sums $u(x, t)$ and $u_{x}(x, t)$ are continuous in $\bar{D}_{T}$. In addition, the $t$-partial derivative and the $x x$-secondorder partial derivative series are uniformly convergent for $t \geq \varepsilon>0$ ( $\varepsilon$ is an arbitrary positive number). Thus, $u(x, t) \in$ $C^{2,1}\left(D_{T}\right) \cap C^{1,0}\left(\bar{D}_{T}\right)$ and satisfies the conditions (2)-(4). In addition, $u_{t}(x, t)$ is continuous in $\bar{D}_{T}$ because the majorizing sum of $t$-partial derivative series is absolutely convergent under the condition $\varphi^{\prime \prime}(0)=\varphi^{\prime \prime}(1)$ and $f_{x x}(0, t)=f_{x x}(1, t)$ in $\bar{D}_{T}$. Equation (6) can be differentiated under the condition $\left(A_{1}\right)$ to obtain

$$
\begin{equation*}
\int_{0}^{1} x u_{t}(x, t) d x=E^{\prime}(t) \tag{7}
\end{equation*}
$$

and this yields

$$
\begin{equation*}
a(t)=P[a(t)], \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& P[a(t)] \\
& =\frac{E^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) F_{n}(t)}{\sum_{n=1}^{\infty} 2 \pi n\left(\varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}+\int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s} d \tau\right)} . \tag{9}
\end{align*}
$$

Denote

$$
\begin{gather*}
C_{0}=\min _{t \in[0, T]} E^{\prime}(t)+\min _{t \in[0, T]}\left(\sum_{n=1}^{\infty} \frac{1}{2 \pi n} F_{n}(t)\right), \\
C_{1}=\max _{t \in[0, T]} E^{\prime}(t)+\max _{t \in[0, T]}\left(\sum_{n=1}^{\infty} \frac{1}{2 \pi n} F_{n}(t)\right), \\
C_{2}=E^{\prime}(0), \quad C_{3}=\sum_{k=1}^{\infty} 2 \pi n\left(\varphi_{n}+\int_{0}^{T} F_{n}(\tau) d \tau\right) . \tag{10}
\end{gather*}
$$

Using the representation (8), the following estimate is true:

$$
\begin{equation*}
0<\frac{C_{0}}{C_{3}} \leq a(t) \leq \frac{C_{1}}{C_{2}} \tag{11}
\end{equation*}
$$

Introduce the set $M$ as

$$
\begin{equation*}
M=\left\{a(t) \in C[0, T]: \frac{C_{0}}{C_{3}} \leq a(t) \leq \frac{C_{1}}{C_{2}}\right\} \tag{12}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
P: M \longrightarrow M \tag{13}
\end{equation*}
$$

Compactness of $P$ is verified by analogy to [7]. By virtue of Schauder's fixed-point theorem, we have a solution $a(t) \in$ $C[0, T]$ of (8).

Now let us show that there exists $D_{T_{0}}\left(0<T_{0} \leq T\right)$ for which the solution $(a, u)$ of the problem (2)-(5) is unique in
$D_{T_{0}}$. Suppose that $(b, v)$ is also a solution pair of the problem (2)-(5). Then from the representations (6) and (8) of the solution, we have

$$
\begin{align*}
& u(x, t)-v(x, t) \\
& =\sum_{n=1}^{\infty} \varphi_{n}\left(e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{0}^{t} b(s) d s}\right) \sin 2 \pi n(x) \\
& +\sum_{n=1}^{\infty}\left(\int_{0}^{t} F_{n}(\tau)\left(e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{\tau}^{t} b(s) d s}\right) d \tau\right) \\
& \quad \times \sin 2 \pi n(x), \\
& \quad a(t)-b(t)=P[a(t)]-P[b(t)] \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
& P[a(t)]-P[b(t)] \\
& =\frac{E^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) F_{n}(t)}{\sum_{n=1}^{\infty} 2 \pi n\left(\varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}+\int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s} d \tau\right)} \\
& -\frac{E^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) F_{n}(t)}{\sum_{n=1}^{\infty} 2 \pi n\left(\varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} b(s) d s}+\int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} b(s) d s} d \tau\right)} .
\end{aligned}
$$

The following estimate is true:

$$
\begin{align*}
\mid P & {[a(t)]-P[b(t)] \mid } \\
\leq & \frac{\left(E^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) F_{n}(t)\right)}{C_{2}^{2}} \\
& \cdot\left(\sum_{n=1}^{\infty} 2 \pi n \varphi_{n}\left(e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{0}^{t} b(s) d s}\right)+\sum_{n=1}^{\infty} 2 \pi n\right. \\
& \left.\times\left(\int_{0}^{t} F_{n}(\tau)\left(e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{\tau}^{t} b(s) d s}\right) d \tau\right)\right) . \tag{16}
\end{align*}
$$

Using the estimates

$$
\begin{align*}
& \left|e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{0}^{t} b(s) d s}\right| \\
& \quad \leq(2 \pi n)^{2} T \max _{0 \leq t \leq T}|a(t)-b(t)|, \\
& \left|e e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s}-e^{-(2 \pi n)^{2} \int_{\tau}^{t} b(s) d s}\right|  \tag{17}\\
& \quad \leq(2 \pi n)^{2} \operatorname{Tinx}_{0 \leq t \leq T}|a(t)-b(t)|,
\end{align*}
$$

we obtain

$$
\begin{equation*}
\max _{0 \leq t \leq T}|P[a(t)]-P[b(t)]| \leq \alpha \max _{0 \leq t \leq T}|a(t)-b(t)| . \tag{18}
\end{equation*}
$$

Let $\alpha \in(0,1)$ be arbitrary fixed number. Fix a number $T_{0}$, $0<T_{0} \leq T$, such that

$$
\begin{equation*}
\frac{C_{1}\left(C_{4}+C_{5}\right)}{C_{2}^{2}} T_{0} \leq \alpha \tag{19}
\end{equation*}
$$

Then from the equality (10), we obtain

$$
\begin{equation*}
\|a-b\|_{C\left[0, T_{0}\right]} \leq \alpha\|a-b\|_{C\left[0, T_{0}\right]}, \tag{20}
\end{equation*}
$$

which implies that $a=b$. By substituting $a=b$ in (9), we have $u=v$.

## 3. Continuous Dependence of $(a, u)$ on the Data

Theorem 3. Under assumptions $\left(A_{1}\right)-\left(A_{3}\right)$, the solution ( $a, u$ ) of the problem (2)-(5) depends continuously on the data for small T.

Proof. Let $\Phi=\{\varphi, F, E\}$ and $\bar{\Phi}=\{\bar{\varphi}, \bar{F}, \bar{E}\}$ be two sets of the data, which satisfy the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$. Then there exist positive constants $M_{i}, i=1,2,3$ such that

$$
\begin{align*}
& \|\varphi\|_{C^{4}[0,1]} \leq M_{1}, \\
& \|F\|_{C^{4},\left(\bar{D}_{T}\right)} \leq M_{2}, \\
& \|E\|_{C^{1}[0, T]} \leq M_{3}, \\
& \|\bar{\varphi}\|_{C^{4}[0,1]} \leq M_{1},  \tag{21}\\
& \|\bar{F}\|_{C^{1},\left(\bar{D}_{T}\right)} \leq M_{2}, \\
& \|\bar{E}\|_{C^{[ }[0, T]} \leq M_{3} .
\end{align*}
$$

Let $(a, u)$ and $(\bar{a}, \bar{u})$ be solutions of the inverse problem (2)-(5) corresponding to the data $\Phi$ and $\bar{\Phi}$, respectively. According to (8),
$a(t)$

$$
=\frac{E^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) F_{n}(t)}{\sum_{n=1}^{\infty} 2 \pi n\left(\varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s}+\int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s} d \tau\right)}
$$

$\bar{a}(t)$

$$
\begin{equation*}
=\frac{\bar{E}^{\prime}(t)+\sum_{n=1}^{\infty}(1 / 2 \pi n) \bar{F}_{n}(t)}{\sum_{n=1}^{\infty} 2 \pi n\left(\bar{\varphi}_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} \bar{a}(s) d s}+\int_{0}^{t} \bar{F}_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} \bar{a}(s) d s} d \tau\right)} . \tag{22}
\end{equation*}
$$

First let us estimate the difference $a-\bar{a}$. It is easy to compute that

$$
\begin{align*}
& \mid E^{\prime}(t) \sum_{n=1}^{\infty} 2 \pi n \bar{\varphi}_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} \bar{a}(s) d s} \\
& -\bar{E}^{\prime}(t) \sum_{n=1}^{\infty} 2 \pi n \varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s} \mid \\
& \leq M_{4}\|E-\bar{E}\|_{C^{1}[0, T]}+M_{5}\|\varphi-\bar{\varphi}\|_{C^{4}[0,1]} \\
& +M_{6}\|a-\bar{a}\|_{[0, T]} \text {, } \\
& \mid E^{\prime}(t) \sum_{n=1}^{\infty} 2 \pi n \int_{0}^{t} \bar{F}_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} \overline{( }(s) d s} d \tau \\
& -\bar{E}^{\prime}(t) \sum_{n=1}^{\infty} 2 \pi n \int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t}(s) d s} d \tau \mid \\
& \leq M_{7} T\|E-\bar{E}\|_{C^{1}[0, T]}+M_{5} T\|F-\bar{F}\|_{C^{4}, 0(\overline{(\bar{T} T})} \\
& +M_{8}\|a-\bar{a}\|_{[0, T]} \text {, } \\
& \left\lvert\, \sum_{n=1}^{\infty} \frac{1}{2 \pi n} F_{n}(t) \sum_{n=1}^{\infty} 2 \pi n \bar{\varphi}_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} \bar{a}(s) d s}\right. \\
& \left.-\sum_{n=1}^{\infty} \frac{1}{2 \pi n} \bar{F}_{n}(t) \sum_{n=1}^{\infty} 2 \pi n \varphi_{n} e^{-(2 \pi n)^{2} \int_{0}^{t} a(s) d s} \right\rvert\, \\
& \leq 2 \sqrt{6} M_{4}\|F-\bar{F}\|_{C^{40}\left(\overline{\left.D_{T}\right)}\right.}+2 \sqrt{6} M_{7}\|\varphi-\bar{\varphi}\|_{C^{4}[0,1]} \\
& +M_{9}\|a-\bar{a}\|_{C[0, T]}, \\
& \left\lvert\, \sum_{n=1}^{\infty} \frac{1}{2 \pi n} F_{n}(t) \sum_{n=1}^{\infty} 2 \pi n \int_{0}^{t} \bar{F}_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} \bar{a}(s) d s}\right. \\
& -\sum_{n=1}^{\infty} \frac{1}{2 \pi n} \bar{F}_{n}(t) \sum_{n=1}^{\infty} 2 \pi n \int_{0}^{t} F_{n}(\tau) e^{-(2 \pi n)^{2} \int_{\tau}^{t} a(s) d s} d \tau \\
& \leq \sqrt{6} T M\|F-\bar{F}\|_{C^{4,0}\left(\overline{D_{T}}\right)}+M_{10}\|a-\bar{a}\|_{C 0, T]}, \tag{23}
\end{align*}
$$

where $M_{k}, k=4, \ldots, 10$, are some constants.
If we consider these estimates in $a-\bar{a}$, we obtain

$$
\begin{align*}
& \left(1-M_{11}\right)\|a-\bar{a}\|_{C[0, T]} \\
& \quad \leq M_{12}\left(\|E-\bar{E}\|_{C^{1}[0, T]}+\|\varphi-\bar{\varphi}\|_{C^{4}[0,1]}+\|F-\bar{F}\|_{C^{4,0}\left(\overline{D_{T}}\right)}\right) \tag{24}
\end{align*}
$$

The inequality $M_{11}<1$ holds for small $T$. Finally, we obtain

$$
\begin{equation*}
\|a-\bar{a}\|_{C[0, T]} \leq M_{13}\|\Phi-\bar{\Phi}\|, \quad M_{13}=\frac{M_{12}}{\left(1-M_{11}\right)}, \tag{25}
\end{equation*}
$$

where $\|\Phi-\bar{\Phi}\|=\|E-\bar{E}\|_{C^{1}[0, T]}+\|\varphi-\bar{\varphi}\|_{C^{4}[0,1]}+$ $\left.\|F-\bar{F}\|_{C^{4,0}\left(\overline{D_{T}}\right.}\right)$.

From (6), a similar estimate is also obtained for the difference $u-\bar{u}$ as

$$
\begin{equation*}
\|u-\bar{u}\|_{C\left(\overline{D_{T}}\right)} \leq M_{14}\|\Phi-\bar{\Phi}\| . \tag{26}
\end{equation*}
$$

## 4. Numerical Method

We use the finite difference method with a predictor-correct-or-type approach, that is suggested in [2]. Apply this method to the problem (2)-(5).

We subdivide the intervals $[0,1]$ and $[0, T]$ into $N_{x}$ and $N_{t}$ subintervals of equal lengths $h=\left(1 / N_{x}\right)$ and $\tau=\left(T / N_{t}\right)$, respectively. Then we add two lines $x=0$ and $x=\left(N_{x}+1\right) h$ to generate the fictitious points needed for dealing with the second boundary condition. We choose the Crank-Nicolson scheme, which is absolutely stable and has a second-order accuracy in both $h$ and $\tau$ [15]. The Crank-Nicolson scheme for (2)-(5) is as follows:

$$
\begin{align*}
& \frac{1}{\tau}\left(u_{i}^{j+1}-u_{i}^{j}\right) \\
& =\frac{1}{2}\left(a^{j+1}+a^{j}\right) \frac{1}{2 h^{2}} \\
& \times\left[\left(u_{i-1}^{j}-2 u_{i}^{j}+u_{i+1}^{j}\right)+\left(u_{i-1}^{j+1}-2 u_{i}^{j+1}+u_{i+1}^{j+1}\right)\right] \\
& +\frac{1}{2}\left(F_{i}^{j+1}+F_{i}^{j}\right), \\
& u_{i}^{0}=\phi_{i}, \\
& u_{0}^{j}=u_{N_{x}}^{j}, \\
& u_{1}^{j}=u_{N_{x}+1}^{j}, \tag{27}
\end{align*}
$$

where $1 \leq i \leq N_{x}$ and $0 \leq j \leq N_{t}$ are the indices for the spatial and time steps, respectively, $u_{i}^{j}=u\left(x_{i}, t_{j}\right), \phi_{i}=\varphi\left(x_{i}\right)$, $F_{i}^{j}=F\left(x_{i}, t_{j}\right)$, and $x_{i}=i h, t_{j}=j \tau$. At the $t=0$ level, adjustment should be made according to the initial condition and the compatibility requirements.

Equation (27) form an $N_{x} \times N_{x}$ linear system of equations

$$
\begin{equation*}
A U^{j+1}=b, \tag{28}
\end{equation*}
$$

where

$$
\begin{gathered}
U^{j}=\left(u_{1}^{j}, u_{2}^{j}, \ldots, u_{N_{x}}^{j}\right)^{\operatorname{tr}}, \quad 1 \leq j \leq N_{t} \\
b=\left(b_{1}, b_{2}, \ldots, b_{N_{x}}\right)^{\operatorname{tr}}
\end{gathered}
$$

$A=\left[\begin{array}{cccccccc}-2(1+R) & 1 & 0 & \cdots & & & 0 & 1 \\ 1 & -2(1+R) & 1 & 0 & \cdots & & & 0 \\ 0 & 1 & -2(1+R) & 1 & 0 & \cdots & & 0 \\ \vdots & & & \ddots & & & & \\ & & & & 0 & 1 & -2(1+R) & 1 \\ 1 & & & & & 0 & 1 & -2(1+R)\end{array}\right]$,

$$
\begin{gather*}
R=\frac{2 h^{2}}{\tau\left(a^{j+1}+a^{j}\right)}, \quad j=0,1, \ldots, N_{t}, \\
b_{1}=2(1-R) u_{1}^{j}-u_{2}^{j}-u_{N_{x}}^{j}-R \tau\left(F_{1}^{j+1}+F_{1}^{j}\right), \\
j=0,1, \ldots, N_{t}, \\
b_{N_{x}}=-u_{N_{x}-1}^{j}+2(1-R) u_{N_{x}}^{j}-u_{1}^{j} \\
-R \tau\left(F_{N_{x}}^{j+1}+F_{N_{x}}^{j}\right), \quad j=0,1, \ldots, N_{t}, \\
b_{i}=-u_{i-1}^{j}+2(1-R) u_{i}^{j}-u_{i+1}^{j}-R \tau\left(F_{i}^{j+1}+F_{i}^{j}\right), \\
\quad i=2,3, \ldots, N_{x}-1, j=0,1, \ldots, N_{t} . \tag{29}
\end{gather*}
$$

Now, let us construct the predicting-correcting mechanism. First, multiplying (2) by $x$ from 0 to 1 and using (4) and (5), we obtain

$$
\begin{equation*}
a(t)=\frac{E^{\prime}(t)-\int_{0}^{1} x F(x, t) d x}{u_{x}(1, t)} \tag{30}
\end{equation*}
$$

The finite difference approximation of (30) is

$$
\begin{equation*}
a^{j}=\frac{\left[\left(\left(E^{j+1}-E^{j}\right) / \tau\right)-(\text { Fin })^{j}\right] h}{u_{N_{x}+1}^{j}-u_{N_{x}}^{j}}, \tag{31}
\end{equation*}
$$

where $E^{j}=E\left(t_{j}\right),(\text { Fin })^{j}=\int_{0}^{1} x F\left(x, t_{j}\right) d x, j=0,1, \ldots, N_{t}$. For $j=0$,

$$
\begin{equation*}
a^{0}=\frac{\left[\left(\left(E^{1}-E^{0}\right) / \tau\right)-(\text { Fin })^{0}\right] h}{\phi_{N_{x}+1}-\phi_{N_{x}}} \tag{32}
\end{equation*}
$$

and the values of $\phi_{i}$ help us to start our computation. We denote the values of $a^{j}, u_{i}^{j}$ at the sth iteration step $a^{j(s)}, u_{i}^{j(s)}$, respectively. In numerical computation, since the time step is very small, we can take $a^{j+1(0)}=a^{j}, u_{i}^{j+1(0)}=u_{i}^{j}, j=$ $0,1,2, \ldots N_{t}, i=1,2, \ldots, N_{x}$. At each $(s+1)$ th iteration step, we first determine $a^{j+1(s+1)}$ from the formula

$$
\begin{equation*}
a^{j+1(s+1)}=\frac{\left[\left(\left(E^{j+2}-E^{j+1}\right) / \tau\right)-(\text { Fin })^{j+1}\right] h}{u_{N_{x}+1}^{j+1(s)}-u_{N_{x}}^{j+1(s)}} \tag{33}
\end{equation*}
$$

Then from (27) we obtain

$$
\begin{aligned}
& \frac{1}{\tau}\left(u_{i}^{j+1(s+1)}-u_{i}^{j+1(s)}\right) \\
& \quad=\frac{1}{4 h^{2}}\left(a^{j+1(s+1)}+a^{j+1(s)}\right) \\
& \quad \times\left[\left(u_{i-1}^{j+1(s+1)}-2 u_{i}^{j+1(s+1)}+u_{i+1}^{j+1(s+1)}\right)\right. \\
& \left.\quad+\left(u_{i-1}^{j+1(s)}-2 u_{i}^{j+1(s)}+u_{i+1}^{j+1(s)}\right)\right] \\
& \quad+\frac{1}{2}\left(F_{i}^{j+1}+F_{i}^{j}\right), \\
& \quad u_{0}^{j+1(s)}=u_{N_{x}}^{j+1(s)}, \\
& u_{1}^{j+1(s)}=u_{N_{x}+1}^{j+1(s)}, \quad s=0,1,2, \ldots .
\end{aligned}
$$



Figure 1: The analytical and numerical solutions of $a(t)$ when $T=1$. The analytical solution is shown with dashed line.


Figure 2: The analytical and numerical solutions of $u(x, t)$ at the $T=1$. The analytical solution is shown with dashed line.

The system of (34) can be solved by the Gauss elimination method and $u_{i}^{j+1(s+1)}$ is determined. If the difference of values between two iterations reaches the prescribed tolerance, the iteration is stopped and we accept the corresponding values $a^{j+1(s+1)}, u_{i}^{j+1(s+1)}\left(i=1,2, \ldots, N_{x}\right)$ as $a^{j+1}, u_{i}^{j+1}(i=$ $\left.1,2, \ldots, N_{x}\right)$, on the $(j+1)$ th time step, respectively. In virtue of this iteration, we can move from level $j$ to level $j+1$.

## 5. Numerical Examples and Discussions

Example 1. Consider the inverse problem (2)-(5), with

$$
\begin{gather*}
F(x, t)=(2 \pi)^{2} \sin (2 \pi x) \exp (t), \\
\varphi(x)=\sin (2 \pi x), \\
E(t)=-\frac{1}{2 \pi} \exp (-t),  \tag{35}\\
x \in[0,1], t \in[0, T] .
\end{gather*}
$$



Figure 3: The analytical and numerical solutions of $a(t)$ when $T=1$. The analytical solution is shown with dashed line.


Figure 4: The analytical and numerical solutions of $u(x, t)$ at the $T=1$. The analytical solution is shown with dashed line.

It is easy to check that the analytical solution of the problem (2)-(5) is

$$
\begin{equation*}
\{a(t), u(x, t)\}=\left\{\frac{1}{(2 \pi)^{2}}+\exp (2 t), \sin (2 \pi x) \exp (-t)\right\} . \tag{36}
\end{equation*}
$$

Let us apply the scheme which was explained in the previous section for the step sizes $h=0.005, \tau=0.005$.

In the case when $T=1$, the comparisons between the analytical solution (36) and the numerical finite difference solution are shown in Figures 1 and 2.

Example 2. Consider the inverse problem (2)-(5), with

$$
\begin{gather*}
F(x, t)=(2 \pi)^{2} \sin (2 \pi x) \exp (-t+\sin (4 \pi t)) \\
\varphi(x)=\sin (2 \pi x) \\
E(t)=-\frac{1}{2 \pi} \exp (-t)  \tag{37}\\
x \in[0,1], t \in[0, T]
\end{gather*}
$$

It is easy to check that the analytical solution of the problem (2)-(5) is

$$
\begin{align*}
& \{a(t), u(x, t)\} \\
& \quad=\left\{\frac{1}{(2 \pi)^{2}}+\exp (\sin (4 \pi t)), \sin (2 \pi x) \exp (-t)\right\} . \tag{38}
\end{align*}
$$

Let us apply the scheme which was explained in the previous section for the step sizes $h=0.01, \tau=h / 8$.

In the case when $T=1$, the comparisons between the analytical solution (38) and the numerical finite difference solution are shown in Figures 3 and 4.

## 6. Conclusions

The inverse problem regarding the simultaneously identification of the time-dependent thermal diffusivity and the temperature distribution in one-dimensional heat equation with periodic boundary and integral overdetermination conditions has been considered. This inverse problem has been investigated from both theoretical and numerical points of view. In the theoretical part of the paper, the conditions for the existence, uniqueness, and continuous dependence on the data of the problem have been established. In the numerical part, the sensitivity of the Crank-Nicolson finitedifference scheme combined with an iteration method with the examples has been illustrated.
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We establish general conditions for the unique solvability of nonlinear measure functional differential equations in terms of properties of suitable linear majorants.

## 1. Introduction, Motivation, and Problem Setting

Let $\mathbb{R}=(-\infty, \infty), \mathbb{R}^{n} \ni x=\left(x_{k}\right)_{k=1}^{n} \mapsto\|x\|:=\max _{1 \leq k \leq n}\left|x_{k}\right|$ be the norm in $\mathbb{R}^{n}$, and let $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ be the Banach space of functions of bounded variation with the standard norm $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \ni u \mapsto\|u\|_{\mathrm{BV}}:=|u(a)|+\operatorname{Var}_{[a, b]} u$, where $-\infty<a<b<\infty$.

Our aim is to examine the solvability of the equation

$$
\begin{equation*}
u(t)=\varphi(u)+\int_{a}^{t}(f u)(s) d g(s), \quad t \in[a, b] \tag{1}
\end{equation*}
$$

$f: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ is a, generally speaking, nonlinear operator and $\varphi: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ is a nonlinear vector functional. The integral on the right-hand side of (1) is the Kurzweil-Stieltjes integral with respect to a nondecreasing function $g:[a, b] \rightarrow \mathbb{R}$. We refer to [1-5] for the definition and properties of this kind of an integral, recalling only that (1) is a particular case of a generalised differential equation [2, 6]. It is important to note that, for any $u \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, the Kurzweil-Stieltjes integral in (1) exists (see, e.g., $[4,7]$ ) and, therefore, the equation itself makes sense.

By a solution of (1), we mean a vector function $u$ : $[a, b] \rightarrow \mathbb{R}^{n}$ which has bounded variation and satisfies (1) on the interval $[a, b]$.

Equation (1) is an extension of a measure differential equation studied systematically, for example, in [2, 8-10]. It is a fairly general object which includes many other types of equations such as differential equations with impulses [11] or functional dynamic equations on time scales [12] (see, e.g., $[13,14])$. In particular, if $g(s)=s, s \in[a, b],(1)$ takes the form

$$
\begin{equation*}
u(t)=\varphi(u)+\int_{a}^{t}(f u)(s) d s, \quad t \in[a, b] \tag{2}
\end{equation*}
$$

and, thus, in the absolutely continuous case, reduces to the nonlocal boundary value problem for a functional differential equation

$$
\begin{equation*}
u^{\prime}(t)=(f u)(t), \quad t \in[a, b], \quad u(a)=\varphi(u) \tag{3}
\end{equation*}
$$

whose various particular types are the object of investigation of many authors (see, e.g., [15-19]). A more general choice of $g$ in (1) allows one to cover further cases where solutions lose their absolute continuity at some points. For example, consider the impulsive functional differential equation [16, page 191]

$$
\begin{align*}
u^{\prime}(t) & =(f u)(t), \quad t \in[a, b] \backslash\left\{t_{1}, t_{2}, \ldots, t_{m}\right\} \\
\Delta u(t) & =I_{i}(u(t)) \quad \text { for } t=t_{i}, i \in\{1,2, \ldots, m\} \tag{4}
\end{align*}
$$

where $\Delta u(t):=u(t+)-u(t-)$ for any function $u$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ (in fact, $\Delta u(t)=u(t+)-u(t)$ if, as is
customary [11] in that context, a solution is assumed to be left continuous). Here, $f=\left(f_{k}\right)_{k=1}^{n}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, the jumps may occur at the preassigned times $t_{1}, t_{2}, \ldots, t_{m}$, and their action is described by the operators $I_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, i=1, \ldots, m$. By the usual integration argument [11], one can represent (4) alternatively in the form

$$
\begin{align*}
u(t)= & u(a)+\int_{a}^{t}(f u)(s) d s \\
& +\sum_{k: a<t_{k}<t,} I_{k}\left(u\left(t_{k}\right)\right), \quad t \in[a, b] . \tag{5}
\end{align*}
$$

It follows, in particular, from [14, Lemma 2.4] that (5) is equivalent to the measure functional differential equation

$$
\begin{equation*}
u(t)=u(a)+\int_{a}^{t}(\tilde{f} u)(s) d g(s), \quad t \in[a, b] \tag{6}
\end{equation*}
$$

with $g(s)=s+\sum_{i=1}^{m} \chi_{\left(t_{i}, b\right]}(s), s \in[a, b]$, and $\tilde{f}$ : $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ defined by the relation

$$
(\tilde{f} u)(s)= \begin{cases}(f u)(s) & \text { if } s \in[a, b] \backslash\left\{t_{1}, t_{2}, \ldots, t_{m}\right\},  \tag{7}\\ I_{i}(u(s)) & \text { if } s \in\left\{t_{1}, t_{2}, \ldots, t_{m}\right\} .\end{cases}
$$

Thus, system (4) can be considered as a particular case of (1). Likewise, an appropriate construction [13, 20] allows one to regard differential equations on time scales [12] as measure differential equations. The same is true for equations involving functional components; in the case of a differential equation on a time scale with retarded argument, by choosing $g$ suitably [13], one arrives at the equation

$$
\begin{gather*}
u(t)=u(a)+\int_{a}^{t} h\left(u_{s}, s\right) d g(s), \quad t \in[a, b]  \tag{8}\\
u_{a}=\phi
\end{gather*}
$$

In (8), $h: C\left([-r, 0], \mathbb{R}^{n}\right) \times[a, b] \rightarrow \mathbb{R}^{n}$ is a functional in the first variable, $\phi$ is from the space $C\left([-r, 0], \mathbb{R}^{n}\right)$ of continuous functions on $[-r, 0]$, and the Krasovsky notation $u_{t}:[-r, 0] \ni s \mapsto u(t+s), r>0$, is used [21, Chapter VI]. Finally, eliminating the initial function $\phi$ from (8) in a standard way by transforming it to a forcing term (see [15]), we conclude that the resulting equation falls into the class of equations of form (1).

Note that, by measure functional differential equations, the Volterra type equations of form (8) are usually meant in the existing bibliography on the subject (see, e.g., $[8,13$, 22]), whereas equations with more general types of argument deviation are rather scarce (we can cite, perhaps, only [4, page 217]). Comparing (8) with (1), we find that the latter includes non-Volterra cases as well.

This list of examples can be continued. It is interesting to observe that solutions of problems of type (3) studied in the literature up to now are always assumed, at least locally, to be absolutely continuous [16], or even continuously differentiable [23]. In contrast to this, the gauge integral involved in (1) allows one to deal with a considerably wider class of solutions, which are, in fact, assumed to be of
bounded variation only. A possible noteworthy consequence for systems with impulses may be that the unpleasant effect of the so-called pulsation phenomenon [11, page 5] might be more natural to be dealt with in the framework of the space $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. Our interest in (1), originally motivated by a relation to problems of type (3), has strengthened still further due to the last observation.

The general character of the object represented by (1) suggests a natural idea to examine its solvability by comparing it to simpler linear equations with suitable properties. Here, we show that such statements can indeed be obtained rather easily by analogy to [24-26]. The key assumption is that certain linear operators associated with the nonlinear operator $f$ appearing in (1) possess the following property.

Definition 1. Let $h: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ be a linear mapping. One says that a linear operator $p: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ belongs to the set $\delta_{h}\left([a, b], \mathbb{R}^{n}\right)$ if the equation

$$
\begin{array}{r}
u(t)=h(u)+\int_{a}^{t}(p u)(s) d g(s)+r(t),  \tag{9}\\
t \in[a, b]
\end{array}
$$

has a unique solution $u$ for any $r$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, and, moreover, the solution $u$ is nonnegative for any nonnegative $r$.

The property described by Definition 1, in fact, means that the linear operator associated with (9) is positively invertible on $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, and thus it corresponds to the existence and positivity of Green's operator for a boundary value problem [15].

Remark 2. The inclusion $p \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$, generally speaking, does not imply that $\lambda p \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$ for $\lambda \neq 1$ !

The question on the unique solvability of (1) is thus reduced to estimating the nonlinearities suitably, so that the appropriate majorants generate linear equations with a unique solution depending monotonously on forcing terms. The problem of finding such majorants is a separate topic not discussed here. We only note that, in a number of cases, the existing results on differential inequalities can be applied (see, e.g., [17-19]).

Note that, due to the nature of the techniques used, statements of this kind available in the literature on problems of type (3), as a rule, are established separately in every concrete case (see, e.g., [27-29]). Here, we provide a simple unified proof, which is, in a sense, independent on the character of the equation and also allows one to gain a considerable degree of generality. The results may be useful in studies of the solvability of various measure functional differential equations and, in particular, of problem (3) and its generalisations (note that, e.g., rather complicated neutraltype functional differential equations [23] can be formulated in form (1); see also [4, 30]).

## 2. Unique Solvability Conditions

We are going to show that the knowledge of the property $p \in$ $\mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$ for certain linear operators $p$ and $h$ associated with (1) allows one to guarantee its unique solvability.

### 2.1. Nonlinear Equations. The following statement is true.

Theorem 3. Assume that there exist certain linear operators $p_{i}: \mathrm{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathrm{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$, such that

$$
\begin{align*}
p_{2}(u-v)(t) & \leq(f u)(t)-(f v)(t)  \tag{10}\\
& \leq p_{1}(u-v)(t), \quad t \in[a, b]
\end{align*}
$$

for arbitrary functions $u:[a, b] \rightarrow \mathbb{R}^{n}, v:[a, b] \rightarrow \mathbb{R}^{n}$ with the property

$$
\begin{equation*}
u(t) \geq v(t) \quad \forall t \in[a, b] \tag{11}
\end{equation*}
$$

Furthermore, let the inclusions

$$
\begin{gather*}
p_{1} \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right) \\
\frac{1}{2}\left(p_{1}+p_{2}\right) \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right) \tag{12}
\end{gather*}
$$

be fulfilled with some linear functionals $h_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\mathbb{R}, i=1,2$. Then (1) has a unique solution for an arbitrary $\varphi$ such that

$$
\begin{equation*}
h_{2}(u-v) \leq \varphi(u)-\varphi(v) \leq h_{1}(u-v) \tag{13}
\end{equation*}
$$

whenever (11) holds.
The inequality sign and modulus for vectors in (10), (11), (13), and similar relations below are understood componentwise. The theorem as well as the other statements formulated below will be proved later.

Theorem 4. Let there exist certain linear operators $l_{i}$ : $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$, and linear functionals $h_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}, i=1,2$ satisfying the inclusions

$$
\begin{gather*}
l_{1}+l_{2} \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right)  \tag{14}\\
l_{1} \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right)
\end{gather*}
$$

and such that (13) and the inequality

$$
\begin{gather*}
\left|(f u)(t)-(f v)(t)-l_{1}(u-v)(t)\right| \\
\leq l_{2}(u-v)(t), \quad t \in[a, b] \tag{15}
\end{gather*}
$$

is true for arbitrary functions $u$ and $v$ of bounded variation with property (11). Then (1) is uniquely solvable.

Theorem 4 is, in fact, an alternative form of Theorem 3, where the estimate of a "linear part" is more visible.

In other statements, we need the following natural notion of positivity of a linear operator in the space $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

Definition 5. A linear operator $q: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ will be called positive if $q u$ is a nonnegative function for an arbitrary nonnegative $u$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

Note that no monotonicity assumptions are imposed on $l_{1}$ in Theorem 4. In the cases where the positivity of certain linear majorants is known, the following statement may be of use.

Corollary 6. Assume that there exist some positive linear operators $q_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$, such that the inequalities

$$
\begin{equation*}
\left|(f u)(t)-(f v)(t)+q_{2}(u-v)(t)\right| \leq q_{1}(u-v)(t) \tag{16}
\end{equation*}
$$

hold on $[a, b]$ for any $u$ and $v$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ with property (11). Moreover, let one can specify linear functionals $h_{i}$ : $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}, i=1,2$, satisfying (13), and such that the inclusions

$$
\begin{gather*}
q_{1}+(1-2 \theta) q_{2} \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right) \\
-\theta q_{2} \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right) \tag{17}
\end{gather*}
$$

hold for a certain $\theta \in(0,1)$. Then (1) has a unique solution.
Corollary 6 allows one to obtain, in particular, the following statements.

Corollary 7. Assume that, for arbitrary $u$ and $v$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ with property (11), $f$ and $\varphi$ satisfy estimates (13) and (16) with some linear functionals $h_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\mathbb{R}, i=1,2$ and positive linear operators $q_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$. Then the inclusions

$$
\begin{equation*}
q_{1} \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right), \quad-\frac{1}{2} q_{2} \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right) \tag{18}
\end{equation*}
$$

guarantee that (1) is uniquely solvable.
Corollary 8. The assertion of Corollary 7 is true with (18) replaced by the condition

$$
\begin{align*}
& q_{1}+\frac{1}{2} q_{2} \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right) \\
&-\frac{1}{4} q_{2} \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right) \tag{19}
\end{align*}
$$

The statements formulated above express fairly general properties of (1) and extend, in particular, the corresponding results of $[25,27,29,31]$.
2.2. Linear Equations. Let us now assume that $f$ : $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ in (1) is an affine mapping, and, therefore, (1) has the form

$$
\begin{equation*}
u(t)=h(u)+\int_{a}^{t}(l u)(s) d g(s)+y(t), \quad t \in[a, b] \tag{20}
\end{equation*}
$$

where $l: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ and $h:$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ are linear, and $y \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ is a given function.

Corollary 9. Assume that there exist certain linear operators $p_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=0,1$, and a linear mapping $h: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ such that the inclusions

$$
\begin{equation*}
p_{1} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right), \quad p_{0}+p_{1} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{21}
\end{equation*}
$$

hold, and the estimate

$$
\begin{equation*}
\left|(l u)(t)-\left(p_{1} u\right)(t)\right| \leq\left(p_{0} u\right)(t), \quad t \in[a, b] \tag{22}
\end{equation*}
$$

is satisfied for any nonnegative $u \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. Then (20) has a unique solution.

We also have the following.
Corollary 10. Let there exist positive linear operators $q_{i}$ : $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=0,1$, satisfying the inclusions

$$
\begin{equation*}
q_{1} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right), \quad-\frac{1}{2} q_{2} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{23}
\end{equation*}
$$

and such that the inequalities

$$
\begin{equation*}
\left|(l u)(t)+\left(q_{2} u\right)(t)\right| \leq\left(q_{1} u\right)(t), \quad t \in[a, b] \tag{24}
\end{equation*}
$$

are true for an arbitrary nonnegative function $u:[a, b] \rightarrow \mathbb{R}^{n}$ of bounded variation. Then (20) has a unique solution for any $y \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

We conclude this note by considering the case where $l$ in (20) is a linear mapping admitting a decomposition into the sum of its positive and negative parts; that is,

$$
\begin{equation*}
l=l_{0}-l_{1}, \tag{25}
\end{equation*}
$$

where $l_{k}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), k=0,1$, are linear and positive. In that case, for the equation of the form

$$
\begin{array}{r}
u(t)=h(u)+\int_{a}^{t}\left[\left(l_{0} u\right)(s)-\left(l_{1} u\right)(s)\right] d g(s)+y(t),  \tag{26}\\
t \in[a, b]
\end{array}
$$

where $h: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ is linear and $y \in$ $\mathrm{BV}\left([a, b], \mathbb{R}^{n}\right)$, the following result is obtained.

Corollary 11. Let the linear vector functional $h$ : $\mathrm{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}^{n}$ and the linear positive operators $l_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$, be such that the inclusions

$$
\begin{equation*}
l_{0} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right), \quad \frac{1}{2}\left(l_{0}-l_{1}\right) \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{27}
\end{equation*}
$$

are satisfied. Then (26) has a unique solution for any $y \in$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

It is interesting to observe the second condition in (27); it thus turns out that property $\mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$ for one half of the operator under the integral sign in (26) ensures the unique solvability of the original equation (26).

## 3. Proofs

Let $\langle E,\|\cdot\|\rangle$ be real Banach space, let $z \in E$ be a given vector, and let $F: E \rightarrow E$ be a mapping. Let $K_{i} \subset E, i=1,2$, be closed cones inducing the corresponding partial orderings $\leqq_{K_{i}}$, so that $x \leqq_{K_{i}} y$ if and only if $y-x \in K_{i}$. The following statement $[32,33]$ on the abstract equation

$$
\begin{equation*}
F u=z \tag{28}
\end{equation*}
$$

will be used below.
Theorem 12 (see [33], Theorem 49.4). Let the cone $K_{2}$ be normal and generating. Furthermore, let $B_{k}: E \rightarrow E, k=1,2$, be linear operators such that $B_{1}^{-1}$ and $\left(B_{1}+B_{2}\right)^{-1}$ exist and possess the properties

$$
\begin{equation*}
B_{1}^{-1}\left(K_{2}\right) \subset K_{1}, \quad\left(B_{1}+B_{2}\right)^{-1}\left(K_{2}\right) \subset K_{1} \tag{29}
\end{equation*}
$$

and, furthermore, let the order relation

$$
\begin{equation*}
B_{1}(x-y) \leqq_{K_{2}} F x-F y \leqq_{K_{2}} B_{2}(x-y) \tag{30}
\end{equation*}
$$

be satisfied for any pair $(x, y)$ such that $y \leqq_{K_{1}} x$. Then (28) has a unique solution for an arbitrary element $z \in E$.

Recall that $K_{2}$ is normal if all the sets order bounded with respect to $\leqq_{K_{2}}$ are also norm bounded and that $K_{1}$ is generating if and only if $\left\{u-v \mid\{u, v\} \subset K_{1}\right\}=E$ (see, e.g., [33, 34]).

Let $\mathrm{BV}^{+}\left([a, b], \mathbb{R}^{n}\right)$ (resp., $\left.\mathrm{BV}^{++}\left([a, b], \mathbb{R}^{n}\right)\right)$ be the set of all the nonnegative (resp., nonnegative and nondecreasing) functions from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

Lemma 13. (1) The set $\mathrm{BV}^{+}\left([a, b], \mathbb{R}^{n}\right)$ is a cone in the space $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.
(2) The set $\mathrm{BV}^{++}\left([a, b], \mathbb{R}^{n}\right)$ is a normal and generating cone in $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

Proof. The first assertion of the lemma being obvious, only the second one should be verified.

It follows directly from the definition of the set $\operatorname{BV}^{++}\left([a, b], \mathbb{R}^{n}\right)$ that it is a cone in $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, which is also generating due to the Jordan decomposition of a function of bounded variation (see, e.g., [3]). In order to verify its normality, it will be sufficient to show [32, Theorem 4.1] that the set

$$
\begin{align*}
A(\alpha, \beta):= & \left\{x \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right):\right. \\
& \left.\{x-\alpha, \beta-x\} \subset \operatorname{BV}^{++}\left([a, b], \mathbb{R}^{n}\right)\right\} \tag{31}
\end{align*}
$$

is bounded for any $\{\alpha, \beta\} \subset \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. Indeed, if $x \in$ $A(\alpha, \beta)$, then the functions $x-\alpha$ and $\beta-x$ are both nonnegative and nondecreasing. Therefore,

$$
\begin{equation*}
\underset{[a, b]}{\operatorname{Var}}(x-\alpha)=\alpha(a)-\alpha(b)+x(b)-x(a), \tag{32}
\end{equation*}
$$

and, hence,

$$
\begin{align*}
\|x\|_{\mathrm{BV}} & \leq\|\alpha\|_{\mathrm{BV}}+\|x-\alpha\|_{\mathrm{BV}} \\
& =\|\alpha\|_{\mathrm{BV}}+|x(a)-\alpha(a)|+\underset{[a, b]}{\operatorname{Var}}(x-\alpha) \\
& =\|\alpha\|_{\mathrm{BV}}+x(b)-\alpha(b) \leq\|\alpha\|_{\mathrm{BV}}+\beta(b)-\alpha(b) . \tag{33}
\end{align*}
$$

The last estimate shows that the norms of all such $x$ are uniformly bounded.

Let $p: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ be a linear operator and $h: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathbb{R}$ a linear functional. Let us put

$$
\begin{equation*}
V_{p, h} u:=u-\int_{a}(p u)(\xi) d g(\xi)-h(u) \tag{34}
\end{equation*}
$$

for any $u$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. It follows immediately from Definition 1 that the linear operator $V_{p, h}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ defined by (34) has the following property.

Lemma 14. If $p$ is a linear operator such that

$$
\begin{equation*}
p \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{35}
\end{equation*}
$$

then $V_{p, h}$ is invertible and, moreover, its inverse $V_{p, h}^{-1}$ satisfies the inclusion

$$
\begin{equation*}
V_{p, h}^{-1}\left(\mathrm{BV}^{++}\left([a, b], \mathbb{R}^{n}\right)\right) \subset \mathrm{BV}^{+}\left([a, b], \mathbb{R}^{n}\right) \tag{36}
\end{equation*}
$$

We will also use the obvious identity

$$
\begin{equation*}
V_{p_{1}, h_{1}}+V_{p_{2}, h_{2}}=2 V_{(1 / 2)\left(p_{1}+p_{2}\right),(1 / 2)\left(h_{1}+h_{2}\right)} \tag{37}
\end{equation*}
$$

which is valid for any linear $p_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \quad \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$.
3.1. Proof of Theorem 3. Let us set $E=\mathrm{BV}\left([a, b], \mathbb{R}^{n}\right)$ and put

$$
\begin{equation*}
(F u)(t):=u(t)-\int_{a}^{t}(f u)(s) d g(s)-\varphi(u), \quad t \in[a, b] \tag{38}
\end{equation*}
$$

for any $u$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. Then (1) takes the form of (28) with $z=0$. Since $f u$ and $g$ are both from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, it follows (see, e.g., [30]) that the function

$$
\begin{equation*}
[a, b] \ni t \longmapsto \int_{a}^{t}(f u)(s) d g(s) \tag{39}
\end{equation*}
$$

also belongs to $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$. Therefore, $F$ given by (38) is an operator acting in $E$.

Note that relation (10) is equivalent to inequalities

$$
\begin{equation*}
-p_{1}(u-v)(t) \leq-(f u)(t)+(f v)(t) \leq-p_{2}(u-v)(t) \tag{40}
\end{equation*}
$$

for any $t \in[a, b]$ and $\{u, v\}$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ with properties (11). Integrating (40) with respect to $g$, we obtain

$$
\begin{align*}
-\int_{a}^{t} p_{1}(u-v)(s) d g(s) \leq & -\int_{a}^{t}(f u)(s) d g(s) \\
& +\int_{a}^{t}(f v)(s) d g(s)  \tag{41}\\
\leq & -\int_{a}^{t} p_{2}(u-v)(s) d g(s)
\end{align*}
$$

and, therefore, according to (38),

$$
\begin{align*}
u(t)- & v(t)-\int_{a}^{t} p_{1}(u-v)(s) d g(s)-\varphi(u)+\varphi(v) \\
& \leq(F u)(t)-(F v)(t) \\
& \leq u(t)-v(t)-\int_{a}^{t} p_{2}(u-v)(s) d g(s)-\varphi(u)+\varphi(v) \tag{42}
\end{align*}
$$

for all $t \in[a, b]$. Taking assumption (13) into account and using notation (34), we get

$$
\begin{equation*}
V_{p_{1}, h_{1}}(u-v)(t) \leq(F u)(t)-(F v)(t) \leq V_{p_{2}, h_{2}}(u-v)(t), \tag{43}
\end{equation*}
$$

for all $t \in[a, b]$ and $u$ and $v$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ with properties (11). Furthermore, it follows immediately from (34) and (38) that, for any $t \in[a, b]$,

$$
\begin{align*}
(F u)(t) & -(F v)(t)-V_{p_{1}, h_{1}}(u-v)(t) \\
= & \varphi(v)-\varphi(u) \\
& +\int_{a}^{t}\left[p_{1}(u-v)(s)-(f u)(s)+(f v)(s)\right] d g(s) . \tag{44}
\end{align*}
$$

Therefore, by virtue of inequality (43) and assumption (10), the function $F u-F v-V_{p_{1}, h_{1}}(u-v)$ is nonnegative and nondecreasing and, hence,

$$
\begin{equation*}
F u-F v-V_{p_{1}, h_{1}}(u-v) \in \operatorname{BV}^{++}\left([a, b], \mathbb{R}^{n}\right) \tag{45}
\end{equation*}
$$

In the same manner, one shows that

$$
\begin{equation*}
V_{p_{2}, h_{2}}(u-v)-F u+F v \in \mathrm{BV}^{++}\left([a, b], \mathbb{R}^{n}\right) \tag{46}
\end{equation*}
$$

Considering (45) and (46), we conclude that $F$ satisfies condition (30) with

$$
\begin{equation*}
B_{i}=V_{p_{i}, h_{i}} \tag{47}
\end{equation*}
$$

$i=1,2$, and

$$
\begin{align*}
& K_{1}=\mathrm{BV}^{+}\left([a, b], \mathbb{R}^{n}\right),  \tag{48}\\
& K_{2}=\mathrm{BV}^{++}\left([a, b], \mathbb{R}^{n}\right) .
\end{align*}
$$

By virtue of Lemma 13, $K_{2}$ is a normal and generating cone in $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$.

Since, by assumption (12), $p_{1} \in \mathcal{S}_{h_{1}}$, it follows that $V_{p_{1}, h_{1}}$ is invertible and the inclusion

$$
\begin{equation*}
V_{p_{1}, h_{1}}^{-1}\left(K_{2}\right) \subset K_{1} \tag{49}
\end{equation*}
$$

holds. Furthermore, by (12) and Lemma 14, the operator $(1 / 2) V_{(1 / 2)\left(p_{1}+p_{2}\right),(1 / 2)\left(h_{1}+h_{2}\right)}^{-1}$ exists and coincides with the inverse operator to $V_{p_{1}, h_{1}}+V_{p_{2}, h_{2}}$. It is moreover positive in the sense that

$$
\begin{equation*}
\left(V_{p_{1}, h_{1}}+V_{p_{2}, h_{2}}\right)^{-1}\left(K_{2}\right) \subset K_{1} . \tag{50}
\end{equation*}
$$

Combining (49) and (50), we see that the inverse operators $B^{-1}$ and $\left(B_{1}+B_{2}\right)^{-1}$ exist and possess properties (29) with respect to cones (48). Applying now Theorem 12, we prove the unique solvability of (28) and, hence, that of (1).
3.2. Proof of Theorem 4. Rewriting relations (15) in the form

$$
\begin{align*}
& l_{1}(u-v)(t)-l_{2}(u-v)(t) \\
& \leq(f u)(t)-(f v)(t)  \tag{51}\\
& \leq l_{2}(u-v)(t)+l_{1}(u-v)(t), \quad t \in[a, b]
\end{align*}
$$

and putting

$$
\begin{equation*}
p_{i}:=l_{1}-(-1)^{i} l_{2}, \quad i=1,2, \tag{52}
\end{equation*}
$$

we find that $f$ admits estimate (10) with $p_{1}$ and $p_{2}$ defined by (52). Therefore, it remains only to note that assumption (14) ensures the validity of inclusions (12), and to apply Theorem 3.
3.3. Proof of Corollary 6. It turns out that, under assumptions (16) and (17), the operators $l_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), i=1,2$, defined by the formulae

$$
\begin{equation*}
l_{1}:=-\theta q_{2}, \quad l_{2}:=q_{1}+(1-\theta) q_{2} \tag{53}
\end{equation*}
$$

with $\theta \in(0,1)$, satisfy conditions (14) and (15) of Theorem 4. Indeed, estimate (16) and the positivity of the operator $q_{2}$ imply that, for any $u$ and $v$ with properties (11) and all $t \in$ [ $a, b$ ], the relations

$$
\begin{align*}
\mid(f u)(t)- & (f v)(t)+\theta q_{2}(u-v)(t) \mid \\
= & \mid(f u)(t)-(f v)(t)+q_{2}(u-v)(t) \\
& \quad-(1-\theta) q_{2}(u-v)(t) \mid  \tag{54}\\
\leq & q_{1}(u-v)(t)+\left|(1-\theta) q_{2}(u-v)(t)\right| \\
= & q_{1}(u-v)(t)+(1-\theta) q_{2}(u-v)(t)
\end{align*}
$$

are true. This means that $f$ admits estimate (15) with the operators $l_{1}$ and $l_{2}$ of form (53). It is easy to verify that assumption (17) ensures the validity of inclusions (14) for operators (53), and, therefore, Theorem 4 can be applied.
3.4. Proof of Corollaries 7 and 8. The results follow directly from Corollary 6 if one puts $\theta=(1 / 2)$ and $\theta=(1 / 4)$, respectively.
3.5. Proof of Corollary 9. If $y=0$, one should apply Theorem 4 with $f=l, l_{1}=p_{1}, l_{2}=p_{0}$, and $h_{1}=h$, $h_{2}=h$. For a nonzero $y \in \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$, one can modify the theorem slightly by incorporating the forcing term $y$ directly into (1) similarly to (20). Then we find that the argument of Section 3.1 remains almost unchanged.
3.6. Proof of Corollary 10. Corollary 7 with $f=l, h_{1}=h$, and $h_{2}=h$ is applied.
3.7. Proof of Corollary 11. It is sufficient to note that, under these assumptions, the linear operators $p_{i}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow$ $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right), \quad i=1,2$, defined by the formulae

$$
\begin{equation*}
p_{0}:=\frac{1}{2}\left(l_{0}+l_{1}\right), \quad p_{1}:=\frac{1}{2}\left(l_{0}-l_{1}\right) \tag{55}
\end{equation*}
$$

satisfy conditions (21) and (22) of Corollary 9.

## 4. Comments

The following can be pointed out in relation to the above said.
4.1. Remark on Constants. The conditions presented in Sections 2.1 and 2.2 are, in a sense, optimal and cannot be improved. For example, it follows from [26] that assumption (14) of Corollary 7 can be replaced neither by the condition

$$
\begin{equation*}
(1-\varepsilon) l_{1} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right), \quad l_{0}+l_{1} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{56}
\end{equation*}
$$

nor by the condition

$$
\begin{equation*}
l_{1} \in \mathcal{\delta}_{h}\left([a, b], \mathbb{R}^{n}\right), \quad(1-\varepsilon)\left(l_{0}+l_{1}\right) \in \mathcal{\delta}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{57}
\end{equation*}
$$

no matter how small $\varepsilon \in(0, \infty)$ may be. Likewise, counterexamples show that the assertion of Corollary 11 is not true any more if condition (27) is replaced by either of its weaker versions

$$
\begin{align*}
& (1-\varepsilon) l_{0} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \\
& \frac{1}{2}\left(l_{0}-l_{1}\right) \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{58}
\end{align*}
$$

and

$$
\begin{gather*}
l_{0} \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right), \\
\frac{1}{2+\varepsilon}\left(l_{0}-l_{1}\right) \in \mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right) \tag{59}
\end{gather*}
$$

with a positive $\varepsilon$. The same holds for the other inequalities and constants.
4.2. Equations with Matrix-Valued Functions. It is clear from the proofs given above that similar statements can also be obtained in the case where the integrals of matrix-valued functions are considered in (1), as described, for example, in [3, 4].
4.3. The Case of a Nonmonotone Measure. Results similar to those stated above can also be formulated in the case where the function $g$ involved in (1) is of bounded variation only and not necessarily nondecreasing. For this purpose, one should use the representation

$$
\begin{equation*}
g=g_{1}-g_{2} \tag{60}
\end{equation*}
$$

where $g_{k}, k=1,2$, are nondecreasing functions, and modify the definition of the set $\mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$ in the following way.

Definition 15. A pair of operators ( $q_{1}, q_{2}$ ) is said to belong to $\mathcal{S}_{h}\left([a, b], \mathbb{R}^{n}\right)$ if the equation

$$
\begin{align*}
u(t)= & h(u)+\int_{a}^{t}\left(q_{1} u\right)(s) d g_{1}(s)  \tag{61}\\
& -\int_{a}^{t}\left(q_{2} u\right)(s) d g_{2}(s)+r(t), \quad t \in[a, b]
\end{align*}
$$

has a unique solution $u$ for any $r$ from $\operatorname{BV}\left([a, b], \mathbb{R}^{n}\right)$ and, moreover, the solution $u$ is nonnegative for nonnegative $r$.

In that case, an analogue of the assertion of Theorem 3 is obtained if assumption (12) is replaced by the pair of conditions

$$
\begin{gather*}
\left(p_{1}, p_{2}\right) \in \mathcal{S}_{h_{1}}\left([a, b], \mathbb{R}^{n}\right) \\
\left(\frac{1}{2}\left(p_{1}+p_{2}\right), \frac{1}{2}\left(p_{1}+p_{2}\right)\right) \in \mathcal{S}_{(1 / 2)\left(h_{1}+h_{2}\right)}\left([a, b], \mathbb{R}^{n}\right) \tag{62}
\end{gather*}
$$

The proof of this fact is pretty similar to the argument given in Section 3.1 and uses Theorem 12 with the operators $B_{k}: \operatorname{BV}\left([a, b], \mathbb{R}^{n}\right) \rightarrow \mathrm{BV}\left([a, b], \mathbb{R}^{n}\right), k=1,2$,

$$
\begin{align*}
\left(B_{k} u\right)(t):= & u(t)-\int_{a}^{t}\left(p_{k} u\right)(s) d g_{1}(s) \\
& +\int_{a}^{t}\left(p_{3-k} u\right)(s) d g_{2}(s)-h_{k}(u), \quad t \in[a, b] \tag{63}
\end{align*}
$$

instead of those defined by (47).
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#### Abstract

A novel modification of the variational iteration method is proposed by means of Laplace transform and homotopy perturbation method. The fractional lagrange multiplier is accurately determined by the Laplace transform and the nonlinear one can be easily handled by the use of He's polynomials. Several fractional nonlinear nonhomogeneous equations are analytically solved as examples and the methodology is demonstrated.


## 1. Introduction

Recently, systems of fractional nonlinear partial differential equations [1-3] have attracted much attention in a variety of applied sciences. With the development of nonlinear sciences, some numerical [4-6], semianalytical [7-12], and analytical methods [13-15] have been developed for fractional differential equations. So, the semianalytical methods have largely been used to solve fractional equations. Most of these methods have their inbuilt deficiencies like the calculation of Adomian's polynomials, the Lagrange multiplier, divergent results, and huge computational work. Recently, some improved homotopy perturbation methods $[16,17]$ and improved variational iteration methods, $[18,19]$ have been used by many researches.

The variational iteration method (VIM) [8, 9, 20] was extended to initial value problems of differential equations and has been one of the methods used most often. The key problem of the VIM is the correct determination of the Lagrange multiplier when the method is applied to fractional equations; combined with the Laplace transform, the crucial point of this method is solved efficiently by Wu and Baleanu [21, 22]. Laplace transform overcomes principle drawbacks in application of the VIM to fractional equations.

Motivated and inspired by the ongoing research in this field, we give a new modification of variational iteration
method, combined with the Laplace transform and the homotopy perturbation method. The fractional Lagrange multiplier is accurately determined by the Laplace transform and the nonlinear one can be easily handed by the use of He's polynomials. In this work, we will use this new method to obtain approximate solutions of the fractional nonlinear equations, and the fractional derivatives are described in the Caputo sense.

## 2. Description of the Method

In order to illustrate the basic idea of the technique, consider the following general nonlinear system:

$$
\begin{gather*}
\frac{\partial^{m} u(x, t)}{\partial t^{m}}+R[u(x, t)]+N[u(x, t)]=g(x, t)  \tag{1}\\
u^{k}\left(x, 0^{+}\right)=a_{k} \tag{2}
\end{gather*}
$$

where $k=0, \ldots, m-1, \partial^{m} u(x, t) / \partial t^{m}$ is the term of the highest-order derivative, $g(x, t)$ is the source term, $N$ represents the general nonlinear differential operator, and $R$ is the linear differential operator.

Now, we consider the application of the modified VIM [21, 22]. Taking the above Laplace transform to both sides
of (1) and (2), then the linear part is transformed into an algebraic equation as follows:

$$
\begin{align*}
s^{m} U(x, s) & -u^{(m-1)}(x, 0)-\cdots-s^{m-1} u(x, 0) \\
& +L[R[u]]+L[N[u]]-L[g(x, t)]=0 \tag{3}
\end{align*}
$$

where $U(x, s)=L[u(x, t)]=\int_{0}^{\infty} e^{-s t} u(x, t) d t$. The iteration formula of (3) can be used to suggest the main iterative scheme involving the Lagrange multiplier as

$$
\begin{align*}
U_{n+1}(x, s)= & U_{n}(x, s)+\lambda(s) \\
\times & {\left[s^{m} U_{n}(x, s)-\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{m-1-k}\right.} \\
& \left.+L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]-g(x, t)\right]\right] . \tag{4}
\end{align*}
$$

Considering $L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]\right]$ as restricted terms, one can derive a Lagrange multiplier as

$$
\begin{equation*}
\lambda=-\frac{1}{s^{m}} . \tag{5}
\end{equation*}
$$

With (5) and the inverse-Laplace transform $L^{-1}$, the iteration formula (4) can be explicitly given as

$$
\begin{align*}
u_{n+1}(x, t)= & u_{n}(x, t)-L^{-1} \\
& \times\left[\frac { 1 } { s ^ { m } } \left[s^{m} U_{n}(x, s)-\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{m-1-k}\right.\right. \\
& +L\left[R\left[u_{n}(x, t)\right]\right. \\
& \left.\left.\left.+N\left[u_{n}(x, t)\right]-g(x, t)\right]\right]\right] \\
= & u_{0}(x, t) \quad \\
& -L^{-1}\left[\frac{1}{s^{m}}\left[L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]\right]\right]\right] \tag{6}
\end{align*}
$$

$u_{0}(x, t)$ is an initial approximation of (1), and

$$
\begin{aligned}
u_{0}(x, t)= & L^{-1}\left(\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{m-1-k}\right) \\
& +L^{-1}\left[\frac{1}{s^{m}} L[g(x, t)]\right] \\
= & u(x, 0)+u^{\prime}(x, 0) t+\cdots+\frac{u^{m-1}(x, 0) t^{m-1}}{(m-1)!} \\
& +L^{-1}\left[\frac{1}{s^{m}} L[g(x, t)]\right] .
\end{aligned}
$$

In order to deal with the nonlinear term in the iteration formula (6), combining with the homotopy perturbation method, we give a new modification of the above method [21, 22]. In the homotopy method, the basic assumption is that the solutions can be written as a power series in $p$ :

$$
\begin{align*}
u(x, t) & =\sum_{n=0}^{\infty} p^{n} u_{n}(x, t)  \tag{8}\\
& =u_{0}+p u_{1}+p^{2} u_{2}+p^{3} u_{3}+\cdots
\end{align*}
$$

and the nonlinear term can be decomposed as

$$
\begin{equation*}
N u(x, t)=\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u) \tag{9}
\end{equation*}
$$

where $p \in[0,1]$ is an embedding parameter. $\mathscr{H}_{n}(u)$ is He's polynomials [16,23] can be generated by

$$
\begin{align*}
& \mathscr{H}_{n}\left(u_{0}, \ldots, u_{n}\right) \\
& \quad=\frac{1}{n!} \frac{\partial^{n}}{\partial p^{n}}\left[N\left(\sum_{i=0}^{n} p^{i} u_{i}\right)\right]_{p=0}, \quad n=0,1,2, \ldots \tag{10}
\end{align*}
$$

This new modified method is obtained by the elegant coupling of correction function (6) of variational iteration method with He's polynomials and is given by

$$
\begin{align*}
\sum_{n=0}^{\infty} p^{n} u_{n}(x, t)= & u_{0}(x, t) \\
& -p\left(L ^ { - 1 } \left[\frac{1}{s^{m}} L\left[R \sum_{n=0}^{\infty} p^{n} u_{n}(x, t)\right]\right.\right.  \tag{11}\\
& \left.\left.+\frac{1}{s^{m}} L\left[\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u)\right]\right]\right),
\end{align*}
$$

$u_{0}(x, t)$ represents the term arising from the source term and the prescribed initial conditions. Equating the terms with identical powers in $p$, we obtain the following approximations:

$$
\begin{aligned}
p^{0}: u_{0}(x, t)=u(x, 0)+u^{\prime}(x, 0) t & +\cdots \\
+ & \frac{u^{m-1}(x, 0) t^{m-1}}{(m-1)!}+L^{-1}\left[\frac{1}{s^{m}} L[g(x, t)]\right], \\
p^{1}: u_{1}(x, t)=-L^{-1} & {\left[\frac{1}{s^{m}} L\left[R u_{0}(x, t)\right]\right.} \\
& \left.+\frac{1}{s^{m}} L\left[\mathscr{H}_{0}(u)\right]\right] \\
p^{2}: u_{2}(x, t)=-L^{-1}[ & \frac{1}{s^{m}} L\left[R u_{1}(x, t)\right] \\
& \left.+\frac{1}{s^{m}} L\left[\mathscr{H}_{1}(u)\right]\right]
\end{aligned}
$$

$$
\begin{equation*}
\vdots \tag{12}
\end{equation*}
$$

The best approximations for the solution are

$$
\begin{equation*}
u(x, t)=\sum_{n=0}^{\infty} u_{n} . \tag{13}
\end{equation*}
$$

This new modified method here transfers the problem into the partial differential equation in the Laplace $s$-domain, removes the differentiation with respect to time, and uses He's polynomials to deal with the nonlinear term. This new method basically illustrates how three powerful algorithms, variational iteration method, Laplace transform method, and homotopy perturbation method, can be combined and used to approximate the solutions of nonlinear equation. In this work, we will use this method to solve fractional nonlinear equations.

## 3. Illustrative Examples

We will apply the new modified VIM to both PDEs and FDEs. All the results are calculated by using the symbolic calculation software Mathematica.

### 3.1. Partial Differential Equations

Example 1. Consider the following nonhomogeneous nonlinear Gas Dynamic equation [24]

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\frac{1}{2} \frac{\partial u^{2}}{\partial x}-u(1-u)=-e^{t-x} \tag{14}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
u(x, 0)=1-e^{-x} \tag{15}
\end{equation*}
$$

After taking the Laplace transform to both sides of (14) and (15), we get the following iteration formula:

$$
\begin{align*}
U_{n+1}(x, s)=U_{n}(x, s)+\lambda(s) & {\left[s U_{n}(x, s)-u(x, 0)\right.} \\
& \left.+L\left[\frac{1}{2} \frac{\partial u_{n}^{2}}{\partial x}-u_{n}+u_{n}^{2}+e^{t-x}\right]\right] \tag{16}
\end{align*}
$$

Considering $L\left[(1 / 2)\left(\partial u_{n}^{2} / \partial x\right)-u_{n}+u_{n}^{2}\right]$ as restricted terms, Lagrange multiplier can be defined as $\lambda(s)=-1 / s$; with the inverse-Laplace transform, the approximate solution of (16) can be given as

$$
\begin{align*}
u_{n+1}(x, t)= & u_{n}(x, t)-L^{-1} \\
\times & \times \frac{1}{s}\left[s U_{n}(x, s)-u(x, 0)\right. \\
& \left.\left.+L\left[\frac{1}{2} \frac{\partial u_{n}^{2}}{\partial x}-u_{n}+u_{n}^{2}+e^{t-x}\right]\right]\right] \\
= & u_{0}(x, t)-L^{-1}\left[\frac{1}{s^{\alpha}}\left[L\left[\frac{1}{2} \frac{\partial u_{n}^{2}}{\partial x}-u_{n}+u_{n}^{2}\right]\right]\right] \tag{17}
\end{align*}
$$

where $u_{0}(x, t)$ is an initial approximation of (14), and

$$
\begin{equation*}
u_{0}(x, t)=u(x, 0)-L^{-1}\left[\frac{1}{s} L\left[e^{t-x}\right]\right] . \tag{18}
\end{equation*}
$$

Combining with the homotopy perturbation method, one has

$$
\begin{align*}
& \sum_{n=0}^{\infty} p^{n} u_{n}(x, t) \\
& =u_{0}(x, t)-p\left[L ^ { - 1 } \left[\frac { 1 } { s } L \left[\frac{1}{2} \frac{\partial\left(\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u)\right)}{\partial x}\right.\right.\right. \\
&  \tag{19}\\
& \left.\left.\left.\quad-\sum_{n=0}^{\infty} p^{n} u_{n}+\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u)\right]\right]\right]
\end{align*}
$$

where $\mathscr{H}_{n}(u)$ is He's polynomials that represent nonlinear term $u^{2}$; we have a few terms of the He's polynomials for $u^{2}$ which are given by

$$
\begin{gathered}
\mathscr{H}_{0}(u)=u_{0}^{2} \\
\mathscr{H}_{1}(u)=2 u_{0} u_{1} \\
\mathscr{H}_{2}(u)=u_{1}^{2}+2 u_{0} u_{2} \\
\vdots
\end{gathered}
$$

Comparing the coefficient with identical powers in $p$,

$$
\begin{gather*}
u_{0}(x, t)=1-e^{t-x} \\
u_{1}=-L^{-1}\left[\frac{1}{s}\left[L\left[\frac{1}{2} \frac{\partial u_{0}^{2}}{\partial x}-u_{0}+u_{0}^{2}\right]\right]\right]=0 \\
u_{2}=-L^{-1}\left[\frac{1}{s}\left[L\left[\frac{1}{2} \frac{\partial\left(2 u_{0} u_{1}\right)}{\partial x}-u_{1}+2 u_{0} u_{1}\right]\right]\right]  \tag{21}\\
=e^{-x} \frac{t^{2 \alpha}}{\Gamma[1+2 \alpha]}=0
\end{gather*}
$$

and so on; in this manner the rest of component of the solution can be obtained. The solution of (14) and (15) in series form is given by

$$
\begin{equation*}
u(x, t)=1-e^{t-x} \tag{22}
\end{equation*}
$$

which is the exact solution. For this equation, the firstorder approximate solution is justly the exact solution, and this proposed new method provides the solution in a rapid convergent. Furthermore, the new modified method can be easily extended to FDEs and this is the main purpose of our work.
3.2. Fractional Differential Equations. Let us consider the time fractional equation as follows:

$$
\begin{gather*}
{ }_{0}^{C} D_{t}^{\alpha} u(x, t)+R u(x, t)+N u(x, t)=g(x, t),  \tag{23}\\
u^{k}\left(x, 0^{+}\right)=a_{k}, \tag{24}
\end{gather*}
$$

where $k=0, \ldots, m-1, m=[\alpha]+1, g(x, t)$ is the source term, $N$ represents the general nonlinear differential operator, and $R$ is the linear differential operator. And the Caputo timefractional derivative operator of order $\alpha>0$ is defined as

$$
\begin{array}{r}
{ }_{0}^{C} D_{t}^{\alpha} u(x, t) \\
=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha-1} \frac{\partial^{m} u(x, \tau)}{\partial \tau^{m}} d \tau  \tag{25}\\
\quad m=[\alpha]+1, m \in N
\end{array}
$$

where $\Gamma(\cdot)$ denotes the Gamma function.
Now, we consider the application of the modified VIM [21, 22]. The following Laplace transform of the term ${ }_{0}^{C} D_{t}^{\alpha} u(x, t)$ holds:

$$
\begin{align*}
L\left[{ }_{0}^{C} D_{t}^{\alpha} u(x, t)\right]= & s^{\alpha} U(x, s) \\
& -\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{\alpha-1-k}  \tag{26}\\
& m-1<\alpha \leq m
\end{align*}
$$

where $U(x, s)=L[u(x, t)]=\int_{0}^{\infty} e^{-s t} u(x, t) d t$. The detailed properties of fractional calculus and Laplace transform can be found in [1,2]; we have chosen to the Caputo fractional derivative because it allows traditional initial and boundary conditions to be included in the formulation of the problem. Taking the above Laplace transform to both sides of (23) and (24), the iteration formula of (23) can be constructed as

$$
\begin{align*}
U_{n+1}(x, s)= & U_{n}(x, s)+\lambda(s) \\
& \times\left[s^{\alpha} U_{n}(x, s)-\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{\alpha-1-k}\right. \\
& \left.+L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]-g(x, t)\right]\right] . \tag{27}
\end{align*}
$$

Considering $L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]\right]$ as restricted terms, one can derive a Lagrange multiplier as

$$
\begin{equation*}
\lambda=\frac{-1}{s^{\alpha}} . \tag{28}
\end{equation*}
$$

With (28) and the inverse-Laplace transform $L^{-1}$, the iteration formula (27) can be explicitly given as

$$
\begin{align*}
u_{n+1}(x, t)= & u_{n}(x, t)-L^{-1} \\
\times & {\left[\frac { 1 } { s ^ { \alpha } } \left[s^{\alpha} U_{n}(x, s)-\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{\alpha-1-k}\right.\right.} \\
& +L\left[R\left[u_{n}(x, t)\right]\right. \\
& \left.\left.\left.+N\left[u_{n}(x, t)\right]-g(x, t)\right]\right]\right]  \tag{29}\\
= & u_{0}(x, t)-L^{-1} \\
& \times\left[\frac{1}{s^{\alpha}}\left[L\left[R\left[u_{n}(x, t)\right]+N\left[u_{n}(x, t)\right]\right]\right]\right]
\end{align*}
$$

$u_{0}(x, t)$ is an initial approximation of (23), and

$$
\begin{align*}
u_{0}(x, t)= & L^{-1}\left(\sum_{k=0}^{m-1} u^{k}\left(x, 0^{+}\right) s^{\alpha-1-k}\right) \\
& +L^{-1}\left[\frac{1}{s^{\alpha}} L[g(x, t)]\right]  \tag{30}\\
= & u(x, 0)+u^{\prime}(x, 0) t+\cdots+\frac{u^{m-1}(x, 0) t^{m-1}}{(m-1)!} \\
& +L^{-1}\left[\frac{1}{s^{\alpha}} L[g(x, t)]\right] .
\end{align*}
$$

In the homotopy method, the basic assumption is that the solutions can be written as a power series in $p$ :

$$
\begin{align*}
u(x, t) & =\sum_{n=0}^{\infty} p^{n} u_{n}(x, t)  \tag{31}\\
& =u_{0}+p u_{1}+p^{2} u_{2}+p^{3} u_{3}+\cdots
\end{align*}
$$

and the nonlinear term can be decomposed as

$$
\begin{equation*}
N u(x, t)=\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u) \tag{32}
\end{equation*}
$$

where $p \in[0,1]$ is an embedding parameter. $\mathscr{H}_{n}(u)$ is He 's polynomials $[16,23]$ that can be generated by

$$
\begin{align*}
& \mathscr{H}_{n}\left(u_{0}, \ldots, u_{n}\right) \\
& \quad=\frac{1}{n!} \frac{\partial^{n}}{\partial p^{n}}\left[N\left(\sum_{i=0}^{n} p^{i} u_{i}\right)\right]_{p=0}, \quad n=0,1,2, \ldots \tag{33}
\end{align*}
$$

The variational homotopy perturbation method is obtained by the elegant coupling of correction function (29) of variational iteration method with He's polynomials and is given by

$$
\begin{align*}
\sum_{n=0}^{\infty} p^{n} u_{n}(x, t)= & u_{0}(x, t) \\
& -p\left(L ^ { - 1 } \left[\frac{1}{s^{\alpha}} L\left[R \sum_{n=0}^{\infty} p^{n} u_{n}(x, t)\right]\right.\right.  \tag{34}\\
& \left.\left.+\frac{1}{s^{\alpha}} L\left[\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u)\right]\right]\right),
\end{align*}
$$

$u_{0}(x, t)$ represents the term arising from the source term and the prescribed initial conditions. Equating the terms with identical powers in $p$, we obtain the following approximations:

$$
\begin{aligned}
& p^{0}: u_{0}(x, t)= u(x, 0)+u^{\prime}(x, 0) t+\cdots \\
&+\frac{u^{m-1}(x, 0) t^{m-1}}{(m-1)!}+L^{-1}\left[\frac{1}{s^{\alpha}} L[g(x, t)]\right], \\
& p^{1}: u_{1}(x, t) \\
&=-L^{-1}\left[\frac{1}{s^{\alpha}} L\left[R u_{0}(x, t)\right]+\frac{1}{s^{\alpha}} L\left[\mathscr{H}_{0}(u)\right]\right] \\
& p^{2}: u_{2}(x, t) \\
&=-L^{-1}\left[\frac{1}{s^{\alpha}} L\left[R u_{1}(x, t)\right]+\frac{1}{s^{\alpha}} L\left[\mathscr{H}_{1}(u)\right]\right]
\end{aligned}
$$

The best approximations for the solution are $u(x, t)=$ $\sum_{n=0}^{\infty} u_{n}$. Let us apply the above method to solve fractional nonlinear equations of Caputo type.

Example 2. Consider the following nonlinear space time fractional equation [25]:

$$
\begin{gather*}
\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}}+u \frac{\partial^{\beta} u(x, t)}{\partial x^{\beta}}=x+x t^{2}  \tag{36}\\
u(x, 0)=0 \tag{37}
\end{gather*}
$$

where $0<\alpha, \beta \leqslant 1$, and the time-space fractional derivatives defined here are in Caputo sense. The Caputo space-fractional derivative operator of order $\beta>0$ is defined as

$$
\begin{array}{r}
{ }_{0}^{C} D_{x}^{\beta} u(x, t)=\frac{1}{\Gamma(m-\beta)} \int_{0}^{x}(x-\xi)^{m-\beta-1} \frac{\partial^{m} u(\xi, t)}{\partial \xi^{m}} d \xi, \\
m=[\beta]+1, m \in N . \tag{38}
\end{array}
$$

After taking the Laplace transform on both sides of (36) and (37), we get the following iteration formula:

$$
\begin{align*}
U_{n+1}=U_{n}+\lambda(s) & {\left[s^{\alpha} U_{n}(x, s)-s^{\alpha-1} u(x, 0)\right.} \\
& \left.+L\left[u_{n} \frac{\partial^{\beta} u_{n}(x, t)}{\partial x^{\beta}}-\left(x+x t^{2}\right)\right]\right] . \tag{39}
\end{align*}
$$

As a result, after the identification of a Lagrange multiplier $\lambda(s)=-1 / s^{\alpha}$, and with the inverse-Laplace transform, one can derive

$$
\begin{equation*}
u_{n+1}(x, y, t)=u_{0}(x, y, t)-L\left[u_{n} \frac{\partial^{\beta} u_{n}(x, t)}{\partial x^{\beta}}\right] \tag{40}
\end{equation*}
$$

$u_{0}(x, y, t)$ is an initial approximation of (36), and

$$
\begin{equation*}
u_{0}(x, t)=L^{-1}\left[\frac{1}{s^{\alpha}}\left[L\left[x+x t^{2}\right]\right]\right] \tag{41}
\end{equation*}
$$

Applying the variational homotopy perturbation method, one has

$$
\begin{align*}
\sum_{n=0}^{\infty} p^{n} & u_{n}(x, t) \\
& =u_{0}(x, t)-p\left[L^{-1}\left[\frac{1}{s^{\alpha}}\left[L\left[\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{n}(u)\right]\right]\right]\right] \tag{42}
\end{align*}
$$

where $\mathscr{H}_{n}(u)$ is He's polynomials that represent nonlinear term $u\left(\partial^{\beta} u(x, t) / \partial x^{\beta}\right)$; we have a few terms of the He's polynomials for $u\left(\partial^{\beta} u(x, t) / \partial x^{\beta}\right)$ which are given by

$$
\begin{gather*}
\mathscr{H}_{0}(u)=u_{0} \frac{\partial^{\beta} u_{0}}{\partial x^{\beta}} \\
\mathscr{H}_{1}(u)=u_{0} \frac{\partial^{\beta} u_{1}}{\partial x^{\beta}}+u_{1} \frac{\partial^{\beta} u_{0}}{\partial x^{\beta}},  \tag{43}\\
\mathscr{H}_{2}(u)=u_{0} \frac{\partial^{\beta} u_{2}}{\partial x^{\beta}}+u_{1} \frac{\partial^{\beta} u_{1}}{\partial x^{\beta}}+u_{2} \frac{\partial^{\beta} u_{0}}{\partial x^{\beta}},
\end{gather*}
$$

Comparing the coefficient with identical powers in $p$, one has

$$
\begin{aligned}
& u_{0}(x, t)=\frac{x t^{\alpha}}{\Gamma(1+\alpha)}+\frac{2 x t^{\alpha+2}}{\Gamma(3+\alpha)}, \\
& u_{1}=-L^{-1}\left[\frac{1}{s^{\alpha}}\left[L\left[u_{0} \frac{\partial^{\beta} u_{0}}{\partial x^{\beta}}\right]\right]\right] \\
& =-\frac{t^{3 \alpha} x^{2-\beta} \Gamma(1+2 \alpha)}{\Gamma^{2}(1+\alpha) \Gamma(1+3 \alpha) \Gamma(2-\beta)} \\
& -\frac{4 t^{4+3 \alpha} x^{2-\beta} \Gamma(5+2 \alpha)}{\Gamma^{2}(3+\alpha) \Gamma(5+3 \alpha) \Gamma(2-\beta)} \\
& -\frac{4 t^{2+3 \alpha} x^{2-\beta} \Gamma(3+2 \alpha)}{\Gamma(1+\alpha) \Gamma(3+\alpha) \Gamma(3+3 \alpha) \Gamma(2-\beta)}, \\
& u_{2}=-L^{-1}\left[\frac{1}{s^{\alpha}}\left[L\left[u_{0} \frac{\partial^{\beta} u_{1}}{\partial x^{\beta}}+u_{1} \frac{\partial^{\beta} u_{0}}{\partial x^{\beta}}\right]\right]\right] \\
& =\frac{t^{5 \alpha} x^{3-2 \beta} \Gamma(1+2 \alpha) \Gamma(1+4 \alpha)}{\Gamma^{3}(1+\alpha) \Gamma(1+3 \alpha) \Gamma(1+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\frac{2 t^{2+5 \alpha} x^{3-2 \beta} \Gamma(1+2 \alpha) \Gamma(3+4 \alpha)}{\Gamma^{2}(1+\alpha) \Gamma(3+\alpha) \Gamma(1+3 \alpha) \Gamma(3+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\frac{4 t^{2+5 \alpha} x^{3-2 \beta} \Gamma(3+2 \alpha) \Gamma(3+4 \alpha)}{\Gamma^{2}(1+\alpha) \Gamma(3+\alpha) \Gamma(3+3 \alpha) \Gamma(3+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\frac{8 t^{4+5 \alpha} x^{3-2 \beta} \Gamma(3+2 \alpha) \Gamma(5+4 \alpha)}{\Gamma(1+\alpha) \Gamma^{2}(3+\alpha) \Gamma(3+3 \alpha) \Gamma(5+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\frac{4 t^{4+5 \alpha} x^{3-2 \beta} \Gamma(5+2 \alpha) \Gamma(5+4 \alpha)}{\Gamma(1+\alpha) \Gamma^{2}(3+\alpha) \Gamma(5+3 \alpha) \Gamma(5+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\frac{8 t^{6+5 \alpha} x^{3-2 \beta} \Gamma(5+2 \alpha) \Gamma(7+4 \alpha)}{\Gamma^{3}(3+\alpha) \Gamma(5+3 \alpha) \Gamma(7+5 \alpha) \Gamma^{2}(2-\beta)} \\
& +\left(4 t^{2+5 \alpha} x^{3-2 \beta} \Gamma(3+2 \alpha) \Gamma(3+4 \alpha) \Gamma(3-\beta)\right) \\
& \times\left(\Gamma^{2}(1+\alpha) \Gamma(3+\alpha) \Gamma(3+3 \alpha)\right. \\
& \times \Gamma(3+5 \alpha) \Gamma(3-2 \beta) \Gamma(2-\beta))^{-1} \\
& +\left(8 t^{4+5 \alpha} x^{3-2 \beta} \Gamma(3+2 \alpha) \Gamma(5+4 \alpha) \Gamma(3-\beta)\right) \\
& \times\left(\Gamma(1+\alpha) \Gamma^{2}(3+\alpha) \Gamma(3+3 \alpha)\right. \\
& \times \Gamma(5+5 \alpha) \Gamma(3-2 \alpha) \Gamma(2-\beta))^{-1} \\
& +\left(4 t^{4+5 \alpha} x^{3-2 \beta} \Gamma(5+2 \alpha) \Gamma(5+4 \alpha) \Gamma(3-\beta)\right) \\
& \times\left(\Gamma(1+\alpha) \Gamma^{2}(3+\alpha) \Gamma(5+3 \alpha)\right. \\
& \times \Gamma(5+5 \alpha) \Gamma(3-2 \beta) \Gamma(2-\beta))^{-1} \\
& +\left(8 t^{6+5 \alpha} x^{3-2 \beta} \Gamma(5+2 \alpha) \Gamma(7+4 \alpha) \Gamma(3-\beta)\right)
\end{aligned}
$$

$$
\begin{gathered}
\times\left(\Gamma^{3}(1+\alpha) \Gamma(5+3 \alpha) \Gamma(7+5 \alpha)\right. \\
\quad \times \Gamma(3-2 \alpha) \Gamma(2-\beta))^{-1}
\end{gathered}
$$

The solution of (36) and (37) is given as $u(x, t)=u_{0}+u_{1}+$ $u_{2}+\cdots$. If we take $\alpha=\beta=1$, one has

$$
\begin{gather*}
u_{0}=x t+\frac{t^{3} x}{3} \\
u_{1}=-\frac{t^{3} x}{3}-\frac{2 t^{5} x}{15}-\frac{t^{7} x}{63}  \tag{45}\\
u_{2}=\frac{2 t^{5} x}{15}+\frac{22 t^{7} x}{315}+\frac{38 t^{9} x}{2835}+\frac{2 t^{11} x}{2079}
\end{gather*}
$$

The noise terms $-\left(t^{3} x / 3\right)$ between the components $u_{0}$ and $u_{1}$ can be canceled and the remaining term of $u_{0}$ still satisfies the equation. For this special case, the exact solution is therefore $u(x, t)=t x$ which was given in [25].

Example 3. Consider the following timefractional nonlinear system arising in thermoelasticity [26]:

$$
\begin{gather*}
\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}}-a\left(u_{x}, \theta\right) u_{x x}+b\left(u_{x}, \theta\right) \theta_{x}=f(x, t), \\
c\left(u_{x}, \theta\right) \frac{\partial^{\beta} v(x, t)}{\partial t^{\beta}}+b\left(u_{x}, \theta\right) u_{x t}-d\left(u_{x}, \theta\right) \theta_{x x}=g(x, t), \tag{46}
\end{gather*}
$$

where $t>0, x \in R^{1}, 1<\alpha \leq 2,0<\beta \leq 1$, and the time fractional derivatives defined here are in Caputo sense. $a, b, c$, and $d$ are defined by

$$
\begin{array}{cl}
a\left(u_{x}, \theta\right)=2-u_{x} \theta, & b\left(u_{x}, \theta\right)=2+u_{x} \theta  \tag{47}\\
c\left(u_{x}, \theta\right)=1, & d\left(u_{x}, \theta\right)=\theta
\end{array}
$$

and the right-hand side of (46) is replaced by

$$
\begin{align*}
f(x, t)= & \frac{2}{1+x^{2}}-\frac{2\left(1+t^{2}\right)\left(3 x^{2}-1\right)}{\left(1+x^{2}\right)^{3}} a(w, v) \\
& -\frac{2 x(1+t)}{\left(1+x^{2}\right)^{2}} b(w, v)  \tag{48}\\
g(x, t)= & \frac{1}{1+x^{2}} c(w, v)-\frac{4 x t}{\left(1+x^{2}\right)^{2} b(w, v)} \\
& -\frac{2(1+t)\left(3 x^{2}-1\right)}{\left(1+x^{2}\right)^{3}} d(w, v)
\end{align*}
$$

where $a, b, c$, and $d$ are defined above and

$$
\begin{equation*}
w \equiv w(x, t)=\frac{2 x\left(1+t^{2}\right)}{\left(1+x^{2}\right)^{2}}, \quad w \equiv w(x, t)=\frac{1+t}{1+x^{2}} \tag{49}
\end{equation*}
$$

with the initial conditions

$$
\begin{equation*}
u(x, 0)=\frac{1}{1+x^{2}}, \quad u_{t}(x, 0)=0, \quad v(x, 0)=\frac{1}{1+x^{2}} \tag{50}
\end{equation*}
$$

thus the exact solution of system is $u(x, t)=\left(1+t^{2}\right) /(1+$ $\left.x^{2}\right), \theta=(1+t) /\left(1+x^{2}\right)$. After taking the Laplace transform to both sides of (46) and (50), we get the following iteration formula:

$$
\begin{align*}
U_{n+1}(x, s)= & U_{n}(x, s)+\lambda_{1}(s) \\
\times & {\left[s^{\alpha} U_{n}(x, s)-s^{\alpha-1} u(x, 0)-s^{\alpha-2} u_{t}(x, 0)\right.} \\
& -L\left[2 u_{n x x}-2 \theta_{n x}\right] \\
& \left.-L\left[u_{n x} \theta_{n} u_{n x x}+u_{n x} \theta_{n} \theta_{n x}\right]\right] \\
\Theta_{n+1}(x, s)= & \Theta_{n}(x, s)+\lambda_{2}(s) \\
\times & {\left[s^{\beta} U_{n}(x, s)-s^{\beta-1} u(x, 0)\right.} \\
& +L\left[-2 u_{n x t}\right] \\
& \left.-L\left[u_{n x} \theta_{n} u_{n x t}-\theta_{n} \theta_{n x x}\right]\right] \tag{51}
\end{align*}
$$

where $\Theta(x, s)=L[\theta(x, t)]=\int_{0}^{\infty} e^{-s t} \theta(x, t) d t$. As a result, after the identification of a Lagrange multiplier $\lambda_{1}(s)=$ $-1 / s^{\alpha}, \lambda_{2}(s)=-1 / s^{\beta}$ and with the inverse-Laplace transform, one can derive the following iteration formula:

$$
\left.\begin{array}{rl}
u_{n+1}=u_{0}+L^{-1}\left[\frac{1}{s^{\alpha}}[ \right. & L
\end{array} 2 u_{n x x}-2 \theta_{n x}\right], ~ \begin{aligned}
& \left.\left.L\left[u_{n x} \theta_{n} u_{n x x}+u_{n x} \theta_{n} \theta_{n x}\right]\right]\right] \\
\theta_{n+1}=\theta_{0}+L^{-1}\left[\frac{1}{s^{\beta}}[ \right. & L\left[-2 u_{n x t}\right] \\
& \left.\left.-L\left[u_{n x} \theta_{n} u_{n x t}-\theta_{n} \theta_{n x x}\right]\right]\right]
\end{aligned}
$$

$u_{0}(x, t), v_{0}(x, t)$ is an initial approximation of (46), and

$$
\begin{align*}
& u_{0}(x, t)=u(x, 0)+L^{-1}\left[\frac{1}{s^{\alpha}} L[f(x, t)]\right]  \tag{53}\\
& \theta_{0}(x, t)=\theta(x, 0)+L^{-1}\left[\frac{1}{s^{\beta}} L[g(x, t)]\right] .
\end{align*}
$$

Applying the variational homotopy perturbation method, one has

$$
\begin{align*}
& \sum_{n=0}^{\infty} p^{n} u_{n}= u_{0}+p \\
& \times\left[L ^ { - 1 } \left[\frac { 1 } { s ^ { \alpha } } \left[L\left[2 \sum_{n=0}^{\infty} p^{n} u_{n x x}-2 \sum_{n=0}^{\infty} p^{n} \theta_{n x}\right]\right.\right.\right. \\
&-L\left[\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{1 n}(u, \theta)\right. \\
&\left.\left.\left.\left.+\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{2 n}(u, \theta)\right]\right]\right]\right] \\
& \begin{aligned}
\sum_{n=0}^{\infty} p^{n} \theta_{n}=\theta_{0}+p\left[L ^ { - 1 } \left[\frac { 1 } { s ^ { \beta } } \left[L\left[-2 \sum_{n=0}^{\infty} p^{n} u_{n x t}\right]\right.\right.\right.
\end{aligned} \\
&-L\left[\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{3 n}(u, \theta)\right. \\
&\left.\left.\left.\left.-\sum_{n=0}^{\infty} p^{n} \mathscr{H}_{4 n}(u, \theta)\right]\right]\right]\right] \tag{54}
\end{align*}
$$

where $\mathscr{H}_{i n}(u, \theta), i=1,2,3,4$, is He's polynomials that represent nonlinear terms $u_{x} \theta u_{x x}, u_{x} \theta \theta_{x}, u_{x} \theta u_{x t}, \theta \theta_{x x}$, respectively; we have a few terms of the He's polynomials for these nonlinear terms which are given by

$$
\begin{gather*}
\mathscr{H}_{10}(u, \theta)=u_{0 x} \theta_{0} u_{0 x x} \\
\mathscr{H}_{11}(u, \theta)=u_{0 x} \theta_{0} u_{1 x x}+u_{0 x} \theta_{1} u_{0 x x}+u_{1 x} \theta_{0} u_{0 x x}, \\
\vdots \\
\mathscr{H}_{20}(u, \theta)=u_{0 x} \theta_{0} \theta_{0 x} \\
\mathscr{H}_{21}(u, \theta)=u_{0 x} \theta_{1} \theta_{0 x}+u_{0 x} \theta_{0} \theta_{1 x}+u_{1 x} \theta_{0} u_{0 x} \\
\vdots  \tag{55}\\
\mathscr{H}_{31}(u, \theta)=u_{0 x} \theta_{0} u_{1 x t}+u_{0 x} \theta_{1} u_{0 x t}+u_{1 x} \theta_{0} u_{0 x t}
\end{gather*}
$$

$$
\begin{gathered}
\mathscr{H}_{40}(u, \theta)=\theta_{0} \theta_{0 x x}, \\
\mathscr{H}_{41}(u, \theta)=\theta_{0} \theta_{1 x x}+u_{0 x} \theta_{1} u_{0 x x},
\end{gathered}
$$

Comparing the coefficient with identical powers in $p$, one has

$$
\begin{aligned}
& u_{0}(x, t)=\frac{1}{1+x^{2}} \\
& +\left(\frac{4 x-12 x^{3}}{\left(1+x^{2}\right)^{6}}+\frac{4 x^{2}}{\left(1+x^{2}\right)^{5}}+\frac{4-12 x^{2}}{\left(1+x^{2}\right)^{3}}\right. \\
& \left.+\frac{4 x}{\left(1+x^{2}\right)^{2}}+\frac{2}{1+x^{2}}\right) \frac{t^{\alpha}}{\Gamma(\alpha)} \\
& +\left(\frac{4 x-12 x^{3}}{\left(1+x^{2}\right)^{6}}+\frac{8 x^{2}}{\left(1+x^{2}\right)^{5}}-\frac{4}{\left(1+x^{2}\right)^{5}}\right) \\
& \times \frac{t^{1+\alpha}}{\Gamma(2+\alpha)}+\left(\frac{480 x-1440 x^{3}}{\left(1+x^{2}\right)^{6}}\right) \frac{t^{5+\alpha}}{\Gamma(6+\alpha)} \\
& +\left(\frac{16 x-48 x^{3}}{\left(1+x^{2}\right)^{6}}+\frac{16 x^{2}}{\left(1+x^{2}\right)^{5}}+\frac{8+24 x^{2}}{\left(1+x^{2}\right)^{3}}\right) \\
& \times \frac{t^{2+\alpha}}{\Gamma(3+\alpha)} \\
& +\left(\frac{48-144 x^{3}}{\left(1+x^{2}\right)^{6}}+\frac{48 x^{2}}{\left(1+x^{2}\right)^{5}}\right) \frac{t^{3+\alpha}}{\Gamma(4+\alpha)} \\
& +\left(\frac{96 x-288 x^{3}}{\left(1+x^{2}\right)^{6}}+\frac{96 x^{2}}{\left(1+x^{2}\right)^{5}}\right) \frac{t^{4+\alpha}}{\Gamma(5+\alpha)}, \\
& \theta_{0}(x, t)=\frac{1}{1+x^{2}}+\left(\frac{2-6 x^{2}}{\left(1+x^{2}\right)^{4}}+\frac{1}{1+x^{2}}\right) \frac{t^{\beta}}{\Gamma(1+\beta)} \\
& +\left(\frac{8 x^{2}}{\left(1+x^{2}\right)^{5}}+\frac{4-12 x^{2}}{\left(1+x^{2}\right)^{4}}-\frac{8 x}{\left(1+x^{2}\right)^{2}}\right) \\
& \times \frac{t^{1+\beta}}{\Gamma(2+\beta)} \\
& +\left(\frac{16 x^{2}}{\left(1+x^{2}\right)^{5}}+\frac{4-12 x^{2}}{\left(1+x^{2}\right)^{4}}\right) \frac{t^{2+\beta}}{\Gamma(3+\beta)} \\
& \times \frac{48 x^{2}}{\left(1+x^{2}\right)^{5}} \frac{t^{3+\beta}}{\Gamma(4+\beta)} \\
& +\frac{192 x^{2}}{\left(1+x^{2}\right)^{5}} \frac{t^{4+\beta}}{\Gamma(5+\beta)}, \\
& u_{1}(x, t)=L^{-1}\left[\frac { 1 } { s ^ { \alpha } } \left[L\left[2 u_{0 x x}-2 \theta_{0 x}\right]\right.\right. \\
& \left.\left.-L\left[u_{0 x} \theta_{0} u_{0 x t}+u_{0 x} \theta_{0} \theta_{0 x}\right]\right]\right], \\
& \theta_{1}(x, t)=L^{-1}\left[\frac{1}{s^{\beta}}\left[L\left[-2 u_{0 x t}\right]-L\left[u_{0 x} \theta_{0} u_{0 x t}-\theta_{0} \theta_{0 x x}\right]\right]\right],
\end{aligned}
$$

$$
\begin{align*}
& u_{2}=L^{-1}\left[\frac { 1 } { s ^ { \alpha } } \left[L\left[2 u_{1 x x}-2 \theta_{1 x}\right]\right.\right. \\
& -L\left[u_{0 x} \theta_{0} u_{1 x x}+u_{0 x} \theta_{1} u_{0 x x}\right. \\
& +u_{1 x} \theta_{0} u_{0 x x}+u_{0 x} \theta_{1} \theta_{0 x} \\
& \left.\left.\left.+u_{0 x} \theta_{0} \theta_{1 x}+u_{1 x} \theta_{0} u_{0 x}\right]\right]\right], \\
& \theta_{2}=L^{-1}\left[\frac { 1 } { s ^ { \beta } } \left[L\left[-2 u_{1 x t}\right]\right.\right. \\
& -L\left[u_{0 x} \theta_{0} u_{1 x t}+u_{0 x} \theta_{1} u_{0 x t}\right. \\
& +u_{1 x} \theta_{0} u_{0 x t}-\theta_{0} \theta_{1 x x} \\
& \left.\left.\left.+u_{0 x} \theta_{1} u_{0 x x}\right]\right]\right] \\
& \vdots \tag{56}
\end{align*}
$$

and so on; in this manner the rest of components of the solution can be obtained using the Mathematica symbolic computation software for purpose of simlification, the approximate solutions are not listed here.

## 4. Conclusion

In this paper, a new modification of variational iteration method is considered, which is based on Laplace transform and homotopy perturbation method. The fractional lagrange multiplier is accurately determined by the Laplace transform and the nonlinear one can be easily handled by the use of He's polynomials. Several fractional nonlinear nonhomogeneous equations are analytically solved as examples and the methodology is demonstrated. Examples 1,2, and 3 have been successfully solved. And the results show that this method is a powerful and reliable method for finding the solution of the fractional nonlinear equations.
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We present the existence of extremal solution and relaxation problem for fractional differential inclusion with initial conditions.

## 1. Introduction

Differential equations with fractional order have recently proved to be valuable tools in the modeling of many physical phenomena [1-9]. There has also been a significant theoretical development in fractional differential equations in recent years; see the monographs of Kilbas et al. [10], Miller and Ross [11], Podlubny [12], and Samko et al. [13] and the papers of Kilbas and Trujillo [14], Nahušev [15], Podlubny et al. [16], and Yu and Gao [17].

Recently, some basic theory for initial value problems for fractional differential equations and inclusions involving the Riemann-Liouville differential operator was discussed, for example, by Lakshmikantham [18] and Chalco-Cano et al. [19].

Applied problems requiring definitions of fractional derivatives are those that are physically interpretable for initial conditions containing $y(0), y^{\prime}(0)$, and so forth. The same requirements are true for boundary conditions. Caputo's fractional derivative satisfies these demands. For more details on the geometric and physical interpretation for fractional derivatives of both Riemann-Liouville and Caputo types, see Podlubny [12].

Fractional calculus has a long history. We refer the reader to [20].

Recently fractional functional differential equations and inclusions and impulsive fractional differential equations
and inclusions with standard Riemann-Liouville and Caputo derivatives with differences conditions were studied by Abbas et al. [21, 22], Benchohra et al. [23], Henderson and Ouahab [24, 25], Jiao and Zhou [26], and Ouahab [27-29] and in the references therein.

In this paper, we will be concerned with the existence of solutions, Filippov's theorem, and the relaxation theorem of abstract fractional differential inclusions. More precisely, we will consider the following problem:

$$
\begin{gather*}
{ }^{c} D^{\alpha} y(t) \in F(t, y(t)), \quad \text { a.e. } t \in J:=[0, b] \\
y(0)=y_{0}, \quad y^{\prime}(0)=y_{1}  \tag{1}\\
{ }^{c} D^{\alpha} y(t) \in \operatorname{ext} F(t, y(t)), \quad \text { a.e. } t \in J:=[0, b] \\
y(0)=y_{0}, \quad y^{\prime}(0)=y_{1} \tag{2}
\end{gather*}
$$

where ${ }^{c} D^{\alpha}$ is the Caputo fractional derivatives, $\alpha \in(1,2]$, $F: J \times \mathbb{R}^{N} \rightarrow \mathscr{P}\left(\mathbb{R}^{N}\right)$ is a multifunction, and ext $F(t, y)$ represents the set of extreme points of $F(t, y) \cdot\left(\mathscr{P}\left(\mathbb{R}^{N}\right)\right.$ is the family of all nonempty subsets of $\mathbb{R}^{N}$.

During the last couple of years, the existence of extremal solutions and relaxation problem for ordinary differential inclusions was studied by many authors, for example, see [3034] and the references therein.

The paper is organized as follows. We first collect some background material and basic results from multivalued analysis and give some results on fractional calculus in Sections 2 and 3, respectively. Then, we will be concerned with the existence of solution for extremal problem. This is the aim of Section 4. In Section 5, we prove the relaxation problem.

## 2. Preliminaries

The reader is assumed to be familiar with the theory of multivalued analysis and differential inclusions in Banach spaces, as presented in Aubin et al. [35, 36], Hu and Papageorgiou [37], Kisielewicz [38], and Tolstonogov [32].

Let $(X,\|\cdot\|)$ be a real Banach space, $[0, b]$ an interval in $R$, and $C([0, b], X)$ the Banach space of all continuous functions from $J$ into $X$ with the norm

$$
\begin{equation*}
\|y\|_{\infty}=\sup \{\|y(t)\|: 0 \leq t \leq b\} \tag{3}
\end{equation*}
$$

A measurable function $y:[0, b] \rightarrow X$ is Bochner integrable if $\|y\|$ is Lebesgue integrable. In what follows, $L^{1}([0, b], X)$ denotes the Banach space of functions $y$ : $[0, b] \rightarrow X$, which are Bochner integrable with norm

$$
\begin{equation*}
\|y\|_{1}=\int_{0}^{b}\|y(t)\| d t \tag{4}
\end{equation*}
$$

Denote by $L_{w}^{1}([0, b], X)$ the space of equivalence classes of Bochner integrable function $y:[0, b] \rightarrow X$ with the norm

$$
\begin{equation*}
\|y\|_{w}=\sup _{t \in[0, t]}\left\|\int_{0}^{t} y(s) d s\right\| . \tag{5}
\end{equation*}
$$

The norm $\|\cdot\|_{w}$ is weaker than the usual norm $\|\cdot\|_{1}$, and for a broad class of subsets of $L^{1}([0, b], X)$, the topology defined by the weak norm coincides with the usual weak topology (see [37, Proposition 4.14, page 195]). Denote by

$$
\begin{gather*}
\mathscr{P}(X)=\{Y \subset X: Y \neq \emptyset\}, \\
\mathscr{P}_{\mathrm{cl}}(X)=\{Y \in \mathscr{P}(X): Y \text { closed }\}, \\
\mathscr{P}_{b}(X)=\{Y \in \mathscr{P}(X): Y \text { bounded }\},  \tag{6}\\
\mathscr{P}_{\mathrm{cv}}(X)=\{Y \in \mathscr{P}(X): Y \text { convex }\}, \\
\mathscr{P}_{\mathrm{cp}}(X)=\{Y \in \mathscr{P}(X): Y \text { compact }\} .
\end{gather*}
$$

A multivalued map $G: X \rightarrow \mathscr{P}(X)$ has convex (closed) values if $G(x)$ is convex (closed) for all $x \in X$. We say that $G$ is bounded on bounded sets if $G(B)$ is bounded in $X$ for each bounded set $B$ of $X$ (i.e., $\left.\sup _{x \in B}\{\sup \{\|y\|: y \in G(x)\}\}<\infty\right)$.

Definition 1. A multifunction $F: X \rightarrow \mathscr{P}(Y)$ is said to be upper semicontinuous at the point $x_{0} \in X$, if, for every open $W \subseteq Y$ such that $F\left(x_{0}\right) \subset W$, there exists a neighborhood $V\left(x_{0}\right)$ of $x_{0}$ such that $F\left(V\left(x_{0}\right)\right) \subset W$.

A multifunction is called upper semicontinuous (u.s.c. for short) on $X$ if for each $x \in X$ it is u.s.c. at $x$.

Definition 2. A multifunction $F: X \rightarrow \mathscr{P}(Y)$ is said to be lower continuous at the point $x_{0} \in X$, if, for every open $W \subseteq$ $Y$ such that $F\left(x_{0}\right) \cap W \neq \emptyset$, there exists a neighborhood $V\left(x_{0}\right)$ of $x_{0}$ with property that $F(x) \cap W \neq \emptyset$ for all $x \in V\left(x_{0}\right)$.

A multifunction is called lower semicontinuous (l.s.c. for short) provided that it is lower semicontinuous at every point $x \in X$.

Lemma 3 (see [39, Lemma 3.2]). Let $F:[0, b] \rightarrow \mathscr{P}(Y)$ be a measurable multivalued map and $u:[a, b] \rightarrow Y a$ measurable function. Then for any measurable $v:[a, b] \rightarrow$ $(0,+\infty)$, there exists a measurable selection $f_{v}$ of $F$ such that for a.e. $t \in[a, b]$,

$$
\begin{equation*}
\left\|u(t)-f_{v}(t)\right\| \leq d(u(t), F(t))+v(t) \tag{7}
\end{equation*}
$$

First, consider the Hausdorff pseudometric

$$
\begin{equation*}
H_{d}: \mathscr{P}(E) \times \mathscr{P}(E) \longrightarrow \mathbb{R}^{+} \cup\{\infty\} \tag{8}
\end{equation*}
$$

defined by

$$
\begin{equation*}
H_{d}(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(A, b)\right\} \tag{9}
\end{equation*}
$$

where $d(A, b)=\inf _{a \in A} d(a, b)$ and $d(a, B)=\inf _{b \in B} d(a, b)$. $\left(\mathscr{P}_{b, \mathrm{cl}}(E), H_{d}\right)$ is a metric space and $\left(\mathscr{P}_{\mathrm{cl}}(X), H_{d}\right)$ is a generalized metric space.

Definition 4. A multifunction $F: Y \rightarrow \mathscr{P}(X)$ is called Hausdorff lower semicontinuous at the point $y_{0} \in Y$, if for any $\epsilon>0$ there exists a neighbourhood $U\left(y_{0}\right)$ of the point $y_{0}$ such that

$$
\begin{equation*}
F\left(y_{0}\right) \subset F(y)+\epsilon B(0,1), \quad \text { for every } y \in U\left(y_{0}\right) \tag{10}
\end{equation*}
$$

where $B(0,1)$ is the unite ball in $X$.
Definition 5. A multifunction $F: Y \rightarrow \mathscr{P}(X)$ is called Hausdorff upper semicontinuous at the point $y_{0} \in Y$, if for any $\epsilon>0$ there exists a neighbourhood $U\left(y_{0}\right)$ of the point $y_{0}$ such that

$$
\begin{equation*}
F(y) \subset F\left(y_{0}\right)+\epsilon B(0,1), \quad \text { for every } y \in U\left(y_{0}\right) \tag{11}
\end{equation*}
$$

$F$ is called continuous, if it is Hausdorff lower and upper semicontinuous.

Definition 6. Let $X$ be a Banach space; a subset $A \subset$ $L^{1}([0, b], X)$ is decomposable if, for all $u, v \in A$ and for every Lebesgue measurable set $I \subset J$, one has

$$
\begin{equation*}
u \chi_{I}+v \chi_{[0, b] \backslash I} \in A \tag{12}
\end{equation*}
$$

where $\chi_{A}$ stands for the characteristic function of the set $A$. We denote by $\operatorname{Dco}\left(L^{1}([0, b], X)\right)$ the family of decomposable sets.

Let $F:[0, b] \times X \rightarrow \mathscr{P}(X)$ be a multivalued map with nonempty closed values. Assign to $F$ the multivalued operator $\mathscr{F}: C([0, b], X) \rightarrow \mathscr{P}\left(L^{1}([0, b], X)\right)$ defined by

$$
\begin{align*}
& \mathscr{F}(y)=\left\{v \in L^{1}([0, b], X): v(t) \in F(t, y(t)),\right. \\
&\text { a.e. } t \in[0, b]\} . \tag{13}
\end{align*}
$$

The operator $\mathscr{F}$ is called the Nemyts'kiĭ operator associated to $F$.

Definition 7. Let $F:[0, b] \times X \rightarrow \mathscr{P}(X)$ be a multivalued map with nonempty compact values. We say that $F$ is of lower semicontinuous type (l.s.c. type) if its associated Nemyts'kiĭ operator $\mathscr{F}$ is lower semicontinuous and has nonempty closed and decomposable values.

Next, we state a classical selection theorem due to Bressan and Colombo.

Lemma 8 (see [40]). Let X be a separable metric space and let $E$ be a Banach space. Then every l.s.c. multivalued operator $N$ : $X \rightarrow \mathscr{P}_{c l}\left(L^{1}([0, b], E)\right)$ with closed decomposable values has a continuous selection; that is, there exists a continuous singlevalued function $f: X \rightarrow L^{1}([0, b], E)$ such that $f(x) \in N(x)$ for every $x \in X$.

Let us introduce the following hypothesis.
$\left(\overline{\mathscr{H}}_{1}\right) F:[0, b] \times X \rightarrow \mathscr{P}(X)$ is a nonempty compact valued multivalued map such that
(a) the mapping $(t, y) \mapsto F(t, y)$ is $\mathscr{L} \otimes \mathscr{B}$ measurable;
(b) the mapping $y \mapsto F(t, y)$ is lower semicontinuous for a.e. $t \in[0, b]$.

Lemma 9 (see, e.g., [41]). Let $F: J \times X \rightarrow \mathscr{P}_{c p}(E)$ be an integrably bounded multivalued map satisfying $\left(\overline{\mathscr{H}}_{1}\right)$. Then $F$ is of lower semicontinuous type.

Define

$$
\begin{array}{r}
F(K)=\left\{f \in L^{1}([0, b], X): f(t) \in K \text { a.e. } t \in[0, b]\right\}, \\
K \subset X \tag{14}
\end{array}
$$

where $X$ is a Banach space.
Lemma 10 (see [37]). Let $K \subset X$ be a weakly compact subset of $X$. Then $F(K)$ is relatively weakly compact subset of $L^{1}([0, b], X)$. Moreover if $K$ is convex, then $F(K)$ is weakly compact in $L^{1}([0, b], X)$.

Definition 11. A multifunction $F:[0, b] \times Y \rightarrow \mathscr{P}_{w \mathrm{cpcv}}(X)$ possesses the Scorza-Dragoni property (S-D property) if for each $\epsilon>0$, there exists a closed set $J_{\epsilon} \subset[0, b]$ whose Lebesgue measure $\mu\left(J_{\epsilon}\right) \leq \epsilon$ and such that $F:[0, b] \backslash J_{\epsilon} \times Y \rightarrow X$ is continuous with respect to the metric $d_{X}(\cdot, \cdot)$.

Remark 12. It is well known that if the map $F:[0, b] \times Y \rightarrow$ $\mathscr{P}_{w \mathrm{cpcv}}(X)$ is continuous with respect to $y$ for almost every $t \in[0, b]$ and is measurable with respect to $t$ for every $y \in Y$, then it possesses the S-D property.

In what follows, we present some definitions and properties of extreme points.

Definition 13. Let $A$ be a nonempty subset of a real or complex linear vector space. An extreme point of a convex set $A$ is a point $x \in A$ with the property that if $x=\lambda y+(1-\lambda) z$ with $y, z \in A$ and $\lambda \in[0,1]$, then $y=x$ and/or $z=x . \operatorname{ext}(A)$ will denote the set of extreme points of $A$.

In other words, an extreme point is a point that is not an interior point of any line segment lying entirely in $A$.

Lemma 14 (see [42]). A nonempty compact set in a locally convex linear topological space has extremal points.

Let $\left\{x_{n}^{\prime}\right\}_{n \in \mathbb{N}}$ be a denumerable, dense (in $\sigma\left(X^{\prime}, X\right)$ topology) subset of the set $\{x \in X:\|x\| \leq 1\}$. For any $A \in$ $\mathscr{P}_{\text {cpcv }}(X)$ and $x_{n}^{\prime}$ define the function

$$
\begin{equation*}
d^{n}(A, u)=\max \left\{\left\langle y-z, x_{n}^{\prime}\right\rangle: y, z \in A, u=\frac{y+z}{2}\right\} \tag{15}
\end{equation*}
$$

Lemma 15 (see [33]). $u \in \operatorname{ext}(A)$ if and only if $d^{n}(A, u)=0$ for all $n \geq 1$.

In accordance with Krein-Milman and Trojansky theorem [43], the set $\operatorname{ext}\left(S_{F}\right)$ is nonempty and $\overline{\operatorname{co}}\left(\operatorname{ext}\left(S_{F}\right)\right)=S_{F}$.

Lemma 16 (see [33]). Let $F:[0, b] \rightarrow \mathscr{P}_{w c p c v}(X)$ be a measurable, integrably bounded map. Then

$$
\begin{equation*}
\overline{\mathrm{ext}}\left(S_{F}\right) \subseteq S_{F} \tag{16}
\end{equation*}
$$

where $\overline{\operatorname{ext}}\left(S_{F}\right)$ is the closure of set ext $\left(S_{F}\right)$ in the topology of the space $L^{1}([0, b], X)$.

Theorem 17 (see [33]). Let $F:[0, b] \times Y \rightarrow \mathscr{P}_{\text {wcpcv }}(X)$ be a multivalued map that has the S-D property and let it be integrable bounded on compacts from Y. Consider a compact subset $K \subset C([0, b], X)$ and define the multivalued map $G$ : $K \rightarrow L^{1}([0, b], X), b y$

$$
\begin{aligned}
& G(y(\cdot)) \\
& =\left\{f \in L^{1}([0, b], X): f(t) \in F(t, y(t)) \text { a.e. on }[0, b]\right\}
\end{aligned}
$$

$$
\begin{equation*}
y \in K \tag{17}
\end{equation*}
$$

Then for every $K$ compact in $C([0, b], X), \epsilon>0$ and any continuous selection $f: K \rightarrow L^{1}([0, b], X)$, there exists a continuous selector $g: K \rightarrow L^{1}([0, b], X)$ of the map ext $(G)$ : $K \rightarrow L^{1}([0, b], X)$ such that for all $y \in C([0, b], X)$ one has

$$
\begin{equation*}
\sup _{t \in[0, b]}\left\|\int_{0}^{t}((f y)(s)-(g y)(s)) d s\right\| \leq \epsilon \tag{18}
\end{equation*}
$$

For a background of extreme point of $F(t, y(t))$ see Dunford-Schwartz [42, Chapter 5, Section 8] and Florenzano and Le Van [44, Chapter 3].

## 3. Fractional Calculus

According to the Riemann-Liouville approach to fractional calculus, the notation of fractional integral of order $\alpha(\alpha>0)$ is a natural consequence of the well known formula (usually attributed to Cauchy) that reduces the calculation of the $n$-fold primitive of a function $f(t)$ to a single integral of convolution type. In our notation the Cauchy formula reads

$$
\begin{equation*}
I^{n} f(t):=\frac{1}{(n-1)!} \int_{0}^{t}(t-s)^{n-1} f(s) d s, \quad t>0, n \in \mathbb{N} \tag{19}
\end{equation*}
$$

Definition 18 (see $[13,45]$ ). The fractional integral of order $\alpha>0$ of a function $f \in L^{1}([a, b], \mathbb{R})$ is defined by

$$
\begin{equation*}
I_{a^{+}}^{\alpha} f(t)=\int_{a}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s \tag{20}
\end{equation*}
$$

where $\Gamma$ is the gamma function. When $a=0$, we write $I^{\alpha} f(t)=f(t) * \phi_{\alpha}(t)$, where $\phi_{\alpha}(t)=t^{(\alpha-1)} / \Gamma(\alpha)$ for $t>0$, and we write $\phi_{\alpha}(t)=0$ for $t \leq 0$ and $\phi_{\alpha} \rightarrow \delta(t)$ as $\alpha \rightarrow 0$, where $\delta$ is the delta function and $\Gamma$ is the Euler gamma function defined by

$$
\begin{equation*}
\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} d t, \quad \alpha>0 \tag{21}
\end{equation*}
$$

For consistency, $I^{0}=$ Id (identity operator), that is, $I^{0} f(t)=$ $f(t)$. Furthermore, by $I^{\alpha} f\left(0^{+}\right)$we mean the limit (if it exists) of $I^{\alpha} f(t)$ for $t \rightarrow 0^{+}$; this limit may be infinite.

After the notion of fractional integral, that of fractional derivative of order $\alpha(\alpha>0)$ becomes a natural requirement and one is attempted to substitute $\alpha$ with $-\alpha$ in the above formulas. However, this generalization needs some care in order to guarantee the convergence of the integral and preserve the well known properties of the ordinary derivative of integer order. Denoting by $D^{n}$, with $n \in \mathbb{N}$, the operator of the derivative of order $n$, we first note that

$$
\begin{equation*}
D^{n} I^{n}=\mathrm{Id}, \quad I^{n} D^{n} \neq \mathrm{Id}, \quad n \in \mathbb{N}, \tag{22}
\end{equation*}
$$

that is, $D^{n}$ is the left inverse (and not the right inverse) to the corresponding integral operator $J^{n}$. We can easily prove that

$$
\begin{equation*}
I^{n} D^{n} f(t)=f(t)-\sum_{k=0}^{n-1} f^{(k)}\left(a^{+}\right) \frac{(t-a)^{k}}{k!}, \quad t>0 \tag{23}
\end{equation*}
$$

As a consequence, we expect that $D^{\alpha}$ is defined as the left inverse to $I^{\alpha}$. For this purpose, introducing the positive integer $n$ such that $n-1<\alpha \leq n$, one defines the fractional derivative of order $\alpha>0$.

Definition 19. For a function $f$ given on interval $[a, b]$, the $\alpha$ th Riemann-Liouville fractional-order derivative of $f$ is defined by

$$
\begin{equation*}
D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)}\left(\frac{d}{d t}\right)^{n} \int_{a}^{t}(t-s)^{-\alpha+n-1} f(s) d s \tag{24}
\end{equation*}
$$

where $n=[\alpha]+1$ and $[\alpha]$ is the integer part of $\alpha$.
Defining for consistency, $D^{0}=I^{0}=\mathrm{Id}$, then we easily recognize that

$$
\begin{gather*}
D^{\alpha} I^{\alpha}=\mathrm{Id}, \quad \alpha \geq 0,  \tag{25}\\
D^{\alpha} t^{\gamma}=\frac{\Gamma(\gamma+1)}{\Gamma(\gamma+1-\alpha)} t^{\gamma-\alpha},  \tag{26}\\
\alpha>0, \quad \gamma \in(-1,0) \cup(0,+\infty), \quad t>0 .
\end{gather*}
$$

Of course, properties (25) and (26) are a natural generalization of those known when the order is a positive integer.

Note the remarkable fact that the fractional derivative $D^{\alpha} f$ is not zero for the constant function $f(t)=1$, if $\alpha \notin \mathbb{N}$. In fact, (26) with $\gamma=0$ illustrates that

$$
\begin{equation*}
D^{\alpha} 1=\frac{(t-a)^{-\alpha}}{\Gamma(1-\alpha)}, \quad \alpha>0, t>0 \tag{27}
\end{equation*}
$$

It is clear that $D^{\alpha} 1=0$, for $\alpha \in \mathbb{N}$, due to the poles of the gamma function at the points $0,-1,-2, \ldots$.

We now observe an alternative definition of fractional derivative, originally introduced by Caputo $[46,47]$ in the late sixties and adopted by Caputo and Mainardi [48] in the framework of the theory of Linear Viscoelasticity (see a review in [4]).

Definition 20. Let $f \in A C^{n}([a, b])$. The Caputo fractionalorder derivative of $f$ is defined by

$$
\begin{equation*}
\left({ }^{c} D^{\alpha} f\right)(t):=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(t-s)^{n-\alpha-1} f^{n}(s) d s \tag{28}
\end{equation*}
$$

This definition is of course more restrictive than Riemann-Liouville definition, in that it requires the absolute integrability of the derivative of order $m$. Whenever we use the operator $D_{*}^{\alpha}$ we (tacitly) assume that this condition is met. We easily recognize that in general

$$
\begin{equation*}
D^{\alpha} f(t):=D^{m} I^{m-\alpha} f(t) \neq J^{m-\alpha} D^{m} f(t):=D_{*}^{\alpha} f(t) \tag{29}
\end{equation*}
$$

unless the function $f(t)$, along with its first $n-1$ derivatives, vanishes at $t=a^{+}$. In fact, assuming that the passage of the $m$ derivative under the integral is legitimate, we recognize that, for $m-1<\alpha<m$ and $t>0$,

$$
\begin{equation*}
D^{\alpha} f(t)={ }^{c} D^{\alpha} f(t)+\sum_{k=0}^{m-1} \frac{(t-a)^{k-\alpha}}{\Gamma(k-\alpha+1)} f^{(k)}\left(a^{+}\right) \tag{30}
\end{equation*}
$$

and therefore, recalling the fractional derivative of the power function (26), one has

$$
\begin{equation*}
D^{\alpha}\left(f(t)-\sum_{k=0}^{m-1} \frac{(t-a)^{k-\alpha}}{\Gamma(k-\alpha+1)} f^{(k)}\left(a^{+}\right)\right)=D_{*}^{\alpha} f(t) \tag{31}
\end{equation*}
$$

The alternative definition, that is, Definition 20, for the fractional derivative thus incorporates the initial values of the function and of lower order. The subtraction of the Taylor polynomial of degree $n-1$ at $t=a^{+}$from $f(t)$ means a sort of regularization of the fractional derivative. In particular, according to this definition, the relevant property for which the fractional derivative of a constant is still zero:

$$
\begin{equation*}
{ }^{c} D^{\alpha} 1=0, \quad \alpha>0 \tag{32}
\end{equation*}
$$

We now explore the most relevant differences between the two fractional derivatives given in Definitions 19 and 20. From Riemann-Liouville fractional derivatives, we have

$$
\begin{equation*}
D^{\alpha}(t-a)^{\alpha-j}=0, \quad \text { for } j=1,2, \ldots,[\alpha]+1 . \tag{33}
\end{equation*}
$$

From (32) and (33) we thus recognize the following statements about functions which, for $t>0$, admit the same fractional derivative of order $\alpha$, with $n-1<\alpha \leq n, n \in \mathbb{N}$ :

$$
\begin{gather*}
D^{\alpha} f(t)=D^{\alpha} g(t) \Longleftrightarrow f(t)=g(t)+\sum_{j=1}^{m} c_{j}(t-a)^{\alpha-j}, \\
{ }^{c} D^{\alpha} f(t)={ }^{c} D^{\alpha} g(t) \Longleftrightarrow f(t)=g(t)+\sum_{j=1}^{m} c_{j}(t-a)^{n-j} \tag{34}
\end{gather*}
$$

In these formulas, the coefficients $c_{j}$ are arbitrary constants. For proving all main results we present the following auxiliary lemmas.

Lemma 21 (see [10]). Let $\alpha>0$ and let $y \in L^{\infty}(a, b)$ or $C([a, b])$. Then

$$
\begin{equation*}
\left({ }^{c} D^{\alpha} I^{\alpha} y\right)(t)=y(t) \tag{35}
\end{equation*}
$$

Lemma 22 (see [10]). Let $\alpha>0$ and $n=[\alpha]+1$. If $y \in$ $A C^{n}[a, b]$ or $y \in C^{n}[a, b]$, then

$$
\begin{equation*}
\left(I^{\alpha c} D^{\alpha} y\right)(t)=y(t)-\sum_{k=0}^{n-1} \frac{y^{(k)}(a)}{k!}(t-a)^{k} \tag{36}
\end{equation*}
$$

For further readings and details on fractional calculus, we refer to the books and papers by Kilbas [10], Podlubny [12], Samko [13], and Caputo [46-48].

## 4. Existence Result

Definition 23. A function $y \in C\left([0, b], \mathbb{R}^{N}\right)$ is called mild solution of problem (1) if there exist $f \in L^{1}\left(J, \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
y(t)=y_{0}+t y_{1}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{1-\alpha} f(s) d s, \quad t \in[0, b] \tag{37}
\end{equation*}
$$

where $f \in S_{F, y}=\left\{v \in L^{1}\left([0, b], \mathbb{R}^{N}\right): f(t) \in F(t, y(t))\right.$ a.e. on $[0, b]\}$.

We will impose the following conditions on $F$.
$\left(\mathscr{H}_{1}\right)$ The function $F: J \times \mathbb{R}^{N} \rightarrow \mathscr{P}_{\text {cpcv }}\left(\mathbb{R}^{N}\right)$ such that
(a) for all $x \in \mathbb{R}^{N}$, the map $t \mapsto F(t, x)$ is measurable,
(b) for every $t \in[0, b]$, the multivalued map $x \rightarrow$ $F(t, x)$ is $H_{d}$ continuous
$\left(\mathscr{H}_{2}\right)$ There exist $p \in L^{1}\left(J, \mathbb{R}^{+}\right)$and a continuous nondecreasing function $\psi:[0, \infty) \rightarrow(0, \infty)$ such that

$$
\|F(t, x)\|_{\mathscr{P}}=\sup \{\|v\|: v \in F(t, x)\} \leq p(t) \psi(\|x\|),
$$

$$
\begin{equation*}
\text { for a.e. } t \in[0, b] \text { and each } x \in \mathbb{R}^{N} \text {, } \tag{38}
\end{equation*}
$$

with

$$
\begin{equation*}
\int_{0}^{b} p(s) d s<\int_{\left\|y_{0}\right\|+b\left\|y_{1}\right\|}^{\infty} \frac{d u}{\psi(u)} . \tag{39}
\end{equation*}
$$

Theorem 24. Assume that the conditions $\left(\mathscr{H}_{1}\right)-\left(\mathscr{H}_{2}\right)$ and then the problem (2) have at least one solution.

Proof. From $\left(\mathscr{H}_{2}\right)$ there exists $M>0$ such that $\|y\|_{\infty} \leq M$ for each $y \in S_{c}$.

Let

$$
F_{1}(t, y)= \begin{cases}F(t, y) & \text { if }\|y\| \leq M  \tag{40}\\ F\left(t, \frac{M y}{\|y\|}\right) & \text { if }\|y\| \geq M\end{cases}
$$

We consider

$$
\begin{gather*}
{ }^{c} D^{\alpha} y(t) \in F_{1}(t, y(t)), \quad \text { a.e. } t \in[0, b] \\
y(0)=y_{0}, \quad y^{\prime}(0)=y_{1} \tag{41}
\end{gather*}
$$

It is clear that all the solutions of (41) are solutions of (2).
Set

$$
\begin{array}{r}
V=\left\{f \in L^{1}\left([0, b], \mathbb{R}^{N}\right):\|f(t)\| \leq \psi_{*}(t)\right\}  \tag{42}\\
\psi_{*}(t)=p(t) \psi(M)
\end{array}
$$

It is clear that $V$ is weakly compact in $L^{1}\left([0, b], \mathbb{R}^{N}\right)$. Remark that for every $f \in V$, there exists a unique solution $L(f)$ of the following problem:

$$
\begin{align*}
&{ }^{c} D^{\alpha} y(t)=f(t), \\
& y(t)=y_{0}, \quad \text { a.e. } t \in[0, b]  \tag{43}\\
& y^{\prime}(0)=y_{1}
\end{align*}
$$

this solution is defined by

$$
\begin{array}{r}
L(f)(t)=y_{0}+t y_{1}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s  \tag{44}\\
\text { a.e. } t \in[0, b]
\end{array}
$$

We claim that $L$ is continuous. Indeed, let $f_{n} \rightarrow f$ converge in $L^{1}\left([0, b], \mathbb{R}^{N}\right)$, as $n \rightarrow \infty$, set $y_{n}=L\left(f_{n}\right), n \in \mathbb{N}$. It is clear
that $\left\{y_{n}: n \in \mathbb{N}\right\}$ is relatively compact in $C\left([0, b], \mathbb{R}^{N}\right)$ and $y_{n}$ converge to $y \in C\left([0, b], \mathbb{R}^{N}\right)$. Let

$$
\begin{equation*}
z(t)=y_{0}+y_{1} t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s, \quad t \in[0, b] . \tag{45}
\end{equation*}
$$

Then

$$
\begin{array}{r}
\left\|y_{n}-z\right\|_{\infty} \leq \frac{b^{\alpha}}{\Gamma(\alpha)} \int_{0}^{b}\left\|f_{n}(s)-f(s)\right\| d s \longrightarrow 0  \tag{46}\\
\text { as } n \longrightarrow \infty
\end{array}
$$

Hence $K=L(V)$ is compact and convex subset of $C\left([0, b], \mathbb{R}^{N}\right)$. Let $S_{F}: K \rightarrow \mathscr{P}_{\text {clcv }}\left(L^{1}\left([0, b], \mathbb{R}^{N}\right)\right)$ be the multivalued Nemitsky operator defined by

$$
\begin{gather*}
S_{F_{1}}(y)=\left\{f \in L^{1}\left([0, b], \mathbb{R}^{N}\right): f(t) \in F_{1}(t, y(t)),\right.  \tag{47}\\
\text { a.e. } t \in[0, b]\}:=S_{F_{1}, y}
\end{gather*}
$$

It is clear that $F_{1}(\cdot, \cdot)$ is $H_{d}$ continuous and $F_{1}(\cdot, \cdot) \in$ $\mathscr{P}_{w k c p c v}\left(\mathbb{R}^{N}\right)$ and is integrably bounded, then by Theorem 17 (see also Theorem 6.5 in [32] or Theorem 1.1 in [34]), we can find a continuous function $g: K \rightarrow L_{w}^{1}\left([0, b], \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
g(x) \in \operatorname{ext} S_{F_{1}}(y) \quad \forall y \in K \tag{48}
\end{equation*}
$$

From Benamara [49] we know that

$$
\begin{equation*}
\operatorname{ext} S_{F_{1}}(y)=S_{\operatorname{ext} F_{1}(\cdot, y(\cdot))} \quad \forall y \in K \tag{49}
\end{equation*}
$$

Setting $N=L \circ g$ and letting $y \in K$, then

$$
\begin{align*}
g(y) & \in F_{1}(\cdot, y(\cdot)) \Longrightarrow g(y) \in V \Longrightarrow N(y) \\
& =L(g(y)) \in K . \tag{50}
\end{align*}
$$

Now, we prove that $N$ is continuous. Indeed, let $y_{n} \in K$ converge to $y$ in $C\left([0, b], \mathbb{R}^{N}\right)$.

Then

$$
\begin{equation*}
g\left(y_{n}\right) \text { converge weakly to } g(y) \text { as } n \longrightarrow \infty . \tag{51}
\end{equation*}
$$

Since $N\left(y_{n}\right)=L\left(g\left(y_{n}\right)\right) \in K$ and $g\left(y_{n}\right)(\cdot) \in F\left(t, y_{n}(t)\right)$, then

$$
\begin{equation*}
g\left(y_{n}\right)(\cdot) \in F\left(\cdot, \bar{B}_{M}\right) \in \mathscr{P}_{\mathrm{cp}}\left(\mathbb{R}^{N}\right) \tag{52}
\end{equation*}
$$

From Lemma $10, g\left(y_{n}\right)$ converge weakly to $y$ in $L^{1}\left([0, b], \mathbb{R}^{N}\right)$ as $n \rightarrow \infty$. By the definition of $N$, we have

$$
\left.\begin{array}{r}
N\left(y_{n}\right)=y_{0}+y_{1} t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g\left(y_{n}\right)(s) d s \\
t \in[0, b] \\
N(y)=y_{0}+y_{1} t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g(y)(s) d s  \tag{53}\\
t
\end{array}\right)[0, b] .
$$

Since $\left\{N\left(y_{n}\right): n \in \mathbb{N}\right\} \subset K$, then there exists subsequence of $N\left(y_{n}\right)$ converge in $C\left([0, b], \mathbb{R}^{N}\right)$. Then

$$
\begin{equation*}
N\left(y_{n}\right)(t) \longrightarrow N(y)(t), \quad \forall t \in[0, b], \text { as } n \longrightarrow \infty \tag{54}
\end{equation*}
$$

This proves that $N$ is continuous. Hence by Schauder's fixed point there exists $y \in K$ such that $y=N(y)$.

## 5. The Relaxed Problem

In this section, we examine whether the solutions of the extremal problem are dense in those of the convexified one. Such a result is important in optimal control theory whether the relaxed optimal state can be approximated by original states; the relaxed problems are generally much simpler to build. For the problem for first-order differential inclusions, we refer, for example, to [35, Theorem 2, page 124] or [36, Theorem 10.4.4, page 402]. For the relaxation of extremal problems we see the following recent references [30, 50].

Now we present our main result of this section.
Theorem 25. Let $F:[0, b] \times \mathbb{R}^{N} \rightarrow \mathscr{P}\left(\mathbb{R}^{N}\right)$ be a multifunction satisfying the following hypotheses.
$\left(\mathscr{H}_{3}\right)$ The function $F:[0, b] \times \mathbb{R}^{N} \rightarrow \mathscr{P}_{c p c v}\left(\mathbb{R}^{N}\right)$ such that, for all $x \in \mathbb{R}^{N}$, the map

$$
\begin{equation*}
t \longmapsto F(t, x) \tag{55}
\end{equation*}
$$

is measurable.
$\left(\mathscr{H}_{4}\right)$ There exists $p \in L^{1}\left(J, \mathbb{R}^{+}\right)$such that

$$
\begin{gather*}
H_{d}(F(t, x), F(t, y)) \leq p(t)\|x-y\| \\
\text { for a.e. } t \in[0, b] \text { and each } x, y \in \mathbb{R}^{N}  \tag{56}\\
H_{d}(F(t, 0), 0) \leq p(t) \quad \text { for a.e. } t \in[0, b]
\end{gather*}
$$

Then $\overline{S_{e}}=S_{c}$.
Proof. By Coviz and Nadlar fixed point theorem, we can easily prove that $S_{c} \neq \emptyset$, and since $F$ has compact and convex valued, then $S_{c}$ is compact in $C\left([0, b], \mathbb{R}^{N}\right)$. For more information we see [25, 27-29, 51, 52].

Let $y \in S_{c}$; then there exists $f \in S_{F, y}$ such that

$$
\begin{array}{r}
y(t)=y_{0}+y_{1} t+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} f(s) d s  \tag{57}\\
\text { a.e. } t \in[0, b] .
\end{array}
$$

Let $K$ be a compact and convex set in $C\left([0, b], \mathbb{R}^{N}\right)$ such that $S_{c} \subset K$. Given that $y_{*} \in K$ and $\epsilon>0$, we define the following multifunction $U_{\epsilon}:[0, b] \rightarrow \mathscr{P}\left(\mathbb{R}^{N}\right)$ by

$$
\begin{gather*}
U_{\epsilon}(t)=\left\{u \in \mathbb{R}^{N}:\|f(t)-u\|<d(f(t), F(t, y(t)))+\epsilon,\right. \\
\left.u \in F\left(t, y_{*}(t)\right)\right\} . \tag{58}
\end{gather*}
$$

The multivalued map $t \rightarrow F(t, \cdot)$ is measurable and $x \rightarrow$ $F(\cdot, x)$ is $H_{d}$ continuous. In addition, if $F(\cdot, \cdot)$ has compact values, then $F(\cdot, \cdot)$ is graph measurable, and the mapping $t \rightarrow F(t, y(t))$ is a measurable multivalued map for fixed $y \in$ $C\left([0, b], \mathbb{R}^{N}\right)$. Then by Lemma 3, there exists a measurable selection $v_{1}(t) \in F(t, y(t))$ a.e. $t \in[0, b]$ such that

$$
\begin{equation*}
\left\|f(t)-v_{1}(t)\right\|<d(f(t), F(t, y(t)))+\epsilon ; \tag{59}
\end{equation*}
$$

this implies that $U_{\epsilon}(\cdot) \neq \emptyset$. We consider $G_{\epsilon}: K \rightarrow \mathscr{P}\left(L^{1}(J\right.$, $\mathbb{R}^{N}$ ) defined by

$$
\begin{align*}
G_{\epsilon}(y)=\left\{f_{*}\right. & \in \mathscr{F}(y):\left\|f(t)-f_{*}(t)\right\| \\
< & \left.\epsilon+d\left(f_{*}(t), F(t, y(t))\right)\right\} \tag{60}
\end{align*}
$$

Since the measurable multifunction $F$ is integrable bounded, Lemma 9 implies that the Nemyts'kiĭ operator $\mathscr{F}$ has decomposable values. Hence $y \rightarrow \overline{G_{\epsilon}(y)}$ is l.s.c. with decomposable values. By Lemma 8, there exists a continuous selection $f_{\epsilon}$ : $C\left([0, b], \mathbb{R}^{N}\right) \rightarrow L^{1}\left(J, \mathbb{R}^{N}\right)$ such that

$$
\begin{equation*}
f_{\epsilon}(y) \in \overline{G_{\epsilon}(y)} \quad \forall y \in C\left([0, b], \mathbb{R}^{N}\right) \tag{61}
\end{equation*}
$$

From Theorem 17, there exists function $g_{\epsilon}: K \rightarrow L_{w}([0, b]$, $\mathbb{R}^{N}$ ) such that

$$
\begin{gather*}
g_{\epsilon}(y) \in \operatorname{ext} S_{F}(y)=S_{\operatorname{ext} F(\cdot, y(\cdot))} \quad \forall y \in K,  \tag{62}\\
\left\|g_{\epsilon}(y)-f_{\epsilon}(y)\right\|_{w} \leq \epsilon, \quad \forall y \in K .
\end{gather*}
$$

From $\left(\mathscr{H}_{3}\right)$ we can prove that there exists $M>0$ such that

$$
\begin{equation*}
\|y\|_{\infty} \leq M \quad \forall y \in S_{c} \tag{63}
\end{equation*}
$$

Consider the sequence $\epsilon_{n} \rightarrow 0$, as $n \rightarrow \infty$, and set $g_{n}=g_{\epsilon_{n}}$, $f_{n}=f_{\epsilon_{n}}$. Set

$$
\begin{array}{r}
V=\left\{f \in L^{1}\left([0, b], \mathbb{R}^{N}\right):\|f(t)\| \leq \psi(t) \text { a.e. } t \in[0, b]\right\}, \\
\psi(t)=(1+M) p(t) \tag{64}
\end{array}
$$

Let $L: V \rightarrow C\left([0, b], \mathbb{R}^{N}\right)$ be the map such that each $f \in V$ assigns the unique solution of the problem

$$
\begin{align*}
{ }^{c} D^{\alpha} y(t) & =f(t), \\
y(0) & =y_{0}, \tag{65}
\end{align*} \quad \text { a.e. } t \in[0, b], \quad y^{\prime}(0)=y_{1} .
$$

As in Theorem 24, we can prove that $L(V)$ is compact in $C\left([0, b], \mathbb{R}^{N}\right)$ and the operator $N_{n}=L \circ g_{n}: K \rightarrow K$ is compact; then by Schauder's fixed point there exists $\tilde{y}_{n} \in K$ such that $\tilde{y}_{n} \in S_{e}$ and

$$
\begin{array}{r}
\tilde{y}_{n}(t)=y_{0}+t y_{1}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} g_{n}\left(y_{n}\right)(s) d s  \tag{66}\\
\text { a.e. } t \in[0, b], n \in \mathbb{N} .
\end{array}
$$

Hence

$$
\begin{align*}
&\left\|y(t)-\tilde{y}_{n}(t)\right\| \\
& \leq \frac{1}{\Gamma(\alpha)}\left\|\int_{0}^{t}(t-s)^{\alpha-1}\left[g_{n}\left(\tilde{y}_{n}\right)(s)-f(s)\right] d s\right\| \\
& \leq \frac{1}{\Gamma(\alpha)}\left\|\int_{0}^{t}(t-s)^{\alpha-1}\left[g_{n}\left(\tilde{y}_{n}\right)(s)-f_{n}\left(\tilde{y}_{n}\right)(s)\right] d s\right\| \\
&+\frac{b^{\alpha}}{\Gamma(\alpha)} \int_{0}^{t}\left\|f_{n}\left(\tilde{y}_{n}\right)(s)-f(s)\right\| d s \\
& \leq \frac{1}{\Gamma(\alpha)}\left\|\int_{0}^{t}(t-s)^{\alpha-1}\left[g_{n}\left(\tilde{y}_{n}\right)(s)-f_{n}\left(\tilde{y}_{n}\right)(s)\right] d s\right\| \\
&+\frac{b^{\alpha}}{\Gamma(\alpha)} \int_{0}^{t}\left(\epsilon_{n}+d\left(f(s), f_{n}\left(\tilde{y}_{n}\right)(s)\right)\right) d s \\
& \leq \frac{1}{\Gamma(\alpha)}\left\|\int_{0}^{t}(t-s)^{\alpha-1}\left[g_{n}\left(\tilde{y}_{n}\right)(s)-f_{n}\left(\tilde{y}_{n}\right)(s)\right] d s\right\| \\
&+\frac{b^{\alpha}}{\Gamma(\alpha)} \int_{0}^{t}\left(\epsilon_{n}+H_{d}\left(F(s, y(s)), F\left(s, \tilde{y}_{n}(s)\right)\right)\right) d s \\
& \leq \frac{b^{\alpha+1}}{\Gamma(\alpha+1)} \epsilon_{n}+\frac{b^{\alpha+1}}{\Gamma(\alpha)} \epsilon_{n}+\int_{0}^{t} p(s)\left\|y(s)-\tilde{y}_{n}(s)\right\| . \tag{67}
\end{align*}
$$

Let $\widetilde{y}(\cdot)$ be a limit point of the sequence $\tilde{y}_{n}(\cdot)$. Then, it follows that from the above inequality, one has

$$
\begin{equation*}
\|y(t)-\tilde{y}(t)\| \leq \int_{0}^{t} p(s)\|y(s)-\tilde{y}(s)\| d s \tag{68}
\end{equation*}
$$

which implies $y(\cdot)=\tilde{y}(\cdot)$. Consequently, $y \in S_{c}$ is a unique limit point of $\widetilde{y}_{n}(\cdot) \in S_{e}$.

Example 26. Let $F: J \times \mathbb{R}^{N} \rightarrow \mathscr{P}_{\mathrm{cpcv}}\left(\mathbb{R}^{N}\right)$ with

$$
\begin{equation*}
F(t, y)=\bar{B}\left(f_{1}(t, y), f_{2}(t, y)\right), \tag{69}
\end{equation*}
$$

where $f_{1}, f_{2}: J \times \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ are Carathéodory functions and bounded.

Then (2) is solvable.
Example 27. If, in addition to the conditions on $F$ of Example 26, $f_{1}$ and $f_{2}$ are Lipschitz functions, then $\overline{S_{e}}=S_{c}$.
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#### Abstract

This paper is concerned with the asymptotical behavior of solutions to the reaction-diffusion system under homogeneous Neumann boundary condition. By taking food ingestion and species' moving into account, the model is further coupled with MichaelisMenten type functional response and nonlocal delay. Sufficient conditions are derived for the global stability of the positive steady state and the semitrivial steady state of the proposed problem by using the Lyapunov functional. Our results show that intraspecific competition benefits the coexistence of prey and predator. Furthermore, the introduction of Michaelis-Menten type functional response positively affects the coexistence of prey and predator, and the nonlocal delay is harmless for stabilities of all nonnegative steady states of the system. Numerical simulations are carried out to illustrate the main results.


## 1. Introduction

The overall behavior of ecological systems continues to be of great interest to both applied mathematicians and ecologists. Two species predator-prey models have been extensively investigated in the literature. But recently more and more attention has been focused on systems with three or more trophic levels. For example, the predator-prey system for three species with Michaelis-Menten type functional response was studied by many authors [1-4]. However, the systems in [1-4] are either with discrete delay or without delay or without diffusion. In view of individuals taking time to move, spatial dispersal was dealt with by introducing diffusion term to corresponding delayed ODE model in previous literatures, namely, adding a Laplacian term to the ODE model. In recent years, it has been recognized that there are modelling difficulties with this approach. The difficulty is that diffusion and time delay are independent of each other, since individuals have not been at the same point at previous times. Britton [5] made a first comprehensive attempt to address this difficulty by introducing a nonlocal delay; that
is, the delay term involves a weighted-temporal average over the whole of the infinite domain and the whole of the previous times.

There are many results for reaction-diffusion equations with nonlocal delays [5-18]. The existence and stability of traveling wave fronts were studied in reaction-diffusion equations with nonlocal delay [5-9]. The stability of impulsive cellular neural networks with time varying was discussed in [10] by means of new Poincare integral inequality. The asymptotic behavior of solutions of the reaction-diffusion equations with nonlocal delay was investigated in [11, 12] by using an iterative technique and in [13-15] by the Lyapunov functional. The stability and Hopf bifurcation were discussed in [16] for a diffusive logistic population model with nonlocal delay effect.

Motivated by the work above, we are concerned with the following food chain model with Michaelis-Menten type functional response:

$$
\frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=u_{1}\left(a_{1}-a_{11} u_{1}-\frac{a_{12} u_{2}}{m_{1}+u_{1}}\right)
$$

$$
\begin{align*}
& \frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2} \\
& =u_{2}\left(-a_{2}+a_{21} \int_{\Omega} \int_{-\infty}^{t} \frac{u_{1}(s, y)}{m_{1}+u_{1}(s, y)}\right. \\
& \\
& \times K_{1}(x, y, t-s) d s d y \\
& \\
& \left.-a_{22} u_{2}-\frac{a_{23} u_{3}}{m_{2}+u_{2}}\right), \\
& \begin{aligned}
& \frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3} \\
&= u_{3}\left(-a_{3}+a_{32} \int_{\Omega} \int_{-\infty}^{t} \frac{u_{2}(s, y)}{m_{2}+u_{2}(s, y)}\right. \\
& \times K_{2}(x, y, t-s) d s d y \\
&\left.-a_{33} u_{3}\right),
\end{aligned}
\end{align*}
$$

for $t>0, x \in \Omega$ with homogeneous Neumann boundary conditions

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial v}=\frac{\partial u_{2}}{\partial v}=\frac{\partial u_{3}}{\partial v}=0, \quad t>0, \quad x \in \partial \Omega, \tag{2}
\end{equation*}
$$

and initial conditions

$$
\begin{array}{ll}
u_{i}(t, x)=\phi_{i}(t, x) \geq 0 & (i=1,2),(t, x) \in(-\infty, 0] \times \Omega, \\
u_{3}(0, x)=\phi_{3}(x) \geq 0, \quad x \in \Omega \tag{3}
\end{array}
$$

where $\phi_{i}$ is bounded, Hölder continuous function and satisfies $\partial \phi_{i} / \partial v=0(i=1,2,3)$ on $(-\infty, 0] \times \partial \Omega$. Here, $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$ and $\partial / \partial \nu$ is the outward normal derivative on $\partial \Omega$. $u_{i}(t, x)$ represents the density of the $i$ th species (prey, predator, and top predator resp.) at time $t$ and location $x$ and thus only nonnegative $u_{i}(t, x)$ is of interest. The parameter $a_{1}$ is the intrinsic growth rate of the prey, and $a_{2}$ and $a_{3}$ are the death rates of the predator and top-predator. $a_{i i}$ is the intraspecific competitive rate of the $i$ th species. $a_{12}$ is the maximum predation rate. $a_{23}$ and $a_{32}$ are the efficiencies of food utilization of the predator and top predator, respectively. We assume the predator and top predator show the Michaelis-Menten (or Holling type II) functional response with $u_{1} /\left(m_{1}+u_{1}\right)$ and $u_{2} /\left(m_{2}+u_{2}\right)$, respectively, where $m_{1}$ and $m_{2}$ are half-saturation constants. For a through biological background of similar models, see [18, 19]. As our most knowledge, the tritrophic food chain model has been found to have many interesting biological properties, such as the coexistence and the Hopf bifurcation. However, the effect of nonlocal time delays on the coexistence has not been reported. Our paper mainly concerns this perspective.

Additionally, $\int_{\Omega} \int_{-\infty}^{t}\left(u_{i}(s, y) /\left(m_{i}+u_{i}(s, y)\right)\right) K_{i}(x, y, t-$ s) $d s d y(i=1,2)$ represents the nonlocal delay due to the ingestion of predator; that is, mature adult predator can
only contribute to the production of predator biomass. The boundary condition in (2) implies that there is no migration across the boundary of $\Omega$.

The main purpose of this paper is to study the global asymptotic behavior of the solution of system (1)-(3). The preliminary results are presented in Section 2. Section 3 contains sufficient conditions for the global asymptotic behaviors of the equilibria of system (1)-(3) by means of the Lyapunov functional. Numerical simulations are carried out to show the feasibility of the conditions in Theorems 8-10 in Section 4. Finally, a brief discussion is given to conclude this work.

## 2. Preliminary Results

In this section, we present several preliminary results that will be employed in the sequel.

Lemma 1 (see [3]). Let $a$ and $b$ be positive constants. Assume that $\phi, \varphi \in C^{1}(a,+\infty), \varphi(t) \geq 0$, and $\phi$ is bounded from below. If $\phi^{\prime}(t) \leq-b \varphi(t)$ and $\varphi^{\prime}(t) \leq K$ in $[a,+\infty)$ for some positive constant $K$, then $\lim _{t \rightarrow+\infty} \varphi(t)=0$.

The following lemma is the Positivity Lemma in [20].
Lemma 2. Let $u_{i} \in C([0, T] \times \bar{\Omega}) \bigcap C^{1,2}((0, T] \times \Omega)(i=$ $1,2,3)$ and satisfy

$$
\begin{align*}
& u_{i t}-d_{i} \Delta u_{i} \geq \sum_{j=1}^{3} b_{i j}(t, x) u_{j}(t, x) \\
&+\sum_{j=1}^{3} c_{i j} u_{j}\left(t-\tau_{j}, x\right) \quad \text { in }(0, T] \times \Omega,  \tag{4}\\
& \frac{\partial u_{i}(t, x)}{\partial v} \geq 0 \quad \text { on }(0, T] \times \partial \Omega, \\
& u_{i}(t, x) \geq 0 \quad \text { in }\left[-\tau_{i}, 0\right] \times \Omega,
\end{align*}
$$

where $b_{i j}, c_{i j} \in C([0, T] \times \bar{\Omega}), u_{i t}=\left(u_{i}\right)_{t}$. If $b_{i j} \geq 0$ for $j \neq i$ and $c_{i j} \geq 0$ for all $i, j=1,2,3$. Then $u_{i}(t, x) \geq 0$ on $[0, T] \times \bar{\Omega}$. Moreover, if the initial function is nontrivial, then $u_{i}>0$ in $(0, T] \times \bar{\Omega}$.

Lemma 3 (see [20]). Let $\widehat{\mathbf{c}}$ and $\widetilde{\mathbf{c}}$ be a pair of constant vector satisfying $\widetilde{\mathbf{c}} \geq \widehat{\mathbf{c}}$ and let the reaction functions satisfy local Lipschitz condition with $\Lambda=\langle\widehat{\mathbf{c}}, \widetilde{\mathbf{c}}\rangle$. Then system (1)-(3) admits a unique global solution $\mathbf{u}(t, x)$ such that

$$
\begin{equation*}
\widehat{\mathbf{c}} \leq \mathbf{u}(t, x) \leq \widetilde{\mathbf{c}}, \quad \forall t>0, x \in \bar{\Omega} \tag{5}
\end{equation*}
$$

whenever $\widehat{\mathbf{c}} \leq \phi(t, x) \leq \widetilde{\mathbf{c}},(t, x) \in(-\infty, 0] \times \Omega$.
The following result was obtained by the method of upper and lower solutions and the associated iterations in [21].

Lemma 4 (see [21]). Let $u(t, x) \in C([0, \infty) \times \bar{\Omega}) \cap$ $C^{2,1}((0, \infty) \times \Omega)$ be the nontrivial positive solution of the system

$$
\begin{align*}
& u_{t}-d \Delta u= B u(t-\tau, x) \pm A_{1} u(t, x) \\
&-A_{2} u^{2}(t, x), \quad(t, x) \in(0, \infty) \times \Omega, \\
& \frac{\partial u}{\partial v}=0, \quad(t, x) \in(0, \infty) \times \partial \Omega,  \tag{6}\\
& u(t, x)= \phi(t, x) \geq 0, \quad(t, x) \in(-\tau, 0) \times \Omega,
\end{align*}
$$

where $A_{1} \geq 0, B, A_{2}, \tau>0$. The following results hold:
(1) if $B \pm A_{1}>0$, then $u \rightarrow\left(B \pm A_{1}\right) / A_{2}$ uniformly on $\bar{\Omega}$ ast $\rightarrow \infty$;
(2) if $B \pm A_{1} \leq 0$, then $u \rightarrow 0$ uniformly on $\bar{\Omega}$ ast $\rightarrow \infty$.

Throughout this paper, we assume that

$$
\begin{gather*}
K_{i}(x, y, t)=G_{i}(x, y, t) k_{i}(t), \quad x, y \in \Omega, k_{i}(t) \geq 0 \\
\int_{\Omega} G_{i}(x, y, t) d x=\int_{\Omega} G_{i}(x, y, t) d y=1, \quad t \geq 0  \tag{7}\\
\int_{0}^{+\infty} k_{i}(t) d t=1, \quad t k_{i}(t) \in L^{1}((0,+\infty) ; R)
\end{gather*}
$$

where $G_{i}(x, y, t)$ is a nonnegative function, which is continuous in $(x, y) \in \bar{\Omega} \times \bar{\Omega}$ for each $t \in[0,+\infty)$ and measurable in $t \in[0,+\infty)$ for each pair $(x, y) \in \bar{\Omega} \times \bar{\Omega}$.

Now we prove the following propositions which will be used in the sequel.

Proposition 5. For any nonnegative initial function, the corresponding solution of system (1)-(3) is nonnegative.

Proof. Suppose that $\left(u_{1}, u_{2}, u_{3}\right)$ is a solution and satisfies $u_{i} \in$ $C([0, T) \times \bar{\Omega}) \cap C^{1,2}((0, T) \times \Omega)$ with $T \leq+\infty$. Choose $0<$ $\tau<T$. Then

$$
\begin{aligned}
& u_{1 t}-d_{1} \Delta u_{1}=A_{1} u_{1}, \quad 0<t<\tau, \quad x \in \Omega, \\
& u_{2 t}-d_{2} \Delta u_{2}=A_{2} u_{2}, \quad 0<t<\tau, \quad x \in \Omega, \\
& u_{3 t}-d_{3} \Delta u_{3}=A_{3} u_{3}, \quad 0<t<\tau, \quad x \in \Omega, \\
& \frac{\partial u_{i}}{\partial v}=0, \quad 0<t<\tau, \quad x \in \partial \Omega, \\
& u_{i}(t, x) \geq 0 \quad(i=1,2,3), t \leq 0, \quad x \in \bar{\Omega},
\end{aligned}
$$

where

$$
\begin{align*}
& A_{1}=a_{1}-a_{11} u_{1}-\frac{a_{12} u_{2}}{m_{1}+u_{1}} \\
& \begin{aligned}
& A_{2}=-a_{2}+a_{21} \int_{\Omega} \int_{-\infty}^{t} \frac{u_{1}(s, y)}{m_{1}+u_{1}(s, y)} \\
& \quad \times K_{1}(x, y, t-s) d s d y \\
&-a_{22} u_{2}-\frac{a_{23} u_{3}}{m_{2}+u_{3}}
\end{aligned} \\
& \begin{aligned}
& A_{3}=-a_{3}+a_{32} \int_{\Omega} \int_{-\infty}^{t} \frac{u_{2}(s, y)}{m_{2}+u_{2}(s, y)} \\
& \quad \times K_{2}(x, y, t-s) d s d y-a_{33} u_{3}
\end{aligned}
\end{align*}
$$

It follows from Lemma 2 that $u_{i} \geq 0,(t, x) \in[0, \tau] \times \bar{\Omega}$. Due to the arbitrariness of $\tau$, we have $u_{i} \geq 0$ for $(t, x) \in[0, T) \times$ $\bar{\Omega}$.

Proposition 6. System (1)-(3) with initial functions $\phi_{i}$ admits a unique global solution $\left(u_{1}, u_{2}, u_{3}\right)$ satisfying $0 \leq u_{i}(t, x) \leq$ $M_{i}$ for $i=1,2,3$, where $M_{i}$ is defined as

$$
\begin{align*}
& M_{1}=\max \left\{\frac{a_{1}}{a_{11}},\left\|\phi_{1}(t, x)\right\|_{L^{\infty}((-\infty, 0] \times \bar{\Omega})}\right\} \\
& M_{2}=\max \left\{\frac{\left(a_{21}-a_{2}\right) M_{1}-m_{1} a_{2}}{a_{22}\left(m_{1}+M_{1}\right)},\left\|\phi_{2}(t, x)\right\|_{L^{\infty}((-\infty, 0] \times \bar{\Omega})}\right\} \\
& M_{3}=\max \left\{\frac{\left(a_{32}-a_{3}\right) M_{2}-m_{2} a_{3}}{a_{22}\left(m_{2}+M_{2}\right)},\left\|\phi_{3}(x)\right\|_{L^{\infty}(\bar{\Omega})}\right\} \tag{10}
\end{align*}
$$

Proof. It follows from standard PDE theory that there exists a $T>0$ such that problem (1)-(3) admits a unique solution in $[0, T) \times \bar{\Omega}$. From Lemma 2 we know that $u_{i}(t, x) \geq 0$ for $(t, x) \in[0, T) \times \bar{\Omega}$. Considering the first equation in (1), we have

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1} \leq u_{1}\left(a_{1}-a_{11} u_{1}\right) \tag{11}
\end{equation*}
$$

Using the maximum principle gives that $u_{1} \leq M_{1}$. In a similar way, we have $u_{i} \leq M_{i}$ for $i=2,3$. It is easy to see that $(0,0,0)$ and $\left(M_{1}, M_{2}, M_{3}\right)$ are a pair of coupled upper and lower solutions to system (1)-(3) from the direct computation. In virtue of Lemma 3, system (1)-(3) admits a unique global solution ( $u_{1}, u_{2}, u_{3}$ ) satisfying $0 \leq u_{i}(t, x) \leq M_{i}$ for $i=1,2,3$. In addition, if $\phi_{1}(t, x), \phi_{2}(t, x), \phi_{3}(x),(t, x) \in(-\infty, 0] \times \Omega$ is nontrivial, it follows from the strong maximum principle that $u_{i}(t, x)>0(i=1,2,3)$ for all $t>0, x \in \bar{\Omega}$.

## 3. Global Stability

In this section, we study the asymptotic behavior of the equilibrium of system (1)-(3). In the beginning, we show the existence and uniqueness of positive steady state.


Figure 1: Graphs of the equations in (12). $L_{3}$ is the boundary condition $\left(a_{3}=a_{32} v_{2} /\left(m_{2}+v_{2}\right)\right)$ and $L_{2}$ corresponds to $-a_{2}+$ $a_{21}\left(v_{1} /\left(m_{1}+v_{1}\right)\right)-a_{22} v_{2}=0$, while $L_{1}$ corresponds to $a_{1}-a_{11} v_{1}-$ $a_{12} v_{2} /\left(m_{1}+v_{1}\right)=0$. Intersection point between $L_{1}$ and $L_{2}$ gives the positive solution $\left(v_{1}^{*}, v_{2}^{*}\right)$ to (12). Parameter values are listed in the example in Section 4.

Let us consider the following equations:

$$
\begin{align*}
& a_{1}-a_{11} v_{1}-\frac{a_{12} v_{2}}{m_{1}+v_{1}}=0 \\
& -a_{2}+\frac{a_{21} v_{1}}{m_{1}+v_{1}}-a_{22} v_{2}=0 \tag{12}
\end{align*}
$$

A direct computation shows that the above equations have only one positive solution $\left(v_{1}^{*}, v_{2}^{*}\right)$ if and only if

$$
\begin{equation*}
H_{1}: a_{1}\left(a_{21}-a_{2}\right)>m_{1} a_{2} a_{11} \tag{13}
\end{equation*}
$$

is satisfied. Taking $H_{1}$ into account, we consider the equation $a_{3}=a_{32} v_{2}^{*} /\left(m_{2}+v_{2}^{*}\right)$, which corresponds to $L_{3}$ in Figure 1.

It is clear that if $a_{3}<a_{32} v_{2}^{*} /\left(m_{2}+v_{2}^{*}\right)$, the intersection point $\left(v_{1}^{*}, v_{2}^{*}\right)$ always lies in $L_{3}$. Let

$$
\begin{equation*}
H_{2}: a_{3} m_{2}<\left(a_{32}-a_{3}\right) v_{2}^{*} . \tag{14}
\end{equation*}
$$

Suppose that $H_{1}$ and $H_{2}$ hold. We take $u_{3}$ as a parameter and consider the following system:

$$
\begin{align*}
& a_{1}-a_{11} u_{1}-\frac{a_{12} u_{2}}{m_{1}+u_{1}}=0 \\
& -a_{2}+\frac{a_{21} u_{1}}{m_{1}+u_{1}}-a_{22} u_{2}-\frac{a_{23} u_{3}}{m_{2}+u_{2}}=0  \tag{15}\\
& -a_{3}+\frac{a_{32} u_{2}}{m_{2}+u_{2}}-a_{33} u_{3}=0
\end{align*}
$$

When the parameter $u_{3}$ is sufficiently small, the first two equations in (15) can be approximated by (12). Moreover,
by continuously increasing the value of $u_{3}, L_{3}$ goes up, and meanwhile the intersection point between $L_{1}$ and $L_{2}$ also goes up. However, $L_{3}$ goes up faster than $L_{2}$, while $L_{1}$ keeps still. In other words, there exists a critical value $u_{3}$ such that the intersection point lies in $L_{3}$, which implies that there is a unique positive solution $E^{*}\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}\right)$ to (15), or equivalently (1)-(3).

Lemma 7. Assume that $H_{2}$ and $G_{2}$ hold, and then the positive steady state $E^{*}$ of system (1)-(3) is locally asymptotically stable.

Proof. We get the local stability of $E^{*}$ by performing a linearization and analyzing the corresponding characteristic equation. Similarly as in [22], let $0<\mu_{1}<\mu_{2}<\mu_{3}<$ $\ldots$ be the eigenvalues of $-\Delta$ on $\Omega$ with the homogeneous Neumann boundary condition. Let $E\left(\mu_{i}\right)$ be the eigenspace corresponding to $\mu_{i}$ in $C^{1}(\bar{\Omega})$, for $i=1,2,3, \ldots$ Let

$$
\begin{equation*}
\mathbf{X}=\left\{\mathbf{u}=\left(u_{1}, u_{2}, u_{3}\right) \in\left[C^{1}(\bar{\Omega})\right]^{3} \partial_{\eta} \mathbf{u}=0, x \in \partial \Omega\right\}, \tag{16}
\end{equation*}
$$

$\left\{\varphi_{i j}, j=1, \ldots, \operatorname{dim} E\left(\mu_{i}\right)\right\}$ be an orthonormal basis of $E\left(\mu_{i}\right)$, and $\mathbf{X}_{i j}=\left\{c \cdot \varphi_{i j} \mid c \in R^{3}\right\}$. Then

$$
\begin{equation*}
\mathbf{X}_{i}=\bigoplus_{j=1}^{\operatorname{dim} E\left(\mu_{i}\right)} \mathbf{X}_{i j}, \quad \mathbf{X}=\bigoplus_{i=1}^{\infty} \mathbf{X}_{i} \tag{17}
\end{equation*}
$$

Let $D=\operatorname{diag}\left(D_{1}, D_{2}, D_{3}\right)$ and $\mathbf{v}=\left(v_{1}, v_{2}, v_{3}\right), v_{i}=$ $u_{i}-u_{i}^{*},(i=1,2,3)$. Then the linearization of (1) is $\mathbf{v}_{t}=L \mathbf{v}=D \Delta \mathbf{v}+\mathbf{F}_{\mathbf{v}}\left(\mathbf{E}^{*}\right) \mathbf{v}, \mathbf{F}_{\mathbf{v}}\left(\mathbf{E}^{*}\right) \mathbf{v}=\left\{c_{i j}\right\}$, where $c_{i i}=b_{i i} v_{i}, i=1,2,3, c_{12}=b_{12} v_{2}, c_{23}=$ $b_{23} v_{3}, c_{21}=b_{21} \int_{\Omega} \int_{-\infty}^{t} v_{1}(s, y) K_{1}(x, y, t-s) d s d y$, and $c_{32}=$ $b_{32} \int_{\Omega} \int_{-\infty}^{t} v_{2}(s, y) K_{2}(x, y, t-s) d s d y$. The coefficients $b_{i j}$ are defined as follows:

$$
\begin{align*}
& b_{11}=-a_{11} u_{1}^{*}+\frac{a_{12} u_{1}^{*} u_{2}^{*}}{\left(m_{1}+u_{1}^{*}\right)^{2}}, \\
& b_{12}=-\frac{a_{12} u_{1}^{*}}{m_{1}+u_{1}^{*}}, \quad b_{13}=0, \\
& b_{21}=\frac{a_{21} m_{1} u_{2}^{*}}{\left(m_{1}+u_{1}^{*}\right)^{2}},  \tag{18}\\
& b_{22}=-a_{22} u_{2}^{*}+\frac{a_{23} u_{2}^{*} u_{3}^{*}}{\left(m_{2}+u_{2}^{*}\right)^{2}}, \quad b_{23}=-\frac{a_{23} u_{2}^{*}}{m_{2}+u_{2}^{*}}, \\
& b_{31}=0, \quad b_{32}=\frac{a_{32} m_{2} u_{3}^{*}}{\left(m_{2}+u_{2}^{*}\right)^{2}}, \quad b_{33}=-a_{33} u_{3}^{*}
\end{align*}
$$

Since $\mathbf{X}_{i}$ is invariant under the operator $L$ for each $i \geq 1$, then the operator $L$ on $\mathbf{X}_{i}$ is $\mathbf{v}_{t}=L \mathbf{v}=D \mu_{i} \mathbf{v}+\mathbf{F}_{\mathbf{v}}\left(\mathbf{E}^{*}\right) \mathbf{v}$. Let $v_{i}=$ $c_{i} e^{\lambda t}(i=1,2,3)$ and we can get the characteristic equation
$\varphi_{i}(\lambda)=\lambda^{3}+A_{i} \lambda^{2}+B_{i} \lambda+C_{i}=0$, where $A_{i}, B_{i}$, and $C_{i}$ are defined as follows:

$$
\begin{align*}
A_{i}= & \left(d_{1}+d_{2}+d_{3}\right) \mu_{i}-b_{11}-b_{22}-b_{33} \\
B_{i}= & \left(d_{1} d_{2}+d_{2} d_{3}+d_{3} d_{1}\right) \mu_{i}^{2} \\
& +\left[d_{3}\left(-b_{11}-b_{22}\right)+d_{1}\left(-b_{33}-b_{22}\right)\right. \\
& \left.+d_{2}\left(-b_{11}-b_{33}\right)\right] \mu_{i} \\
& +b_{11} b_{22}+b_{11} b_{33}+b_{22} b_{33} \\
& -b_{12} b_{21} \int_{0}^{\infty} k_{1}(s) e^{-\lambda s} d s-b_{23} b_{32} \int_{0}^{\infty} k_{2}(s) e^{-\lambda s} d s, \\
C_{i}= & d_{1} d_{2} d_{3} \mu_{i}^{3}+\left[-b_{33} d_{1} d_{2}-b_{11} d_{2} d_{3}-b_{22} d_{1} d_{3}\right] \mu_{i}^{2}  \tag{19}\\
& +\left[b_{11} b_{22} d_{3}+b_{11} b_{33} d_{2}+b_{22} b_{33} d_{1}+b_{22} b_{33} d_{1}\right. \\
& -d_{3} b_{12} b_{21} \int_{0}^{\infty} k_{1}(s) e^{-\lambda s} d s \\
& \left.-d_{1} b_{23} b_{32} \int_{0}^{\infty} k_{2}(s) e^{-\lambda s} d s\right] \mu_{i} \\
+ & {\left[-b_{11} b_{22} b_{33}+b_{12} b_{21} b_{33} \int_{0}^{\infty} k_{1}(s) e^{-\lambda s} d s\right.} \\
& \left.+b_{11} b_{23} b_{32} \int_{0}^{\infty} k_{2}(s) e^{-\lambda s} d s\right] .
\end{align*}
$$

It is easy to see that $b_{12}, b_{23}, b_{33}<0$ and $b_{21}, b_{32}>0$. It follows from assumption $G_{1}$ and $G_{2}$ that $a_{11}<0, a_{22}<0$. So $A_{i}>0, B_{i}>0, C_{i}>0$ and $A_{i} B_{i}-C_{i}>0$ for $i \geq 1$ from the direct calculation. According to the Routh-Hurwitz criterion, the three roots $\lambda_{i, 1}, \lambda_{i, 2}, \lambda_{i, 3}$ of $\varphi_{i}(\lambda)=0$ all have negative real parts.

By continuity of the roots with respect to $\mu_{i}$ and RouthHurwitz criterion, we can conclude that there exists a positive constant $\varepsilon$ such that

$$
\begin{equation*}
\operatorname{Re}\left\{\lambda_{i, 1}\right\}, \operatorname{Re}\left\{\lambda_{i, 2}\right\}, \operatorname{Re}\left\{\lambda_{i, 3}\right\} \leq-\varepsilon, \quad i \geq 1 . \tag{20}
\end{equation*}
$$

Consequently, the spectrum of $L$, consisting only of eigenvalues, lies in $\{\operatorname{Re} \lambda \leq-\varepsilon\}$. It is easy to see that $\mathbf{E}^{*}$ is locally asymptotically stable and follows from Theorem 5.1.1 of [23].

Theorem 8. Assume that

$$
\begin{equation*}
H_{3}: \frac{a_{1}\left(a_{21}-a_{2}\right)}{m_{1} a_{2}}>a_{11}>\frac{a_{12} u_{2}^{*}}{m_{1}^{2}} \tag{21}
\end{equation*}
$$

$H_{2}$ and $G_{2}$ hold, and the positive steady state $E^{*}$ of system (1)(3) with nontrivial initial function is globally asymptotically stable.

Proof. It is easy to see that the equations in (1) can be rewritten as

$$
\begin{align*}
\frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=u_{1}[ & -a_{11}\left(u_{1}-u_{1}^{*}\right) \\
& \left.-\frac{a_{12}\left(u_{2}-u_{2}^{*}\right)}{m_{1}+u_{1}}+\frac{a_{12} u_{2}^{*}\left(u_{1}-u_{1}^{*}\right)}{\left(m_{1}+u_{1}\right)\left(m_{1}+u_{1}^{*}\right)}\right] \\
\frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2}=u_{2}[ & \int_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s) \\
& \times \frac{a_{21} m_{1}\left(u_{1}(s, y)-u_{1}^{*}\right)}{\left(m_{1}+u_{1}(s, y)\right)\left(m_{1}+u_{1}^{*}\right)} d s d y \\
& -a_{22}\left(u_{2}-u_{2}^{*}\right)-\frac{a_{23}\left(u_{3}-u_{3}^{*}\right)}{m_{2}+u_{2}} \\
& \left.+\frac{a_{23} u_{3}^{*}\left(u_{2}-u_{2}^{*}\right)}{\left(m_{2}+u_{2}\right)\left(m_{2}+u_{2}^{*}\right)}\right] \\
\frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3}=u_{3}[ & \int_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s) \\
& \times \frac{a_{32} m_{2}\left(u_{2}(s, y)-u_{2}^{*}\right)}{\left(m_{2}+u_{2}(s, y)\right)\left(m_{2}+u_{2}^{*}\right)} d s d y \\
& \left.-a_{33}\left(u_{3}-u_{3}^{*}\right)\right] . \tag{22}
\end{align*}
$$

Define

$$
\begin{align*}
V(t)= & \alpha \int_{\Omega}\left(u_{1}-u_{1}^{*}-u_{1}^{*} \ln \frac{u_{1}}{u_{1}^{*}}\right) d x \\
& +\int_{\Omega}\left(u_{2}-u_{2}^{*}-u_{2}^{*} \ln \frac{u_{2}}{u_{2}^{*}}\right) d x  \tag{23}\\
& +\beta \int_{\Omega}\left(u_{2}-u_{3}^{*}-u_{3}^{*} \ln \frac{u_{3}}{u_{3}^{*}}\right) d x
\end{align*}
$$

where $\alpha$ and $\beta$ are positive constants to be determined. Calculating the derivatives $V(t)$ along the positive solution to the system (1)-(3) yields

$$
\begin{equation*}
V^{\prime}(t)=\Phi_{1}(t)+\Phi_{2}(t) \tag{24}
\end{equation*}
$$

where

$$
\begin{gathered}
\Phi_{1}(t)=-\int_{\Omega}\left(\frac{\alpha d_{1} u_{1}^{*}}{u_{1}^{2}}\left|\nabla u_{1}\right|^{2}+\frac{d_{2} u_{2}^{*}}{u_{2}^{2}}\left|\nabla u_{2}\right|^{2}\right. \\
\left.+\frac{\beta d_{3} u_{3}^{*}}{u_{3}^{2}}\left|\nabla u_{3}\right|^{2}\right) d x
\end{gathered}
$$

$$
\begin{align*}
\Phi_{2}(t)= & -\int_{\Omega} \alpha\left[a_{11}-\frac{a_{12} u_{2}^{*}}{\left(m_{1}+u_{1}\right)\left(m_{1}+u_{1}^{*}\right)}\right]\left(u_{1}-u_{1}^{*}\right)^{2} d x \\
& -\int_{\Omega}\left[a_{22}-\frac{a_{23} u_{3}^{*}}{\left(m_{2}+u_{2}\right)\left(m_{2}+u_{2}^{*}\right)}\right]\left(u_{2}-u_{2}^{*}\right)^{2} d x \\
& -\int_{\Omega} a_{33} \beta\left(u_{3}-u_{3}^{*}\right)^{2} d x \\
& -\int_{\Omega} \frac{a_{23}\left(u_{3}-u_{3}^{*}\right)\left(u_{2}-u_{2}^{*}\right)}{m_{2}+u_{2}} d x \\
& -\int_{\Omega} \frac{\alpha a_{12}\left(u_{2}-u_{2}^{*}\right)\left(u_{1}-u_{1}^{*}\right)}{m_{1}+u_{1}} d x \\
& +\iint_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s) \\
& \times \frac{a_{21} m_{1}\left(u_{1}(s, y)-u_{1}^{*}\right)\left(u_{2}(t, x)-u_{2}^{*}\right)}{\left(m_{1}+u_{1}(s, y)\right)\left(m_{1}+u_{1}^{*}\right)} d s d y d x \\
& +\beta \iint_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s) \\
& \times \frac{a_{32} m_{2}\left(u_{2}(s, y)-u_{2}^{*}\right)\left(u_{3}(t, x)-u_{3}^{*}\right)}{\left(m_{2}+u_{2}(s, y)\right)\left(m_{2}+u_{2}^{*}\right)} d s d y d x \tag{25}
\end{align*}
$$

Applying the inequality $a b \leq \epsilon a^{2}+(1 / 4 \epsilon) b^{2}$, we derive from (25) that

$$
\begin{aligned}
\Phi_{2}(t) \leq & -\int_{\Omega} \alpha\left[a_{11}-\frac{a_{12} u_{2}^{*}}{\left(m_{1}+u_{1}\right)\left(m_{1}+u_{1}^{*}\right)}\right]\left(u_{1}-u_{1}^{*}\right)^{2} d x \\
& -\int_{\Omega} a_{33} \beta\left(u_{3}-u_{3}^{*}\right)^{2} d x \\
& -\int_{\Omega}\left[a_{22}-\frac{a_{23} u_{3}^{*}}{\left(m_{2}+u_{2}\right)\left(m_{2}+u_{2}^{*}\right)}\right]\left(u_{2}-u_{2}^{*}\right)^{2} d x \\
& +\int_{\Omega} \frac{\alpha a_{12}}{m_{1}+u_{1}}\left[\epsilon_{1}\left(u_{1}-u_{1}^{*}\right)^{2}+\frac{1}{4 \epsilon_{1}}\left(u_{2}-u_{2}^{*}\right)^{2}\right] d x \\
& +\int_{\Omega} \frac{a_{23}}{m_{2}+u_{2}}\left[\frac{1}{4 \epsilon_{2}}\left(u_{2}-u_{2}^{*}\right)^{2}+\epsilon_{2}\left(u_{3}-u_{3}^{*}\right)^{2}\right] d x \\
& +\iint_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s) \\
\times & \frac{a_{21} m_{1}}{\left(m_{1}+u_{1}(s, y)\right)\left(m_{1}+u_{1}^{*}\right)} \\
\times & {\left[\epsilon_{3}\left(u_{1}(s, y)-u_{1}^{*}\right)^{2}\right.} \\
& \left.+\frac{1}{4 \epsilon_{3}}\left(u_{2}(t, x)-u_{2}^{*}\right)^{2}\right] d s d y d x
\end{aligned}
$$

According to the property of the Kernel functions $K_{i}(x, y, t)$, ( $i=1,2$ ), we know that

$$
\begin{align*}
& \Phi_{2}(t) \leq-\int_{\Omega}\left[\alpha a_{11}-\frac{\alpha a_{12} u_{2}^{*}}{m_{1}^{2}}-\frac{\alpha a_{12} \epsilon_{1}}{m_{1}}\right]\left(u_{1}-u_{1}^{*}\right)^{2} d x \\
&-\int_{\Omega}\left[a_{22}-\frac{a_{23} u_{3}^{*}}{m_{2}^{2}}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 m_{2} \epsilon_{2}}\right. \\
&\left.-\frac{a_{21}}{4 m_{1} \epsilon_{3}}\right]\left(u_{2}-u_{2}^{*}\right)^{2} d x \\
&-\int_{\Omega}\left[a_{33} \beta-\frac{a_{23} \epsilon_{2}}{m_{2}}-\frac{a_{32} \beta \epsilon_{4}}{m_{2}}\right]\left(u_{3}-u_{3}^{*}\right)^{2} d x \\
&+\frac{a_{21} \epsilon_{3}}{m_{1}} \iint_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s) \\
& \times\left(u_{1}(s, y)-u_{1}^{*}\right)^{2} d s d y d x \\
&+\frac{a_{32} \beta}{4 m_{2} \epsilon_{4}} \iint_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s) \\
& \times\left(u_{2}(s, y)-u_{2}^{*}\right)^{2} d s d y d x . \tag{27}
\end{align*}
$$

Define a new Lyapunov functional as follows:

$$
\begin{align*}
& E(t)= V(t) \\
&+\frac{a_{21} \epsilon_{3}}{m_{1}} \iint_{\Omega} \int_{0}^{+\infty} \int_{t-r}^{t} K_{1}(x, y, r) \\
& \times\left(u_{1}(s, y)-u_{1}^{*}\right)^{2} d s d r d y d x \\
&+\frac{a_{32} \beta}{4 m_{2} \epsilon_{4}} \iint_{\Omega} \int_{0}^{+\infty} \int_{t-r}^{t} K_{2}(x, y, r) \\
& \times\left(u_{2}(s, y)-u_{2}^{*}\right)^{2} d s d r d y d x \tag{28}
\end{align*}
$$

It is derived from (27) and (28) that

$$
\begin{align*}
E^{\prime}(t) \leq & -\int_{\Omega}\left(\frac{\alpha d_{1} u_{1}^{*}}{u_{1}^{2}}\left|\nabla u_{1}\right|^{2}+\frac{d_{2} u_{2}^{*}}{u_{2}^{2}}\left|\nabla u_{2}\right|^{2}\right. \\
& \left.+\frac{\beta d_{3} u_{3}^{*}}{u_{3}^{2}}\left|\nabla u_{3}\right|^{2}\right) d x \\
- & {\left[\alpha a_{11}-\frac{\alpha a_{12} u_{2}^{*}}{m_{1}^{2}}-\frac{\alpha a_{12} \epsilon_{1}}{m_{1}}\right.} \\
& \left.-\frac{a_{21} \epsilon_{3}}{m_{1}}\right] \int_{\Omega}\left(u_{1}-u_{1}^{*}\right)^{2} d x  \tag{29}\\
- & {\left[a_{22}-\frac{a_{23} u_{3}^{*}}{m_{2}^{2}}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 m_{2} \epsilon_{2}}-\frac{a_{21}}{4 m_{1} \epsilon_{3}}\right.} \\
& \left.-\frac{a_{32} \beta}{4 m_{2} \epsilon_{4}}\right] \int_{\Omega}\left(u_{2}-u_{2}^{*}\right)^{2} d x \\
- & {\left[a_{33} \beta-\frac{a_{23} \epsilon_{2}}{m_{2}}-\frac{\beta a_{32} \epsilon_{4}}{m_{2}}\right] \int_{\Omega}\left(u_{3}-u_{3}^{*}\right)^{2} d x . }
\end{align*}
$$

Since $\left(u_{1}, u_{2}, u_{3}\right)$ is the unique positive solution of system (1). Using Proposition 5 , there exists a constant $C$ which does not depend on $x \in \bar{\Omega}$ or $t \geq 0$ such that $\left\|u_{i}(\cdot, t)\right\|_{\infty} \leq C(i=1,2,3)$ for $t \geq 0$. By Theorem $A_{2}$ in [24], we have

$$
\begin{equation*}
\left\|u_{i}(\cdot, t)\right\|_{C^{2, \alpha}(\bar{\Omega})} \leq C, \quad \forall t \geq 1 \tag{30}
\end{equation*}
$$

Assume that

$$
\begin{align*}
& G_{1}: a_{11} m_{1}^{2}>a_{12} u_{2}^{*} \\
& G_{2}: a_{22} m_{2}^{2}>a_{23} u_{3}^{*}+\frac{2 a_{23} a_{32}}{a_{33}}+\frac{2 a_{12} a_{21} m_{2}^{2}}{a_{11} m_{1}^{2}-a_{12} u_{2}^{*}}, \tag{31}
\end{align*}
$$

and denote

$$
\begin{align*}
& l_{1}=\alpha a_{11}-\frac{\alpha a_{12} u_{2}^{*}}{m_{1}^{2}}-\frac{\alpha a_{12} \epsilon_{1}}{m_{1}}-\frac{a_{21} \epsilon_{3}}{m_{1}} \\
& l_{2}=a_{22}-\frac{a_{23} u_{3}^{*}}{m_{2}^{2}}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 m_{2} \epsilon_{2}}-\frac{a_{21}}{4 m_{1} \epsilon_{3}}-\frac{a_{32} \beta}{4 m_{2} \epsilon_{4}}, \\
& l_{3}=a_{33} \beta-\frac{a_{23} \epsilon_{2}}{m_{2}}-\frac{\beta a_{32} \epsilon_{4}}{m_{2}} \tag{32}
\end{align*}
$$

Then (29) is transformed into

$$
\begin{aligned}
E^{\prime}(t) \leq & -\int_{\Omega}\left(\frac{\alpha d_{1} u_{1}^{*}}{u_{1}^{2}}\left|\nabla u_{1}\right|^{2}+\frac{d_{2} u_{2}^{*}}{u_{2}^{2}}\left|\nabla u_{2}\right|^{2}\right. \\
& \left.+\frac{\beta d_{3} u_{3}^{*}}{u_{3}^{2}}\left|\nabla u_{3}\right|^{2}\right) d x \\
& -\sum_{i=1}^{3} l_{i} \int_{\Omega}\left(u_{i}-u_{i}^{*}\right)^{2} d x .
\end{aligned}
$$

If we choose

$$
\begin{align*}
\alpha=\frac{a_{21}}{a_{12}}, \quad \beta & =\frac{a_{23}}{a_{32}}, \quad \epsilon_{1}=\epsilon_{3}=\frac{a_{11} m_{1}^{2}-a_{12} u_{2}^{*}}{4 m_{1} a_{12}},  \tag{34}\\
\epsilon_{2} & =\epsilon_{4}=\frac{m_{2} a_{33}}{4 a_{32}},
\end{align*}
$$

then $l_{i}>0(i=1,2,3)$. Therefore, we have

$$
\begin{equation*}
E^{\prime}(t) \leq-\sum_{i=1}^{3} l_{i} \int_{\Omega}\left(u_{i}-u_{i}^{*}\right)^{2} d x \tag{35}
\end{equation*}
$$

From Proposition 6 we can see that the solution of system (1) and (3) is bounded, and so are the derivatives of $\left(u_{i}-u_{i}^{*}\right)$ ( $i=1,2,3$ ) by the equations in (1). Applying Lemma 1, we obtain that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega}\left(u_{i}-u_{i}^{*}\right) d x=0, \quad(i=1,2,3) \tag{36}
\end{equation*}
$$

Recomputing $E^{\prime}(t)$ gives

$$
\begin{align*}
& E^{\prime}(t) \leq-\int_{\Omega}\left(\frac{\alpha d_{1} u_{1}^{*}}{u_{1}^{2}}\left|\nabla u_{1}\right|^{2}+\frac{d_{2} u_{2}^{*}}{u_{2}^{2}}\left|\nabla u_{2}\right|^{2}\right. \\
&\left.+\frac{\beta d_{3} u_{3}^{*}}{u_{3}^{2}}\left|\nabla u_{3}\right|^{2}\right) d x  \tag{37}\\
& \leq-c \int_{\Omega}\left(\left|\nabla u_{1}\right|^{2}+\left|\nabla u_{2}\right|^{2}+\left|\nabla u_{3}\right|^{2}\right) d x=-g(t),
\end{align*}
$$

where $c=\min \left\{\alpha d_{1} u_{1}^{*} / M_{1}^{2}, d_{2} u_{2}^{*} / M_{2}^{2}, \beta d_{3} u_{3}^{*} / M_{3}^{2}\right\}$. Using (30) and (1), we obtain that the derivative of $g(t)$ is bounded in $[1,+\infty)$. From Lemma 1, we conclude that $g(t) \rightarrow 0$ as $t \rightarrow$ $\infty$. Therefore

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega}\left(\left|\nabla u_{1}\right|^{2}+\left|\nabla u_{2}\right|^{2}+\left|\nabla u_{3}\right|^{2}\right) d x=0 \tag{38}
\end{equation*}
$$

Applying the Poincaré inequality

$$
\begin{equation*}
\int_{\Omega} \lambda|u-\bar{u}|^{2} d x \leq \int_{\Omega}|\nabla u|^{2} d x \tag{39}
\end{equation*}
$$

leads to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{\Omega}\left(u_{i}-\bar{u}_{i}\right)^{2} d x=0, \quad(i=1,2,3) \tag{40}
\end{equation*}
$$

where $\bar{u}_{i}=(1 /|\Omega|) \int_{\Omega} u_{i} d x$ and $\lambda$ is the smallest positive eigenvalue of $-\Delta$ with the homogeneous Neumann condition. Therefore,

$$
\begin{align*}
|\Omega|\left(\bar{u}_{1}(t)-u_{1}^{*}\right)^{2}= & \int_{\Omega}\left(\bar{u}_{1}(t)-u_{1}^{*}\right)^{2} d x \\
= & \int_{\Omega}\left(\bar{u}_{1}(t)-u_{1}(t, x)+u_{1}(t, x)-u_{1}^{*}\right)^{2} d x \\
\leq & 2 \int_{\Omega}\left(\bar{u}_{1}(t)-u_{1}(t, x)\right)^{2} d x \\
& +2 \int_{\Omega}\left(u_{1}(t, x)-u_{1}^{*}\right)^{2} d x \tag{41}
\end{align*}
$$

So we have $\bar{u}_{1}(t) \rightarrow u_{1}^{*}$ as $t \rightarrow \infty$. Similarly, $\bar{u}_{2}(t) \rightarrow u_{2}^{*}$ and $\bar{u}_{3}(t) \rightarrow u_{3}^{*}$ as $t \rightarrow \infty$. According to (30), there exists a subsequence $t_{m}$, and non-negative functions $w_{i} \in C^{2}(\bar{\Omega})$, such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|u_{i}\left(\cdot, t_{m}\right)-w_{i}(\cdot)\right\|_{C^{2}(\bar{\Omega})}=0 \quad(i=1,2,3) \tag{42}
\end{equation*}
$$

Applying (40) and noting that $\bar{u}_{i}(t) \rightarrow u_{i}^{*}$, we then have $w_{i}=$ $u_{i}^{*},(i=1,2,3)$. That is,

$$
\begin{equation*}
\lim _{m \rightarrow \infty}\left\|u_{i}\left(\cdot, t_{m}\right)-u_{i}^{*}\right\|_{C^{2}(\bar{\Omega})}=0 \quad(i=1,2,3) \tag{43}
\end{equation*}
$$

Furthermore, the local stability of $\mathbf{E}^{*}$ combining with (43) gives the following global stability.

Theorem 9. Assume that

$$
\begin{equation*}
H_{5}: \frac{a_{1}\left(a_{21}-a_{2}\right)}{m_{1} a_{2}}>a_{11}>\frac{a_{12} v_{2}^{*}}{m_{1}^{2}} \tag{44}
\end{equation*}
$$

$H_{4}$ and $G_{4}$ hold, and then the semi-trivial steady state $E_{2}$ of system (1)-(3) with non-trivial initial functions is globally asymptotically stable.

Proof. It is obvious that system (1)-(3) always has two nonnegative equilibria $\left(u_{1}, u_{2}, u_{3}\right)$ as follows: $E_{0}=(0,0,0)$ and $E_{1}=\left(a_{1} / a_{11}, 0,0\right)$. If $H_{1}$ and $H_{4}$ are satisfied, system (1) has the other semitrivial solution denoted by $E_{2}\left(v_{1}^{*}, v_{2}^{*}, 0\right)$, where

$$
\begin{equation*}
H_{4}: a_{3} m_{2}>\left(a_{32}-a_{3}\right) v_{2}^{*} \tag{45}
\end{equation*}
$$

We consider the stability of $E_{2}$ under condition $H_{1}$ and $H_{4}$. Equation (1) can be rewritten as

$$
\begin{aligned}
& \frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=u_{1}\left[-a_{11}\left(u_{1}-v_{1}^{*}\right)-\frac{a_{12}\left(u_{2}-v_{2}^{*}\right)}{m_{1}+u_{1}}\right. \\
& \left.+\frac{a_{12} v_{2}^{*}\left(u_{1}-v_{1}^{*}\right)}{\left(m_{1}+u_{1}\right)\left(m_{1}+v_{1}^{*}\right)}\right], \\
& \frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2} \\
& =u_{2}\left[\int_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s)\right. \\
& \times \frac{a_{21} m_{1}\left(u_{1}(s, y)-v_{1}^{*}\right)}{\left(m_{1}+u_{1}(s, y)\right)\left(m_{1}+v_{1}^{*}\right)} d s d y \\
& \left.-a_{22}\left(u_{2}-v_{2}^{*}\right)-\frac{a_{23} u_{3}}{m_{2}+u_{2}}\right], \\
& \frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3} \\
& =u_{3}\left[\int_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s)\right. \\
& \times \frac{a_{32} m_{2}\left(u_{2}(s, y)-v_{2}^{*}\right)}{\left(m_{2}+u_{2}(s, y)\right)\left(m_{2}+v_{2}^{*}\right)} d s d y \\
& \left.-a_{33} u_{3}\right] \text {. }
\end{aligned}
$$

Similar to the argument of Theorem 8, we have $u_{1}(x, t) \rightarrow v_{1}^{*}$ and $u_{2}(x, t) \rightarrow v_{2}^{*}$ as $t \rightarrow \infty$ uniformly on $\bar{\Omega}$ provided that the following additional condition holds:

$$
\begin{align*}
& G_{3}: \quad a_{11} m_{1}^{2}>a_{12} v_{2}^{*}, \\
& G_{4}: a_{22} m_{2}^{2}>\frac{a_{23} a_{32}}{a_{33}}+\frac{2 a_{12} a_{21} m_{2}^{2}}{a_{11} m_{1}^{2}-a_{12} v_{2}^{*}} . \tag{47}
\end{align*}
$$

Next, we consider the asymptotic behavior of $u_{3}(t, x)$. Let

$$
\begin{equation*}
\theta=\frac{a_{3}-\left(a_{32}-a_{3}\right) v_{2}^{*}}{2 \delta}, \quad \delta=\left|a_{32}-a_{3}\right| \tag{48}
\end{equation*}
$$

Then there exists $t_{1}>0$ such that

$$
\begin{equation*}
v_{2}^{*}-\theta<u_{2}(t, x)<v_{2}^{*}+\theta, \quad \forall t>t_{1}, x \in \bar{\Omega} . \tag{49}
\end{equation*}
$$

Consider the following two systems:

$$
\begin{align*}
& w_{3 t}-d_{3} \Delta w_{3}=w_{3}\left[-a_{3}+\frac{a_{32}\left(v_{2}^{*}+\theta\right)}{m_{2}+v_{2}^{*}+\theta}-a_{33} w_{3}\right] \\
& (t, x) \in\left[t_{1},+\infty\right) \times \Omega, \\
& \frac{\partial w_{3}}{\partial v}=0, \quad(t, x) \in\left[t_{1},+\infty\right) \times \partial \Omega, \\
& w_{3}=u_{3}, \quad(t, x) \in\left(-\infty, t_{1}\right] \times \Omega, \\
& W_{3 t}-d_{3} \Delta W_{3}=W_{3}\left[-a_{3}+\frac{a_{32}\left(v_{2}^{*}-\theta\right)}{m_{2}+v_{2}^{*}-\theta}-a_{33} v_{3}\right],  \tag{50}\\
& \quad(t, x) \in\left[t_{1},+\infty\right) \times \Omega, \\
& \frac{\partial W_{3}}{\partial v}=0, \quad(t, x) \in\left[t_{1},+\infty\right) \times \partial \Omega, \\
& W_{3}=u_{3}, \quad(t, x) \in\left(-\infty, t_{1}\right] \times \Omega
\end{align*}
$$

Combining comparison principle with (50), we obtain that

$$
\begin{equation*}
W_{3}(t, x) \leq u_{3}(t, x) \leq w_{3}(t, x), \quad \forall t>t_{1}, x \in \bar{\Omega} \tag{51}
\end{equation*}
$$

By Lemma 4, we obtain

$$
\begin{align*}
0=\lim _{t \rightarrow \infty} W_{3}(t, x) & \leq \inf u_{3}(t, x) \leq \sup u_{3}(t, x) \\
& \leq \lim _{t \rightarrow \infty} w_{3}(t, x)=0, \quad \forall x \in \bar{\Omega} \tag{52}
\end{align*}
$$

which implies that $\lim _{t \rightarrow \infty} u_{3}(t, x)=0$ uniformly on $\bar{\Omega}$.
Theorem 10. Suppose that $G_{5}$ and $G_{6}$ hold, and then the semitrivial steady state $E_{1}$ of system (1)-(3) with non-trivial initial functions is globally asymptotically stable.

Proof. We study the stability of the semi-trivial solution $E_{1}=$ ( $\widetilde{u}_{1}, 0,0$ ). Similarly, the equations in (1) can be written as

$$
\begin{align*}
& \frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=u_{1}\left[-a_{11}\left(u_{1}-\tilde{u}_{1}\right)-\frac{a_{12} u_{2}}{m_{1}+u_{1}}\right], \\
& \frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2} \\
& =u_{2}\left[-a_{2}+\int_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s)\right. \\
& \times \frac{a_{21} m_{1}\left(u_{1}(s, y)-\tilde{u}_{1}\right)}{\left(m_{1}+u_{1}(s, y)\right)\left(m_{1}+\tilde{u}_{1}\right)} d s d y \\
& \left.+\frac{a_{21} \tilde{u}_{1}}{m_{1}+\widetilde{u}_{1}}-a_{22} u_{2}-\frac{a_{23} u_{3}}{m_{2}+u_{2}}\right], \\
& \frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3} \\
& =u_{3}\left[-a_{3}+\int_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s)\right. \\
& \left.\times \frac{a_{32} u_{2}(s, y)}{m_{2}+u_{2}(s, y)} d s d y-a_{33} u_{3}\right] . \tag{53}
\end{align*}
$$

Define

$$
\begin{align*}
V(t)= & \alpha \int_{\Omega}\left[u_{1}-\tilde{u}_{1}-\tilde{u}_{1} \log \frac{u_{1}}{\tilde{u}_{1}}\right] d x+\int_{\Omega} u_{2} d x  \tag{54}\\
& +\beta \int_{\Omega} u_{3} d x .
\end{align*}
$$

Calculating the derivative of $V(t)$ along $E_{1}$, we get from (54) that

$$
\begin{aligned}
& V^{\prime}(t) \leq-\int_{\Omega}\left[\alpha\left(a_{11}-\frac{a_{12} \epsilon_{1}}{m_{1}}\right)\right]\left(u_{1}-\tilde{u}_{1}\right)^{2} d x \\
&+\int_{\Omega}\left[a_{22}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 \epsilon_{2} m_{2}}-\frac{a_{21}}{4 m_{1} \epsilon_{3}}\right] u_{2}^{2} d x \\
&+\int_{\Omega}\left[\beta a_{33}-\frac{a_{23} \epsilon_{2}}{m_{2}}\right] u_{3}^{2} d x \\
&-\int_{\Omega}\left[\left(a_{2}-\frac{a_{21} \widetilde{u}_{1}}{m_{1}+\widetilde{u}_{1}}\right) u_{2}+a_{3} u_{3}\right] d x \\
&+\frac{a_{21} \epsilon_{3}}{m_{1}} \int_{\Omega} \int_{-\infty}^{t} K_{1}(x, y, t-s) \\
&+\frac{a_{32} \beta}{4 \epsilon_{4} m_{2}} \iint_{\Omega} \int_{-\infty}^{t} K_{2}(x, y, t-s) \\
& \times\left(u_{1}(s, y)-\widetilde{u}_{1}\right)^{2} d s d y d x \\
& \times u_{2}^{2}(s, y) d s d y d x
\end{aligned}
$$

## Define

$$
\begin{align*}
& E(t)= V(t) \\
&+\frac{a_{21} \epsilon_{3}}{m_{1}} \iint_{\Omega} \int_{0}^{+\infty} \int_{t-r}^{t} \\
& K_{1}(x, y, r) \\
& \times\left(u_{1}(s, y)-u_{1}^{*}\right)^{2} d s d r d y d x \\
&+\frac{a_{32} \beta}{4 \epsilon_{4} m_{2}} \iint_{\Omega} \int_{0}^{+\infty} \int_{t-r}^{t} K_{2}(x, y, r)  \tag{56}\\
& \times\left(u_{2}(s, y)-u_{2}^{*}\right)^{2} d s d r d y d x
\end{align*}
$$

It is easy to see that

$$
\begin{align*}
E^{\prime}(t) \leq & -\alpha d_{1} \tilde{u}_{1} \int_{\Omega} \frac{\left|\nabla u_{1}\right|^{2}}{u_{1}^{2}} d x \\
- & \int_{\Omega}\left[\alpha\left(a_{11}-\frac{a_{12} \epsilon_{1}}{m_{1}}\right)-\frac{a_{21} \epsilon_{3}}{m_{1}}\right]\left(u_{1}-\tilde{u}_{1}\right)^{2} d x \\
+ & \int_{\Omega}\left[a_{22}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 m_{2} \epsilon_{2}}-\frac{a_{21}}{4 m_{1} \epsilon_{3}}\right.  \tag{57}\\
& \left.\quad-\frac{a_{32}}{4 m_{2} \epsilon_{4}}\right] u_{2}^{2} d x \\
+ & \int_{\Omega}\left[\beta a_{33}-\frac{a_{23} \epsilon_{2}}{m_{2}}-\frac{a_{32} \beta \epsilon_{4}}{m_{2}}\right] u_{3}^{2} d x \\
- & \int_{\Omega}\left[\left(a_{2}-\frac{a_{21} \tilde{u}_{1}}{m_{1}+\widetilde{u}_{1}}\right) u_{2}-a_{3} \beta u_{3}\right] d x .
\end{align*}
$$

Assume that

$$
\begin{align*}
& G_{5}: a_{1}\left(a_{21}-a_{2}\right)<m_{1} a_{2} a_{11}, \\
& G_{6}: a_{22} m_{2}^{2}>\frac{a_{23} a_{32}}{a_{33}}+\frac{2 a_{12} a_{21} m_{2}^{2}}{a_{11} m_{1}^{2}} . \tag{58}
\end{align*}
$$

Let

$$
\begin{align*}
& l_{1}=\alpha a_{11}-\frac{\alpha a_{12} \epsilon_{1}}{m_{1}}-\frac{a_{21} \epsilon_{3}}{m_{1}} \\
& l_{2}=a_{22}-\frac{\alpha a_{12}}{4 m_{1} \epsilon_{1}}-\frac{a_{23}}{4 m_{2} \epsilon_{2}}-\frac{a_{21}}{4 m_{1} \epsilon_{3}}-\frac{a_{32} \beta}{4 m_{2} \epsilon_{4}}  \tag{59}\\
& l_{3}=a_{33} \beta-\frac{a_{23} \epsilon_{2}}{m_{2}}-\frac{\beta a_{32} \epsilon_{4}}{m_{2}}
\end{align*}
$$

Choose

$$
\begin{align*}
\alpha=\frac{a_{21}}{a_{12}}, \quad & \beta=\frac{a_{23}}{a_{32}}, \quad \epsilon_{1}=\epsilon_{3}=\frac{a_{11} m_{1}}{4 a_{12}},  \tag{60}\\
\epsilon_{2} & =\epsilon_{4}=\frac{m_{2} a_{33}}{4 a_{32}} .
\end{align*}
$$

Then we get $l_{i}>0(i=1,2,3)$. Therefore we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} u_{1}(t, x)=\tilde{u}_{1} \tag{61}
\end{equation*}
$$

uniformly on $\bar{\Omega}$.


Figure 2: Global stability of the positive equilibrium $E^{*}$ with an initial condition $\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=(2.7+0.5 \sin x, 2.7+0.5 \cos x, 2.7+0.5 \sin x)$.

Next, we consider the asymptotic behavior of $u_{2}(t, x)$ and $u_{3}(t, x)$. For any $T>0$, integrating (57) over $[0, T]$ yields

$$
\begin{align*}
E(T) & +\alpha d_{1}\left\|\left|\frac{\nabla u_{1}}{u_{1}}\right|\right\|_{2}^{2}+l_{1}\left\|\left|u_{1}-\tilde{u}_{1}\right|\right\|_{2}^{2}  \tag{62}\\
& +l_{2}\left\|\left|u_{2}\right|\right\|_{2}^{2}+l_{3}\left\|\left|u_{3}\right|\right\|_{2}^{2} \leq E(0)
\end{align*}
$$

where $\left\|\left|u_{i}\right|\right\|_{2}^{2}=\int_{0}^{T} \int_{\Omega} u_{i}^{2} d x d t$. It implies that $\left\|\left|u_{i}\right|\right\|_{2} \leq C_{i} \quad(i=$ $2,3)$ for the constant $C_{i}$ which is independent of $T$. Now we consider the boundedness of $\left\|\left|\nabla u_{2}\right|\right\|_{2}$ and $\left\|\left|\nabla u_{3}\right|\right\|_{2}$. From the Green's identity, we obtain

$$
\begin{aligned}
& d_{2} \int_{0}^{T} \int_{\Omega}\left|\nabla u_{2}(t, x)\right|^{2} d x d t \\
& \quad=-d_{2} \int_{0}^{T} \int_{\Omega} u_{2}(t, x) \Delta u_{2}(t, x) d x d t \\
& \quad=-\int_{0}^{T} \int_{\Omega} u_{2} \frac{\partial u_{2}}{\partial t} d x d t-a_{2} \int_{0}^{T} \int_{\Omega} u_{2}^{2} d x d t
\end{aligned}
$$

$$
\begin{array}{r}
-a_{22} \int_{0}^{T} \int_{\Omega} u_{2}^{3} d x d t-a_{23} \int_{0}^{T} \int_{\Omega} \frac{u_{2}^{2} u_{3}}{m_{2}+u_{3}} d x d t \\
+a_{21} \int_{0}^{T} \iint_{\Omega} \int_{-\infty}^{t} \frac{u_{1}(s, y) u_{2}^{2}(t, x)}{m_{1}+u_{1}(s, y)} \\
\quad \times K_{1}(x, y, t-s) d s d y d x d t \tag{63}
\end{array}
$$

Note that

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} u_{2}(t, x) \frac{\partial u_{2}(t, x)}{\partial t} d x d t \\
& \quad=\int_{0}^{T} \int_{\Omega} \frac{1}{2} \frac{\partial u_{2}^{2}}{\partial t} d t d x \\
& \quad=\frac{1}{2} \int_{\Omega} u_{2}^{2}(T, x) d x-\frac{1}{2} \int_{\Omega} u_{2}^{2}(0, x) d x \leq M_{2}^{2}|\Omega|, \\
& \int_{0}^{T} \int_{\Omega} u_{2}^{2} u_{3} d x d t \leq M_{3} \int_{0}^{T} \int_{\Omega} u_{2}^{2} d x d t,
\end{aligned}
$$



Figure 3: Global stability of the positive equilibrium $E_{2}$ with an initial condition $\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=(2.7+0.5 \sin x, 2.7+0.5 \cos x, 2.7+0.5 \sin x)$.

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} u_{2}^{3} d x d t \leq M_{2} \int_{0}^{T} \int_{\Omega} u_{2}^{2} d x d t \\
& \int_{0}^{T} \iint_{\Omega} \int_{-\infty}^{t} \frac{u_{1}(s, y) u_{2}^{2}(t, x)}{m_{1}+u_{1}(s, y)} K_{1}(x, y, t-s) d s d y d x d t \\
& \quad \leq \int_{0}^{T} \int_{\Omega} u_{2}^{2}(t, x) d x d t \tag{64}
\end{align*}
$$

Thus, we get $\left\|\left|\nabla u_{2}\right|\right\|_{2} \leq C_{4}$. In a similar way, we have $\left\|\left|\nabla u_{3}\right|\right\|_{2} \leq C_{5}$. Here $C_{4}$ and $C_{5}$ are independent of $T$.

It is easy to see that $u_{2}(t, x), u_{3}(t, x) \in L^{2}((0, \infty)$; $\left.W^{1,2}(\Omega)\right)$. These imply that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u_{i}(\cdot, t)\right\|_{W^{1,2}(\Omega)}=0, \quad i=2,3 \tag{65}
\end{equation*}
$$

From the Sobolev compact embedding theorem, we know

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|u_{i}(\cdot, t)\right\|_{C(\bar{\Omega})}=0, \quad i=2,3 \tag{66}
\end{equation*}
$$

In the end, we show that the trivial solution $E_{0}$ is an unstable equilibrium. Similarly to the local stability to $E^{*}$, we can get the characteristic equation of $E_{0}$ as

$$
\begin{equation*}
\left(\lambda+\mu_{i} D_{1}-a_{1}\right)\left(\lambda+\mu_{i} D_{2}+a_{2}\right)\left(\lambda+\mu_{i} D_{3}+a_{3}\right)=0 \tag{67}
\end{equation*}
$$

If $i=1$, then $\mu_{1}=0$. It is easy to see that this equation admits a positive solution $\lambda=a_{1}$. According to Theorem 5.1 in [23], we have the following result.

Theorem 11. The trivial equilibrium $E_{0}$ is an unstable equilibrium of system (1)-(3).

## 4. Numerical Illustrations

In this section, we perform numerical simulations to illustrate the theoretical results given in Section 3.


FIGURE 4: Global stability of the positive equilibrium $E_{1}$ with an initial condition $\left(\phi_{1}, \phi_{2}, \phi_{3}\right)=(2.7+0.5 \sin x, 2.7+0.5 \cos x, 2.7+0.5 \sin x)$.

In the following, we always take $\Omega=[0, \pi], K_{i}(x, y, t)=$ $G_{i}(x, y, t) k_{i}(t)$, where $k_{i}(t)=\left(1 / \tau^{*}\right) e^{-t / \tau^{*}}(i=1,2)$ and

$$
\begin{align*}
& G_{1}(x, y, t)=\frac{1}{\pi}+\frac{2}{\pi} \sum_{n=1}^{\infty} e^{-d_{2} n^{2} t} \cos n x \cos n y \\
& G_{2}(x, y, t)=\frac{1}{\pi}+\frac{2}{\pi} \sum_{n=1}^{\infty} e^{-d_{3} n^{2} t} \cos n x \cos n y \tag{68}
\end{align*}
$$

However, it is difficult for us to simulate our results directly because of the nonlocal term. Similar to [25], the equations in (1) can be rewritten as follows:

$$
\begin{aligned}
& \frac{\partial u_{1}}{\partial t}-d_{1} \Delta u_{1}=u_{1}\left(a_{1}-a_{11} u_{1}-\frac{a_{12} u_{2}}{m_{1}+u_{1}}\right) \\
& \frac{\partial u_{2}}{\partial t}-d_{2} \Delta u_{2}=u_{2}\left(-a_{2}+a_{21} v_{1}-a_{22} u_{2}-\frac{a_{23} u_{3}}{m_{2}+u_{3}}\right) \\
& \frac{\partial u_{3}}{\partial t}-d_{3} \Delta u_{3}=u_{3}\left(-a_{3}+a_{32} v_{2}-a_{33} u_{3}\right)
\end{aligned}
$$

$$
\begin{align*}
& \frac{\partial v_{1}}{\partial t}-d_{2} \Delta v_{1}=\frac{1}{\tau^{*}}\left(\frac{u_{1}}{m_{1}+u_{1}}-v_{1}\right), \\
& \frac{\partial v_{2}}{\partial t}-d_{3} \Delta v_{2}=\frac{1}{\tau^{*}}\left(\frac{u_{2}}{m_{2}+u_{2}}-v_{2}\right), \tag{69}
\end{align*}
$$

where

$$
\begin{array}{r}
v_{i}=\int_{0}^{\pi} \int_{-\infty}^{t} G_{i}(x, y, t-s) \frac{1}{\tau^{*}} e^{-(t-s) / \tau^{*}} \frac{u_{i}(s, y)}{m_{i}+u_{i}(s, y)} d y d s, \\
i=1,2 \tag{70}
\end{array}
$$

Each component is considered with homogeneous Neumann boundary conditions, and the initial condition of $v_{i}$ is

$$
v_{i}(0, x)=\int_{0}^{\pi} \int_{-\infty}^{0} G_{i}(x, y,-s) \frac{1}{\tau^{*}} e^{s / \tau^{*}} \frac{u_{i}(s, y)}{m_{i}+u_{i}(s, y)} d y d s
$$

$$
\begin{equation*}
i=1,2 \tag{71}
\end{equation*}
$$

In the following examples, we fix some coefficients and assume that $d_{1}=d_{2}=d_{3}=1, a_{1}=3, a_{12}=1, m_{1}=m_{2}=$ $1, a_{2}=1, a_{22}=12, a_{23}=1, a_{33}=12$, and $\tau^{*}=1$. The asymptotic behaviors of system (1)-(3) are shown by choosing different coefficients $a_{11}, a_{21}, a_{3}$, and $a_{32}$.

Example 12. Let $a_{11}=53 / 9, a_{21}=81 / 13, a_{3}=1 / 13$ and $a_{32}=14$. Then it is easy to see that the system admits a unique positive equilibrium $E^{*}(1 / 2,1 / 12,1 / 12)$. By Theorem 8 , we see that the positive solution $\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ of system (1)-(3) converges to $E^{*}$ as $t \rightarrow \infty$. See Figure 2.

Example 13. Let $a_{11}=6, a_{21}=12, a_{3}=1 / 4$ and $a_{32}=1$. Clearly, $H_{2}$ does not hold. Hence, the positive steady state is not feasible. System (1) admits two semitrivial steady state $E_{2}(0.4732,0.2372,0)$ and $E_{1}(1 / 2,0,0)$. According to Theorem 9, we know that the positive solution $\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ of system (1)-(3) converges to $E_{2}$ as $t \rightarrow \infty$. See Figure 3.

Example 14. Let $a_{11}=6, a_{21}=2, a_{3}=1 / 4$ and $a_{32}=1$. Clearly, $H_{1}$ does not hold. Hence, $E^{*}$ and $E_{2}$ are not feasible. System (1) has a unique semi-trivial steady state $E_{1}(1 / 2,0,0)$. According to Theorem 10 we know that the positive solution $\left(u_{1}(t, x), u_{2}(t, x), u_{3}(t, x)\right)$ of system (1)-(3) converges to $E_{1}$ as $t \rightarrow \infty$. See Figure 4.

## 5. Discussion

In this paper, we incorporate nonlocal delay into a threespecies food chain model with Michaelis-Menten functional response to represent a delay due to the gestation of the predator. The conditions, under which the spatial homogeneous equilibria are asymptotically stable, are given by using the Lyapunov functional.

We now summarize the ecological meanings of our theoretical results. Firstly, the positive equilibrium $E^{*}$ of system (1)-(3) exists under the high birth rate of the prey $\left(a_{1}\right)$ and low death rates ( $a_{2}$ and $a_{3}$ ) of predator and top predator. $E^{*}$ is globally stable if the intraspecific competition $a_{11}$ is neither too big nor too small and the maximum harvest rates $a_{12}, a_{23}$ are small enough. Secondly, the semi-trivial equilibrium $E_{2}$ of system (1)-(3) exists if the birth rate of the prey $\left(a_{1}\right)$ is high, death rate of predator $a_{2}$ is low, and the death rate $\left(a_{3}\right)$ exceeds the conversion rate from predator to top predator $\left(a_{32}\right) . E_{2}$ is globally stable if the maximum harvest rates $a_{12}, a_{23}$ are small and the intra-specific competition $a_{11}$ is neither too big nor too small. Thirdly, system (1)-(3) has only one semi-trivial equilibrium $E_{1}$ when the death rate $\left(a_{2}\right)$ exceeds the conversion rate from prey to predator $\left(a_{21}\right) . E_{1}$ is globally stable if intra-specific competitions ( $a_{11}, a_{22}$, and $a_{33}$ ) are strong. Finally, $E_{0}$ is unstable and the non-stability of trivial equilibrium tells us that not all of the populations go to extinction. Furthermore, our main results imply that the nonlocal delay is harmless for stabilities of all non-negative steady states of system (1)-(3).

There are still many interesting and challenging problems with respect to system (1)-(3), for example, the permanence
and stability of periodic solution or almost periodic solution. These problems are clearly worthy for further investigations.
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#### Abstract

We study the final state problem for the Dirac-Klein-Gordon equations (DKG) in two space dimensions. We prove that if the nonresonance mass condition is satisfied, then the wave operator for DKG is well defined from a neighborhood at the origin in lower order weighted Sobolev space to some Sobolev space.


## 1. Introduction

We study the final state problem for the Dirac-Klein-Gordon equations (DKG) in two space dimensions:

$$
\begin{align*}
& \left(\partial_{t}+\alpha \cdot \nabla+i M \beta\right) \psi=\phi \beta \psi, \\
& \quad\left(\partial_{t}^{2}-\Delta+m^{2}\right) \phi=\psi^{*} \beta \psi, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{2}, \tag{DKG}
\end{align*}
$$

where $(\psi, \phi)$ is a $\mathbb{C}^{2} \times \mathbb{R}$-valued unknown function of $(t, x), \psi=\left(\psi_{1}, \psi_{2}\right)^{t}$ stands a spinor field and $\phi$ denotes a scalar field, $M, m>0$ denote masses of the spinor field and the scalar field, respectively, and $\psi^{*}$ denotes a transposed conjugate to $\psi$. The operators $\alpha \cdot \nabla$ and $\Delta$ are defined by $\alpha \cdot \nabla=\sum_{j=1}^{2} \alpha_{j} \partial_{x_{j}}$ and $\Delta=\sum_{j=1}^{2} \partial_{x_{j}}^{2}$, respectively. Here, $\alpha_{j}(j=1,2)$ and $\beta$ are Dirac matrices, that is, $2 \times 2$ selfadjoint matrices with constant elements such that

$$
\begin{gather*}
\alpha_{j}^{2}=\beta^{2}=I, \quad \alpha_{j} \beta+\beta \alpha_{j}=O, \quad \text { for } j=1,2,  \tag{1}\\
\alpha_{j} \alpha_{k}+\alpha_{k} \alpha_{j}=O, \quad \text { for } j, k=1,2, j \neq k
\end{gather*}
$$

Our aim in the present paper is to show existence of the wave operator for the DKG system (DKG) under the nonresonance mass condition $m \neq 2 M$ in two space dimensions.

First, we recall some well-posedness results for (DKG). Many local well-posedness results in low-order Sobolev spaces have been obtained for these ten years (for recent information see, e.g., $[1,2]$ and references therein). Global
well-posedness results in 2d case were also obtained (see, e.g., [3]). Moreover, very recently, unconditional uniqueness in 2d case was discussed in $[4,5]$. On the other hand, there are few results about scattering for (DKG) in 2d case.

In $[6,7]$, the asymptotic behavior of solutions for DKG system was studied in 3d case by reducing it to a nonlinear Klein-Gordon system (KG). Denote $\mathscr{D}_{ \pm} \equiv \partial_{t} \pm(\alpha \cdot \nabla+i M \beta)$. In view of the properties (1), we have

$$
\begin{equation*}
\mathscr{D}_{-} \mathscr{D}_{+}=\partial_{t}^{2}-(\alpha \cdot \nabla+i M \beta)(\alpha \cdot \nabla+i M \beta)=\partial_{t}^{2}+\langle\nabla\rangle_{M}^{2}, \tag{2}
\end{equation*}
$$

where $\langle\nabla\rangle_{M} \equiv \sqrt{M^{2}-\Delta}$. Hence, multiplying both sides of the Dirac part by $\mathscr{D}_{-}$, we obtain

$$
\begin{align*}
\left(\partial_{t}^{2}+\langle\nabla\rangle_{M}^{2}\right) \psi & =\mathscr{D}_{-}(\phi \beta \psi) \\
& =\left(\mathscr{D}_{-} \phi\right) \beta \psi-i M \phi I \psi+\phi \beta \mathscr{D}_{+} \psi  \tag{3}\\
& =\left(\left(\mathscr{D}_{-} \phi\right) \beta-i M \phi I+\lambda \phi^{2} I\right) \psi
\end{align*}
$$

where we have used the fact that $\psi$ is the solution of the DKG system. Thus, the solution of the DKG system satisfies the following KG one:

$$
\begin{gather*}
\left(\partial_{t}^{2}+\langle\nabla\rangle_{M}^{2}\right) \psi=\left(\left(\mathscr{D}_{-} \phi\right) \beta-i M \phi I+\lambda \phi^{2} I\right) \psi \\
\left(\partial_{t}^{2}+\langle\nabla\rangle_{m}^{2}\right) \phi=\psi^{*} \beta \psi \tag{4}
\end{gather*}
$$

If we want to obtain a priori estimates to the local solution for the DKG system, we can use estimates to solutions for the above KG one. Moreover, in the present two-dimensional case, the initial value problem for nonlinear KG systems including (4) was studied in [8] (see also [9]). In [8], Sunagawa proved existence of a unique global asymptotically free solution under the nonresonance mass conditions, if the initial data are sufficiently small, smooth and decay fast at infinity. However, asymptotic behavior of solutions for DKG is not clear because (DKG) is not equivalent to (4) in general. In this paper, we will consider the DKG system itself without reducing it into (4) such as in [10]. Though the initial value problem for DKG was treated in [11], the final value problem which will be discussed in this paper is more delicate because of the derivative loss difficulties.

In [10], the wave operator for the DKG system has been obtained in a three-dimensional case. They dealt with the DKG system itself. Nevertheless, from a point of time decay property for the free solutions of the DKG system, two dimensional-case is critical, that is, borderline case between the long range scattering and the short range one. Therefore, their argument cannot be applicable to the two-dimensional case. To overcome the lack of time decay property, we will use the algebraic normal form transformation developed in paper [8] and the decomposition of the Klein-Gordon operator, that is,

$$
\begin{equation*}
\partial_{t}^{2}+\langle\nabla\rangle_{M}^{2}=\mathscr{D}_{+} \mathscr{D}_{-} . \tag{5}
\end{equation*}
$$

By this combination, we will find a suitable second approximate solution to $\psi$ (given by (42)). We note that the implicit null structure for (DKG) was discovered in [12], and it was used to prove local well-posedness in low regular setting in [2]. On the other hand, in this paper, by explicit null structure, wave operator for (DKG) will be constructed.

Next, we recall the problem of existence of the wave operator for (DKG). We define the free-Dirac-and KleinGordon evolution groups as follows:

$$
\begin{gather*}
\mathscr{V}_{D}(t) \equiv I \cos \left(t\langle\nabla\rangle_{M}\right)-(\alpha \cdot \nabla+i M \beta)\langle\nabla\rangle_{M}^{-1} \sin \left(t\langle\nabla\rangle_{M}\right), \\
\mathscr{V}_{K}(t) \equiv\left(\begin{array}{cc}
\cos \left(\langle\nabla\rangle_{m} t\right) & \sin \left(\langle\nabla\rangle_{m} t\right) \\
-\sin \left(\langle\nabla\rangle_{m} t\right) & \cos \left(\langle\nabla\rangle_{m} t\right)
\end{array}\right) . \tag{6}
\end{gather*}
$$

For given final data $\left(\psi^{+},\left(\langle\nabla\rangle_{m} \phi_{1}^{+}, \phi_{2}^{+}\right)\right) \in(\mathbf{X})^{4}$ with some Banach spaces $\mathbf{X}$ defined explicitly later, we put

$$
\begin{align*}
\psi_{0}(t) & \equiv \mathscr{V}_{D}(t) \psi^{+}, \\
\binom{\phi_{0}(t)}{\langle\nabla\rangle_{m}^{-1} \partial_{t} \phi_{0}(t)} & \equiv \mathscr{V}_{K}(t)\binom{\phi_{1}^{+}}{\langle\nabla\rangle_{m}^{-1} \phi_{2}^{+}} . \tag{7}
\end{align*}
$$

We will look for a unique time local solution of (DKG) which satisfies the final state conditions as follows:

$$
\begin{gather*}
\lim _{t \rightarrow \infty}\left\|\psi(t)-\psi_{0}(t)\right\|_{\widetilde{\mathbf{x}}}=0  \tag{8}\\
\lim _{t \rightarrow \infty}\left\|\binom{\langle\nabla\rangle_{m}^{1 / 2} \phi(t)}{\langle\nabla\rangle_{m}^{-1 / 2} \partial_{t} \phi(t)}-\binom{\langle\nabla\rangle_{m}^{1 / 2} \phi_{0}(t)}{\langle\nabla\rangle_{m}^{-1 / 2} \partial_{t} \phi_{0}(t)}\right\|_{\widetilde{\mathbf{x}}}=0 \tag{9}
\end{gather*}
$$

where $\widetilde{\mathbf{X}}$ is also a suitable Banach space. If there exist $T>0$ and a unique solution $\left(\psi,\langle\nabla\rangle_{m}^{1 / 2} \phi,\langle\nabla\rangle_{m}^{-1 / 2} \partial_{t} \phi\right) \in$ $(\mathbf{C}([T, \infty) ; \widetilde{\mathbf{X}}))^{4}$ for (DKG) satisfying (8)-(9), then the wave operator $\mathscr{W}^{+}$for (DKG) is defined by the mapping as follows:

$$
\begin{align*}
& \mathscr{W}^{+}:(\mathbf{X})^{2} \times\left(\langle\nabla\rangle^{-1} \mathbf{X} \times \mathbf{X}\right) \\
& \longrightarrow(\widetilde{\mathbf{X}})^{2} \times\left(\langle\nabla\rangle^{-1 / 2} \widetilde{\mathbf{X}} \times\langle\nabla\rangle^{1 / 2} \widetilde{\mathbf{X}}\right),  \tag{10}\\
& \left(\psi(t),\left(\phi(t), \partial_{t} \phi(t)\right)\right)=\mathscr{W}^{+}\left(\psi^{+},\left(\phi_{1}^{+}, \phi_{2}^{+}\right)\right), \\
& \quad \text { for } t \in[T, \infty),
\end{align*}
$$

where $\langle\nabla\rangle^{-s} \mathbf{X} \equiv\left\{\phi ;\left\|\langle\nabla\rangle^{s} \phi\right\|_{\mathbf{X}}<\infty\right\}$.

## 2. Several Notations and Main Results

We introduce several notations to state our main results. For $m, k \in \mathbb{R}$, and $1 \leq p \leq \infty$, we introduce the weighted Sobolev space as follows:

$$
\begin{equation*}
H_{p}^{m, k}=\left\{\phi ;\|\phi\|_{H_{p}^{m, k}} \equiv\left\|\langle x\rangle^{k}\langle\nabla\rangle^{m} \phi\right\|_{L^{p}}<\infty\right\} \tag{11}
\end{equation*}
$$

where $\langle x\rangle=\left(1+|x|^{2}\right)^{1 / 2},\langle\nabla\rangle=(1-\Delta)^{1 / 2}$. We also write for simplicity $H^{m, k}=H_{2}^{m, k}, H^{m}=H_{2}^{m, 0}$, and $H_{p}^{m}=H_{p}^{m, 0}$, and so we usually omit the index 0 and $p=2$ if it does not cause a confusion.

We now state our main results in this paper. We introduce the function space as follows:

$$
\begin{equation*}
D_{q} \equiv H_{q /(q-1)}^{4-4 / q} \cap H^{5 / 2,1} \cap H_{1}^{2} \tag{12}
\end{equation*}
$$

Theorem 1. Let $m, M>0, m \neq 2 M, 4<q \leq \infty$ and $\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right) \in\left(D_{q}\right)^{4}$. If the norm $\rho \equiv$ $\left\|\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right)\right\|_{H_{1}^{2}}$ is sufficiently small, then there exist a positive constant $T>0$ and a unique solution

$$
\begin{equation*}
\left(\psi(t),\binom{\langle\nabla\rangle_{m}^{1 / 2} \phi(t)}{\langle\nabla\rangle_{m}^{-1 / 2} \partial_{t} \phi(t)}\right) \in\left(C\left([T, \infty) ; H^{1 / 2}\right)\right)^{4} \tag{13}
\end{equation*}
$$

for the system ( $D K G$ ). Moreover, there exists a positive constant $C>0$ such that the following estimate

$$
\begin{align*}
& \left\|\psi(t)-\psi_{0}(t)\right\|_{H^{1 / 2}}+\left\|\binom{\phi(t)}{\langle\nabla\rangle_{m}^{-1} \partial_{t} \phi(t)}-\binom{\phi_{0}(t)}{\langle\nabla\rangle_{m}^{-1} \partial_{t} \phi_{0}(t)}\right\|_{H^{1}} \\
& \quad \leq C t^{-\mu} \tag{14}
\end{align*}
$$

is true for all $t \geq T$, where $1 / 2<\mu<1-2 / q$ and $\left(\psi_{0}, \phi_{0}\right)$ is given by (7).

By Theorem 1, we can get existence of the wave operator for (DKG) as follows.

Corollary 2. Let $m, M>0, m \neq 2 M$, and $4 \leq q<\infty$. Then the wave operator $\mathscr{W}^{+}$for $(D K G)$ is well defined from a neighborhood at the origin in the space $\left(D_{q}\right)^{2} \times\left(\langle\nabla\rangle^{-1} D_{q} \times D_{q}\right)$ to the space $\left(H^{1 / 2}\right)^{2} \times\left(H^{1} \times L^{2}\right)$.

The rest of this paper is organized as follows. In Section 3, we state some basic estimates for free solutions of the DKG system and we introduce "null forms" and state their properties. In Section 4, we decompose two harmful terms by the algebraic normal form transformation and we find a second approximation for $\psi$ through the decomposition of the KleinGordon operator by the Dirac one. In Section 5, following paper [10], we will also change the transformed DKG system into another form in order to apply the Strichartz type estimates to the Dirac part. In Section 6, we will prove Theorem 1 by an iteration scheme based on paper [13].

## 3. Elementary Estimates and Null Forms

Through the paper, we write $A \simeq B$ if there exist some positive constants $C_{1}, C_{2}>0$ such that $C_{1} B \leq A \leq C_{2} B$, and we also write $A \lesssim B$ if there exists a positive constant $C>0$ such that $A \leq C B$.

We introduce the free evolution groups as follows:

$$
\begin{equation*}
\mathscr{U}_{ \pm, m}(t) \equiv e^{ \pm i t\langle\nabla\rangle_{m}}=\mathscr{F}^{-1} e^{ \pm i t\langle\xi\rangle_{m}} \mathscr{F} . \tag{15}
\end{equation*}
$$

Then, we have the following decomposition:

$$
\begin{equation*}
\mathscr{V}_{D}(t)=\sum_{ \pm} \mathscr{U}_{ \pm, M}(t) \mathscr{A}_{ \pm}^{D} \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{A}_{ \pm}^{D} \equiv \frac{1}{2}\left(I \pm i\langle\nabla\rangle_{M}^{-1}(\alpha \cdot \nabla+i M \beta)\right) \tag{17}
\end{equation*}
$$

is 0 th order matrix operator. We note that for any $\mathbb{C}^{2}$-valued function $\psi$, the following equivalency is valid:

$$
\begin{equation*}
\left\|\mathscr{A}_{ \pm}^{D} \psi\right\|_{H_{p}^{m, k}} \simeq\|\psi\|_{H_{p}^{m, k}} \tag{18}
\end{equation*}
$$

Now, we state $L^{p}-L^{q}$ time decay estimates through the free evolution groups $\mathscr{U}_{ \pm, m}(t)$ obtained in paper [14].

Lemma 3. Let $m \neq 0$ and $2 \leq p \leq \infty$. Then the estimate

$$
\begin{equation*}
\left\|U_{ \pm, m}(t) \phi\right\|_{L^{p}} \lesssim t^{2 / p-1}\|\phi\|_{H_{q}^{2(1-2 / p)}} \tag{19}
\end{equation*}
$$

is true for any $t>0$, where $q$ is a conjugate exponent of $p$ : $1 / p+1 / q=1$.

By the lemma, we can easily get $L^{p}-L^{q}$ time decay estimates to free solutions for the DKG system.

Corollary 4. Under the same assumption of Lemma 3 and $M>0$, the following estimates

$$
\begin{gather*}
\left\|\mathscr{V}_{D}(t) \psi^{+}\right\|_{L^{p}} \lesssim t^{2 / p-1}\left\|\psi^{+}\right\|_{H_{q}^{2(1-2 / p)}}, \\
\left\|\mathscr{V}_{K}(t)\binom{\phi_{1}^{+}}{\langle\nabla\rangle_{m}^{-1} \phi_{2}^{+}}\right\|_{L^{p}} \lesssim t^{2 / p-1}\left\|\binom{\phi_{1}^{+}}{\langle\nabla\rangle_{m}^{-1} \phi_{2}^{+}}\right\|_{H_{q}^{2(1-2 / p)}} \tag{20}
\end{gather*}
$$

are valid for any $t>0$, where $q$ is a conjugate exponent of $p$ : $1 / p+1 / q=1$.

Remark 5. Let $\kappa \in \mathbb{R}, M, m \neq 0$, and $2 \leq p<\infty$. Then the following estimates

$$
\begin{gather*}
\left\|\mathscr{V}_{D}(t) \psi^{+}\right\|_{H_{p}^{\kappa}} \lesssim t^{2 / p-1}\left\|\psi^{+}\right\|_{H^{\kappa+2-4 / p, 1},} \\
\left\|\mathscr{V}_{K}(t)\binom{\phi_{1}^{+}}{\langle\nabla\rangle_{m}^{-1} \phi_{2}^{+}}\right\|_{H_{p}^{\kappa}} \lesssim t^{2 / p-1}\left\|\binom{\phi_{1}^{+}}{\langle\nabla\rangle_{m}^{-1} \phi_{2}^{+}}\right\|_{H^{\kappa+2-4 / p, 1}} \tag{21}
\end{gather*}
$$

hold for any $t>0$.
Next, we introduce the Strichartz estimates, which enable us to treat the problem in lower order Sobolev spaces. Denote the space-time norm

$$
\begin{equation*}
\|\phi\|_{L_{t}^{r}\left(I ; L_{x}^{q}\right)} \equiv\| \| \phi(t)\left\|_{L_{x}^{q}}\right\|_{L_{t}^{r}(I)}, \tag{22}
\end{equation*}
$$

where $I$ is a bounded or unbounded time interval. We define the integral operator as follows:

$$
\begin{equation*}
\mathscr{G}_{ \pm, m}[g](t) \equiv \int_{T}^{t} \mathscr{U}_{ \pm, m}(t-\tau)\langle\nabla\rangle_{m}^{-1} g(\tau) d \tau \tag{23}
\end{equation*}
$$

for any $T \in \bar{I}$, where $m>0$. By the duality argument of [15] along with Lemma 3, we have the following (see also [10, 13]).

Lemma 6. Let $2 \leq q<\infty$ and $2 / r=1-(2 / q)$. Then for any time interval $I$, the following estimates are true:

$$
\begin{align*}
\left\|\mathscr{G}_{ \pm, m}[g]\right\|_{L_{t}^{r}\left(I ; L_{x}^{q}\right)} & \leq\|g\|_{L_{t}^{r^{\prime}}\left(I ; H_{q^{\prime}}^{2 \gamma-1}\right)} \\
\left\|\mathscr{G}_{ \pm, m}[g]\right\|_{L_{t}^{\infty}\left(I ; L_{x}^{2}\right)} & \leq\|g\|_{L_{t}^{\prime}\left(I ; H_{q^{\prime}}^{\gamma-1}\right)}  \tag{24}\\
\left\|\mathcal{G}_{ \pm, m}[g]\right\|_{L_{t}^{r}\left(I ; L_{x}^{q}\right)} & \leq\|g\|_{L_{t}^{1}\left(I ; H^{\gamma-1}\right)^{\prime}}
\end{align*}
$$

where $r^{\prime}=r /(r-1), q^{\prime}=q /(q-1)$ and $\gamma=1-(2 / q)$.
Next, we introduce the Leibniz rule for fractional derivatives.

Lemma 7. Let $\kappa>0,1<p, q_{1}, q_{2}<\infty, 1<r_{1}, r_{2} \leq \infty$, and $1 / p=1 / q_{1}+1 / r_{1}=1 / q_{2}+1 / r_{2}$. Then the following estimate holds:

$$
\begin{equation*}
\|u v\|_{H_{p}^{\kappa}} \lesssim\|u\|_{H_{q_{1}}^{\kappa}}\|v\|_{L^{r_{1}}}+\|v\|_{H_{q_{2}}^{\kappa}}\|u\|_{L^{r_{2}}} . \tag{25}
\end{equation*}
$$

For the proof of (25) see, for example, [16].
We introduce the operator $\mathscr{Z}=\left(\mathscr{L}_{1}, \mathscr{Z}_{2}\right)$, where $\mathscr{Z}_{k} \equiv$ $x_{k} \partial_{t}+t \partial_{k}$ for $k=1,2$. Let $\mathscr{L}^{\alpha}=\mathscr{Z}_{1}^{\alpha_{1}} \mathscr{Z}_{2}^{\alpha_{2}}$ for a multiindex $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in(\mathbb{N} \cup\{0\})^{2}$. We can see the commutation relations (see $[6,17]$ ) as follows:

$$
\begin{gather*}
{\left[\mathscr{D}_{+}, \mathscr{Z}_{k}-\left(\frac{1}{2}\right) \alpha_{k}\right]=\alpha_{k} \mathscr{D}_{+},}  \tag{26}\\
{\left[\partial_{t}^{2}-\Delta+m^{2}, \mathscr{Z}_{k}\right]=0,}
\end{gather*}
$$

for $k=1,2$, where $[A, B] \equiv A B-B A$.
We introduce the quadratic null forms as follows:

$$
\begin{align*}
Q_{0}(f, g) & \equiv\left(\partial_{t} f\right)\left(\partial_{t} g\right)-(\nabla f) \cdot(\nabla g) \\
Q_{j, k}(f, g) & \equiv\left(\partial_{j} f\right)\left(\partial_{k} g\right)-\left(\partial_{k} f\right)\left(\partial_{j} g\right) \tag{27}
\end{align*}
$$

for $0 \leq j<k \leq 2$, where $\partial \equiv\left(\partial_{0}, \nabla\right) \equiv\left(i \partial_{t}, \partial_{1}, \partial_{2}\right)$. In particular, $\mathscr{Q}_{j, k}$ is called a strong null form and has an additional time decay property through the operator $\mathscr{Z}_{k}$, obtained in [18] (see also [8, 13, 19], etc.).

Lemma 8. Let $j, k=1,2$. Then, for any smooth function $f, g$, the identities

$$
\begin{align*}
\mathscr{Q}_{0, j}(f, g)= & t^{-1}\left(\partial_{0} f\right)\left(\mathscr{Z}_{j} g\right)-t^{-1}\left(\mathscr{Z}_{j} f\right)\left(\partial_{0} g\right), \\
\mathscr{Q}_{j, k}(f, g)= & t^{-2}\left(\mathscr{Z}_{j} g\right)\left(\mathscr{Z}_{k} f\right) \\
& -t^{-2}\left(\mathscr{Z}_{j} f\right)\left(\mathscr{Z}_{k} g\right)+t^{-1}\left(\partial_{j} f\right)\left(\mathscr{Z}_{k} g\right)  \tag{28}\\
& -t^{-1}\left(\partial_{j} g\right)\left(\mathscr{Z}_{k} f\right)+t^{-1}\left(\mathscr{Z}_{j} f\right)\left(\partial_{k} g\right) \\
& -t^{-1}\left(\mathscr{Z}_{j} g\right)\left(\partial_{k} f\right)
\end{align*}
$$

are valid for any $t \in \mathbb{R} \backslash\{0\}$.

## 4. Decomposition of Critical Terms

We study a structure of some harmful terms of (DKG). By the difference of (DKG) and the free DKG system, it follows that

$$
\begin{align*}
\mathscr{D}_{+}\left(\psi-\psi_{0}\right)= & \left(\phi-\phi_{0}\right) \beta \psi \\
& +\phi_{0} \beta\left(\psi-\psi_{0}\right)+\phi_{0} \beta \psi_{0} \\
\left(\square+m^{2}\right)\left(\phi-\phi_{0}\right)= & \left(\psi-\psi_{0}\right)^{*} \beta \psi  \tag{29}\\
& +\psi_{0}^{*} \beta\left(\psi-\psi_{0}\right)+\psi_{0}^{*} \beta \psi_{0}
\end{align*}
$$

where $\square=\partial_{t}^{2}-\Delta$. The last two terms $\phi_{0} \beta \psi_{0}$ and $\psi_{0}^{*} \beta \psi_{0}$ are critical, both of which have the worst time decay property. Especially, since

$$
\begin{equation*}
\phi_{0} \beta \psi_{0}, \psi_{0}^{*} \beta \psi_{0}=O\left(t^{-1}\right) \quad \text { in } L^{2} \text { as } t \longrightarrow+\infty \tag{30}
\end{equation*}
$$

(see Corollary 4), the $L^{2}$-norm of these terms is not integrable with respect to time $t$ over $[1, \infty)$. Therefore, it can not be expected that usual perturbation technique is applicable to (29). To overcome this lack of time decay property, we will decompose them into an image of a Klein-Gordon operator and a remainder term following paper [8], based on papers [19-21].

Let $\left(v_{1}, v_{2}\right)$ be a solution for the following homogeneous KG system with masses $M_{1}, M_{2}>0$,

$$
\begin{equation*}
\left(\square+M_{j}^{2}\right) v_{j}=0, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{2}, \quad \text { for } j=1,2 \tag{31}
\end{equation*}
$$

By the masses $M_{1}, M_{2}$, we introduce the symmetric matrix as follows:

$$
\mathscr{M}=\mathscr{M}\left(M_{1}, M_{2}\right)=\left(\begin{array}{cc}
M_{1}^{2}+M_{2}^{2} & 2 M_{1} M_{2}  \tag{32}\\
2 M_{1} M_{2} & M_{1}^{2}+M_{2}^{2}
\end{array}\right) .
$$

We have the following.
Lemma 9 (see [8]). Let $\widetilde{m}>0$ with $\operatorname{det}\left(\widetilde{m}^{2} I-\mathscr{M}\right) \neq 0$. Then the quadratic term $v_{1} v_{2}$ can be decomposed as

$$
\begin{equation*}
v_{1} v_{2}=\frac{1}{\operatorname{det}\left(\widetilde{m}^{2} I-\mathscr{M}\right)}\left\{\left(\square+\widetilde{m}^{2}\right) f-4 \mathscr{R}\right\}, \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
f=f\left(v_{1},\right. & \left.v_{2}\right) \equiv\left(-M_{1}^{2}-M_{2}^{2}+\widetilde{m}^{2}\right) v_{1} v_{2}-2 \mathbb{Q}_{0}\left(v_{1}, v_{2}\right) \\
\mathscr{R}= & \mathscr{R}\left(v_{1}, v_{2}\right) \equiv \sum_{m=1}^{2} \mathscr{Q}_{0, m}\left(\partial_{t} v_{1}, \partial_{m} v_{2}\right) \\
& +\sum_{m=1}^{2} \mathscr{Q}_{0, m}\left(\partial_{t} v_{2}, \partial_{m} v_{1}\right)-\mathbb{Q}_{1,2}\left(\partial_{1} v_{1}, \partial_{2} v_{2}\right) \\
& -\mathbb{Q}_{2,1}\left(\partial_{2} v_{1}, \partial_{1} v_{2}\right) . \tag{34}
\end{align*}
$$

Under the nonresonance mass condition $m, M>0$, and $m \neq 2 M$, we can apply Lemma 9 to the critical terms $\phi_{0} \beta \psi_{0}$ and $\psi_{0}^{*} \beta \psi_{0}$. Before doing so, we prepare for several notations. We put

$$
\begin{equation*}
\widetilde{M} \equiv \frac{1}{m^{2}(2 M+m)(m-2 M)} \tag{35}
\end{equation*}
$$

which is well defined if $m, M>0$ and $m \neq 2 M$. For a realvalued function $\phi$ and a $\mathbb{C}^{2}$-valued function $\psi=\left(\psi_{1}, \psi_{2}\right)^{t}$, we define $\mathbb{C}^{2}$-valued functions of bilinear form:

$$
\begin{align*}
f_{D} & =f_{D}(\phi, \psi) \equiv\left(f\left(\phi, \psi_{1}\right), f\left(\phi, \psi_{2}\right)\right)^{t}, \\
\mathscr{R}_{D} & =\mathscr{R}_{D}(\phi, \psi) \equiv\left(\mathscr{R}\left(\phi, \psi_{1}\right), \mathscr{R}\left(\phi, \psi_{2}\right)\right)^{t},  \tag{36}\\
Q_{0}^{D} & =Q_{0}^{D}(\phi, \psi) \equiv\left(Q_{0}\left(\phi, \psi_{1}\right), Q_{0}\left(\phi, \psi_{2}\right)\right)^{t},
\end{align*}
$$

Moreover, for $\mathbf{C}^{2}$-valued functions $\varphi=\left(\varphi_{1}, \varphi_{2}\right)^{t}, \psi=$ $\left(\psi_{1}, \psi_{2}\right)^{t}$, we put the following bilinear forms:

$$
\begin{gather*}
f_{K}=f_{K}\left(\varphi^{t}, \psi\right) \equiv \sum_{j=1}^{2} f\left(\varphi_{j}, \psi_{j}\right), \\
\mathscr{R}_{K}=\mathscr{R}_{K}\left(\varphi^{t}, \psi\right) \equiv \sum_{j=1}^{2} \mathscr{R}\left(\varphi_{j}, \psi_{j}\right),  \tag{37}\\
\mathbb{Q}_{0}^{K}=\mathbb{Q}_{0}^{K}\left(\varphi^{t}, \psi\right) \equiv \sum_{j=1}^{2} \mathscr{Q}_{0}\left(\varphi_{j}, \psi_{j}\right) .
\end{gather*}
$$

We have the following.
Corollary 10. Let $m, M>0, m \neq 2 M$, and $\left(\psi_{0}, \phi_{0}\right)$ be a free solution for the Dirac-Klein-Gordon equations. Then the quadratic terms $\phi_{0} \beta \psi_{0}, \psi_{0}^{*} \beta \psi_{0}$ can be expressed as

$$
\begin{align*}
& \phi_{0} \beta \psi_{0}=\widetilde{\mathscr{M}}\left\{\left(\square+M^{2}\right) f_{D}\left(\phi_{0}, \beta \psi_{0}\right)-4 \mathscr{R}_{D}\left(\phi_{0}, \beta \psi_{0}\right)\right\}, \\
& \psi_{0}^{*} \beta \psi_{0}=\widetilde{\mathscr{M}}\left\{\left(\square+m^{2}\right) f_{K}\left(\psi_{0}^{*}, \beta \psi_{0}\right)-4 \mathscr{R}_{K}\left(\psi_{0}^{*}, \beta \psi_{0}\right)\right\} . \tag{38}
\end{align*}
$$

Proof. We consider the Dirac part of (38). Multiplying by $\mathscr{D}_{-}$ both hand sides of $\mathscr{D}_{+} \psi_{0}=0$, we get

$$
\begin{equation*}
\mathscr{D}_{-} \mathscr{D}_{+} \psi_{0}=\left(\square+M^{2}\right) \psi_{0}=0 \tag{39}
\end{equation*}
$$

which implies that $\psi_{0}=\left(\psi_{0,1}, \psi_{0,2}\right)^{t}$ is also a solution of the free KG equation. Note that by the condition $m, M>0$ and $m \neq 2 M$, we can apply Lemma 9 with $\widetilde{m}=M, v_{1}=\phi_{0}$, and $v_{2}=\psi_{0, k}$ to get, for $k=1,2$,

$$
\begin{equation*}
\phi_{0} \psi_{0, k}=\widetilde{\mathscr{M}}\left\{\left(\square+M^{2}\right) f\left(\phi_{0}, \psi_{0, k}\right)-4 \mathscr{R}\left(\phi_{0}, \psi_{0, k}\right)\right\} . \tag{40}
\end{equation*}
$$

Thus, by a simple calculation, we obtain (38). Next, note that from equality (39), we see that $\overline{\psi_{0}}$ satisfies the free KG equation. Thus in the same manner as the proof of the Dirac part, we can prove the KG part, which completes the proof of the corollary.

Next, we will change the DKG equations into another form without critical nonlinearities. We introduce a new unknown function $(\Psi, \Phi)$ as follows:

$$
\begin{align*}
\Psi & \equiv \psi-\psi_{0}-\tilde{f}_{D} \equiv \tilde{\psi}-\tilde{f}_{D}  \tag{41}\\
\Phi & \equiv \phi-\phi_{0}-\tilde{f}_{K} \equiv \tilde{\phi}-\tilde{f}_{K}
\end{align*}
$$

where $\left(\psi_{0}, \phi_{0}\right)$ is defined by (7) and

$$
\begin{gather*}
\tilde{f}_{D}=\widetilde{f}_{D}\left(\phi_{0}, \psi_{0}\right) \equiv \widetilde{M} \mathscr{D}_{-} f_{D}\left(\phi_{0}, \beta \psi_{0}\right) \\
=\widetilde{\mathscr{M}}\left(f_{D}\left(\mathscr{D}_{-} \phi_{0}, \beta \psi_{0}\right)-i M f_{D}\left(\phi_{0}, \psi_{0}\right)\right),  \tag{42}\\
\widetilde{f}_{K}=\widetilde{f}_{K}\left(\psi_{0}\right) \equiv \widetilde{\mathscr{M}} f_{K}\left(\psi_{0}^{*}, \beta \psi_{0}\right) \tag{43}
\end{gather*}
$$

are the second approximate solution to $(\psi, \phi)$, where we have used the identities $\alpha_{j} \beta+\beta \alpha_{j}=O, \beta^{2}=I$ and $\mathscr{D}_{+} \psi_{0}=0$ to obtain the third equality in (42).

Here, we remember that by the anticommutation relations (1) of the Dirac matrices, we can decompose the KG operator as follows:

$$
\begin{equation*}
\square+M^{2}=\mathscr{D}_{+} \mathscr{D}_{-} \text {. } \tag{44}
\end{equation*}
$$

By combining Corollary 10 and this decomposition, we can rewrite (DKG) as follows.

Lemma 11. Let $m, M>0$ and $m \neq 2 M$. Then $(\psi, \phi)$ satisfies $(D K G)$ if and only if the new variable $(\Psi, \Phi)$ defined by (41) is a solution of

$$
\begin{gather*}
\mathscr{D}_{+} \Psi=F,  \tag{45}\\
\left(\square+m^{2}\right) \Phi=G, \quad(t, x) \in \mathbb{R} \times \mathbb{R}^{2},
\end{gather*}
$$

where

$$
\begin{align*}
F & =F(\widetilde{\phi}, \widetilde{\psi}) \\
& \equiv \widetilde{\phi} \beta \widetilde{\psi}+\widetilde{\phi} \beta \psi_{0}+\phi_{0} \beta \widetilde{\psi}-4 \widetilde{\mathbb{M}} \mathscr{R}_{D}\left(\phi_{0}, \beta \psi_{0}\right)  \tag{46}\\
G & =G(\widetilde{\psi}) \\
& \equiv \widetilde{\psi}^{*} \beta \widetilde{\psi}+\widetilde{\psi}^{*} \beta \psi_{0}+\psi_{0}^{*} \beta \widetilde{\psi}-4 \widetilde{\mathbb{M}} \mathscr{R}_{K}\left(\psi_{0}^{*}, \beta \psi_{0}\right),
\end{align*}
$$

and $\widetilde{\mathscr{M}}, \mathscr{R}_{D}$ and $\mathscr{R}_{K}$ are defined by (35), (36), and (37), respectively.

This lemma enables us to treat the Dirac-Klein-Gordon equations (DKG) as well as the reduced KG system (4) in two space dimensions.
Proof. From (29), we see that $(\psi, \phi)$ is a solution of (DKG) if and only if the new variable $(\widetilde{\psi}, \widetilde{\phi})$ satisfies the following DKG equations:

$$
\begin{gather*}
\mathscr{D}_{+} \widetilde{\psi}=\tilde{\phi} \beta \widetilde{\psi}+\tilde{\phi} \beta \psi_{0}+\phi_{0} \beta \widetilde{\psi}+\phi_{0} \beta \psi_{0}  \tag{47}\\
\left(\square+m^{2}\right) \widetilde{\phi}=\widetilde{\psi}^{*} \beta \widetilde{\psi}+\widetilde{\psi}^{*} \beta \psi_{0}+\psi_{0}^{*} \beta \widetilde{\psi}+\psi_{0}^{*} \beta \psi_{0}
\end{gather*}
$$

We consider the Dirac part of (47) only, since it is easier to handle the KG part. Note that by the assumption $m, M>0$ and $m \neq 2 M$, we can apply Corollary 10 to $\phi_{0} \beta \psi_{0}$. Thus, we have

$$
\begin{equation*}
\phi_{0} \beta \psi_{0}=\widetilde{\mathscr{M}}\left\{\left(\square+M^{2}\right) f_{D}\left(\phi_{0}, \beta \psi_{0}\right)-4 \mathscr{R}_{D}\left(\phi_{0}, \beta \psi_{0}\right)\right\} \tag{48}
\end{equation*}
$$

Moreover, by the decomposition (44), we can transform the first term of the right hand side of (48) as follows:

$$
\begin{align*}
& \lambda \widetilde{\mathscr{M}}\left(\square+M^{2}\right) f_{D}\left(\phi_{0}, \beta \psi_{0}\right)  \tag{49}\\
& \quad=\widetilde{M} \mathscr{D}_{+} \mathscr{D}_{-} f_{D}\left(\phi_{0}, \beta \psi_{0}\right)=\mathscr{D}_{+} \widetilde{f}_{D}
\end{align*}
$$

where we have used the definition of $\tilde{f}_{D}$ given by (42). Inserting (48) and (49) into the Dirac part of (47), we obtain the Dirac part of (45), which completes the proof of the lemma.

Remark 12. The null structure of (DKG) was characterized in [12] by using Fourier space. On the other hand, we note that in the above argument, Fourier space does not appear at all.

## 5. Reduction to Some First Order System

To construct a solution for the final value problem of the DKG system, we will use the Strichartz type estimates (Lemma 6). However, it seems difficult to apply these estimates to the Dirac part for (45) due to a derivative loss difficulty. To gain first order differentiability properties of nonlinear term, we use the matrix operators

$$
\begin{gather*}
\mathscr{B}_{ \pm}^{D} \equiv \frac{1}{2} I\left(1 \mp i\langle\nabla\rangle_{M}^{-1} \partial_{t}\right)=\mp \frac{i}{2}\langle\nabla\rangle_{M}^{-1} \mathscr{L}_{\mp}^{D}  \tag{50}\\
\mathscr{L}_{ \pm}^{D} \equiv\left(\partial_{t} \mp i\langle\nabla\rangle_{m}\right) I
\end{gather*}
$$

though we do not necessarily need the operator $\mathscr{B}$ in dealing with the initial value problem for the DKG system (see [11]). We will construct the desired solution $(\psi, \phi)$ for the DKG system by the iteration scheme. Let $\left\{\left(\psi^{l}, \phi^{l}\right)\right\}_{l \geq 0}$ be a sequence such that

$$
\begin{gather*}
\mathscr{D}_{+} \psi^{l+1}=\phi^{l} \beta \psi^{l} \\
\left(\square+m^{2}\right) \phi^{l+1}=\left(\psi^{l}\right)^{*} \beta \psi^{l}, \quad l \geq 0  \tag{51}\\
\left(\psi^{0}, \phi^{0}\right)=\left(\psi_{0}, \phi_{0}\right)
\end{gather*}
$$

under the final conditions

$$
\begin{gather*}
\lim _{t \rightarrow \infty}\left\|\psi^{l}(t)-\psi_{0}(t)\right\|_{H^{1 / 2}}=0  \tag{52}\\
\lim _{t \rightarrow \infty}\left\|\binom{\phi^{l}(t)}{\langle\nabla\rangle_{m}^{-1} \partial_{t} \phi^{l}(t)}-\binom{\phi_{0}(t)}{\langle\nabla\rangle_{m}^{-1} \partial_{t} \phi_{0}(t)}\right\|_{H^{1}}=0, \tag{53}
\end{gather*}
$$

for $l \geq 0$, where $\left(\psi_{0}, \phi_{0}\right)$ is given by (7). It suffices to prove that the sequence $\left\{\psi^{l},\left(\langle\nabla\rangle_{m}^{1 / 2} \phi^{l},\langle\nabla\rangle_{m}^{-1 / 2} \partial_{t} \phi^{l}\right)\right\}_{l \geq 0}$ is a Cauchy one in the Banach space $\left(C\left([T, \infty) ; H^{1 / 2}\right)\right)^{4}$ for some $T>0$.

As the previous section, we introduce the new sequence $\left\{\left(\Psi^{l}, \Phi^{l}\right)\right\}$ as follows:

$$
\begin{align*}
& \Psi^{l} \equiv \psi^{l}-\psi_{0}-\tilde{f}_{D} \equiv \widetilde{\psi}^{l}-\tilde{f}_{D}  \tag{54}\\
& \Phi^{l} \equiv \phi^{l}-\phi_{0}-\widetilde{f}_{K} \equiv \widetilde{\phi}^{l}-\widetilde{f}_{K}
\end{align*}
$$

By Lemma 11, the sequence $\left\{\left(\psi^{l}, \phi^{l}\right)\right\}$ is a solution of (51) if and only if the new one $\left\{\left(\Psi^{l}, \Phi^{l}\right)\right\}$ satisfies the transformed DKG equations as follows:

$$
\begin{gather*}
\mathscr{D}_{+} \Psi^{l+1}=F^{l},  \tag{55}\\
\left(\square+m^{2}\right) \Phi^{l+1}=G^{l}, \quad l \geq 1,  \tag{56}\\
\left(\Psi^{0}, \Phi^{0}\right)=-\left(\tilde{f}_{D}, \tilde{f}_{K}\right),
\end{gather*}
$$

where

$$
\begin{equation*}
F^{l} \equiv F\left(\widetilde{\phi}^{l}, \widetilde{\psi}^{l}\right), \quad G^{l} \equiv G\left(\widetilde{\psi}^{l}\right) \tag{57}
\end{equation*}
$$

for $l \geq 0\left(\tilde{f}_{D}, \tilde{f}_{K}\right.$, and $F$ and $G$ are defined by (42)-(43) and (46), resp.).

By the decomposition of the Klein-Gordon operator by the Dirac operator, we have

$$
\begin{equation*}
\mathscr{L}_{ \pm}^{D} \mathscr{B}_{ \pm}^{D}=\mp \frac{i}{2}\langle\nabla\rangle_{M}^{-1} I\left(\partial_{t}^{2}+\langle\nabla\rangle_{M}^{2}\right)=\mp \frac{i}{2}\langle\nabla\rangle_{M}^{-1} \mathscr{D}_{-} \mathscr{D}_{+} . \tag{58}
\end{equation*}
$$

Thus, from the Dirac part for (55), we can deduce the following:

$$
\begin{equation*}
\mathscr{L}_{ \pm}^{D} \mathscr{B}_{ \pm}^{D} \Psi^{l+1}=\mp \frac{i}{2}\langle\nabla\rangle_{M}^{-1} \mathscr{D}_{-} \mathscr{D}_{+} \Psi^{l+1}=\langle\nabla\rangle_{M}^{-1} F_{ \pm}^{l}, \tag{59}
\end{equation*}
$$

for $l \geq 0$, where $F_{ \pm}^{l} \equiv \mp(i / 2) \mathscr{D}_{-} F^{l}$. Therefore, from Dirac part of (55), we have

$$
\begin{gather*}
\mathscr{L}_{ \pm}^{D} \mathscr{B}_{ \pm}^{D} \Psi^{l+1}=\langle\nabla\rangle_{M}^{-1} F_{ \pm}^{l}, \quad l \geq 0,  \tag{60}\\
\mathscr{B}_{ \pm}^{D} \Psi^{0}=-\mathscr{B}_{ \pm}^{D} \tilde{f}_{D} .
\end{gather*}
$$

Remark 13. By properties (1) of the Dirac matrices, we can transform $F_{ \pm}^{l}$ into another form without any derivatives of $\widetilde{\psi}$ or the free solution $\psi_{0}$ (see (78)-(79), precisely). This fact enables us to use the Strichartz estimates for (60).

Next we will also transform the KG part of (55) as in $[10,13]$. We also use the operator (1-component version of the Dirac part) as follows:

$$
\begin{equation*}
\mathscr{B}_{ \pm}^{K} \equiv \frac{1}{2}\left(1 \mp i\langle\nabla\rangle_{m}^{-1} \partial_{t}\right), \quad \mathscr{L}_{ \pm}^{K} \equiv \partial_{t} \mp i\langle\nabla\rangle_{m} . \tag{61}
\end{equation*}
$$

We can see that the sequence $\left\{\Phi^{l}\right\}$ is a solution of the KG part for (55) if and only if the sequence $\left\{\mathscr{B}_{ \pm}^{K} \Phi^{l}\right\}$ satisfies

$$
\begin{gather*}
\mathscr{L}_{ \pm}^{K} \mathscr{B}_{ \pm}^{K} \Phi^{l+1}=\langle\nabla\rangle_{m}^{-1} G_{ \pm}^{l}, \quad \text { for } l \geq 0, \\
\mathscr{B}_{ \pm}^{K} \Phi^{0}=-\mathscr{B}_{ \pm}^{K} \tilde{f}_{K} \tag{62}
\end{gather*}
$$

where $G_{ \pm}^{l} \equiv G_{ \pm}^{l}\left(\widetilde{\psi}^{l}\right) \equiv \mp(i / 2) G^{l}$.
Therefore, by (60) and (62), we get

$$
\begin{align*}
& \mathscr{L}_{ \pm}^{D} \mathscr{B}_{ \pm}^{D} \Psi^{l+1}=\langle\nabla\rangle_{M}^{-1} F_{ \pm}^{l}, \\
& \mathscr{L}_{ \pm}^{K} \mathscr{B}_{ \pm}^{K} \Phi^{l+1}=\langle\nabla\rangle_{m}^{-1} G_{ \pm}^{l}, \quad \text { for } l \geq 0,  \tag{63}\\
& \left(\mathscr{B}_{ \pm}^{D} \Psi^{0}, \mathscr{B}_{ \pm}^{K} \Phi^{0}\right)=-\left(\mathscr{B}_{ \pm}^{D} \tilde{f}_{D}, \mathscr{B}_{ \pm}^{K} \tilde{f}_{K}\right) . \tag{64}
\end{align*}
$$

Remark 14. The identity $\sum_{ \pm} \mathscr{B}_{ \pm}^{*}=I$ holds, which enables us to reconstruct a solution $(\Psi, \Phi)$ for (45) from $\left(\mathscr{B}_{ \pm}^{D} \Psi, \mathscr{B}_{ \pm}^{K} \Phi\right)$.

Inserting the identities

$$
\begin{equation*}
\widetilde{\psi}^{l}=\sum_{ \pm} \mathscr{B}_{ \pm}^{D} \Psi^{l}+\tilde{f}_{D}, \quad \tilde{\phi}^{l}=\sum_{ \pm} \mathscr{B}_{ \pm}^{K} \Phi^{l}+\tilde{f}_{K} \tag{65}
\end{equation*}
$$

into the nonlinearities $F_{ \pm}^{l}, G_{ \pm}^{l}$, we can express (63) by the new variable $\left(\mathscr{B}_{ \pm}^{D} \Psi^{l}, \mathscr{B}_{ \pm}^{K} \Phi^{l}\right)$ only without $\left(\widetilde{\phi}^{l}, \widetilde{\psi}^{l}\right)$.

At the end of this section, we will lead the integral equations associated with (63). We introduce a new unknown function sequence $\left\{v^{l}\right\}$ whose components are defined by

$$
\begin{equation*}
v^{l} \equiv\left(\mathscr{B}_{+}^{D} \Psi^{l}, \mathscr{B}_{-}^{D} \Psi^{l},\langle\nabla\rangle_{m}^{1 / 2} \mathscr{B}_{+}^{K} \Phi^{l},\langle\nabla\rangle_{m}^{1 / 2} \mathscr{B}_{-}^{K} \Phi^{l}\right)^{t} \tag{66}
\end{equation*}
$$

a nonlinear term

$$
\begin{equation*}
\mathcal{N}=\mathcal{N}\left(v^{l}\right) \equiv\left(\langle\nabla\rangle_{M}^{-1} F_{+}^{l},\langle\nabla\rangle_{M}^{-1} F_{-}^{l},\langle\nabla\rangle_{m}^{-1 / 2} G_{+}^{l},\langle\nabla\rangle_{m}^{-1 / 2} G_{-}^{l}\right)^{t} \tag{67}
\end{equation*}
$$

for $l \geq 0$, and a matrix-operator $\mathscr{L} \equiv \operatorname{diag}\left(\mathscr{L}_{+}^{D}\right.$, $\left.\mathscr{L}_{-}^{D}, \mathscr{L}_{+}^{K}, \mathscr{L}_{-}^{K}\right)$. Then by using these notations, (63) can be simplified as

$$
\begin{equation*}
\mathscr{L} v^{l+1}=\mathscr{N}\left(v^{l}\right) \quad \text { for } l \geq 0 \tag{68}
\end{equation*}
$$

To lead the integral equations for (68), we need to study the asymptotic behavior of the new variable $v^{l}$. We can obtain the following.

Lemma 15. Let $\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right) \in\left(H^{5 / 2,1}\right)^{4}$. The function ( $\psi^{l}, \phi^{l}$ ) defined by (51) satisfies (52)-(53) for any $l \geq 0$ if and only if the new function $v^{l}$ satisfies (68) and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|v^{l}\right\|_{H^{1 / 2}}=0, \quad \text { for } l \geq 0 \tag{69}
\end{equation*}
$$

The proof of the lemma will be given in Appendix.
We introduce a matrix evolution operator as follows:

$$
\begin{equation*}
\mathscr{U}(t) \equiv \operatorname{diag}\left(\mathscr{U}_{+, M}(t), \mathscr{U}_{-, M}(t), \mathscr{U}_{+, m}(t), \mathscr{U}_{-, m}(t)\right) . \tag{70}
\end{equation*}
$$

From Lemma 15, we can lead the integral equations associated with (68) as follows:

$$
\begin{equation*}
v^{l+1}(t)=-\int_{t}^{\infty} \mathscr{U}(t-s) \mathscr{N}\left(v^{l}\right) d s \tag{71}
\end{equation*}
$$

## 6. Proof of Theorem 1

In this section, we give a proof of Theorem 1 . Note that the identities

$$
\begin{align*}
& \partial_{t} \Psi^{l}=i\langle\nabla\rangle_{M}\left(v_{1}^{l}-v_{2}^{l}\right), \\
& \partial_{t} \Phi^{l}=i\langle\nabla\rangle_{m}^{1 / 2}\left(v_{3}^{l}-v_{4}^{l}\right) \tag{72}
\end{align*}
$$

hold; the nonlinearity $\mathcal{N}\left(v^{l}\right)$ can be expressed in terms of the space derivatives of $v^{l}$ (so excluding the time derivatives).

For $T>1$, where $T$ is sufficiently large, we introduce the following function space:

$$
\begin{equation*}
\mathbf{X}_{T}=\left\{v \in\left(C\left([T, \infty) ; H^{1 / 2}\right)\right)^{6} ;\|v\|_{\mathbf{X}_{T}}<\infty\right\} \tag{73}
\end{equation*}
$$

with the norm

$$
\begin{equation*}
\|v\|_{\mathbf{X}_{T}} \equiv \sup _{t \in[T, \infty)} t^{\mu}\left(\|v\|_{L_{t}^{4}\left(I ; L^{4}\right)}+\|v\|_{L_{t}^{\infty}\left(I ; H^{1 / 2}\right)}\right) \tag{74}
\end{equation*}
$$

where $1 / 2<\mu<1-2 / q, 4<q \leq \infty$, and $I=[t, \infty)$. We define

$$
\begin{equation*}
A \equiv C\left\|\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right)\right\|_{H_{q /(q-1)}^{4-4 / q} \cap H^{5 / 2,1}} . \tag{75}
\end{equation*}
$$

In order to obtain the theorem, we will show that the sequence $\left\{v^{l}\right\}$ is a Cauchy one in a closed ball $\mathbf{X}_{T, A}$ for appropriate $T$ and $\rho$, where $\mathbf{X}_{T, A} \equiv\left\{v \in \mathbf{X}_{T} ;\|v\|_{\mathbf{X}_{T}} \leq A\right\}$.

Hereafter, we will use the notation $L_{t}^{r} X=L_{t}^{r}(I ; X), \mathscr{D}=$ $\mathscr{D}_{\text {_ }}$ and

$$
\begin{equation*}
\mathscr{B} \Psi=\mathscr{B}_{ \pm}^{D} \Psi, \quad \mathscr{B} \Phi=\mathscr{B}_{ \pm}^{K} \Phi \tag{76}
\end{equation*}
$$

for simplicity if it does not cause a confusion.
Proof. We will prove that $v^{l} \in \mathbf{X}_{T, A}$ for any $l \geq 0$ by induction. In the case of $l=0$, it is easy to see that $v^{0} \in \mathbf{X}_{T, A}$ for some $T$ and $\rho$. We omit the details. For $l \geq 1$, we assume that $v^{k} \in \mathbf{X}_{T, A}$ for $0 \leq k \leq l$. We will show that $v^{l+1} \in \mathbf{X}_{T, A}$ for some $T$ and $\rho$.

First, by the identities $\mathscr{D}_{+} \psi_{0}=0$ and $\mathscr{D}_{+} \psi^{l}=\lambda \phi^{l-1} \beta \psi^{l-1}$ for $l \geq 1$, we get, for $l \geq 1$,

$$
\begin{aligned}
\mathscr{D}_{-}\left(\tilde{\phi}^{l} \beta \tilde{\psi}^{l}\right)= & \left(\mathscr{D}_{-} \tilde{\phi}^{l}\right) \beta \widetilde{\psi}^{l} \\
& -i M \tilde{\phi}^{l} I \widetilde{\psi}^{l}+\lambda \tilde{\phi}^{l} \widetilde{\phi}^{l-1} I \widetilde{\psi}^{l-1} \\
& +\lambda \tilde{\phi}^{l} \widetilde{\phi}^{l-1} I \psi_{0}+\lambda \tilde{\phi}^{l} \phi_{0} I \tilde{\psi}^{l-1} \\
& +\lambda \tilde{\phi}^{l} \phi_{0} I \psi_{0}
\end{aligned}
$$

$$
\begin{equation*}
\mathscr{D}_{-} \mathscr{R}_{D}\left(\phi_{0}, \beta \psi_{0}\right)=\mathscr{R}_{D}\left(\mathscr{D}_{-} \phi_{0}, \beta \psi_{0}\right)-i M \mathscr{R}_{D}\left(\phi_{0}, \beta \psi_{0}\right) . \tag{77}
\end{equation*}
$$

From these identities, we can express $F_{ \pm}^{l}$ as follows:

$$
\begin{equation*}
F_{ \pm}^{l}=\mp \frac{i}{2} \sum_{j=1}^{3} F_{j}^{l}+\text { "remainder" for } l \geq 1 \tag{78}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{1}^{l} \equiv\left(\mathscr{D}_{-} \widetilde{\phi}^{l}\right) \beta \widetilde{\psi}^{l}, \quad F_{2}^{l} \equiv\left(\mathscr{D}_{-} \phi_{0}\right) \beta \widetilde{\psi}^{l}+\left(\mathscr{D}_{-} \widetilde{\phi}^{l}\right) \beta \psi_{0} \tag{79}
\end{equation*}
$$

$$
\begin{equation*}
F_{3}^{l} \equiv 4 i \widetilde{\mathscr{M}} \mathscr{R}_{D}\left(\mathscr{D}_{-} \phi_{0}, \beta \psi_{0}\right) \tag{80}
\end{equation*}
$$

Here, we note that "remainder" (given by (78)) can be handled in the same manner as $F_{j}^{l}(j=1,2$, or 3$)$. Thus, we will omit the estimate of them. We also decompose $G_{ \pm}^{l}$ as $G_{ \pm}^{l}=$ $\mp(i / 2) \sum_{j=1}^{3} G_{j}^{l}$, where

$$
\begin{gather*}
G_{1}^{l}=\left(\widetilde{\psi}^{l}\right)^{*} \beta \widetilde{\psi}^{l}, \quad G_{2}^{l}=\left(\tilde{\psi}^{l}\right)^{*} \beta \psi_{0}+\psi_{0}^{*} \beta \widetilde{\psi}^{l},  \tag{81}\\
G_{3}^{l}=4 \widetilde{\mathfrak{M} \mathscr{R}_{K}\left(\psi_{0}^{*}, \beta \psi_{0}\right) .} \text {. }
\end{gather*}
$$

Taking $L_{t}^{4} L_{x}^{4}$-norm and $L_{t}^{\infty} H^{1 / 2}$-norm of (71) and applying Lemma 6 with $(q, r, \gamma)=(4,4,1 / 2)$ and $(2, \infty, 0)$, we have

$$
\begin{align*}
& \left\|v^{l+1}\right\|_{L_{t}^{4} L_{x}^{4}}+\left\|v^{l+1}\right\|_{L_{t}^{\infty} H^{1 / 2}} \\
& \quad \leq  \tag{82}\\
& \quad\left\|F_{1}^{l}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}}+\left\|G_{1}^{l}\right\|_{L_{t}^{4 / 3} H_{4 / 3}^{1 / 2}} \\
& \\
& \quad+\sum_{j=2,3}\left(\left\|F_{j}^{l}\right\|_{L_{t}^{1} H^{-1 / 2}}+\left\|G_{j}^{l}\right\|_{L_{t}^{1} L_{x}^{2}}\right) .
\end{align*}
$$

Moreover, we remember that $\left(\tilde{\phi}^{l}, \widetilde{\psi}^{l}\right)$ is expressed as (65).
Now, we will estimate $F_{1}^{l}$. By the Hölder inequality, we have

$$
\begin{align*}
\left\|\left(\mathscr{D} \mathscr{B} \Phi^{l}\right) \mathscr{B} \Psi^{l}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}} & \leq\| \| \mathscr{B} \Phi^{l}(s)\left\|_{H^{1}}\right\| \mathscr{B} \Psi^{l}(s)\left\|_{L_{x}^{4}}\right\|_{L_{t}^{4 / 3}} \\
& \leq A\left\|s^{-\mu}\right\| \mathscr{B} \Psi^{l}(s)\left\|_{L_{x}^{4}}\right\|_{L_{t}^{4 / 3}} \\
& \leq A\left\|\mathscr{B} \Psi^{l}\right\|_{L_{t}^{4} L_{x}}\left\|s^{-\mu}\right\|_{L_{t}^{2}(I)} \\
& \leq A^{2} t^{1 / 2-2 \mu}, \tag{83}
\end{align*}
$$

for any $t \geq T$ since $v^{k} \in \mathbf{X}_{T, A}$ for $0 \leq k \leq l$. By the Hölder inequality and Remark 5 with $p=8$, we obtain

$$
\begin{equation*}
\left\|\tilde{f}_{D}(s)\right\|_{L^{4}} \lesssim\left\|\phi_{0}(s)\right\|_{H_{8}^{2}}\left\|\psi_{0}(s)\right\|_{H_{8}^{1}} \lesssim A^{2} s^{-3 / 2} \tag{84}
\end{equation*}
$$

for any $s \geq t$. In the same manner as the proof of the estimate (83), we also obtain

$$
\begin{equation*}
\left\|\left(\mathscr{D} \mathscr{B} \Phi^{l}\right) \tilde{f}_{D}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}} \lesssim A^{3} t^{-3 / 4-\mu}, \tag{85}
\end{equation*}
$$

for all $t \geq T$, due to $v^{k} \in \mathbf{X}_{T, A}$ for $0 \leq k \leq l$ and (84). By the Hölder inequality and Remark 5 with $p=8 / 3,8$, we obtain

$$
\begin{align*}
\left\|\mathscr{D} \tilde{f}_{K}(s)\right\|_{L^{2}} & \lesssim\left\|\psi_{0}(s)\right\|_{H_{8 / 3}^{2}}\left\|\psi_{0}(s)\right\|_{H_{8}^{1}}  \tag{86}\\
& \lesssim s^{-1}\left\|\psi^{+}\right\|_{H_{8 / 5}^{5 / 2}}\left\|\psi^{+}\right\|_{H_{8 / 7}^{5 / 2}} \lesssim A^{2} s^{-1}
\end{align*}
$$

for any $s \geq t$, where we have used properties (1) of $\alpha, \beta$, and $\mathscr{D}_{+} \psi_{0}=0$. Thus, in the same manner as the proof of the estimate (83), we obtain

$$
\begin{equation*}
\left\|\left(\mathscr{D} \tilde{f}_{K}\right) \mathscr{B} \Psi^{l}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}} \leqslant A^{3} t^{-1 / 2-\mu}, \tag{87}
\end{equation*}
$$

for all $t \geq T$ due to $v^{l} \in \mathbf{X}_{T, A}$ and (86). By the Hölder inequality and estimates (84) and (86), we get

$$
\begin{align*}
& \left\|\left(\mathscr{D} \tilde{f}_{K}\right) \tilde{f}_{D}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}} \\
& \quad \leq\| \| \mathscr{D} \tilde{f}_{K}(s)\left\|_{L_{x}^{2}}\right\| \tilde{f}_{D}(s)\left\|_{L_{x}^{4}}\right\|_{L_{t}^{4 / 3}(I)} \lesssim A^{4} t^{-7 / 4} \tag{88}
\end{align*}
$$

for all $t \geq T$. Thus by combining (83), (85), and (87)-(88), we obtain

$$
\begin{equation*}
\left\|F_{1}^{l}\right\|_{L_{t}^{4 / 3} L_{x}^{4 / 3}} \leq A^{2} t^{1 / 2-2 \mu} \tag{89}
\end{equation*}
$$

for $t \geq T \geq 1$ since $\mu<1$. Next, we consider $F_{2}^{l}$. We have

$$
\begin{equation*}
\left\|F_{2}^{l}\right\|_{L_{t}^{1} H^{-1 / 2}} \leq\left\|\left(\mathscr{D} \tilde{\phi}^{l}\right) \psi_{0}\right\|_{L_{t}^{1} L_{x}^{2}}+\left\|\left(\mathscr{D} \phi_{0}\right) \tilde{\psi}^{l}\right\|_{L_{t}^{1} L_{x}^{2}} . \tag{90}
\end{equation*}
$$

By Corollary 4 with $p=\infty$, we have

$$
\begin{align*}
& \left\|\left(\mathscr{D} \mathscr{B} \Phi^{l}\right) \psi_{0}\right\|_{L_{t}^{1} L_{x}^{2}} \\
& \quad \leqslant\| \| \mathscr{B} \Phi^{l}(s)\left\|_{H^{1}}\right\| \psi_{0}(s)\left\|_{L_{x}^{\infty}}\right\|_{L_{t}^{1}} \lesssim \rho A t^{-\mu}, \tag{91}
\end{align*}
$$

for all $t \geq T$ since $v^{k} \in \mathbf{X}_{T, A}$ for $0 \leq k \leq l$. In the same manner as the estimate (91), we get

$$
\begin{align*}
\left\|\left(\mathscr{D} \tilde{f}_{K}\right) \psi_{0}\right\|_{L_{t}^{1} L_{x}^{2}} & \leq\| \| \mathscr{D} \tilde{f}_{K}(s)\left\|_{L_{x}^{2}}\right\| \psi_{0}(s)\left\|_{L_{x}^{\infty}}\right\|_{L_{t}^{1}}  \tag{92}\\
& \leq \rho A^{2} t^{-1},
\end{align*}
$$

for any $t \geq T$, where we have used the estimate (86). Moreover, we also have

$$
\begin{align*}
\left\|\left(\mathscr{D} \phi_{0}\right) \mathscr{B} \Psi^{l}\right\|_{L_{t}^{1} L_{x}^{2}} & \leqslant\| \| \phi_{0}(s)\left\|_{H_{\infty}^{1}}\right\| \mathscr{B} \Psi^{l}(s)\left\|_{L_{x}^{2}}\right\|_{L_{t}^{1}}  \tag{93}\\
& \leq A \rho t^{-\mu},
\end{align*}
$$

for all $t \geq T$ since $v^{l} \in \mathbf{X}_{T, A}$. In the same proof as the estimate (84), by the Hölder inequality and Remark 5 with $p=4$, we get

$$
\begin{equation*}
\left\|\tilde{f}_{D}(s)\right\|_{L^{2}} \leqslant\left\|\phi_{0}(s)\right\|_{H_{4}^{2}}\left\|\psi_{0}(s)\right\|_{H_{4}^{1}} \leqslant A^{2} s^{-1} \tag{94}
\end{equation*}
$$

for any $s \geq t$. By estimate (94) and Corollary 4 with $p=\infty$, we have

$$
\begin{equation*}
\left\|\left(\mathscr{D} \phi_{0}\right) \tilde{f}_{D}\right\|_{L_{t}^{1} L_{x}^{2}} \leq\| \| \phi_{0}(s)\left\|_{H_{\infty}^{1}}\right\| \tilde{f}_{D}(s)\left\|_{L_{x}^{2}}\right\|_{L_{t}^{1}} \leq \rho A^{2} t^{-1} \tag{95}
\end{equation*}
$$

for all $t \geq T$. Therefore, by combining estimates (90)-(93) and (95), we obtain

$$
\begin{equation*}
\left\|F_{2}^{l}\right\|_{L_{t}^{1} H^{-1 / 2}} \leqslant \rho A t^{-\mu} \tag{96}
\end{equation*}
$$

for any $t \geq T \geq 1$ since $\mu<1$. Next, we consider $F_{3}^{l}$. By the definition of $\mathscr{R}_{D}$, we have

$$
\begin{equation*}
\left\|\mathscr{R}_{D}\left(\mathscr{D} \phi_{0}, \psi_{0}\right)\right\|_{L_{t}^{1} H^{-1 / 2}} \leqslant \sum_{j=1,2}\left\|\mathscr{R}\left(\mathscr{D} \phi_{0}, \psi_{0, j}\right)\right\|_{L_{t}^{1} L_{x}^{2}}, \tag{97}
\end{equation*}
$$

where we put $\psi_{0}=\left(\psi_{0,1}, \psi_{0,2}\right)^{t}$. By Lemma 8, we can express $\mathscr{R}$ as

$$
\begin{equation*}
\mathscr{R}\left(\mathscr{D} \phi_{0}, \psi_{0, j}\right) \equiv s^{-1} Z_{1}+s^{-2} Z_{2} \tag{98}
\end{equation*}
$$

for $s \in \mathbb{R} \backslash\{0\}$, where

$$
\begin{align*}
Z_{1} \equiv & \left(\partial_{0} \partial_{t} \mathscr{D} \phi_{0}\right)\left(\mathscr{Z}_{1} \partial_{1} \psi_{0, j}\right) \\
& -\left(\mathscr{Z}_{1} \partial_{t} \mathscr{D} \phi_{0}\right)\left(\partial_{0} \partial_{1} \psi_{0, j}\right)+\text { similar }  \tag{99}\\
Z_{2} \equiv & -\left(\mathscr{Z}_{1} \partial_{2} \psi_{0, j}\right)\left(\mathscr{Z}_{2} \partial_{1} \mathscr{D} \phi_{0}\right) \\
& +\left(\mathscr{Z}_{1} \partial_{1} \mathscr{D} \phi_{0}\right)\left(\mathscr{Z}_{2} \partial_{2} \psi_{0, j}\right)+\text { similar. }
\end{align*}
$$

By applying the Hölder inequality, we have

$$
\left.\left.\begin{array}{rl}
\left\|s^{-1} Z_{1}\right\|_{L_{t}^{1} L_{x}^{2}} & \int_{t}^{\infty} s^{-1}( \tag{100}
\end{array} \quad \right\rvert\, \phi_{0}\left\|_{H_{q}^{3}}\right\| \mathscr{Z} \psi_{0} \|_{H_{2 q /(q-2)}^{1}}\right)
$$

By Corollary 4 with $p=q$, we get

$$
\begin{gather*}
\left\|\phi_{0}(s)\right\|_{H_{q}^{3}} \lesssim s^{-1+2 / q}\left\|\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right\|_{H_{q /(q-1)}^{4-4 / q}} \lesssim A s^{-1+2 / q}, \\
\left\|\psi_{0}(s)\right\|_{H_{q}^{2}} \leqslant s^{-1+2 / q}\left\|\psi^{+}\right\|_{H_{q /(q-1)}^{4-4 / q}} \lesssim A s^{-1+2 / q} \tag{101}
\end{gather*}
$$

for any $s \geq t$. On the other hand, note that the commutation relations (26) hold. By applying the Sobolev inequality and the charge and energy conservation laws, we obtain

$$
\begin{align*}
\left\|\mathscr{L} \psi_{0}\right\|_{H_{2 q /(q-2)}^{1}} & \leq\left\|\mathscr{Z} \psi_{0}\right\|_{H^{1+2 / q}} \\
& \lesssim\left\|\mathscr{Z} \psi_{0}\right\|_{H^{3 / 2}} \lesssim\left\|\left(\mathscr{Z} \psi_{0}\right)(0)\right\|_{H^{3 / 2}} \lesssim A, \\
\left\|\mathscr{Z} \phi_{0}\right\|_{H_{2 q /(q-2)}^{2}} & \leqslant\left\|\mathscr{Z} \phi_{0}\right\|_{H^{2+2 / q}}  \tag{102}\\
& \lesssim\left\|\mathscr{Z} \phi_{0}\right\|_{H^{5 / 2}} \leqslant\left\|\left(\mathscr{X} \phi_{0}\right)(0)\right\|_{H^{5 / 2}} \lesssim A,
\end{align*}
$$

since $q>4$. Thus, by combining (100)-(102), we get

$$
\begin{equation*}
\left\|s^{-1} Z_{1}\right\|_{L_{t}^{1} L_{x}^{2}} \leqslant A^{2} t^{-1+2 / q}, \tag{103}
\end{equation*}
$$

for any $t \geq T$. By the Hölder inequality, we have

$$
\begin{align*}
\left\|s^{-2} Z_{2}\right\|_{L_{t}^{1} L_{x}^{2}} & \lesssim \int_{t}^{\infty} s^{-2}\left\|\mathscr{Z} \psi_{0}(s)\right\|_{H_{4}^{1}}\left\|\mathscr{Z} \phi_{0}(s)\right\|_{H_{4}^{2}} d s  \tag{104}\\
& \lesssim A^{2} t^{-1},
\end{align*}
$$

since in the same manner as the proof of estimates (102), we obtain

$$
\begin{equation*}
\left\|\mathscr{L} \psi_{0}(s)\right\|_{H_{4}^{1}}+\left\|\mathscr{L} \phi_{0}(s)\right\|_{H_{4}^{2}} \lesssim A, \tag{105}
\end{equation*}
$$

for any $s \geq t$. Therefore, combining (97)-(98), (103), and (104), we have

$$
\begin{equation*}
\left\|F_{3}^{l}\right\|_{L_{t}^{1} H^{-1 / 2}} \leq A^{2} t^{-1+2 / q} \tag{106}
\end{equation*}
$$

for all $t \geq T \geq 1$ since $q>4$.
Next, we will estimate $G_{1}^{1}$. By the Leibniz formula (25) with $\kappa=1 / 2, p=4 / 3, q_{1}=q_{2}=2$, and $r_{1}=r_{2}=4$ and the Hölder inequality, we obtain

$$
\begin{align*}
\left\|\left(\mathscr{B} \Psi^{l}\right)^{*} \mathscr{B} \Psi^{l}\right\|_{L_{t}^{4 / 3} H_{4 / 3}^{1 / 2}} & \leq\| \| \mathscr{B} \Psi^{l}(s)\left\|_{H^{1 / 2}}\right\| \mathscr{B} \Psi^{l}(s)\left\|_{L_{x}^{4}}\right\|_{L_{t}^{4 / 3}} \\
& \leq A\left\|s^{-\mu}\right\| \mathscr{B} \Psi^{l}(s)\left\|_{L_{x}^{4}}\right\|_{L_{t}^{4 / 3}} \\
& \leq A\left\|s^{-\mu}\right\|_{L_{t}^{2}(I)}\left\|\mathscr{B} \Psi^{l}\right\|_{L_{t}^{4} L_{x}^{4}} \\
& \leq A^{2} t^{1 / 2-2 \mu}, \tag{107}
\end{align*}
$$

for any $t \geq T$ since $v^{l} \in \mathbf{X}_{T, A}$. By the fractional Leibniz rule (25) again and Remark 5 with $p=4$, we have

$$
\begin{equation*}
\left\|\tilde{f}_{D}(s)\right\|_{H^{1 / 2}} \leqslant\left\|\phi_{0}(s)\right\|_{H_{4}^{5 / 2}}\left\|\psi_{0}(s)\right\|_{H_{4}^{3 / 2}} \leqslant A^{2} s^{-3 / 2} \tag{108}
\end{equation*}
$$

for any $s \geq t$. In the same manner as the proof of the estimate (107), we obtain

$$
\begin{align*}
\left\|\left(\mathscr{B} \Psi^{l}\right)^{*} \tilde{f}_{D}\right\|_{L_{t}^{4 / 3} H_{4 / 3}^{1 / 2}} & \leqslant\| \| \mathscr{B} \Psi^{l}(s)\left\|_{H^{1 / 2}}\right\| \tilde{f}_{D}(s)\left\|_{H^{1 / 2}}\right\|_{L_{t}^{4 / 3}}  \tag{109}\\
& \lesssim A^{3} t^{-3 / 4-\mu},
\end{align*}
$$

for any $t \geq T$ due to $v^{l} \in \mathbf{X}_{T, A}$ and (108). In the same manner as the proof of the estimate (109), we get

$$
\begin{equation*}
\left\|\left(\widetilde{f}_{D}\right)^{*} \widetilde{f}_{D}\right\|_{L_{t}^{4 / 3} H_{4 / 3}^{1 / 2}} \leq A^{4} t^{-7 / 4} \tag{110}
\end{equation*}
$$

for all $t \geq T$. Thus, by combining the estimates (107) and (109)-(110), we obtain

$$
\begin{equation*}
\left\|G_{1}^{l}\right\|_{L_{t}^{4 / 3} H_{4 / 3}^{1 / 2}} \leqslant A^{2} t^{1 / 2-2 \mu} \tag{111}
\end{equation*}
$$

for $t \geq T \geq 1$ since $\mu<1$. In the same manner as the proof of the estimates (96) and (106), we obtain

$$
\begin{equation*}
\left\|G_{2}^{l}\right\|_{L_{t}^{1} L_{x}^{2}} \leqslant \rho A t^{-\mu}, \quad\left\|G_{3}^{l}\right\|_{L_{t}^{1} L_{x}^{2}} \leqslant A^{2} t^{-1+2 / q} \tag{112}
\end{equation*}
$$

for any $t \geq T$. Finally, by combining (82), (89), (96), (106), and (111)-(112), we obtain

$$
\begin{equation*}
\left\|v^{l+1}\right\|_{\mathbf{X}_{T}} \leqslant A\left(A T^{1 / 2-\mu}+\rho+A T^{-1+\mu+2 / q}\right) \tag{113}
\end{equation*}
$$

for $T \geq 1$. By the estimate (113) and $1 / 2<\mu<1-2 / q$, there exist a large $T>0$ and a small $\rho>0$ such that $v^{l+1} \in \mathbf{X}_{T, A}$. In the same manner as the proof of (113), we can prove the estimate

$$
\begin{equation*}
\left\|v^{l+1}-v^{l}\right\|_{\mathbf{X}_{T}} \leq \frac{1}{2}\left\|v^{l}-v^{l-1}\right\|_{\mathbf{X}_{T}} \tag{114}
\end{equation*}
$$

for $l \geq 1$ if $T>1$ is sufficiently large and $\rho>0$ is sufficiently small, which implies that $\left\{v^{l}\right\}_{l \geq 0}$ is a Cauchy sequence in $\mathbf{X}_{T, A}$. Theorem 1 is proved.

## Appendix

In this section, we give a proof of Lemma 15. First, we prepare the following.

Lemma 16 (see [10]). Let $\kappa \in \mathbb{R}$ and let $\psi^{+}=\psi^{+}(x)$ be a $\mathbb{C}^{2}$ valued given function. Then, for any $\mathbf{C}^{2}$-valued function $\psi=$ $\psi(t, x)$, the equivalency

$$
\begin{equation*}
\left\|\psi(t)-\mathscr{V}_{D}(t) \psi^{+}\right\|_{H^{\kappa}} \simeq \sum_{ \pm}\left\|\mathscr{A}_{ \pm}^{D} \psi(t)-\mathscr{U}_{ \pm, M}(t) \mathscr{A}_{ \pm}^{D} \psi^{+}\right\|_{H^{\kappa}} \tag{A.1}
\end{equation*}
$$

holds for all $t \in \mathbb{R}$.
For the proof of the lemma, see [10].
By the lemma and a decay property of $\widetilde{f}_{D}$ given by (42), we also have the following.

Corollary 17. Let $\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right) \in\left(H^{5 / 2,1}\right)^{4}$. The final state condition (8) with $\mathbf{X}=H^{1 / 2}$ holds if and only if the identity

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{ \pm}\left\|\mathscr{A}_{ \pm}^{D} \Psi(t)\right\|_{H^{\kappa}}=0 \tag{A.2}
\end{equation*}
$$

is valid, where $\Psi$ is defined by (41).
Before proving the corollary, we remember some properties of the operators $\mathscr{A}_{ \pm}^{D}$ given by (17) (see [10] in detail). We note that the identity

$$
\begin{equation*}
(\alpha \cdot \nabla+i M \beta)^{2}=-\langle\nabla\rangle_{M}^{2} I \tag{A.3}
\end{equation*}
$$

holds due to properties (1) of Dirac matrices. Hence, by a direct calculation, we get the following identities:

$$
\begin{equation*}
\mathscr{A}_{ \pm}^{D} \mathscr{A}_{\mp}^{D}=O, \quad \sum_{ \pm} \mathscr{A}_{ \pm}^{D}=I, \quad\left(\mathscr{A}_{ \pm}^{D}\right)^{2}=\mathscr{A}_{ \pm}^{D} \tag{A.4}
\end{equation*}
$$

We put $B=\left\|\left(\psi^{+},\left(\langle\nabla\rangle \phi_{1}^{+}, \phi_{2}^{+}\right)\right)\right\|_{H^{5 / 2,1}}$.
Proof. By Lemma 16, we see that (8) with $\mathbf{X}=H^{1 / 2}$ is equivalent to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{ \pm}\left\|\mathscr{A}_{ \pm}^{D} \psi(t)-\mathscr{U}_{ \pm, M}(t) \mathscr{A}_{ \pm}^{D} \psi^{+}\right\|_{H^{1 / 2}}=0 . \tag{A.5}
\end{equation*}
$$

By decomposition (16) and identities (A.4), we have

$$
\begin{equation*}
\left\|\mathscr{A}_{ \pm}^{D} \Psi(t)\right\|_{H^{1 / 2}}=\left\|\mathscr{A}_{ \pm}^{D} \psi(t)-\mathscr{U}_{ \pm, M}(t) \mathscr{A}_{ \pm}^{D} \psi^{+}-\mathscr{A}_{ \pm}^{D} \widetilde{f}_{D}\right\|_{H^{1 / 2}} \tag{A.6}
\end{equation*}
$$

By estimate (18), the fractional Leibniz rule (25) with $p=2$ and $q_{i}=r_{i}=4(i=1,2)$, and Remark 5 with $p=4$, we get

$$
\begin{equation*}
\left\|\mathscr{A}_{ \pm}^{D} \tilde{f}_{D}\right\|_{H^{1 / 2}} \leqslant\left\|\phi_{0}\right\|_{H_{4}^{5 / 2}}\left\|\psi_{0}\right\|_{H_{4}^{3 / 2}} \leqslant t^{-1} B^{2} \tag{A.7}
\end{equation*}
$$

for all $t>0$, which completes the proof of the corollary.

Next we will prove Lemma 15.
Proof of Lemma 15. First we prove the Dirac part. By Corollary 17, we see that (52) is equivalent to

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{ \pm}\left\|\mathscr{A}_{ \pm}^{D} \Psi^{l}(t)\right\|_{H^{1 / 2}}=0 \quad \text { for } l \geq 0 \tag{A.8}
\end{equation*}
$$

Note that the identity

$$
\begin{equation*}
\mathscr{A}_{ \pm}^{D}-\mathscr{B}_{ \pm}^{D}= \pm \frac{i}{2}\langle\nabla\rangle_{M}^{-1} \mathscr{D}_{+} \tag{A.9}
\end{equation*}
$$

holds. From the Dirac part of (55), we have

$$
\begin{equation*}
\mathscr{B}_{ \pm}^{D} \Psi^{l+1}=\mathscr{A}_{ \pm}^{D} \Psi^{l+1}-\langle\nabla\rangle_{M}^{-1} F^{l} \quad \text { for } l \geq 0 . \tag{A.10}
\end{equation*}
$$

Thus, it is sufficient to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|F^{l}\right\|_{H^{-1 / 2}}=0 \quad \text { for } l \geq 0 \tag{A.11}
\end{equation*}
$$

By the Sobolev inequality and the Hölder inequality, we have, for $l \geq 1$,

$$
\begin{align*}
\left\|F^{l}\right\|_{H^{-1 / 2}} \leq & \left\|\tilde{\phi}^{l}\right\|_{H^{1 / 2}}\left\|\tilde{\psi}^{l}\right\|_{H^{1 / 2}}+\left\|\tilde{\phi}^{l}\right\|_{H^{1 / 2}}\left\|\psi^{+}\right\|_{H^{1 / 2}} \\
& +\left(\left\|\phi_{1}^{+}\right\|_{H^{1 / 2}}+\left\|\phi_{2}^{+}\right\|_{H^{-1 / 2}}\right)\left\|\widetilde{\psi}^{2}\right\|_{H^{1 / 2}}  \tag{A.12}\\
& +\left\|\phi_{0}\right\|_{H_{8}^{2}}\left\|\psi_{0}\right\|_{H_{8 / 3}^{2}} .
\end{align*}
$$

By Remark 5 with $p=8,8 / 3$, we get

$$
\begin{equation*}
\left\|\phi_{0}\right\|_{H_{8}^{2}} \leqslant t^{-3 / 4} B, \quad\left\|\psi_{0}\right\|_{H_{8 / 3}^{2}} \leq t^{-1 / 2} B . \tag{A.13}
\end{equation*}
$$

Thus, by assumptions and estimates (A.12)-(A.13), we obtain (A.11) for $l \geq 1$. In the case of $l=0$, it is easy to see (69). We omit the details. Conversely, assume (69) and will prove (52). By the decomposition $I=\sum_{ \pm} \mathscr{B}_{ \pm}^{D}$, we have only to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{ \pm}\left\|\mathscr{B}_{ \pm}^{D} \tilde{f}_{D}\right\|_{H^{1 / 2}}=0 \tag{A.14}
\end{equation*}
$$

We have

$$
\begin{gather*}
\left\|\mathscr{B} \widetilde{f}_{D}\right\|_{H^{1 / 2}} \leqslant\left\|\mathscr{B} Q_{0}^{D}\left(\mathscr{D} \phi_{0}, \psi_{0}\right)\right\|_{H^{1 / 2}}+\text { remainder },  \tag{A.15}\\
\left\|\mathscr{B} Q_{0}^{D}\left(\mathscr{D} \phi_{0}, \psi_{0}\right)\right\|_{H^{1 / 2}} \leqslant\left\|Q_{0}^{D}\right\|_{H^{1 / 2}}+\left\|\partial_{t} Q_{0}^{D}\right\|_{H^{1 / 2}} \tag{A.16}
\end{gather*}
$$

By the Hölder inequality and Remark 5 with $p=8,8 / 3$, we obtain

$$
\begin{align*}
& \left\|\partial_{t} Q_{0}\left(\mathscr{D} \phi_{0}, \psi_{0, j}\right)\right\|_{H^{-1 / 2}} \\
& \quad \leqslant\left\|\phi_{0}\right\|_{H_{/ 83}^{3}}\left\|\psi_{0}\right\|_{H_{8}^{1}}+\left\|\phi_{0}\right\|_{H_{8}^{2}}\left\|\psi_{0}\right\|_{H_{8 / 3}^{2}}  \tag{A.17}\\
& \quad \leqslant t^{-1} B^{2} .
\end{align*}
$$

Since the remainder terms in (A.15) can be estimated in the same manner as the proof of (A.17), we obtain

$$
\begin{equation*}
\left\|\mathscr{B} \tilde{f}_{D}\right\|_{H^{1 / 2}} \leqslant t^{-1} B^{2}, \tag{A.18}
\end{equation*}
$$

from which (A.14) follows.

Next, we consider the KG part. By the identity

$$
\begin{equation*}
\|f+g\|_{H^{k}}^{2}+\|f-g\|_{H^{k}}^{2}=2\left(\|f\|_{H^{\kappa}}^{2}+\|g\|_{H^{k}}^{2}\right) \tag{A.19}
\end{equation*}
$$

we can see that (53) is equivalent to

$$
\begin{equation*}
\sum_{ \pm}\left\|\mathscr{B}_{ \pm}^{K}\left(\phi^{l}(t)-\phi_{0}(t)\right)\right\|_{H^{1}} \tag{A.20}
\end{equation*}
$$

In the same manner as the proof of estimate (A.18), we can obtain

$$
\begin{equation*}
\left\|\mathscr{B} \tilde{f}_{K}\right\|_{H^{1}} \lesssim t^{-1} B^{2} \tag{A.21}
\end{equation*}
$$

which completes the proof of the lemma.
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We prove the existence and uniqueness of a positive continuous solution to the following singular semilinear fractional Dirichlet problem $(-\Delta)^{\alpha / 2} u=a_{1}(x) u^{\sigma_{1}}+a_{2}(x) u^{\sigma_{2}}$, in $D \lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)} u(x)=0$, where $0<\alpha<2, \sigma_{1}, \sigma_{2} \in(-1,1), D$ is a bounded $C^{1,1}$-domain in $\mathbb{R}^{n}, n \geq 2$, and $\delta(x)$ denotes the Euclidian distance from $x$ to the boundary of $D$. The nonnegative weight functions $a_{1}, a_{2}$ are required to satisfy certain hypotheses related to the Karamata class. We also investigate the global behavior of such solution.

## 1. Introduction

In the last two decades, several studies have been performed for the so-called fractional Laplacian, $(-\Delta)^{\alpha / 2}, 0<\alpha<2$, which can be defined by the integral representation

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} u(x)=c_{n, \alpha} \lim _{\varepsilon>0} \int_{(|x-y|>\varepsilon)} \frac{u(x)-u(y)}{|x-y|^{n+\alpha}} d y \tag{1}
\end{equation*}
$$

where $c_{n, \alpha}=\left(\alpha 2^{\alpha-1} / \pi^{n / 2}\right)(\Gamma((n+\alpha) / 2) / \Gamma(1-(\alpha / 2)))$ is a normalization constant; see, for instance, [1, 2]. From a probabilistic point of view, the fractional Laplacian appears as the infinitesimal generator of the stable Lévy process [3, 4]; see also [5]. The fractional powers of the Laplacian arise in a numerous variety of equations in mathematical physics and related fields (see, for instance, [6-11] and the references therein). Motivation from mechanics appears in the Signorini problem (cf. [12, 13]). And there are applications in fluid mechanics, (cf. [14]). The systematic study of the corresponding PDE models is more recent and many of the
results have arisen in the last decade. The linear or quasilinear elliptic theory has been actively studied recently in the works of Caffarelli and collaborators [15, 16], Kassmann [17], Silvestre [18], and many others. The standard linear evolution equation involving fractional diffusion is

$$
\begin{equation*}
\frac{\partial u}{\partial t}+(-\Delta)^{\alpha / 2} u=0 \tag{2}
\end{equation*}
$$

This is a model of the so-called anomalous diffusion, a much studied topic in physics, probability, and finance (see [1923] and their references). For more applications, we refer the reader to the survey papers [24, 25].

Throughout this paper, we consider a bounded $C^{1,1}-$ domain $D$ in $\mathbb{R}^{n}, n \geq 2$, and we denote by $\delta(x)$ the Euclidian distance from $x$ to the boundary of $D$. For two nonnegative functions $f$ and $g$ defined on a set $S$, the notation $f(x) \approx$ $g(x), x \in S$, means that there exists $c>0$ such that $(1 / c) f(x) \leq g(x) \leq c f(x)$, for all $x \in S$.

Recently, in [26], the authors considered the following problem:

$$
\begin{cases}(-\Delta)^{\alpha / 2} u=\varphi(\cdot, u) & \text { in } D \text { (in the sense of distributions), }  \tag{3}\\ u>0 & \text { in } D, \\ \lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)} u(x)=0, & \end{cases}
$$

where $0<\alpha<2$ and $\varphi$ is a positive measurable function in $D \times(0, \infty)$ satisfying the following:
$\left(\mathrm{A}_{1}\right)$ the map $t \rightarrow \varphi(x, t)$ is continuous and nonincreasing in $(0, \infty)$, for $x \in D$;
$\left(\mathrm{A}_{2}\right)$ for each $c>0$, the function $x \rightarrow$ $(\delta(x))^{1-(\alpha / 2)} \varphi\left(x, c(\delta(x))^{(\alpha / 2)-1}\right)$ is in $K^{\alpha}(D)$ (see Definition 1 below).

They have proved that problem (3) has a positive continuous solution $u$ in $D$ satisfying, for each $x \in D$,

$$
\begin{equation*}
u(x)=\int_{D} G_{D}^{\alpha}(x, y) \varphi(y, u(y)) d y \tag{4}
\end{equation*}
$$

where $G_{D}^{\alpha}(x, y)$ denotes the Green function of the fractional Laplacian $(-\Delta)^{\alpha / 2}$ in $D$. However they have not investigated the asymptotic behavior of such solution.

As a typical example of function $\varphi$ satisfying $\left(\mathrm{A}_{1}\right)$ and $\left(\mathrm{A}_{2}\right)$, we quote $\varphi(x, u)=a(x) u^{\sigma}$, where $\sigma \leq 0$ and $a$ is a positive measurable function in $D$ such that the function

$$
\begin{equation*}
x \longrightarrow(\delta(x))^{((\alpha / 2)-1)(\sigma-1)} a(x) \tag{5}
\end{equation*}
$$

belongs to the Kato class $K^{\alpha}(D)$ defined as follows.
Definition 1 (see [26]). A Borel measurable function $q$ in $D$ belongs to the Kato class $K^{\alpha}(D)$ if

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left(\sup _{x \in D} \int_{(|x-y| \leq r) \cap D}\left(\frac{\delta(y)}{\delta(x)}\right)^{\alpha / 2} G_{D}^{\alpha}(x, y)|q(y)| d y\right)=0 \tag{6}
\end{equation*}
$$

It has been proved in [26] that the function

$$
\begin{equation*}
x \longrightarrow(\delta(x))^{-\lambda} \text { belongs to } K^{\alpha}(D) \quad \text { iff } \lambda<\alpha \tag{7}
\end{equation*}
$$

For more examples of functions belonging to $K^{\alpha}(D)$, we refer to [26]. Note that for the classical case (i.e., $\alpha=2$ ) the class $K^{2}(D)$ was introduced and studied in [27].

On the other hand, Chemmam et al. considered in [28] the following semilinear fractional Dirichlet problem:

$$
\begin{cases}(-\Delta)^{\alpha / 2} u=a(x) u^{\sigma} & \text { in } D \text { (in the sense of distributions), }  \tag{8}\\ u>0 & \text { in } D, \\ \lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)} u(x)=0, & \end{cases}
$$

where $0<\alpha<2, \sigma<1$, and $a$ satisfies the following hypothesis:

$$
\begin{gather*}
\left(\mathrm{H}_{0}\right) a \in C_{\mathrm{loc}}^{\gamma}(D), 0<\gamma<1, \text { satisfying } D, \\
a(x) \approx(\delta(x))^{-\lambda} L(\delta(x)), \tag{9}
\end{gather*}
$$

where $\lambda<(\alpha / 2)(1+\sigma)+1-\sigma$ and $L$ belongs to the Karamata class $\mathscr{K}$ defined as follows.

Definition 2. The class $\mathscr{K}$ is the set of all the Karamata functions $L$ defined on $(0, \eta$ ] by

$$
\begin{equation*}
L(t):=c \exp \left(\int_{t}^{\eta} \frac{z(s)}{s} d s\right) \tag{10}
\end{equation*}
$$

where $\eta>\operatorname{diam}(D), c>0$, and $z \in C([0, \eta])$ such that $z(0)=$ 0 .

As a typical example of a function belonging to the class $\mathscr{K}$ (see [29-31]), we quote

$$
\begin{equation*}
L(t)=\prod_{k=1}^{m}\left(\log _{k}\left(\frac{\omega}{t}\right)\right)^{-\xi_{k}} \tag{11}
\end{equation*}
$$

where $\xi_{k}$ are real numbers, $\log _{k} x=\log \circ \log \circ \cdots \log x$ ( $k$ times), and $\omega$ is a sufficiently large positive real number such that $L$ is defined and positive on ( $0, \eta$ ].

Using a fixed-point argument, the authors have proved in [28] the existence and uniqueness of a positive continuous solution $u$ for (8) satisfying, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{\min (\alpha / 2,(\alpha-\lambda) /(1-\sigma))} \Psi_{L, \lambda, \sigma}(\delta(x)) \tag{12}
\end{equation*}
$$

where the function $\Psi_{L, \lambda, \sigma}$ is defined on $(0, \eta)$ by

$$
\Psi_{L, \lambda, \sigma}(t):= \begin{cases} & \frac{\alpha}{2}(1+\sigma)<\lambda  \tag{13}\\ (L(t))^{1 /(1-\sigma)}, & <\frac{\alpha}{2}(1+\sigma)+1-\sigma, \\ \left(\int_{t}^{\eta} \frac{L(s)}{s} d s\right)^{1 /(1-\sigma)}, & \text { if } \lambda=\frac{\alpha}{2}(1+\sigma), \\ 1, & \text { if } \lambda<\frac{\alpha}{2}(1+\sigma) .\end{cases}
$$

In particular, they have extended the results of [32,33].
In the present paper, we aim at studying the following fractional nonlinear problem involving both singular and sublinear nonlinearities with the reformulated Dirichlet boundary condition:

$$
\begin{cases}(-\Delta)^{\alpha / 2} u=a_{1}(x) u^{\sigma_{1}}+a_{2}(x) u^{\sigma_{2}} & \begin{array}{c}
\text { in } D \text { (in the sense of } \\
\text { distributions) },
\end{array}  \tag{14}\\
u>0 & \text { in } D, \\
\lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)} u(x)=0, & \end{cases}
$$

where $0<\alpha<2$ and $\sigma_{1}, \sigma_{2} \in(-1,1)$. We will address the question of existence, uniqueness, and global behavior of a positive continuous solution to problem (14).

In the elliptic case (i.e., $\alpha=2$ ), problems related to (14) have been studied by several authors (see, e.g., [34-39] and references therein). Using the subsupersolution method, the authors in [36] have established the existence and uniqueness of a positive continuous solution to (14) for $\alpha=2, \sigma_{1}, \sigma_{2}<$ 1 , where the functions $a_{1}, a_{2}$ are required to satisfy some adequate assumptions related to the Karamata class $\mathscr{K}$.

Here, our goal is to study problem (14) for $0<\alpha<2$. To this end, we assume that the potential functions $a_{1}, a_{2}$ satisfy the following hypothesis.
(H) for $i \in\{1,2\}, a_{i} \in C_{\mathrm{loc}}^{\gamma}(D), 0<\gamma<1$, and satisfies, for $x \in D$,

$$
\begin{equation*}
a_{i}(x) \approx(\delta(x))^{-\lambda_{i}} L_{i}(\delta(x)) \tag{15}
\end{equation*}
$$

where $\lambda_{i}<(\alpha / 2)\left(1+\sigma_{i}\right)+1-\sigma_{i}$ and $L_{i} \in \mathscr{K}$ defined on $(0, \eta]$ with $\eta>\operatorname{diam}(D)$.

As it turns out, estimates (12) depend closely on $\min (\alpha / 2,(\alpha-\lambda) /(1-\sigma))$. Also, as it will be seen, the numbers

$$
\begin{equation*}
\beta_{1}:=\min \left(\frac{\alpha}{2}, \frac{\alpha-\lambda_{1}}{1-\sigma_{1}}\right), \quad \beta_{2}:=\min \left(\frac{\alpha}{2}, \frac{\alpha-\lambda_{2}}{1-\sigma_{2}}\right) \tag{16}
\end{equation*}
$$

play an important role in the combined effect of singular and superlinear nonlinearities in (14) and lead to a competition. It is not obvious which wins, essentially in the estimates of solution. From here on and without loss of generality, we may assume that $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right) \leq\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and we introduce the function $\theta$ defined on $(0, \eta)$ by

$$
\theta(t)= \begin{cases}t^{\beta_{1}} \Psi_{L_{1}, \lambda_{1}, \sigma_{1}}(t) & \text { if } \beta_{1}<\beta_{2}  \tag{17}\\ t^{\beta_{1}}\left(\Psi_{L_{1}, \lambda_{1}, \sigma_{1}}(t)+\Psi_{L_{2}, \lambda_{2}, \sigma_{2}}(t)\right) & \text { if } \beta_{1}=\beta_{2}\end{cases}
$$

For an explicit form of the function $\theta$, see (36).
Throughout this paper, we define the potential kernel $G_{D}^{\alpha}$ by

$$
\begin{equation*}
G_{D}^{\alpha} f(x):=\int_{D} G_{D}^{\alpha}(x, y) f(y) d y, \quad \text { for } x \in D, f \in B^{+}(D) \tag{18}
\end{equation*}
$$

where $B^{+}(D)$ denotes the set of the nonnegative Borel measurable functions in $D$.

Our main results are the following.
Theorem 3. Let $\sigma_{1}, \sigma_{2} \in(-1,1)$ and assume $(H)$. Then one has, for $x \in D$,

$$
\begin{equation*}
G_{D}^{\alpha}\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) \approx \theta(\delta(x)) \tag{19}
\end{equation*}
$$

Using Theorem 3 and the Schauder fixed-point theorem, we will prove the following.

Theorem 4. Let $\sigma_{1}, \sigma_{2} \in(-1,1)$ and assume ( $H$ ). Then problem (14) has a unique positive continuous solution u in $D$ satisfying, for $x \in D$,

$$
\begin{equation*}
u(x) \approx \theta(\delta(x)) \tag{20}
\end{equation*}
$$

In particular, we generalize the result obtained in [36] to the fractional setting and we recover the result obtained in [28].

The content of this paper is organized as follows. In Section 2, we collect some properties of functions belonging to the Karamata class $\mathscr{K}$ and the Kato class $K^{\alpha}(D)$, which are useful to establish our results. In Section 3, we prove our main results.

As usual, we denote by $C_{0}(D)$ the set of continuous functions in $\bar{D}$ vanishing continuously on $\partial D$. Note that $C_{0}(D)$ is a Banach space with respect to the uniform norm $\|u\|_{\infty}=\sup _{x \in D}|u(x)|$. As in the elliptic case, if $f \in B^{+}(D)$ satisfies $\int_{D}(\delta(y))^{\alpha / 2} f(y) d y<\infty$, then the functions $f$ and $G_{D}^{\alpha} f$ are in $L_{\mathrm{loc}}^{1}(D)$ and we have in the distributional sense

$$
\begin{equation*}
(-\Delta)^{\alpha / 2} G_{D}^{\alpha} f=f, \quad \text { in } D \tag{21}
\end{equation*}
$$

## 2. The Karamata Class $\mathscr{K}$ and the Kato Class $K^{\alpha}(D)$

We collect in this paragraph some properties of the Karamata class $\mathscr{K}$ and the Kato class $K^{\alpha}(D)$. We recall that a function $L$ defined on $(0, \eta$ ] belongs to the class $\mathscr{K}$ if

$$
\begin{equation*}
L(t):=c \exp \left(\int_{t}^{\eta} \frac{z(s)}{s} d s\right) \tag{22}
\end{equation*}
$$

where $\eta>\operatorname{diam}(D), c>0$, and $z \in C([0, \eta])$ such that $z(0)=$ 0.

Proposition 5 (see $[30,31]$ ). (i) A function $L$ is in $\mathscr{K}$ if and only if $L$ is a positive function in $C^{1}((0, \eta])$ such that

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{t L^{\prime}(t)}{L(t)}=0 \tag{23}
\end{equation*}
$$

(ii) Let $L_{1}, L_{2} \in \mathscr{K}, p \in \mathbb{R}$. Then one has

$$
\begin{equation*}
L_{1}+L_{2} \in \mathscr{K}, \quad L_{1} L_{2} \in \mathscr{K}, \quad L_{1}^{p} \in \mathscr{K} . \tag{24}
\end{equation*}
$$

(iii) Let $L \in \mathscr{K}$ and $\varepsilon>0$. Then one has

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} t^{\varepsilon} L(t)=0 \tag{25}
\end{equation*}
$$

Applying Karamata's theorem (see [30, 31]), we get the following.

Lemma 6. Let $\mu \in \mathbb{R}$ and let $L$ be a function in $\mathscr{K}$. One has the following:
(i) if $\mu<-1$, then $\int_{0}^{\eta} s^{\mu} L(s) d s$ diverges and $\int_{t}^{\eta} s^{\mu} L(s)$ $d s \sim_{t \rightarrow 0^{+}}\left(-t^{1+\mu} L(t)\right) /(\mu+1)$;
(ii) if $\mu>-1$, then $\int_{0}^{\eta} s^{\mu} L(s) d s$ converges and $\int_{0}^{t} s^{\mu} L(s)$ $d s \sim_{t \rightarrow 0^{+}}\left(t^{1+\mu} L(t)\right) /(\mu+1)$.

Lemma 7 (see [36]). Let $L$ be a function in $\mathscr{K}$. Then one has

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{L(t)}{\int_{t}^{\eta}(L(s) / s) d s}=0 \tag{26}
\end{equation*}
$$

In particular

$$
\begin{equation*}
t \rightarrow \int_{t}^{\eta} \frac{L(s)}{s} d s \in \mathscr{K} \tag{27}
\end{equation*}
$$

Proposition 8 (see [40, 41]). For $(x, y) \in D \times D$, one has

$$
\begin{equation*}
G_{D}^{\alpha}(x, y) \approx|x-y|^{\alpha-n} \min \left(1, \frac{(\delta(x) \delta(y))^{\alpha / 2}}{|x-y|^{\alpha}}\right) \tag{28}
\end{equation*}
$$

Proposition 9 (see [26, Corollary 6]). Let q be a nonnegative function in $K^{\alpha}(D)$; then the family of functions

$$
\begin{equation*}
\Lambda_{q}=\left\{x \longrightarrow \int_{D}\left(\frac{\delta(y)}{\delta(x)}\right)^{(\alpha / 2)-1} G_{D}^{\alpha}(x, y) f(y) d y,|f| \leq q\right\} \tag{29}
\end{equation*}
$$

is uniformly bounded and equicontinuous in $\bar{D}$. Consequently $\Lambda_{q}$ is relatively compact in $C_{0}(D)$.

## 3. Proofs of the Main Results

In this section we aim at proving Theorems 3 and 4 . To this end, we need the following lemmas.

### 3.1. Technical Lemmas

Lemma 10. For $r, s>0$, one has

$$
\begin{align*}
& 2^{-\max \left(1-\sigma_{1}, 1-\sigma_{2}\right)}(r+s)  \tag{30}\\
& \quad \leq r^{1-\sigma_{1}}(r+s)^{\sigma_{1}}+s^{1-\sigma_{2}}(r+s)^{\sigma_{2}} \leq 2(r+s)
\end{align*}
$$

Proof. Let $r, s>0$ and put $t=r /(r+s)$. Since $0 \leq t \leq 1$, then we get obviously

$$
\begin{equation*}
2^{-\max \left(1-\sigma_{1}, 1-\sigma_{2}\right)} \leq t^{1-\sigma_{1}}+(1-t)^{1-\sigma_{2}} \leq 2 \tag{31}
\end{equation*}
$$

Lemma 11 provides sharp estimates on some Riesz potential functions.

Lemma 11 (see [28, Proposition 3.1]). Let $\mu \leq(\alpha / 2)+1$ and let $L$ be a function in $\mathscr{K}$ such that $\int_{0}^{\eta} t^{(\alpha / 2)-\mu} L(t) d t<\infty$. Let $q$ be a positive measurable function in $D$ such that, for $x \in D$,

$$
\begin{equation*}
q(x) \approx(\delta(x))^{-\mu} L(\delta(x)) . \tag{32}
\end{equation*}
$$

Then, for $x \in D$, one has

$$
\begin{equation*}
G_{D}^{\alpha} q(x) \approx \psi(\delta(x)), \tag{33}
\end{equation*}
$$

where $\psi$ is the function defined on $(0, \eta)$ by

$$
\psi(t):= \begin{cases}t^{(\alpha / 2)-1} \int_{0}^{t} \frac{L(s)}{s} d s, & \text { if } \mu=\frac{\alpha}{2}+1  \tag{34}\\ t^{\alpha-\mu} L(t), & \text { if } \frac{\alpha}{2}<\mu<\frac{\alpha}{2}+1 \\ t^{\alpha / 2} \int_{t}^{\eta} \frac{L(s)}{s} d s, & \text { if } \mu=\frac{\alpha}{2} \\ t^{\alpha / 2}, & \text { if } \mu<\frac{\alpha}{2}\end{cases}
$$

Lemma 12. Assume ( $H$ ). Let u be a continuous function in $D$ such that, for $x \in D, u(x) \approx \theta(\delta(x))$. Then $u$ is a solution of problem (14) if and only if

$$
\begin{array}{r}
u(x)=\int_{D} G_{D}^{\alpha}(x, y)\left[a_{1}(y) u^{\sigma_{1}}(y)+a_{2}(y) u^{\sigma_{2}}(y)\right] d y \\
x \in D . \tag{35}
\end{array}
$$

Proof. Assume (H). First we will give an explicit form of the function $\theta$. We recall that, for $i \in\{1,2\}, \lambda_{i}<(\alpha / 2)\left(1+\sigma_{i}\right)+$ $1-\sigma_{i}$ and $\beta_{i}:=\min \left(\alpha / 2,\left(\alpha-\lambda_{i}\right) /\left(1-\sigma_{i}\right)\right)$. Since $\beta_{1}<\beta_{2}$ is equivalent to $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)<\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and $(\alpha / 2)\left(1+\sigma_{1}\right)<\lambda_{1}$, we deduce that, for $t \in(0, \eta)$, we have

$$
\theta(t)=\left\{\begin{array}{lr} 
& \text { if } \frac{\alpha-\lambda_{1}}{1-\sigma_{1}}<\frac{\alpha-\lambda_{2}}{1-\sigma_{2}},  \tag{36}\\
t^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(t)\right)^{1 /\left(1-\sigma_{1}\right)}, & \frac{\alpha}{2}\left(1+\sigma_{1}\right)<\lambda_{1}, \\
t^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)} L(t), & \text { if } \frac{\alpha-\lambda_{1}}{1-\sigma_{1}}=\frac{\alpha-\lambda_{2}}{1-\sigma_{2}}, \\
\frac{\alpha}{2}\left(1+\sigma_{1}\right)<\lambda_{1}, \\
t^{\alpha / 2} M(t), & \text { if } \lambda_{1}=\frac{\alpha}{2}\left(1+\sigma_{1}\right), \\
\lambda_{2}=\frac{\alpha}{2}\left(1+\sigma_{2}\right), \\
t^{\alpha / 2}\left(\int_{t}^{\eta} \frac{L_{1}(s)}{s} d s\right)^{1 /\left(1-\sigma_{1}\right)}, & \text { if } \lambda_{1}=\frac{\alpha}{2}\left(1+\sigma_{1}\right), \\
t^{\alpha / 2} & \lambda_{2}<\frac{\alpha}{2}\left(1+\sigma_{2}\right), \\
& \text { if } \lambda_{1}<\frac{\alpha}{2}\left(1+\sigma_{1}\right)
\end{array}\right.
$$

where

$$
\begin{gather*}
L(t):=\left(L_{1}(t)\right)^{1 /\left(1-\sigma_{1}\right)}+\left(L_{2}(t)\right)^{1 /\left(1-\sigma_{2}\right)}, \\
M(t):=\left(\int_{t}^{\eta} \frac{L_{1}(s)}{s} d s\right)^{1 /\left(1-\sigma_{1}\right)}+\left(\int_{t}^{\eta} \frac{L_{2}(s)}{s} d s\right)^{1 /\left(1-\sigma_{2}\right)} . \tag{37}
\end{gather*}
$$

Now using the fact that $u(x) \approx \theta(\delta(x))$, we deduce by simple computation from hypothesis (H), (36), and Proposition 5 that

$$
\begin{equation*}
a_{1}(x) u^{\sigma_{1}}(x)+a_{2}(x) u^{\sigma_{2}}(x) \approx(\delta(x))^{(\alpha / 2)-1} h(\delta(x)) \tag{38}
\end{equation*}
$$

where $h$ is defined in $(0, \eta)$ by

$$
h(t):= \begin{cases}t^{1-(\alpha / 2)-\left(\left(\lambda_{1}-\alpha \sigma_{1}\right) /\left(1-\sigma_{1}\right)\right)}\left(L_{1}(t)\right)^{1 /\left(1-\sigma_{1}\right)}, & \text { if } \frac{\alpha-\lambda_{1}}{1-\sigma_{1}}<\frac{\alpha-\lambda_{2}}{1-\sigma_{2}}, \frac{\alpha}{2}\left(1+\sigma_{1}\right)<\lambda_{1},  \tag{39}\\ t^{1-(\alpha / 2)-\left(\left(\lambda_{1}-\alpha \sigma_{1}\right) /\left(1-\sigma_{1}\right)\right)}\left(L_{1} L^{\sigma_{1}}+L_{2} L^{\sigma_{2}}\right)(t), & \text { if } \frac{\alpha-\lambda_{1}}{1-\sigma_{1}}=\frac{\alpha-\lambda_{2}}{1-\sigma_{2}}, \frac{\alpha}{2}\left(1+\sigma_{1}\right)<\lambda_{1}, \\ t^{1-\alpha}\left(L_{1} M^{\sigma_{1}}+L_{2} M^{\sigma_{2}}\right)(t), & \text { if } \lambda_{1}=\frac{\alpha}{2}\left(1+\sigma_{1}\right), \lambda_{2}=\frac{\alpha}{2}\left(1+\sigma_{2}\right), \\ t^{1-\alpha} L_{1}(t)\left(\int_{t}^{\eta} \frac{L_{1}(s)}{s} d s\right)^{\sigma_{1} /\left(1-\sigma_{1}\right)}, & \text { if } \lambda_{1}=\frac{\alpha}{2}\left(1+\sigma_{1}\right), \lambda_{2}<\frac{\alpha}{2}\left(1+\sigma_{2}\right), \\ t^{1+(\alpha / 2)\left(\sigma_{1}-1\right)-\lambda_{1}} L_{1}(t)+t^{1+(\alpha / 2)\left(\sigma_{2}-1\right)-\lambda_{2}} L_{2}(t), & \text { if } \lambda_{1}<\frac{\alpha}{2}\left(1+\sigma_{1}\right) .\end{cases}
$$

We point out that for each case, the function $h(t)$ can be written as a sum of terms of the form $t^{-\mu} \widetilde{L}(t)$, where $\mu<\alpha$. By Proposition 5 and Lemma 7, we have $\widetilde{L} \in \mathscr{K}$. On the other hand, since by Proposition 5, the function $x \rightarrow$ $(\delta(x))^{(\alpha-\mu) / 2} \widetilde{L}(\delta(x))$ is positive and belongs to $C_{0}(D)$, then there exists $c>0$ such that for each $x \in D$

$$
\begin{equation*}
0<(\delta(x))^{-\mu} \widetilde{L}(\delta(x)) \leq c(\delta(x))^{-(\alpha+\mu) / 2} \tag{40}
\end{equation*}
$$

Hence we deduce from (7) that the function $x \rightarrow h(\delta(x))$ is in $K^{\alpha}(D)$.

Now using Proposition 9, we obtain that $x \rightarrow$ $(\delta(x))^{1-(\alpha / 2)} G_{D}^{\alpha}\left[a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right](x)$ is in $C_{0}(D)$. In particular, we have

$$
\begin{gather*}
\lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)} G_{D}^{\alpha}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)(x)=0, \\
(-\Delta)^{\alpha / 2} G_{D}^{\alpha}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)=a_{1}(x) u^{\sigma_{1}}+a_{2}(x) u^{\sigma_{2}} \tag{41}
\end{gather*}
$$

in $D$ (in the sense of distributions).
Consequently, it follows by (41) that $u$ is a weak continuous solution of problem (14) if and only if $u$ satisfies

$$
\begin{cases}(-\Delta)^{\alpha / 2}\left(u-G_{D}^{\alpha}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)\right)=0 & \text { in } D  \tag{42}\\ \lim _{x \rightarrow z \in \partial D}(\delta(x))^{1-(\alpha / 2)}\left(u-G_{D}^{\alpha}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)\right)=0 .\end{cases}
$$

We deduce by [26, Theorem 6] that $u-G_{D}^{\alpha}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)=0$ in $D$. The proof is complete.

Lemma 13. For $i \in\{1,2\}$, let $L_{i} \in \mathscr{K}$ defined on $(0, \eta]$ with $\eta>\operatorname{diam}(D)$ and let $M$ be the function given by (37). Then one has, for $t \in(0, \eta)$,

$$
\begin{equation*}
\int_{t}^{\eta} \frac{\left(L_{1} M^{\sigma_{1}}+L_{2} M^{\sigma_{2}}\right)(s)}{s} d s \approx M(t) . \tag{43}
\end{equation*}
$$

Proof. The proof can be found in [36].
Now we are ready to prove our main results.
3.2. Proof of Theorem 3. Assume (H). For $i \in\{1,2\}$, let $L_{i} \in \mathscr{K}$ defined on $(0, \eta]$ with $\eta>\operatorname{diam}(D)$ and define the nonnegative functions $b_{i}$ in $(0, \eta)$ by

$$
\begin{equation*}
b_{i}(t)=\left(\int_{t}^{\eta} \frac{L_{i}(s)}{s} d s\right)^{1 /\left(1-\sigma_{i}\right)} \tag{44}
\end{equation*}
$$

Let $\theta$ be the function given by (36). To prove Theorem 3, we distinguish the following cases.

Case 1. $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)<\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and $(\alpha / 2)\left(1+\sigma_{1}\right)<$ $\lambda_{1}<(\alpha / 2)\left(1+\sigma_{1}\right)+1-\sigma_{1}$.

Since $\theta(t)=t^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(t)\right)^{1 /\left(1-\sigma_{1}\right)}$, then we have

$$
\begin{align*}
& a_{1}(x) \theta^{\sigma_{1}}(\delta(x)) \approx(\delta(x))^{\left(\alpha \sigma_{1}-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(\delta(x))\right)^{1 /\left(1-\sigma_{1}\right)} \\
& a_{2}(x) \theta^{\sigma_{2}}(\delta(x)) \\
& \quad \approx(\delta(x))^{\left(\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)\right) \sigma_{2}-\lambda_{2}}\left(L_{2} L_{1}^{\sigma_{2} /\left(1-\sigma_{1}\right)}\right)(\delta(x)) \tag{45}
\end{align*}
$$

Using the fact that $\left(\alpha \sigma_{1}-\lambda_{1}\right) /\left(1-\sigma_{1}\right)<\left(\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)\right) \sigma_{2}-$ $\lambda_{2}$, we deduce by Proposition 5 that

$$
\begin{align*}
& a_{1}(x) \theta^{\sigma_{1}}(\delta(x))+a_{2}(x) \theta^{\sigma_{2}}(\delta(x)) \\
& \quad \approx(\delta(x))^{\left(\alpha \sigma_{1}-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(\delta(x))\right)^{1 /\left(1-\sigma_{1}\right)} \tag{46}
\end{align*}
$$

Since, for $\mu=\left(\lambda_{1}-\alpha \sigma_{1}\right) /\left(1-\sigma_{1}\right) \in(\alpha / 2,(\alpha / 2)+1)$, we have $\int_{0}^{\eta} t^{(\alpha / 2)-\mu}\left(L_{1}(t)\right)^{1 /\left(1-\sigma_{1}\right)} d t<\infty$, then applying Lemma 11, we deduce that

$$
\begin{align*}
G_{D}^{\alpha} & {\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) } \\
& \approx G_{D}^{\alpha}\left[(\delta(\cdot))^{\left(\alpha \sigma_{1}-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(\delta(\cdot))\right)^{1 /\left(1-\sigma_{1}\right)}\right](x)  \tag{47}\\
& \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1}(\delta(x))\right)^{1 /\left(1-\sigma_{1}\right)}=\theta(\delta(x)) .
\end{align*}
$$

Case 2. $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)=\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and $(\alpha / 2)\left(1+\sigma_{1}\right)<$ $\lambda_{1}<(\alpha / 2)\left(1+\sigma_{1}\right)+1-\sigma_{1}$.

In this case $\theta(t)=t^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)} L(t)$. Therefore

$$
\begin{equation*}
a_{1}(x) \theta^{\sigma_{1}}(\delta(x)) \approx(\delta(x))^{\left(\alpha \sigma_{1}-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1} L^{\sigma_{1}}\right)(\delta(x)) . \tag{48}
\end{equation*}
$$

So we obtain by Proposition 5 and Lemma 11 with $\mu=\left(\lambda_{1}-\right.$ $\left.\alpha \sigma_{1}\right) /\left(1-\sigma_{1}\right) \in(\alpha / 2,(\alpha / 2)+1)$,

$$
\begin{equation*}
G_{D}^{\alpha}\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))\right](x) \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1} L^{\sigma_{1}}\right)(\delta(x)) . \tag{49}
\end{equation*}
$$

Similarly, since $(\alpha / 2)\left(1+\sigma_{2}\right)<\lambda_{2}<(\alpha / 2)\left(1+\sigma_{2}\right)+1-\sigma_{2}$, we obtain

$$
\begin{align*}
G_{D}^{\alpha}[ & \left.a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) \\
& \approx(\delta(x))^{\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)}\left(L_{2} L^{\sigma_{2}}\right)(\delta(x))  \tag{50}\\
& \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{2} L^{\sigma_{2}}\right)(\delta(x)) .
\end{align*}
$$

Hence by using (30), we deduce that

$$
\begin{align*}
G_{D}^{\alpha} & {\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) } \\
& \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(L_{1} L^{\sigma_{1}}+L_{2} L^{\sigma_{2}}\right)(\delta(x))  \tag{51}\\
& \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)} L(\delta(x))=\theta(\delta(x)) .
\end{align*}
$$

Case 3. If $\lambda_{1}=(\alpha / 2)\left(1+\sigma_{1}\right)$ and $\lambda_{2}=(\alpha / 2)\left(1+\sigma_{2}\right)$ and since $\theta(t)=t^{\alpha / 2} M(t)$, then we have

$$
\begin{align*}
& a_{1}(x) \theta^{\sigma_{1}}(\delta(x))+a_{2}(x) \theta^{\sigma_{2}}(\delta(x)) \\
& \quad \approx(\delta(x))^{-\alpha / 2}\left(L_{1} M^{\sigma_{1}}+L_{2} M^{\sigma_{2}}\right)(\delta(x)) . \tag{52}
\end{align*}
$$

So by Proposition 5, Lemma 11 with $\mu=\alpha / 2$, and Lemma 13, we deduce that

$$
\begin{align*}
G_{D}^{\alpha} & {\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) } \\
& \approx(\delta(x))^{\alpha / 2} \int_{\delta(x)}^{\eta} \frac{\left(L_{1} M^{\sigma_{1}}+L_{2} M^{\sigma_{2}}\right)(s)}{s} d s  \tag{53}\\
& \approx(\delta(x))^{\alpha / 2} M(\delta(x))=\theta(\delta(x)) .
\end{align*}
$$

Case 4. $\lambda_{1}=(\alpha / 2)\left(1+\sigma_{1}\right)$ and $\lambda_{2}<(\alpha / 2)\left(1+\sigma_{2}\right)$.
In this case $\theta(t)=t^{\alpha / 2} b_{1}(t)$. Since $\lambda_{2}-\left(\alpha \sigma_{2} / 2\right)<(\alpha / 2)$, we deduce by Proposition 5 that

$$
\begin{align*}
a_{1}(x) & \theta^{\sigma_{1}}(\delta(x))+a_{2}(x) \theta^{\sigma_{2}}(\delta(x)) \\
\approx & (\delta(x))^{-\alpha / 2}\left(L_{1} b_{1}^{\sigma_{1}}\right)(\delta(x)) \\
& +(\delta(x))^{\left(\alpha \sigma_{2} / 2\right)-\lambda_{2}}\left(L_{2} b_{1}^{\sigma_{2}}\right)(\delta(x))  \tag{54}\\
\approx & (\delta(x))^{-\alpha / 2}\left(L_{1} b_{1}^{\sigma_{1}}\right)(\delta(x))
\end{align*}
$$

Hence applying Lemma 11 with $\mu=\alpha / 2$, we obtain

$$
\begin{align*}
G_{D}^{\alpha} & {\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) } \\
& \approx G_{D}^{\alpha}\left[(\delta(\cdot))^{-\alpha / 2}\left(L_{1} b_{1}^{\sigma_{1}}\right)(\delta(\cdot))\right](x) \\
& \approx(\delta(x))^{\alpha / 2} \int_{\delta(x)}^{\eta} \frac{\left(L_{1} b_{1}^{\sigma_{1}}\right)(s)}{s} d s  \tag{55}\\
& \approx(\delta(x))^{\alpha / 2} b_{1}(\delta(x))=\theta(\delta(x)) .
\end{align*}
$$

Case 5. $\lambda_{1}<(\alpha / 2)\left(1+\sigma_{1}\right)$.

We have $\theta(t)=t^{\alpha / 2}$. So

$$
\begin{equation*}
a_{1}(x) \theta^{\sigma_{1}}(\delta(x)) \approx(\delta(x))^{-\left(\lambda_{1}-\left(\alpha \sigma_{1} / 2\right)\right)} L_{1}(\delta(x)) \tag{56}
\end{equation*}
$$

Applying again Lemma 11 with $\mu=\lambda_{1}-\left(\alpha \sigma_{1} / 2\right)<(\alpha / 2)$, we obtain

$$
\begin{equation*}
G_{D}^{\alpha}\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))\right](x) \approx(\delta(x))^{\alpha / 2} \tag{57}
\end{equation*}
$$

On the other hand, since $(\alpha / 2)<\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right) \leq(\alpha-$ $\left.\lambda_{2}\right) /\left(1-\sigma_{2}\right)$, then $\lambda_{1}<(\alpha / 2)\left(1+\sigma_{1}\right)$ and therefore

$$
\begin{equation*}
G_{D}^{\alpha}\left[a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) \approx(\delta(x))^{\alpha / 2} \tag{58}
\end{equation*}
$$

Hence

$$
\begin{equation*}
G_{D}^{\alpha}\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right](x) \approx(\delta(x))^{\alpha / 2}=\theta(\delta(x)) \tag{59}
\end{equation*}
$$

The proof is complete.
3.3. Proof of Theorem 4. Let $\sigma_{1}, \sigma_{2} \in(-1,1)$, assume (H), and consider $v:=G_{\alpha}^{D}\left[a_{1} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} \theta^{\sigma_{2}}(\delta(\cdot))\right]$. Using Theorem 3, there exists $m>1$ such that

$$
\begin{equation*}
\frac{1}{m} v(x) \leq \theta(\delta(x)) \leq m v(x) . \tag{60}
\end{equation*}
$$

Put $\sigma:=\max \left(\left|\sigma_{1}\right|,\left|\sigma_{2}\right|\right), c:=m^{\sigma /(1-\sigma)}$ and consider the set

$$
\begin{gather*}
\Gamma:=\left\{\omega \in C_{0}(D): \frac{1}{c}(\delta(x))^{1-(\alpha / 2)} v(x) \leq \omega(x)\right.  \tag{61}\\
\left.\leq c(\delta(x))^{1-(\alpha / 2)} v(x), x \in D\right\} .
\end{gather*}
$$

Let $h$ be the function given by (39). Since $a_{1}(x) \theta^{\sigma_{1}}(\delta(x))+$ $a_{2}(x) \theta^{\sigma_{2}}(\delta(x)) \approx(\delta(x))^{(\alpha / 2)-1} h(\delta(x))$ and the function $x \rightarrow$ $h(\delta(x))$ is in $K_{\alpha}(D)$, it follows by Proposition 9 that $x \rightarrow$ $(\delta(x))^{1-(\alpha / 2)} v(x)$ is in $C_{0}(D)$. So $\Gamma$ is a nonempty, closed, bounded, and convex set in $C_{0}(D)$. Define the operator $T$ on $\Gamma$ by

$$
\begin{align*}
T \omega(x):=(\delta(x))^{1-(\alpha / 2)} G_{\alpha}^{D}( & \left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{1}} a_{1} \\
& \left.+\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{2}} a_{2}\right)(x) . \tag{62}
\end{align*}
$$

We will prove that $T$ has a fixed point. Since there exists a constant $c>0$ such that for all $\omega \in \Gamma$ we have

$$
\begin{align*}
& \mid a_{1}(x)\left((\delta(x))^{(\alpha / 2)-1} \omega(x)\right)^{\sigma_{1}} \\
& \quad+a_{2}(x)\left((\delta(x))^{(\alpha / 2)-1} \omega(x)\right)^{\sigma_{2}} \mid \leq c(\delta(x))^{(\alpha / 2)-1} h(\delta(x)) \tag{63}
\end{align*}
$$

where the function $x \rightarrow h(\delta(x))$ is in $K_{\alpha}(D)$, it follows that $T(\Gamma) \subset \Lambda_{h(\delta(\cdot))}$, where $\Lambda_{h(\delta(\cdot))}$ is given by (29). Therefore by Proposition 9, the family of functions $\{x \rightarrow T \omega(x), \omega \in \Gamma\}$ is relatively compact in $C_{0}(D)$.

Next, we will prove that $T$ maps $\Gamma$ into itself.

Indeed, by using (60) we have for all $\omega \in \Gamma$

$$
\begin{aligned}
& G_{\alpha}^{D}\left(a_{1}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{1}}+a_{2}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{2}}\right) \\
& \quad \leq G_{\alpha}^{D}\left(a_{1} c^{\sigma} m^{\sigma} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} c^{\sigma} m^{\sigma} \theta^{\sigma_{2}}(\delta(\cdot))\right) \\
& \quad=c v .
\end{aligned}
$$

On the other hand, we have

$$
\begin{align*}
& G_{\alpha}^{D}\left(a_{1}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{1}}+a_{2}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{2}}\right) \\
& \quad \geq G_{\alpha}^{D}\left(a_{1} c^{-\sigma} m^{-\sigma} \theta^{\sigma_{1}}(\delta(\cdot))+a_{2} c^{-\sigma} m^{-\sigma} \theta^{\sigma_{2}}(\delta(\cdot))\right)  \tag{65}\\
& \quad=\frac{1}{c} v .
\end{align*}
$$

This implies that $T(\Gamma) \subset \Gamma$.
Now, we will prove the continuity of the operator $T$ in $\Gamma$ in the supremum norm. Let $\left(\omega_{k}\right)_{k \in \mathbb{N}}$ be a sequence in $\Gamma$ which converges uniformly to a function $\omega$ in $\Gamma$. Then, for each $x \in$ $D$, we have

$$
\begin{align*}
& \left|T \omega_{k}(x)-T \omega(x)\right| \\
& \qquad \begin{array}{l}
\leq(\delta(x))^{1-(\alpha / 2)} G_{\alpha}^{D}(
\end{array} a_{1}(\delta(.))^{((\alpha / 2)-1) \sigma_{1}}\left|\omega_{k}^{\sigma_{1}}-\omega^{\sigma_{1}}\right| \\
&  \tag{66}\\
& \left.\quad+a_{2}(\delta(\cdot))^{((\alpha / 2)-1) \sigma_{2}}\left|\omega_{k}^{\sigma_{2}}-\omega^{\sigma_{2}}\right|\right)(x) .
\end{align*}
$$

On the other hand, by similar arguments to the previous ones, we have

$$
\begin{align*}
a_{1}(x) & (\delta(x))^{((\alpha / 2)-1) \sigma_{1}}\left|\omega_{k}^{\sigma_{1}}-\omega^{\sigma_{1}}\right|(x) \\
& +a_{2}(x)(\delta(x))^{((\alpha / 2)-1) \sigma_{2}}\left|\omega_{k}^{\sigma_{2}}-\omega^{\sigma_{2}}\right|(x)  \tag{67}\\
\leq & c(\delta(x))^{(\alpha / 2)-1} h(\delta(x)) .
\end{align*}
$$

We conclude by Proposition 9 and the dominated convergence theorem that, for all $x \in D$,

$$
\begin{equation*}
T \omega_{k}(x) \longrightarrow T \omega(x) \quad \text { as } k \longrightarrow+\infty \tag{68}
\end{equation*}
$$

Consequently, as $T(\Gamma)$ is relatively compact in $C_{0}(D)$, we deduce that the pointwise convergence implies the uniform convergence; namely,

$$
\begin{equation*}
\left\|T \omega_{k}-T \omega\right\|_{\infty} \longrightarrow 0 \quad \text { as } k \longrightarrow+\infty . \tag{69}
\end{equation*}
$$

Therefore, $T$ is a compact operator from $\Gamma$ into itself. So the Schauder fixed-point theorem implies the existence of $\omega \in \Gamma$ such that

$$
\begin{align*}
\omega(x)=(\delta(x))^{1-(\alpha / 2)} G_{\alpha}^{D}( & a_{1}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{1}}  \tag{70}\\
& \left.+a_{2}\left((\delta(\cdot))^{(\alpha / 2)-1} \omega\right)^{\sigma_{2}}\right)(x) .
\end{align*}
$$

Put $u(x)=(\delta(x))^{(\alpha / 2)-1} \omega(x)$. Then $u$ is continuous and satisfies

$$
\begin{equation*}
u(x)=G_{\alpha}^{D}\left(a_{1} u^{\sigma_{1}}+a_{2} u^{\sigma_{2}}\right)(x) \tag{71}
\end{equation*}
$$

Hence by Lemma 12 and Theorem 3, $u$ is a required solution.

Next, we aim at proving the uniqueness in the cone

$$
\begin{equation*}
S:=\{u \in C(D): u(x) \approx \theta(\delta(x))\} . \tag{72}
\end{equation*}
$$

Let $u$ and $v$ be two solutions of (14) in $S$. Then there exists a constant $m>1$ such that

$$
\begin{equation*}
\frac{1}{m} \leq \frac{u}{v} \leq m \tag{73}
\end{equation*}
$$

This implies that the set

$$
\begin{equation*}
J=\left\{t \in(1, \infty), \frac{1}{t} v \leq u \leq t v\right\} \tag{74}
\end{equation*}
$$

is not empty. Let $c_{0}:=\inf J$ and put $w=v-c_{0}^{-\sigma} u$ with $\sigma=$ $\max \left(\left|\sigma_{1}\right|,\left|\sigma_{2}\right|\right)$.

We claim that $c_{0}=1$. Indeed, assume that $c_{0}>1$; then by using Lemma 12, we deduce that

$$
\begin{align*}
w & =G_{\alpha}^{D}\left(a_{1}\left(v^{\sigma_{1}}-c_{0}^{-\sigma} u^{\sigma_{1}}\right)+a_{2}\left(v^{\sigma_{2}}-c_{0}^{-\sigma} u^{\sigma_{2}}\right)\right)  \tag{75}\\
& \geq 0 \quad \text { in } D
\end{align*}
$$

which implies that

$$
\begin{equation*}
v \geq c_{0}^{-\sigma} u \tag{76}
\end{equation*}
$$

By symmetry, we deduce that

$$
\begin{equation*}
v \leq c_{0}^{\sigma} u \tag{77}
\end{equation*}
$$

So $c_{0}^{\sigma} \in J$. Since $\sigma<1$, then we have $c_{0}^{\sigma}<c_{0}$. This is a contradiction to the fact that $c_{0}:=\inf J$. Hence $c_{0}=1$ and so $u=v$. This completes the proof.

Example 14. Let $\sigma_{1} \in(-1,0)$, let $\sigma_{2} \in(0,1)$, and put $d=$ $\operatorname{diam}(D)$. For $i \in\{1,2\}$, let $a_{i} \in C_{\text {loc }}^{\gamma}(D), 0<\gamma<1$, satisfying

$$
\begin{gather*}
a_{1}(x) \approx(\delta(x))^{-\lambda_{1}}\left(\log \left(\frac{3 d}{\delta(x)}\right)\right)^{-1}  \tag{78}\\
a_{2}(x) \approx(\delta(x))^{-\lambda_{2}}
\end{gather*}
$$

where $\lambda_{i}<(\alpha / 2)\left(1+\sigma_{i}\right)+1-\sigma_{i}$, such that $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right) \leq$ $\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$. Then using Theorem 4, problem (14) has a unique positive continuous solution $u$ in $D$ satisfying the following estimates:
(i) if $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)<\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and $(\alpha / 2)(1+$ $\left.\sigma_{1}\right)<\lambda_{1}$, then, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)}\left(\log \left(\frac{3 d}{\delta(x)}\right)\right)^{-1 /\left(1-\sigma_{1}\right)} \tag{79}
\end{equation*}
$$

(ii) if $\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)=\left(\alpha-\lambda_{2}\right) /\left(1-\sigma_{2}\right)$ and $(\alpha / 2)(1+$ $\left.\sigma_{1}\right)<\lambda_{1}$, then, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{\left(\alpha-\lambda_{1}\right) /\left(1-\sigma_{1}\right)} ; \tag{80}
\end{equation*}
$$

(iii) if $\lambda_{1}=(\alpha / 2)\left(1+\sigma_{1}\right)$ and $\lambda_{2}=(\alpha / 2)\left(1+\sigma_{2}\right)$, then, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{\alpha / 2}\left(\log \left(\frac{3 d}{\delta(x)}\right)\right)^{1 /\left(1-\sigma_{2}\right)} \tag{81}
\end{equation*}
$$

(iv) if $\lambda_{1}=(\alpha / 2)\left(1+\sigma_{1}\right)$ and $\lambda_{2}<(\alpha / 2)\left(1+\sigma_{2}\right)$, then, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{\alpha / 2}\left(\log \circ \log \left(\frac{3 d}{\delta(x)}\right)\right)^{1 /\left(1-\sigma_{1}\right)} \tag{82}
\end{equation*}
$$

(v) if $\lambda_{1}<(\alpha / 2)\left(1+\sigma_{1}\right)$, then, for $x \in D$,

$$
\begin{equation*}
u(x) \approx(\delta(x))^{(\alpha / 2)} \tag{83}
\end{equation*}
$$
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Neutral differential equations have been used to describe the systems that not only depend on the present and past states but also involve derivatives with delays. This paper considers hybrid nonlinear neutral stochastic functional differential equations (HNSFDEs) without the linear growth condition and examines the boundedness and exponential stability. Two illustrative examples are given to show the effectiveness of our theoretical results.

## 1. Introduction

Many dynamic systems not only depend on the present and past states but also involve derivatives with delays. Neutral differential equations have been used to model such systems. Deterministic neutral differential equations were introduced by Hale and Meyer [1] and discussed in Hale and Lunel (see [2]) and Kolmanovskii et al. (for details see also [3, 4]), among others. Such equations were used to study two or more simple oscillatory systems with some interconnections between them, such as Brayton [5], Rubanik [6], and Driver [7].

Generally speaking, many practical systems commonly encounter stochastic perturbations and may experience abrupt changes in their structure and parameters caused by phenomena such as component failures or repairs and abrupt environmental disturbances. Of course, there is no exception to neutral systems, mentioned previous. Taking these stochastic factors into account, Mao and Yuan developed hybrid systems driven by Brownian motion and continuous-time Markovian chain to cope with such a situation (see [8]). Hu et al. [9] investigated the stability and boundedness of stochastic differential delay equations with Markovian switching. Kolmanovskii et al. [10] discussed the
neutral stochastic delay differential equations with Markovian switching, also known as hybrid neutral stochastic delay differential equations (HNSDDEs).

The boundedness and stability analysis of the neutral stochastic systems without switching has attracted much attention; see [11-18] to mention a few. For hybrid neutral systems, studying boundedness and stability of the solutions is also a challenging and interesting work. Kolmanovskii et al. [10] established a fundamental theorem of HNSDDEs and discussed the boundedness and exponential stability of the solutions. They also gave an example to show that Markovian can average the subsystems; that is, when some subsystems are stable and others are not stable, the overall system formed by the Markovian switching may be stable. Bao et al. [19] discussed stability in distribution of the HNSDDEs. Hu and Wang [20] studied the stability in distribution for the general HNSFDEs. The stability of HNSDDEs with interval uncertainty was investigated in [21]. Mao et al. [22] gave a criterion related to almost surely asymptotic stability of HNSDDEs. These results are undoubtedly remarkable.

However, there are few publications on the boundedness and exponential stability of the general HNSFDEs with highly nonlinear terms. To fill in this gap, this work gives the boundedness and exponential stability criterions for such

HNSFDEs. Moreover, when this HNSFDE degenerates to the HNSDDE, our stability criterions improve the related results in [10]. Further, these stability criterions can also be used to investigate the exponential stability of NSFDEs or NSDDEs with more accurate Lyapunov exponent bound than that obtained in $[23,24]$.

The rest of the paper is arranged as follows. The next section provides necessary notations and definitions for the use of this paper. Section 3 establishes the boundedness and exponential stability criterions of the solutions to HNSFDEs. Section 4 further gives the generalized results for the HNSDDEs with variable time delay. Finally, two illustrative examples are provided to show the effectiveness of our theoretical results.

## 2. Notations and Definitions

Throughout this paper, unless otherwise specified, we use the following notations. $|\cdot|$ denotes both the Euclidean vector norm in $\mathbb{R}^{n}$ and Frobenius matrix norm in $\mathbb{R}^{n \times d}$. If $A$ is a vector or matrix, its transpose is denoted by $A^{T}$. If $A$ is a matrix, its trace norm is denoted by $|A|=$ $\sqrt{\operatorname{trace}\left(A^{T} A\right)}$. Let $(\Omega, \mathfrak{F}, P)$ be a complete probability space with a filtration $\left\{\mathfrak{F}_{t}\right\}_{t \geq 0}$ satisfying the usual conditions; that is, it is right continuous and increasing while $\mathfrak{F}_{0}$ contains all $P$-null sets. Let $w(t)=\left(w_{1}(t), \ldots, w_{d}(t)\right)$ be a $d$-dimensional Brownian motion defined on this probability space. Let $\mathbb{R}_{+}=$ $[0, \infty)$ and $\tau>0$. Denote by $C\left([-\tau, 0], \mathbb{R}^{n}\right)$ the family of continuous functions from $[-\tau, 0]$ to $\mathbb{R}^{n}$ with the norm $\|\varphi\|=$ $\sup _{-\tau \leq \theta \leq 0}|\varphi(\theta)|$. Let $C_{\widetilde{F}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$ be the family of all $\mathfrak{F}_{0}-$ measurable bounded $C\left([-\tau, 0], \mathbb{R}^{n}\right)$ valued random variables $\xi=\{\xi(\theta):-\tau \leq \theta \leq 0\} . a \vee b$ represents $\max \{a, b\}$, and $a \wedge b$ denotes $\min \{a, b\}$.

Let $r(t)$ be a Markov chain (independent of $w(t)$ ) taking values in a finite state space $\mathbb{S}=\{1,2, \ldots, m\}$. Assume the generator of $r(t)$ is denoted by $\Gamma=\left(\gamma_{i j}\right)_{m \times m}$, so that

$$
\mathbb{P}\{r(t+\delta)=j \mid r(t)=i\}= \begin{cases}\gamma_{i j} \delta+o(\delta), & \text { if } i \neq j  \tag{1}\\ 1+\gamma_{i j} \delta+o(\delta), & \text { if } i=j\end{cases}
$$

where $\delta>0$. Here $\gamma_{i j}$ is the transition rate from $i$ to $j$ and $\gamma_{i j}>$ 0 if $i \neq j$ while $\gamma_{i i}=-\sum_{j \neq i} \gamma_{i j}$. Let us consider the following $n$-dimensional nonlinear HNSFDE:

$$
\begin{align*}
& d\left[x(t)-u\left(x_{t}, r(t)\right)\right]  \tag{2}\\
& \quad=f\left(x_{t}, r(t)\right) d t+g\left(x_{t}, r(t)\right) d w(t), \quad t \geq 0
\end{align*}
$$

with initial data $x_{0}=\xi \in C_{\widetilde{W}_{0}}^{b}\left([-\tau, 0] ; \mathbb{R}^{n}\right)$ and $r(0)=r_{0} \in \mathbb{S}$, where

$$
\begin{equation*}
x_{t}=\{x(t+\theta) ;-\tau \leq \theta \leq 0\} \in C\left([-\tau, 0] ; \mathbb{R}^{n}\right), \tag{3}
\end{equation*}
$$

$u: C\left([-\tau, 0], \mathbb{R}^{n}\right) \times \mathbb{S} \rightarrow \mathbb{R}^{n}, f: C\left([-\tau, 0], \mathbb{R}^{n}\right) \times \mathbb{S} \rightarrow \mathbb{R}^{n}$, and $g: C\left([-\tau, 0], \mathbb{R}^{n}\right) \times \mathbb{S} \rightarrow \mathbb{R}^{n \times d}$. In order to guarantee the existence and uniqueness of the solution to (2), we give the following assumptions for the functionals $u, f$, and $g$.

Assumption 1 (local Lipschitz condition). $f$ and $g$ satisfy the local Lipschitz condition; that is, for each $j>0$ there exists a positive constant $C_{j}$ such that for any maps $\phi, \varphi \in$ $C\left([-\tau, 0] ; \mathbb{R}^{n}\right)$ with $\|\phi\| \vee\|\varphi\| \leq j$

$$
\begin{gather*}
|f(\phi, i)-f(\varphi, i)| \vee|g(\phi, i)-g(\varphi, i)| \\
\leq C_{j}\|\phi-\varphi\|, \quad \forall i \in \mathbb{S} \tag{4}
\end{gather*}
$$

where $\|\phi-\varphi\| \leq \sup _{-\tau \leq \theta \leq 0}|\phi(\theta)-\varphi(\theta)|$.
Assumption 2 (contractive mapping). There exists a positive constant $\kappa \in(0,1)$ such that for all $\phi, \varphi \in C\left([-\tau, 0] ; \mathbb{R}^{n}\right)$ and $i \in \mathbb{S}$

$$
\begin{equation*}
|u(\phi, i)-u(\varphi, i)| \leq \kappa\|\phi-\varphi\| \tag{5}
\end{equation*}
$$

and $u(0, i)=0$.
Note that the previous assumptions are standard for the existence and uniqueness of the local solutions (see [19, 22]). Additional conditions should be imposed for the local solution to be global. In view of this, we need a few more notations. Let $C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right)$denote the family of all nonnegative functions $V(x, i)$ on $\mathbb{R}^{n} \times \mathbb{S}$ which are continuously twice differentiable in $x$. For each $V(x, i) \in$ $C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right)$, define an operator $\mathscr{L} V$ from $C\left([-\tau, 0] ; \mathbb{R}^{n}\right) \times$ $\mathbb{S}$ to $\mathbb{R}$ :

$$
\begin{align*}
& \mathscr{L V}(\varphi, i) \\
& =V_{x}(\varphi(0)-u(\varphi, i), i) f(\varphi, i) \\
& \quad+\sum_{j \in \mathbb{S}} \gamma_{i j} V(\varphi(0)-u(\varphi, i), j) \\
& \quad+\frac{1}{2} \operatorname{trace}\left[g^{T}(\varphi, i) V_{x x}(\varphi(0)-u(\varphi, i), i) g(\varphi, i)\right], \tag{6}
\end{align*}
$$

where

$$
\begin{gather*}
V_{x}(x, i)=\left(\frac{\partial V(x, i)}{\partial x_{1}}, \ldots, \frac{\partial V(x, i)}{\partial x_{n}}\right) \\
V_{x x}(x, i)=\left(\frac{\partial^{2} V(x, i)}{\partial x_{j} \partial x_{l}}\right)_{n \times n} \tag{7}
\end{gather*}
$$

In the following sections, we will impose the some conditions on the diffusion operator $\mathscr{L} V$ for the global solution and its asymptotic behavior.

## 3. The Boundedness and Exponential Stability of HNSFDEs

The following theorem gives the boundedness and exponential stability criterions of the solution to (2).

Theorem 3. Let Assumptions 1 and 2 hold. Assume that there are two functions $V \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right), U \in C\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$, three probability measures $\eta, \mu, \bar{\mu}$ on $[-\tau, 0]$, and a number
of positive constants $\kappa \in(0,1), c, c_{1}, c_{2}, p \geq 1, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ such that for any $x \in \mathbb{R}^{n}$ and $(\varphi, i) \in C\left([-\tau, 0], \mathbb{R}_{+}\right) \times \mathbb{S}$

$$
\begin{gather*}
|u(\varphi, i)| \leq \kappa \int_{-\tau}^{0} \varphi(\theta) \eta(d \theta)  \tag{8}\\
c_{1}|x|^{p} \leq V(x, i) \leq c_{2}|x|^{p} \tag{9}
\end{gather*}
$$

$\mathscr{L} V(\varphi, i)$

$$
\begin{align*}
\leq & c-\lambda_{1}|\varphi(0)|^{p}+\lambda_{2} \int_{-\tau}^{0}|\varphi(\theta)|^{p} \mu(d \theta)-\lambda_{3} U(\varphi(0)) \\
& +\lambda_{4} \int_{-\tau}^{0} U(\varphi(\theta)) \bar{\mu}(d \theta) \tag{10}
\end{align*}
$$

If $\lambda_{1}>\lambda_{2}$ and $\lambda_{3}>\lambda_{4}$, then we have the following assertions:
(i) for any given initial data $\xi \in C_{\mathfrak{W}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$, there is a unique global solution $x(t)=x(t ; \xi)$ to the hybrid system (2) on $t \in[-\tau, \infty)$;
(ii) the solution $x(t)$ obeys

$$
\begin{align*}
& \limsup _{t \rightarrow \infty} \mathbb{E}\left|x(t)-u\left(x_{t}, r(t)\right)\right|^{p} \leq \frac{c}{\Lambda}  \tag{11}\\
& \limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathbb{E} U(x(s)) d s \leq \frac{c}{\lambda_{3}-\lambda_{4}} \tag{12}
\end{align*}
$$

where $\Lambda:=\bar{\gamma} \wedge(1 / \tau) \log \left(\lambda_{3} / \lambda_{4}\right) \wedge r$ with $\bar{\gamma}$ and $r$ defined by

$$
\begin{align*}
\bar{\gamma}=\max \{q & >0 ; c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1} \\
& \left.+\left[c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{q \tau}=0, \varepsilon>0\right\} \tag{13}
\end{align*}
$$

and $r:=(p / \tau) \log (1 / \kappa)-\ell$ for sufficiently small $\ell>0$.
(iii) If, in addition, $c=0$, then the solution of (2) has properties that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{p}\right)}{t} \leq-\Lambda \tag{14}
\end{equation*}
$$

$$
\begin{align*}
\int_{0}^{\infty} \mathbb{E} U(x(s)) d s & \\
\leq \frac{1}{\lambda_{3}-\lambda_{4}} & {\left[\mathbb{E V}\left(y_{0}, r(0)\right)+\lambda_{2} \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s\right.}  \tag{15}\\
& \left.+\lambda_{4} \mathbb{E} \int_{-\tau}^{0} U(x(s)) d s\right]
\end{align*}
$$

where $y_{0}=x(0)-u\left(x_{0}, r(0)\right)$.
Proof. We prove these three assertions, separately. For any given initial data $\xi \in C_{\widetilde{W}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$, by Assumptions 1 and 2 , there exists a unique maximal local strong solution $x(t)$ to
(2) on $t \in\left[-\tau, \rho_{e}\right)$, where $\rho_{e}$ is the explosion time. To show that this solution is global, we only need to prove that $\rho_{e}=\infty$ a.s. Define $y_{t}=x(t)-u\left(x_{t}, r(t)\right)$, then by Assumption 2, we have

$$
\begin{equation*}
\left|y_{0}\right| \leq|x(0)|+\left|u\left(x_{0}, r(0)\right)\right| \leq(1+\kappa)\|\xi\| . \tag{16}
\end{equation*}
$$

Let $k_{0}$ be sufficiently lager positive number, such that $\|\xi\|<$ $k_{0}$. For each $k>(1+\kappa) k_{0}$, define the stopping time $\rho_{k}=$ $\inf \left\{t \in\left[0, \rho_{e}\right):\left|y_{t}\right| \geq k\right\}$. Clearly, $\rho_{k}$ is increasing as $k \rightarrow \infty$ and $\rho_{k} \rightarrow \rho_{\infty} \leq \rho_{e}$ a.s. If we can show $\rho_{\infty}=\infty$ a.s., then $\rho_{e}=\infty$, which implies that the solution $x(t)$ is actually global. By the generalized Itô formula (see [20]) and condition (10), we can obtain that, for any $k>k_{0}$ and $t \geq 0$,

$$
\begin{align*}
& \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& = \\
& =\mathbb{E} V\left(y_{0}, r(0)\right)+\mathbb{E} \int_{0}^{t \wedge \rho_{k}} \mathscr{L} V\left(x_{s}, r(s)\right) d s \\
& \leq  \tag{17}\\
& \quad c t+\mathbb{E} V\left(y_{0}, r(0)\right)-\lambda_{1} \mathbb{E} \int_{0}^{t \wedge \rho_{k}}|x(s)|^{p} d s \\
& \quad+\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0}|x(s+\theta)|^{p} \mu(d \theta) d s \\
& \quad-\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s)) d s \\
& \quad+\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0} U(x(s+\theta)) \bar{\mu}(d \theta) d s
\end{align*}
$$

By the Fubini theorem, we compute

$$
\begin{align*}
& \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0}|x(s+\theta)|^{p} d \mu(\theta) d s \\
& \quad=\mathbb{E} \int_{-\tau}^{0} \int_{0}^{t \wedge \rho_{k}}|x(s+\theta)|^{p} d s d \mu(\theta)  \tag{18}\\
& \quad \leq \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s+\mathbb{E} \int_{0}^{t \wedge \rho_{k}}|x(s)|^{p} d s .
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0} U(x(s+\theta)) \bar{\mu}(d \theta) d s \\
& \quad \leq \int_{-\tau}^{0} \mathbb{E} U(x(s)) d s+\mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s)) d s . \tag{19}
\end{align*}
$$

Substituting (18) and (19) into (17) yields

$$
\begin{align*}
& \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \leq \mathbb{E} V\left(y_{0}, r(0)\right) \\
& \quad+\lambda_{2} \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s+\lambda_{4} \mathbb{E} \int_{-\tau}^{0} U(x(s)) d s \\
& \quad+c t-\left(\lambda_{1}-\lambda_{2}\right) \mathbb{E} \\
& \quad \times \int_{0}^{t \wedge \rho_{k}}|x(s)|^{p} d s-\left(\lambda_{3}-\lambda_{4}\right) \mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s)) d s \\
& \leq \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
H_{0}= & \mathbb{E} V\left(y_{0}, r(0)\right)+\lambda_{2} \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s  \tag{21}\\
& +\lambda_{4} \mathbb{E} \int_{-\tau}^{0} U(x(s)) d s .
\end{align*}
$$

Note that

$$
\begin{align*}
& \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \quad \geq \mathbb{E}\left[V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) 1_{\left\{\rho_{k} \leq t\right\}}\right] \geq c_{1} k^{p} \mathbb{P}\left\{\rho_{k} \leq t\right\} . \tag{22}
\end{align*}
$$

Hence,

$$
\begin{equation*}
c_{1} k^{p} \mathbb{P}\left\{\rho_{k} \leq t\right\} \leq H_{0}+c t \tag{23}
\end{equation*}
$$

Then, for any $t>0$,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{P}\left\{\rho_{k} \leq t\right\}=0, \tag{24}
\end{equation*}
$$

which together with the arbitrariness of $t$ implies that $\rho_{\infty}=$ $\infty$ a.s. Therefore, the solution $x(t)$ is global, and assertion (i) follows.

Then by Itô's formula and condition (10), we have, for any $\gamma>0$,

$$
\begin{aligned}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left.\left(t \wedge \rho_{k}\right)\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& = \\
& \quad \mathbb{E} V\left(y_{0}, r(0)\right) \\
& \quad+\mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}\left[\gamma V\left(y_{s}, r(s)\right)+\mathscr{L} V\left(x_{s}, r(s)\right)\right] d s
\end{aligned}
$$

$$
\begin{align*}
\leq & \mathbb{E} V\left(y_{0}, r(0)\right)+\gamma \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V\left(y_{s}, r(s)\right) d s \\
& -\lambda_{1} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}|x(s)|^{p} d s \\
& +\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0} e^{\gamma s}|x(s+\theta)|^{p} \mu(d \theta) d s  \tag{25}\\
& +c \int_{0}^{t} e^{\gamma s} d s \\
& -\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
& +\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} \int_{-\tau}^{0} U(x(s+\theta)) \bar{\mu}(d \theta) d s .
\end{align*}
$$

For $p \geq 1$ and any $\varepsilon>0$, we have

$$
\begin{align*}
V & \left(y_{s}, r(s)\right) \\
& \leq c_{2}\left|x(s)-u\left(x_{s}, r(s)\right)\right|^{p} \\
& \leq c_{2}\left[1+\varepsilon^{1 /(p-1)}\right]^{p-1}\left(|x(s)|^{p}+\frac{1}{\varepsilon}\left|u\left(x_{s}, r(s)\right)\right|^{p}\right) \\
& \leq c_{2}\left[1+\varepsilon^{1 /(p-1)}\right]^{p-1}\left[|x(s)|^{p}+\frac{\kappa^{p}}{\varepsilon} \int_{-\tau}^{0}|x(s+\theta)|^{p} d \eta(\theta)\right], \tag{26}
\end{align*}
$$

where we used the Hölder inequality and condition (8). Substituting (26) into (25), we obtain

$$
\begin{align*}
e^{\gamma\left(t \wedge \rho_{k}\right)} & \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
\leq & \mathbb{E} V\left(y_{0}\right)+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1}\right] \\
& \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V(x(s)) d s \\
& +c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon} \\
& \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0} e^{\gamma s}|x(s+\theta)|^{p} \eta(d \theta) d s \\
& +\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} \int_{-\tau}^{0} e^{\gamma s}|x(s+\theta)|^{p} \mu(d \theta) d s+c \int_{0}^{t} e^{\gamma s} d s \\
& -\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
& +\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} \int_{-\tau}^{0} U(x(s+\theta)) \bar{\mu}(d \theta) d s . \tag{27}
\end{align*}
$$

Define a probability measure $v$ on $[-\tau, 0]$
$d \nu(\theta)=\frac{c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}\left(\kappa^{p} / \varepsilon\right) \eta(\theta)+\lambda_{2} \mu(\theta)}{c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}\left(\kappa^{p} / \varepsilon\right)+\lambda_{2}} ;$
then from (27), we have

$$
\begin{aligned}
&\left.\mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)}\right), r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \mathbb{E} V\left(y_{0}\right)+c \int_{0}^{t} e^{\gamma s} d s \\
&+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1}\right] \\
& \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V(x(s)) d s \\
&+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] \\
& \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} \int_{-\tau}^{0}|x(s+\theta)|^{p} \nu(d \theta) d s \\
&-\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
&+\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} \int_{-\tau}^{0} U(x(s+\theta)) \bar{\mu}(d \theta) d s
\end{aligned}
$$

By the Fubini theorem

$$
\begin{align*}
& \int_{0}^{t} e^{\gamma s} \int_{-\tau}^{0}|x(s+\theta)|^{p} d \nu(\theta) d s \\
& \quad=\int_{-\tau}^{0} \int_{0}^{t} e^{\gamma(s+\theta)}|x(s+\theta)|^{p} d s d \nu(\theta)  \tag{30}\\
& \quad \leq e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s}|x(s)|^{p} d s+e^{\gamma \tau} \int_{0}^{t} e^{\gamma s}|x(s)|^{p} d s
\end{align*}
$$

we have from (29)

$$
\begin{aligned}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \mathbb{E} V\left(y_{0}\right)+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] \\
& \quad \times e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} V(x(s)) d s+c \int_{0}^{t} e^{\gamma s} d s \\
& \quad+\left(c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}\right. \\
& \left.\quad-\lambda_{1}+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{\gamma \tau}\right) \\
& \quad \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V(x(s)) d s \\
& \quad+\lambda_{4} e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} U(x(s)) d s-\left[\lambda_{3}-\lambda_{4} e^{\gamma \tau}\right] \\
& \quad \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s .
\end{aligned}
$$

Denote

$$
\begin{gather*}
l(\gamma)=\lambda_{3}-\lambda_{4} e^{\gamma \tau} \\
h(\gamma, \varepsilon)=c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}  \tag{32}\\
-\lambda_{1}+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{\gamma \tau} .
\end{gather*}
$$

Let $\varepsilon$ be fixed; then it is easy to obtain $h_{\gamma}^{\prime}(\gamma, \varepsilon)>0$ and $h(0, \varepsilon)=$ $-\lambda_{1}+\lambda_{2}<0$, which implies that for any fixed $\varepsilon>0$, function $h(\cdot, \varepsilon)$ has a unique positive root, denoted by $q$. Choose a $\varepsilon=$ $\varepsilon^{*}>0$ such that

$$
\begin{equation*}
\bar{\gamma}=\sup _{\varepsilon>0, h(q, s)=0} q=\sup _{h\left(q, s^{*}\right)=0} q . \tag{33}
\end{equation*}
$$

Noting that for any $\gamma \in(0, \Lambda], h\left(\gamma, \varepsilon^{*}\right) \leq 0$ and $l(\gamma) \geq 0$, we therefore have

$$
\begin{align*}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \mathbb{E} V\left(y_{0}\right)+\lambda_{4} e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} U(x(s)) d s+c \int_{0}^{t} e^{\gamma s} d s \\
& \quad+\left[c_{2} \gamma\left(1+\varepsilon^{*(1 /(p-1))}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon^{*}}+\lambda_{2}\right] e^{\gamma \tau}  \tag{34}\\
& \quad \times \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} V(\xi(s)) d s \\
& \leq \\
& c_{1} C_{0} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}|\xi(\theta)|^{p}+c \frac{e^{\gamma t}}{\gamma}
\end{align*}
$$

for some positive constant $C_{0}>1$. Letting $k \rightarrow \infty$, we have

$$
\begin{equation*}
e^{\gamma t} \mathbb{E} V\left(y_{t}, r(t)\right) \leq c_{1} C_{0} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}|\xi(\theta)|^{p}+c \frac{e^{\gamma t}}{\gamma} \tag{35}
\end{equation*}
$$

which implies the desired assertion (11). Assertion (12) can be obtained from (20) by letting $k \rightarrow \infty$. Hence assertion (ii) follows.

Let $c=0$. For any $\epsilon>0$, we have that

$$
\begin{align*}
|x(s)|^{p} \leq & {\left[1+\epsilon^{1 /(p-1)}\right]^{p-1} } \\
& \times\left[\left|y_{s}\right|^{p}+\frac{\left|u\left(x_{s}, r(s)\right)\right|^{p}}{\epsilon}\right]  \tag{36}\\
\leq & {\left[1+\epsilon^{1 /(p-1)}\right]^{p-1} } \\
& \times\left[\left|y_{s}\right|^{p}+\frac{\kappa^{p}}{\epsilon} \int_{-\tau}^{0}|x(s+\theta)|^{p} d \eta(\theta)\right] .
\end{align*}
$$

By (34) and (36), we have for $t>s>0$

$$
\begin{align*}
e^{\gamma s} \mathbb{E} \mid & \left.x(s)\right|^{p} \\
\leq & {\left[1+\epsilon^{1 /(p-1)}\right]^{p-1} } \\
& \times\left[e^{\gamma s} \mathbb{E}\left|y_{s}\right|^{p}+\frac{\kappa^{p}}{\epsilon} e^{\gamma s} \int_{-\tau}^{0} \mathbb{E}|x(s+\theta)|^{p} d \eta(\theta)\right] \\
\leq & {\left[1+\epsilon^{1 /(p-1)}\right]^{p-1} } \\
& \times\left[e^{\gamma s} \mathbb{E}\left|y_{s}\right|^{p}+\frac{\kappa^{p}}{\epsilon} e^{\gamma \tau} \sup _{s-\tau \leq \theta \leq s}\left[e^{\gamma \theta} \mathbb{E}|x(\theta)|^{p}\right]\right] \\
\leq & {\left[1+\epsilon^{1 /(p-1)}\right]^{p-1} } \\
& \times\left[C_{0} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}|\xi(\theta)|^{p}+\frac{\kappa^{p}}{\epsilon} e^{\gamma \tau} \sup _{-\tau \leq \theta \leq t}\left[e^{\gamma \theta} \mathbb{E}|x(\theta)|^{p}\right]\right. \tag{37}
\end{align*}
$$

This inequality also holds for all $-\tau \leq s \leq 0$. In view of $\gamma \leq$ $r<(p / \tau) \log (1 / \kappa)$, there exists a positive number $\epsilon_{0}>0$ such that

$$
\begin{equation*}
\bar{a}\left(\epsilon_{0}\right):=\left[1+\epsilon_{0}^{1 /(p-1)}\right]^{p-1} \frac{\kappa^{p}}{\epsilon_{0}} e^{\gamma \tau}=\left[1+\frac{1}{\epsilon_{0}^{1 /(p-1)}}\right]^{p-1} \kappa^{p} e^{\gamma \tau}<1 . \tag{38}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \sup _{-\tau \leq s \leq t} e^{\gamma s} \mathbb{E}|x(s)|^{p} \\
& \leq  \tag{39}\\
& \leq\left[1+\epsilon_{0}^{1 /(p-1)}\right]^{p-1} C_{0} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}|\xi(\theta)|^{p} \\
& \\
& \quad+\bar{a}\left(\epsilon_{0}\right) \sup _{-\tau \leq s \leq t} e^{\gamma s} \mathbb{E}|x(s)|^{p},
\end{align*}
$$

which implies

$$
\begin{equation*}
e^{\gamma t} \mathbb{E}|x(t)|^{p} \leq \frac{\left[1+\epsilon_{0}^{1 /(p-1)}\right]^{p-1} C_{0}}{1-\bar{a}\left(\epsilon_{0}\right)} \sup _{-\tau \leq t \leq 0} \mathbb{E}|\xi(t)|^{p} . \tag{40}
\end{equation*}
$$

Finally, the required inequality (14) follows by taking logarithm and limitation. Inequality (15) can be also obtained from (20) by letting $k \rightarrow \infty$. Hence assertion (iii) follows.

Remark 4. If the Markovian switching vanishes, Theorem 3 is also true and gives the $p$ th moment exponential stability with the decay rate bigger than that in [24, Theorem 2]. Since the decay rate in [24] is the special case of Theorem 3 with $\varepsilon=1$ in (13).

If $\lambda_{3}=\lambda_{4}=0$, then we directly obtain the following corollary.

Corollary 5. Let Assumptions 1 and 2 hold. Assume that there exist a function $V \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right) \times \mathbb{S}$, two probability
measures $\eta, \mu$ on $[-\tau, 0]$, and a number of positive constants $\kappa \in(0,1), c_{1}, c_{2}, p \geq 1, \lambda_{1}, \lambda_{2}$ such that for any $x \in \mathbb{R}^{n}$ and $(\varphi, i) \in C\left([-\tau, 0], \mathbb{R}_{+}\right) \times \mathbb{S}$

$$
\begin{gather*}
|u(\varphi, i)| \leq \kappa \int_{-\tau}^{0} \varphi(\theta) \eta(d \theta), \\
c_{1}|x|^{p} \leq V(x, i) \leq c_{2}|x|^{p},  \tag{41}\\
\mathscr{L} V(\varphi, i) \leq-\lambda_{1}|\varphi(0)|^{p}+\lambda_{2} \int_{-\tau}^{0}|\varphi(\theta)|^{p} \mu(d \theta) .
\end{gather*}
$$

If $\lambda_{1}>\lambda_{2}$, then for any given initial data $\xi \in C_{\mathfrak{F}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$, the solution of (2), denoted by $x(t)=x(t ; \xi)$, has property that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{p}\right)}{t} \leq-(\bar{\gamma} \wedge r) \tag{42}
\end{equation*}
$$

where $\bar{\gamma}$ and $r$ satisfy

$$
\begin{align*}
\bar{\gamma}=\max \{q & >0 ; c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1} \\
& \left.+\left[c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{q \tau}=0, \varepsilon>0\right\} \tag{43}
\end{align*}
$$

and $r:=(p / \tau) \log (1 / \kappa)-\ell$ for sufficiently small $\ell>0$.
Although the $p$ th moment exponential stability and almost sure exponential stability of the exact solution do not imply each other in general, under a restrictive condition the $p$ th moment exponential stability implies almost sure exponential stability (cf. [11]). Here, we give the following theorem about the almost sure exponential stability of the exact solution to (2).

Theorem 6. Let $p \geq 1$. Assume that there exists a constant $K>0$ such that

$$
\begin{equation*}
|f(\varphi, i)|+|g(\varphi, i)| \leq K\|\varphi\|, \quad \forall(\varphi, i) \in C\left([-\tau, 0], \mathbb{R}_{+}\right) \times \mathbb{S} . \tag{44}
\end{equation*}
$$

Then (42) implies

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \log |x(t)| \leq-\frac{\bar{\gamma} \wedge r}{p} \text { a.s. } \tag{45}
\end{equation*}
$$

In other words, the pth moment exponential stability implies almost sure exponential stability.

Remark 7. One may question that whether the semimartingale technique can be used to obtain the almost sure exponential stability directly. In fact, semimartingale technique may fail, since it may not be true to transfer the almost sure exponential stability from $x(t)-u\left(x_{t}, r(t)\right)$ to $x(t)$.

## 4. The Boundedness and Exponential Stability of HNSDDEs

In this section, we investigate the exponential stability of the hybrid NSDDE with varying delay

$$
\begin{align*}
d[x(t) & -N(x(t-\tau(t)), r(t))] \\
= & F(x(t), x(t-\tau(t)), r(t)) d t  \tag{46}\\
& +G(x(t), x(t-\tau(t)), r(t)) d w(t)
\end{align*}
$$

where $\tau(t): \mathbb{R}^{+} \rightarrow[0, \tau]$ is a continuously differentiable function such that

$$
\begin{equation*}
\frac{d \tau(t)}{d t} \leq \bar{\tau} \tag{47}
\end{equation*}
$$

for some constant $\bar{\tau}<1$, while

$$
\begin{align*}
& N: \mathbb{R}^{n} \times \mathbb{S} \rightarrow \mathbb{R}^{n}, \\
& F: \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{S} \rightarrow \mathbb{R}^{n}, \quad G: \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{S} \rightarrow \mathbb{R}^{n \times d} \tag{48}
\end{align*}
$$

For (46), we impose the following assumptions.
Assumption 8 (local Lipschitz condition). $F$ and $G$ satisfy the local Lipschitz condition; that is, for each $j>0$ there exists a positive constant $C_{j}$ such that

$$
\begin{align*}
& |F(x, y, i)-F(\bar{x}, \bar{y}, i)| \vee|G(x, y, i)-G(\bar{x}, \bar{y}, i)| \\
& \quad \leq C_{j}(|x-\bar{x}|+|y-\bar{y}|) \tag{49}
\end{align*}
$$

for all $i \in \mathbb{S}$ and $x, y, \bar{x}, \bar{y} \in \mathbb{R}^{n}$ with $|x| \vee|y| \vee|\bar{x}| \vee|\bar{y}| \leq j$.
Assumption 9 (contractive mapping). $N$ is a contractive mapping; that is, there exists a positive constant $\kappa \in(0,1)$ such that for all $x, y \in \mathbb{R}^{n}$ and $i \in \mathbb{S}$

$$
\begin{equation*}
|N(x, i)-N(y, i)| \leq \kappa|x-y| . \tag{50}
\end{equation*}
$$

Under the previous two assumptions, HNSDDE (46) admits a unique local solution. We also need more conditions to guarantee that the local solution is actually global. So we introduce an operator $L V$ from $\mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{S}$ to $\mathbb{R}$ by

$$
\begin{align*}
L V( & x, y, i) \\
= & V_{x}(x-N(y, i), i) F(x, y, i) \\
& +\sum_{j \in \mathbb{S}} \gamma_{i j} V(x-N(y, i), j) \\
& +\frac{1}{2} \operatorname{trace}\left[G^{T}(x, y, i) V_{x x}(x-N(y, i), i) G(x, y, i)\right] \tag{51}
\end{align*}
$$

for each $V(x, i) \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right)$, and we will impose the same conditions on the diffusion operator $L V$ for the global solution and its asymptotic behavior.

Although HNSDDE can be regarded as the special case of HNSFDEs, we still establish the boundedness and exponential stability criterions of the solution for (46) so as to obtain more accurate results.

Theorem 10. Let Assumptions 8 and 9 hold. Assume that there are functions $V \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right), U \in C\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$as well as a number of positive constants $c, c_{1}, c_{2}, p \geq 1, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ such that for any $x, y \in \mathbb{R}^{n}$ and $i \in \mathbb{S}$,

$$
\begin{equation*}
c_{1}|x|^{p} \leq V(x, i) \leq c_{2}|x|^{p} \tag{52}
\end{equation*}
$$

$$
L V(x, y, i)
$$

$$
\begin{equation*}
\leq c-\lambda_{1}|x|^{p}+\lambda_{2}|y|^{p}-\lambda_{3} U(x)+\lambda_{4} U(y) \tag{53}
\end{equation*}
$$

If $\lambda_{1}>\lambda_{2} /(1-\bar{\tau})$ and $\lambda_{3}>\lambda_{4} /(1-\bar{\tau})$, then for any given initial data $\xi \in C_{\widetilde{\Im}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$, (46) admits a unique global solution $x(t)=x(t ; \xi)$. Moreover, we have the following assertions:
(i) the solution $x(t)$ obeys

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \mathbb{E}|x(t)-N(x(t-\tau(t)), r(t))|^{p} \leq \frac{c}{\Lambda} \tag{54}
\end{equation*}
$$

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathbb{E} U(x(s)) d s \leq \frac{c}{\lambda_{3}-\lambda_{4} /(1-\bar{\tau})} \tag{55}
\end{equation*}
$$

where $\Lambda:=\bar{\gamma} \wedge(1 / \tau) \log \left(\lambda_{3} / \lambda_{4}\right) \wedge r$ with $\bar{\gamma}$ and $r$ defined by

$$
\begin{align*}
\bar{\gamma}=\max \{q & >0 ; c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1} \\
& \left.+\left[c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{q \tau}=0, \varepsilon>0\right\} \tag{56}
\end{align*}
$$

and $r:=(p / \tau) \log (1 / \kappa)-\ell$ for sufficiently small $\ell>0$.
(ii) If, in addition, $c=0$, then the solution to (46) has properties that

$$
\begin{align*}
& \limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{p}\right)}{t} \leq-\Lambda  \tag{57}\\
& \int_{0}^{\infty} \mathbb{E} U(x(s)) d s \\
& \leq \frac{1}{\lambda_{3}-\lambda_{4} /(1-\bar{\tau})} \\
& \times[\mathbb{E} V(x(0)-N(x(-\tau(0)), r(0)), r(0)) \\
& \left.\quad+\frac{\lambda_{2}}{1-\bar{\tau}} \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s+\frac{\lambda_{4}}{1-\bar{\tau}} \mathbb{E} \int_{-\tau}^{0} U(x(s)) d s\right] \tag{58}
\end{align*}
$$

Proof. The proof is similar to that of Theorem 3, so we only give an outlined one. Denote $y_{t}=x(t)-N(x(t-\tau(t)), r(t))$. Let $\rho_{k}$ be the stopping time defined similarly in the proof
of Theorem 3. By the generalized Itô formula (see [10]) and condition (53), we can obtain that, for any $k>k_{0}$ and $t \geq 0$,

$$
\begin{align*}
& \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \qquad \begin{array}{l}
\leq c t+\mathbb{E} V\left(y_{0}, r(0)\right)-\lambda_{1} \mathbb{E} \int_{0}^{t \wedge \rho_{k}}|x(s)|^{p} d s \\
\quad+\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}}|x(s-\tau(s))|^{p} d s \\
\quad-\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s)) d s \\
\quad+\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s-\tau(s))) d s .
\end{array}
\end{align*}
$$

Noting that

$$
\begin{align*}
\int_{0}^{t} \mid x(s & -\tau(s))\left.\right|^{p} d s \\
\leq & \frac{1}{1-\bar{\tau}} \int_{-\tau}^{0}|x(s)|^{p} d s  \tag{60}\\
& +\frac{1}{1-\bar{\tau}} \int_{0}^{t}|x(s)|^{p} d s
\end{align*}
$$

then we have

$$
\begin{align*}
& \mathbb{E} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \leq c t+\mathbb{E} V\left(y_{0}, r(0)\right)+\frac{\lambda_{2}}{1-\bar{\tau}} \mathbb{E} \int_{-\tau}^{0}|x(s)|^{p} d s \\
&+\frac{\lambda_{4}}{1-\bar{\tau}} \int_{-\tau}^{0} \mathbb{E} U(x(s)) d s  \tag{61}\\
&-\left(\lambda_{1}-\frac{\lambda_{2}}{1-\bar{\tau}}\right) \mathbb{E} \int_{0}^{t \wedge \rho_{k}}|x(s)|^{p} d s \\
&-\left(\lambda_{3}-\frac{\lambda_{4}}{1-\bar{\tau}}\right) \mathbb{E} \int_{0}^{t \wedge \rho_{k}} U(x(s)) d s .
\end{align*}
$$

Then by the similar arguments used in the proof of Theorem 3 , we easily obtain $\rho_{k} \rightarrow \infty$ as $k \rightarrow \infty$; that is, the solution $x(t)$ is global. The desired assertions (55) and (58) follow from (61) by letting $k \rightarrow \infty$.

Applying Itô's formula to $e^{\gamma t} V\left(y_{t}, r(t)\right)$ and using condition (53), we have for any $\gamma \in(0, \Lambda$ ]

$$
\begin{aligned}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{t}, r(t)\right) \\
& =\mathbb{E} V\left(y_{0}, r(0)\right) \\
& \quad+\mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}\left[\gamma V\left(y_{s}, r(s)\right)\right. \\
&
\end{aligned}
$$

$$
\begin{align*}
\leq & \mathbb{E} V\left(y_{0}, r(0)\right)+\gamma \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V\left(y_{s}, r(s)\right) d s \\
& -\lambda_{1} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}|x(s)|^{p} d s \\
& +\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}|x(s-\tau(s))|^{p} d s \\
& -\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
& +\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s-\tau(s))) d s . \tag{62}
\end{align*}
$$

For $p \geq 1$ and any $\varepsilon>0$, we have

$$
\begin{align*}
& V\left(y_{s}, r(s)\right) \\
& \quad \leq c_{2}|x(s)-N(x(s-\tau(s)), r(s))|^{p} \\
& \leq \\
& \quad c_{2}\left[1+\varepsilon^{1 /(p-1)}\right]^{p-1}  \tag{63}\\
& \quad \times\left(|x(s)|^{p}+\frac{1}{\varepsilon}|N(x(s-\tau(s)), r(s))|^{p}\right) \\
& \leq \\
& \quad c_{2}\left[1+\varepsilon^{1 /(p-1)}\right]^{p-1} \\
& \quad \times\left[|x(s)|^{p}+\frac{\kappa^{p}}{\varepsilon}|x(s-\tau(s))|^{p}\right],
\end{align*}
$$

where we used the Hölder inequality and Assumption 9. Substituting (63) into (62), we therefore obtain

$$
\begin{aligned}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)} r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \mathbb{E} V\left(y_{0}\right)+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1}\right] \\
& \times \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V(x(s)) d s \\
&+c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon} \mathbb{E} \\
& \times \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}|x(s-\tau(s))|^{p} d s \\
& \quad+\lambda_{2} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s}|x(s-\tau(s))|^{p} d s \\
& \quad-\lambda_{3} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
& \quad+\lambda_{4} \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s-\tau(s))) d s .
\end{aligned}
$$

Noting that

$$
\begin{align*}
& \int_{0}^{t} e^{\gamma s}|x(s-\tau(s))|^{p} d s \\
& \quad \leq e^{\gamma \tau} \int_{0}^{t} e^{\gamma(s-\tau(s))}|x(s-\tau(s))|^{p} d s \\
& \quad \leq \frac{e^{\gamma \tau}}{1-\bar{\tau}} \int_{-\tau}^{0} e^{\gamma s}|x(s)|^{p} d s  \tag{65}\\
& \quad+\frac{e^{\gamma \tau}}{1-\bar{\tau}} \int_{0}^{t} e^{\gamma s}|x(s)|^{p} d s
\end{align*}
$$

then we have from (64)

$$
\begin{align*}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \leq \\
& \quad \mathbb{E} V\left(y_{0}\right)+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] \\
& \quad \times e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} V(x(s)) d s  \tag{66}\\
& \quad+h(\gamma, \varepsilon) \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} V(x(s)) d s \\
& \quad-l(\gamma) \mathbb{E} \int_{0}^{t \wedge \rho_{k}} e^{\gamma s} U(x(s)) d s \\
& \quad+\lambda_{4} \frac{e^{\gamma \tau}}{1-\bar{\tau}} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} U(x(s)) d s
\end{align*}
$$

where

$$
\begin{gather*}
l(\gamma)=\lambda_{3}-\lambda_{4} \frac{e^{\gamma \tau}}{1-\bar{\tau}} \\
h(\gamma, \varepsilon)=c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}  \tag{67}\\
-\lambda_{1}+\left[c_{2} \gamma\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{\gamma \tau} .
\end{gather*}
$$

Let $\varepsilon$ be fixed; then it is easy to obtain $h_{\gamma}^{\prime}(\gamma, \varepsilon)>0$ and $h(0, \varepsilon)=$ $-\lambda_{1}+\lambda_{2}<0$, which implies that for any fixed $\varepsilon>0$ function $h(\cdot, \varepsilon)$ has a unique positive root denoted by $q$. Choose a $\varepsilon=$ $\varepsilon^{*}>0$ such that

$$
\begin{equation*}
\bar{\gamma}=\sup _{\varepsilon>0, h(q, \varepsilon)=0} q=\sup _{h\left(q, \varepsilon^{*}\right)=0} q . \tag{68}
\end{equation*}
$$

Noting that for any $\gamma \in(0, \Lambda], h\left(\gamma, \varepsilon^{*}\right) \leq 0$ and $l(\gamma) \geq 0$. We therefore have

$$
\begin{align*}
& \mathbb{E} e^{\gamma\left(t \wedge \rho_{k}\right)} V\left(y_{\left(t \wedge \rho_{k}\right)}, r\left(t \wedge \rho_{k}\right)\right) \\
& \quad \leq \mathbb{E} V\left(y_{0}\right)+\lambda_{4} \frac{e^{\gamma \tau}}{1-\bar{\tau}} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E}|x(s)|^{q} d s \\
& \quad+\left[c_{2} \gamma\left(1+\varepsilon^{*(1 /(p-1))}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon^{*}}+\lambda_{2}\right]  \tag{69}\\
& \quad \times e^{\gamma \tau} \int_{-\tau}^{0} e^{\gamma s} \mathbb{E} V(\xi(s)) d s \\
& \leq \\
& c_{1} C_{0} \sup _{-\tau \leq \theta \leq 0} \mathbb{E}|\xi(\theta)|^{p}
\end{align*}
$$

for some positive constant $C_{0}>1$. By the similar skills used in the proof of Theorem 3, we can easily obtain the desired assertions (54) and (57).

If the delay $\tau(t)=\tau$ is a fixed constant, then $\bar{\tau}=0$. Hybrid system (46) becomes the following HNSDDE:

$$
\begin{align*}
d[x(t) & -N(x(t-\tau), r(t))] \\
= & F(x(t), x(t-\tau), r(t)) d t  \tag{70}\\
& +G(x(t), x(t-\tau), r(t)) d w(t)
\end{align*}
$$

Resorting to Theorem 10, we have the following corollary.
Corollary 11. Let Assumptions 8 and 9 hold. Assume that there are functions $V \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right), U \in C\left(\mathbb{R}^{n} ; \mathbb{R}_{+}\right)$as well as a number of positive constants $c, c_{1}, c_{2}, p \geq 1, \lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ such that for any $x, y \in \mathbb{R}^{n}$ and $i \in \mathbb{S}$

$$
\begin{align*}
& c_{1}|x|^{p} \leq V(x, i) \leq c_{2}|x|^{p} \\
& L V(x, y, i) \leq  \tag{71}\\
& \qquad \begin{aligned}
& c-\lambda_{1}|x|^{p} \\
& +\lambda_{2}|y|^{p}-\lambda_{3} U(x)+\lambda_{4} U(y) .
\end{aligned}
\end{align*}
$$

If $\lambda_{1}>\lambda_{2}$ and $\lambda_{3}>\lambda_{4}$, then for any given initial data $\xi \in C_{\Im_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right),(70)$ admits a unique global solution $x(t)$. Moreover, we have the following assertions:
(i) the solution $x(t)$ obeys

$$
\begin{gather*}
\limsup _{t \rightarrow \infty} \mathbb{E}|x(t)-N(x(t-\tau), r(t))|^{p} \leq \frac{c}{\Lambda}  \tag{72}\\
\quad \limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathbb{E} U(x(s)) d s \leq \frac{c}{\lambda_{3}-\lambda_{4}} \tag{73}
\end{gather*}
$$

where $\Lambda:=\bar{\gamma} \wedge(1 / \tau) \log \left(\lambda_{3} / \lambda_{4}\right) \wedge r$ with $\bar{\gamma}$ and $r$ defined by

$$
\begin{align*}
\bar{\gamma}=\max \{ & \left\{>0 ; c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1}\right. \\
& \left.+\left[c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{q \tau}=0, \varepsilon>0\right\} \tag{74}
\end{align*}
$$

and $r:=(p / \tau) \log (1 / \kappa)-\ell$ for sufficiently small $\ell>0$.
(ii) If, in addition, $c=0$, then the solution of (70) has properties that

$$
\begin{align*}
& \quad \underset{t \rightarrow \infty}{\limsup } \frac{\log \left(\mathbb{E}|x(t)|^{p}\right)}{t} \leq-\Lambda, \\
& \int_{0}^{\infty} \mathbb{E} U(x(s)) d s \\
& \leq \frac{1}{\lambda_{3}-\lambda_{4}}  \tag{75}\\
& \times\left[\mathbb{E} V\left(y_{0}, r(0)\right)+\lambda_{2} \int_{-\tau}^{0} \mathbb{E}|x(s)|^{p} d s\right. \\
& \left.\quad+\lambda_{4} \mathbb{E} \int_{-\tau}^{0} U(x(s)) d s\right] .
\end{align*}
$$

Further, if $U(x) \equiv 0$, Corollary 11 implies.
Corollary 12. Let Assumptions 8 and 9 hold. Assume that there is a function $V \in C^{2}\left(\mathbb{R}^{n} \times \mathbb{S} ; \mathbb{R}_{+}\right)$and a number of positive constants $c_{1}, c_{2}, p \geq 1, \lambda_{1}, \lambda_{2}$ such that for any $x, y \in \mathbb{R}^{n}$ and $i \in \mathbb{S}$

$$
\begin{gather*}
c_{1}|x|^{p} \leq V(x, i) \leq c_{2}|x|^{p},  \tag{76}\\
L V(x, y, i) \leq-\lambda_{1}|x|^{p}+\lambda_{2}|y|^{p} .
\end{gather*}
$$

If $\lambda_{1}>\lambda_{2}$, then for any given initial data $\xi \in C_{\mathfrak{F}_{0}}^{b}\left([-\tau, 0], \mathbb{R}^{n}\right)$, (70) admits a unique global solution $x(t)$. Moreover, the solution $x(t)$ obeys

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{p}\right)}{t} \leq-\Lambda \tag{77}
\end{equation*}
$$

where $\Lambda:=\bar{\gamma} \wedge r$ with $\bar{\gamma}$ and $r$ defined by

$$
\begin{align*}
\bar{\gamma}=\max \{ & q>0 ; c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1}-\lambda_{1} \\
& \left.+\left[c_{2} q\left(1+\varepsilon^{1 /(p-1)}\right)^{p-1} \frac{\kappa^{p}}{\varepsilon}+\lambda_{2}\right] e^{q \tau}=0, \varepsilon>0\right\} \tag{78}
\end{align*}
$$

and $r:=(p / \tau) \log (1 / \kappa)-\ell$ for sufficiently small $\ell>0$.
Remark 13. Corollary 12 improves Theorem 5.2 in [10, Chap. 5, pp. 838]. In [10], Theorem 5.2 states that if the assumptions and conditions in Corollary 12 hold, then

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \log \left(\mathbb{E}|x(t)|^{p}\right) \leq-\Lambda^{*} \tag{79}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda^{*}=\bar{\gamma}^{*} \wedge \frac{1}{2 \tau} \log \left(\frac{1}{\kappa}\right) \tag{80}
\end{equation*}
$$

with $\bar{\gamma}^{*}>0$ being the unique root to equation

$$
\begin{equation*}
\bar{\gamma}^{*} c_{2}(1+\kappa)^{p-1}+e^{\bar{\gamma}^{*} \tau}\left[\lambda_{2}+\bar{\gamma}^{*} c_{2} \kappa(1+\kappa)^{p-1}\right]=\lambda_{1} \tag{81}
\end{equation*}
$$

It is easy to see $\bar{\gamma} \geq \bar{\gamma}^{*}$. Moreover, $(p / \tau) \log (1 / \kappa)>$ $(1 / 2 \tau) \log (1 / \kappa)$. That means $\Lambda^{*} \leq \Lambda$ for sufficiently small $\ell>0$, where $\Lambda$ is defined in Corollary 12.

## 5. Examples

In this section, we give an example to illustrate the usefulness and flexibility of the theorems developed previously. Let $w(t)$ be a scalar Brownian motion. Let $r(t)$ be a right-continuous Markov chain value in $\mathbb{S}=\{1,2\}$ with generator

$$
\Gamma=\left(\gamma_{i j}\right)_{2 \times 2}=\left(\begin{array}{cc}
-2 & 2  \tag{82}\\
1 & -1
\end{array}\right)
$$

Assume that $w(t)$ and $r(t)$ are independent.
Example 1. Consider the one-dimensional linear HNSDDEs

$$
\begin{align*}
& d\left[x(t)-\kappa(r(s)) \int_{-\tau}^{0} x(s+\theta) d \theta\right] \\
& \quad=\left[\mu(r(s)) x(t)-2 x(t)^{3}+\int_{-\tau}^{0} x(t+\theta) d \theta\right] d t  \tag{83}\\
& \quad+\left[\sigma(r(s)) \int_{-\tau}^{0}|x(t+\theta)|^{2} d \theta+c\right] d w(t),
\end{align*}
$$

where $\kappa(1)=1 / 8, \kappa(2)=1 / 4, \mu_{1}=-3, \mu_{2}=-4, \sigma(1)=$ $1 / \sqrt{8}, \sigma(2)=1 / \sqrt{2}$, and $\tau=1$. To find out whether (83) is mean-square exponential stability, we use the Lyapunov function

$$
\begin{equation*}
V(x, i)=q_{i}|x|^{2} \tag{84}
\end{equation*}
$$

where $q_{1}=1$ and $q_{2}=0.5$. One can show that

$$
\begin{align*}
\mathscr{L} V & (\varphi, i) \\
= & 2 q_{i}\left[\varphi(0)+\kappa(i) \int_{-1}^{0} \varphi(\theta) d \theta\right] \\
& \times\left[\mu(i) \varphi(0)-3 \varphi(0)^{3}+\int_{-1}^{0} \varphi(\theta) d \theta\right]  \tag{85}\\
& +\sum_{j=1,2} \gamma_{i j} q_{j}\left|\varphi(0)+\frac{1}{8} \int_{-1}^{0} \varphi(\theta) d \theta\right|^{2} \\
& +\left.\left.2 q_{i} \sigma(i)^{2}\left|\int_{-1}^{0}\right| \varphi(\theta)\right|^{2} d \theta\right|^{2}+2 c^{2} .
\end{align*}
$$

By the elementary inequalities $a^{\alpha} b^{\beta} \leq(\alpha /(\alpha+\beta)) a^{\alpha+\beta}+$ $(\beta /(\alpha+\beta)) b^{\alpha+\beta}$, we have

$$
\begin{align*}
& \mathscr{L} V(\varphi, 1) \\
& \begin{aligned}
\leq 2[ & -3|\varphi(0)|^{2}-3|\varphi(0)|^{4} \\
& +\frac{1}{2}\left(|\varphi(0)|^{2}+\int_{-1}^{0}|\varphi(\theta)|^{2} d \theta\right) \\
& +\frac{3}{8} \frac{1}{2}\left(|\varphi(0)|^{2}+\int_{-1}^{0}|\varphi(\theta)|^{2} d \theta\right) \\
& \left.+\frac{3}{8}\left(\frac{3}{4}|\varphi(0)|^{4}+\frac{1}{4} \int_{-1}^{0}|\varphi(\theta)|^{4} d \theta\right)\right] \\
\quad- & \varphi(0)+\frac{1}{8} \int_{-1}^{0}|\varphi(\theta) d \theta|^{2}+\frac{1}{4} \int_{-1}^{0}|\varphi(\theta)|^{4} d \theta+2 c^{2} \\
\leq & 2 c^{2}
\end{aligned} \\
& -\frac{45}{8}|\varphi(0)|^{2} \\
& \quad+\frac{97}{64} \int_{-1}^{0}|\varphi(\theta)|^{2} d \theta-\frac{87}{16}|\varphi(0)|^{4}+\frac{7}{16} \int_{-1}^{0}|\varphi(\theta)|^{4} d \theta .
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \mathscr{L} V(\varphi, 2) \\
& \leq \\
& =2 c^{2}-\frac{29}{8}|\varphi(0)|^{2}  \tag{87}\\
& \\
& +\frac{13}{32} \int_{-1}^{0}|\varphi(\theta)|^{2} d \theta-\frac{39}{16}|\varphi(0)|^{4} \\
& \\
& \quad+\frac{23}{16} \int_{-1}^{0}|\varphi(\theta)|^{4} d \theta
\end{align*}
$$

Let $\lambda_{1}=29 / 8, \lambda_{2}=97 / 64, \lambda_{3}=39 / 16$, and $\lambda_{4}=23 / 16$. Then we have from (86), and (87) for each $i \in \mathbb{S}$,

$$
\begin{align*}
& \mathscr{L} V(\varphi, i) \\
& \qquad \begin{aligned}
& 2 c^{2}-\lambda_{1}|\varphi(0)|^{2} \\
& +\lambda_{2} \int_{-1}^{0}|\varphi(\theta)|^{2} d \theta-\lambda_{3}|\varphi(0)|^{4}+\lambda_{4} \int_{-1}^{0}|\varphi(\theta)|^{4} d \theta
\end{aligned}
\end{align*}
$$

Then one can compute $\Lambda=0.5281$ by Theorem 3. If $c \neq 0$, then

$$
\begin{align*}
& \limsup _{t \rightarrow \infty} \mathbb{E}\left|x(t)-u\left(x_{t}, r(t)\right)\right|^{2} \leq \frac{2 c^{2}}{0.5281}  \tag{89}\\
& \quad \limsup _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} \mathbb{E}|x(s)|^{4} d s \leq \frac{2 c^{2}}{\lambda_{3}-\lambda_{4}}
\end{align*}
$$

If $c=0$, the solution to $\operatorname{HNSDDE}$ (83) has the property

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{2}\right)}{t} \leq-0.5281 \tag{90}
\end{equation*}
$$

Example 2. Consider the HNSDDE:

$$
\begin{align*}
d[x(t) & -N(x(t-\tau), r(t))] \\
= & F(x(t), x(t-\tau), r(t)) d t  \tag{91}\\
& +G(x(t), x(t-\tau), r(t)) d w(t)
\end{align*}
$$

where the functions $N(y, 1)=1 / 3 y, N(y, 2)=1 / 4 y$, $F(x, y, 1)=-2 x-3 x^{3}+y / 4, F(x, y, 2)=-3 x-4 x^{3}+y / 2$, $G(x, y, 1)=1 / 2 y^{2}$, and $G(x, y, 2)=y / 2$. Let $V(x, i)=q_{i}|x|^{2}$ for $q_{1}=1, q_{2}=0.5$. Then one can compute

$$
\begin{align*}
& L V(x, y, 1) \leq-\frac{41}{2} x^{2}+\frac{23}{24} y^{2}-\frac{21}{4} x^{4}+\frac{1}{6} y^{4} \\
& L V(x, y, 2) \leq-\frac{29}{16} x^{2}+\frac{31}{64} y^{2}-\frac{13}{4} x^{4}+\frac{1}{4} y^{4} \tag{92}
\end{align*}
$$

Then we have from (92) that for $i \in \mathbb{S}$

$$
\begin{equation*}
L V(x, y, i) \leq-\frac{29}{16} x^{2}+\frac{23}{24} y^{2}-\frac{13}{4} x^{4}+\frac{1}{4} y^{4} \tag{93}
\end{equation*}
$$

One can compute $\Lambda=0.2767$ by Corollary 11. Then the solution to HNSDDE (91) has the property

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \left(\mathbb{E}|x(t)|^{2}\right)}{t} \leq-0.2767 \tag{94}
\end{equation*}
$$
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The motion of dilute charged particles can be modeled by Vlasov-Poisson-Boltzmann system. We study the large time stability of the VPB system. To be precise, we prove that when time goes to infinity, the solution of VPB system tends to global Maxwellian state in a rate $O\left(t^{-\infty}\right)$, by using a method developed for Boltzmann equation without force in the work of Desvillettes and Villani (2005). The improvement of the present paper is the removal of condition on parameter $\lambda$ as in the work of Li (2008).

## 1. Introduction

Large time behavior for the Boltzmann equation and related systems is an important topic for both physicists and mathematicians. We consider the Cauchy problem for Vlasov-Poisson-Boltzmann system in a torus $\mathbb{T}^{N}$ :

$$
\begin{gather*}
f_{t}+v \cdot \nabla_{x} f+\nabla_{x} \phi \cdot \nabla_{v} f=Q(f, f), \quad \text { on } \mathbb{T}^{N},  \tag{1}\\
\Delta \phi=\int_{\mathbb{R}^{N}} f d v-\rho_{0}, \quad \text { on } \mathbb{T}^{N},  \tag{2}\\
f(0, x, v)=f_{0}(x, v),  \tag{3}\\
Q(f, f)=\int_{\mathbb{R}^{N}} \int_{\mathbb{S}^{N-1}}\left(f^{\prime} f_{*}^{\prime}-f f_{*}\right) q\left(v-v_{*}, \sigma\right) d \sigma d v_{*} . \tag{4}
\end{gather*}
$$

$f=(t, x, v)$, which represents the distribution of particles, is a function of time $t \in \mathbb{R}^{+}$, particle velocity $v \in \mathbb{R}^{N}$, and position $x \in \mathbb{T}^{N}$. The force $\nabla \phi$ in (1) is controlled by Poisson equation (2), which comes intrinsically by the nonequilibrium distribution of particles.

The quadratic term $Q(f, f)$ is the collision operator and $q\left(v-v_{*}, \sigma\right)$ is the corresponding cross-section. It is wellknown by the conservation of mass that $\rho_{0}=\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f_{0} d x d v$ is a fixed constant which represents the background charge.

Without loss of generality, we can assume $\left|\mathbb{T}^{N}\right|=1, \rho_{0}=$ 1 . Define $\rho, u, T$, which are functions of $t$ and $x$ by

$$
\begin{gather*}
\rho=\int_{\mathbb{R}^{N}} f d v, \quad \rho u=\int_{\mathbb{R}^{N}} f v d v,  \tag{5}\\
\rho|u|^{2}+N \rho T=\int_{\mathbb{R}^{N}} f|v|^{2} d v .
\end{gather*}
$$

Physically, they represent the macroscopic quantities: density, bulk velocity, and temperature, respectively. It is well known that the conservation of mass, momentum, and energy holds:

$$
\begin{gather*}
\frac{d}{d t} \int_{\mathbb{T}^{N}} \rho d x=0 \\
\frac{d}{d t} \int_{\mathbb{T}^{N}} \rho u d x=0  \tag{6}\\
\frac{d}{d t} \int_{\mathbb{T}^{N}}\left(\frac{\rho|u|^{2}}{2}+\frac{N \rho T}{2}+\frac{|\nabla \phi|^{2}}{2}\right) d x=0 .
\end{gather*}
$$

Here, the total energy consists of the kinetic energy $\rho|u|^{2} / 2$, the internal heat energy $N \rho T / 2$, and the electric potential
energy $|\nabla \phi|^{2} / 2$. By simple translation and dilation, $\rho, u, T$ can be normalized as

$$
\begin{gather*}
\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f d v d x=\int_{\mathbb{T}^{N}} \rho d x=\rho_{0}=1, \\
\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f v d v d x=\int_{\mathbb{T}^{N}} \rho u d x=0, \\
\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}}\left(f \frac{|v|^{2}}{2}+\frac{|\nabla \phi|^{2}}{2}\right) d v d x  \tag{7}\\
=\int_{\mathbb{T}^{N}}\left(\frac{\rho|u|^{2}}{2}+\frac{N \rho T}{2}+\frac{|\nabla \phi|^{2}}{2}\right) d x=\frac{N}{2} .
\end{gather*}
$$

If the initial datum $f_{0}$ satisfies the conservation laws (7), then the stationary solution is a global Maxwellian $M$, in the form of

$$
\begin{equation*}
M=M_{[1,0,1]}=\frac{1}{(2 \pi)^{N / 2}} \exp \left\{-\frac{|v|^{2}}{2}\right\} \tag{8}
\end{equation*}
$$

where the subscript $[1,0,1]$ represents the corresponding macroscopic quantities: density, bulk velocity, and temperature, respectively.

Traditional method for studying the asymptotic behavior is using linearization around local or global Maxwellian state. Without external force, Ukai [1] proved an exponential decay rate for the cutoff hard potential in a torus in 1974. In 1980, Caflisch [2] obtained a rate like $O\left(e^{-t^{\beta}}\right)$ for the cutoff soft potential with $\gamma \geq-1$ in a torus, where $\beta=2 /(2-\gamma) \in[0,1]$. Strain and Guo [3] extend Caflisch's result in 2008 and get a convergence rate like $O\left(e^{-t^{P}}\right)(0<P<1)$ for the very soft potential case $(\gamma<-1)$. The previous results all make use of the linearization.

However, by using some estimates on systems of secondorder differential inequalities, Desvillettes and Villani [4] obtain an almost exponential convergence rate like $O\left(t^{-\infty}\right)$. The result is weaker than using linearization, but the smallness assumption on initial data $f_{0}-M$ is removed and the conclusion holds for noncutoff collision kernels as well.

Our work is inspired by the work of Desvillettes and Villani [4]. We extend their result for Boltzmann equation without external force to the Vlasov-Poisson-Boltzmann system.

In a previous work [5], the Vlasov-Poisson-Boltzmann system with (2) replaced by

$$
\begin{equation*}
\lambda \Delta \phi=\int_{\mathbb{R}^{N}} f d v-\rho_{0} \tag{9}
\end{equation*}
$$

is proved to satisfy the following theorem.
Theorem 1. Let $q\left(v-v_{*}, \sigma\right)$ satisfy

$$
\begin{equation*}
q \geq K_{B} \min \left(\left|v-v_{*}\right|^{\gamma_{-}},\left|v-v_{*}\right|^{-\beta_{-}}\right), \tag{10}
\end{equation*}
$$

and let the collision operator satisfy

$$
\begin{equation*}
\|Q(g, h)\|_{L^{2}\left(\mathbb{R}_{v}^{N}\right)} \leq C_{B}\|g\|_{H_{s_{0}}^{k_{0}\left(\mathbb{R}_{v}^{N}\right)}}\|h\|_{H_{s_{0}}^{k_{0}\left(\mathbb{R}_{v}^{N}\right)}}, \tag{11}
\end{equation*}
$$

for some $k_{0}, s_{0} \geq 0$, where $K_{B}$ and $C_{B}$ are positive constants. Let $(f)_{t \geq 0}$ be a smooth solution of the problem (1), (9), and (3), such that, for all $k, s>0$,

$$
\begin{equation*}
\sup _{t \geq 0}\|f\|_{H_{s}^{k}\left(\mathbb{T}^{N} \times \mathbb{R}^{N}\right)} \leq C_{k, s}<+\infty \tag{12}
\end{equation*}
$$

and for all $t>0, x \in \mathbb{T}^{N}$, and $v \in \mathbb{R}^{N}$,

$$
\begin{equation*}
f(x, v) \geq K_{0} e^{-A_{0}|v|^{q_{0}}} \quad\left(A_{0}, K_{0}>0 ; q_{0} \geq 2\right) \tag{13}
\end{equation*}
$$

Then $\exists \lambda_{0}$, such that, for all $\lambda>\lambda_{0}$, the solution $f$ converges to $M$ in an almost exponential rate; that is, for any small positive constant $\epsilon>0$,

$$
\begin{equation*}
\|f-M\|=O(1) t^{-1 / 700 \epsilon} \tag{14}
\end{equation*}
$$

where $O(1)$ depends on $K_{B}, \gamma_{-}, \beta_{-}, C_{B}, k_{0}, s_{0}, C_{k, s}, K_{0}, A_{0}, q_{0}$, and $\epsilon$.

The present paper extends the result of [5] by removing the condition on $\lambda$ and considers system (1)-(3). To be precise, the main result of this paper is as follows.

Theorem 2. Under condition (10)-(13), the solution $f$ of problem (1)-(3) converges to $M$ in an almost exponential rate; that is, for any small positive constant $\epsilon>0$,

$$
\begin{equation*}
\|f-M\|=O(1) t^{-1 / 700 \epsilon} \tag{15}
\end{equation*}
$$

where $O(1)$ depends on the constants in (10)-(13) and $\epsilon$.
Now, we state some results on the existence of solutions of VPB system. The global existence of solutions is proved in [6] in a torus and [7-9] in the whole space with small perturbed initial data. The existence result in [7] also holds for a more general case, like the Vlasov-Maxwell-Boltzmann system.

The following is devoted to the proof of Theorem 2. Section 2 gives some lemmas which will be used later. Proof of the main result is given in Section 3.

## 2. Preliminaries

First, denote some local Maxwellian states in forms of $\rho, u, T$. Define $M_{[\rho, u, T]}, M_{[\rho, u,\langle T\rangle]}, M_{[\rho, 0,\langle T\rangle]}, M_{[\rho, 0,1]}$ as follows:

$$
\begin{align*}
M_{[\rho, u, T]}(v) & =\frac{\rho}{(2 \pi T)^{N / 2}} \exp \left\{-\frac{|v-u|^{2}}{2 T}\right\}, \\
M_{[\rho, u,\langle T\rangle]}(v) & =\frac{\rho}{(2 \pi\langle T\rangle)^{N / 2}} \exp \left\{-\frac{|v-u|^{2}}{2\langle T\rangle}\right\},  \tag{16}\\
M_{[\rho, 0,\langle T\rangle]}(v) & =\frac{\rho}{(2 \pi\langle T\rangle)^{N / 2}} \exp \left\{-\frac{|v|^{2}}{2\langle T\rangle}\right\}, \\
M_{[\rho, 0,1]}(v) & =\frac{\rho}{(2 \pi)^{N / 2}} \exp \left\{-\frac{|v|^{2}}{2}\right\},
\end{align*}
$$

where $\langle T\rangle=\int \rho T d x$ stands for the mean temperature.
As we will show in Section 3, the gradient of temperature prevents $f$ from being close to $M_{[\rho, u, T]}$ for too long;
the symmetric gradient of velocity prevents $f$ from being close to $M_{[\rho, u,\langle T\rangle]}$ for long, that is, the local Maxwellians with constant temperature; and finally, the gradient of $\rho$ and $\phi$ prevents $f$ from being close to $M_{[\rho, 0,\langle T\rangle]}$ and $M_{[\rho, 0,1]}$ for long. In order to estimate the distance between two distributions, we need to define $H$ functional and relative information (or relative entropy) between two distributions, which is the main measure of the distance between $f$ and the local Maxwellians.

Definition 3. Suppose $f$ and $g$ are two distributions on $\mathbb{T}^{N} \times$ $\mathbb{R}^{N}$, s.t.:

$$
\begin{equation*}
\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f=\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} g . \tag{17}
\end{equation*}
$$

Define the $H$ functional (negative of the entropy) and the Kullback relative information by

$$
\begin{equation*}
H(f)=\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f \log f, \quad H(f \mid g)=\int_{\mathbb{T}^{N} \times \mathbb{R}^{N}} f \log \frac{f}{g} \tag{18}
\end{equation*}
$$

Proposition 4. The well-known Csiszár-Kullback inequality asserts

$$
\begin{equation*}
H(f g) \geq \frac{1}{4}\|f-g\|_{L^{1}(x, v)}^{2} \tag{19}
\end{equation*}
$$

if $f$ and $g$ are two distributions on $\mathbb{T}^{N} \times \mathbb{R}^{N}$. Moreover, if $f$ is the solution of (1), (2) and satisfies (7), then

$$
\begin{equation*}
H(f \mid M)=H(f)-H(M)-\frac{1}{2} \int_{\mathbb{T}^{N}}|\nabla \phi|^{2} \tag{20}
\end{equation*}
$$

Proof. Define $\varphi(h)=h \log (h)$; then since $\int f=\int g=1$, we have

$$
\begin{align*}
H(f \mid g) & =\int f \log \frac{f}{g}=\int f \log f-f \log g-f+g \\
& =\int f \log f-g \log g-(\log g+1)(f-g) \\
& =\int \varphi(f)-\varphi(g)-\varphi^{\prime}(g)(f-g)  \tag{21}\\
& =\frac{1}{2} \int \varphi^{\prime \prime}(h)|f-g|^{2} \\
& =\frac{1}{2} \int \frac{1}{h}|f-g|^{2},
\end{align*}
$$

where $h$ stands for a positive function between $f$ and $g$. The last equality is obtained by using second-order Taylor expansion. By Hölder's inequality, we have

$$
\begin{align*}
& \int|f-g| h^{-1 / 2} h^{1 / 2} \\
& \quad \leq\left(\int \frac{1}{h}|f-g|^{2}\right)^{1 / 2}\left(\int h\right)^{1 / 2}, \quad \forall h>0 . \tag{22}
\end{align*}
$$

Since $h$ lies between $f$ and $g$, notice that distributions $f, g$ are nonnegative; thus $h \leq f+g$. We have

$$
\begin{equation*}
\int \frac{1}{h}|f-g|^{2} \geq \frac{\left(\int|f-g|\right)^{2}}{\int(f+g)}=\frac{1}{2}\left(\int|f-g|\right)^{2} \tag{23}
\end{equation*}
$$

and (19) is obtained. Equation (20) follows directly from (7).

We now state the quantitative version of $H$-theorem. See [10] for the proof.

Theorem 5 (Quantitative $H$-Theorem). If $(f)_{t \geq 0}$ is a smooth solution of the VPB equation (1), (2), then the H functional $H(f)$ is nonincreasing as a function of $t$, and the decreasing rate

$$
\begin{equation*}
\frac{d}{d t} H(f)=-\int_{\mathbb{T}^{N}} D(f(x, \cdot)) d x \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
D(f)=\frac{1}{4} \int_{\mathbb{R}^{N} \times \mathbb{R}^{N} \times \mathbb{S}^{N-1}}\left(f^{\prime} f_{*}^{\prime}-f f_{*}\right) \log \frac{f^{\prime} f_{*}^{\prime}}{f f_{*}} B d \sigma d v d v_{*} \tag{25}
\end{equation*}
$$

is a positive definite functional.
Moreover, if the collision kernel $q$ satisfies (10), and $f$ complies with (12), then

$$
\begin{align*}
& D(f) \geq K_{\epsilon}\left(\int_{\mathbb{R}^{N}} f \log \frac{f}{M_{[\rho, u, T]}}\right)^{1+\epsilon}  \tag{26}\\
& -\frac{d}{d t} H(f) \geq K_{H} H\left(f \mid M_{[\rho, u, T]}\right)^{1+\epsilon}
\end{align*}
$$

The only set that can make $D$ vanish is the local Maxwellian state.

We state some notations here for the fluency of description. Let $A$ and $B$ be matrices; let the operation $A: B=$ $\sum_{i j} A_{i j} B_{i j}$. For a vector-valued function $u$, the divergence is

$$
\begin{equation*}
\nabla_{x} \cdot u=\sum_{i} \frac{\partial u_{i}}{\partial x_{i}} \tag{27}
\end{equation*}
$$

the elements of gradient matrix $\nabla_{x} u$ satisfy

$$
\begin{equation*}
\left(\nabla_{x} u\right)_{i j}=\frac{\partial u_{j}}{\partial x_{i}} \tag{28}
\end{equation*}
$$

the symmetric part of $\nabla u$ is

$$
\begin{equation*}
\nabla_{x}^{\text {sym }} u=\frac{\nabla_{x} u+\left(\nabla_{x} u\right)^{T}}{2} \tag{29}
\end{equation*}
$$

and the traceless part of $\nabla_{x}^{\text {sym }} u$ is symbolized by $\left\{\nabla_{x} u\right\}$ :

$$
\begin{equation*}
\left\{\nabla_{x} u\right\}=\nabla_{x}^{\text {sym }} u-\frac{\nabla_{x} \cdot u}{N} I_{N} \tag{30}
\end{equation*}
$$

We expect to estimate decay rate of the distance between $f$ and $M$, and the distance is measured by Kullback relative information. By using conservation laws, a direct computation will show that the relative information between $f$ and $M$ can be decomposed into a purely hydrodynamic part and a purely kinetic part:

$$
\begin{align*}
H(f \mid M) & =\mathscr{H}(\rho, u, T)+H\left(f \mid M_{[\rho, u, T]}\right) \\
\mathscr{H}(\rho, u, T)= & \int_{T^{N}} \rho \log \rho+\frac{N}{2} \int_{T^{N}} \rho(T-\log T-1) \\
& +\int_{T^{N}} \rho \frac{|u|^{2}}{2}  \tag{31}\\
= & \mathscr{H}(\rho \mid 1)+\mathscr{H}(T \mid 1)+\mathscr{H}(u \mid 0),
\end{align*}
$$

where

$$
\begin{gather*}
\mathscr{H}(u \mid 0)=\int \rho \frac{|u|^{2}}{2},  \tag{32}\\
\mathscr{H}(\rho \mid 1)=\int_{T^{N}} \rho \log \rho=\int_{T^{N}} \rho \log \rho-\rho+1
\end{gather*}
$$

are nonnegative since $\rho \log \rho-\rho+1$ is convex with the minimum zero at $\rho=1$.

Moreover, denote $\Psi(X)=(N / 2)(X-\ln X-1)$; we can further decompose $\mathscr{H}(T \mid 1)$ into

$$
\begin{equation*}
\mathscr{H}(T \mid 1)=\mathscr{H}(T \mid\langle T\rangle)+\mathscr{H}(\langle T\rangle \mid 1), \tag{33}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathscr{H}(T \mid\langle T\rangle)=\int \rho \Psi(T)-\Psi(\langle T\rangle),  \tag{34}\\
\mathscr{H}(\langle T\rangle \mid 1)=\Psi(\langle T\rangle) .
\end{gather*}
$$

It is easy to check that each of the previous terms is nonnegative by using Jensen's inequality and convexity of functions $\Psi(X)$.

It is easy to verify the following.
Lemma 6. Use the previously mentioned notations; then one has the following additivity roles:

$$
\begin{align*}
& H\left(f \mid M_{[\rho, u, T]}\right)+\mathscr{H}(T \mid\langle T\rangle)=H\left(f \mid M_{[\rho, u,\langle T\rangle]}\right), \\
& H\left(f \mid M_{[\rho, u,\langle T\rangle]}\right)+\frac{1}{\langle T\rangle} \mathscr{H}(u \mid 0)=H\left(f \mid M_{[\rho, 0,\langle T\rangle]}\right), \\
& H\left(f \mid M_{[\rho, 0,\langle T\rangle]}\right)+\mathscr{H}(\langle T\rangle \mid 1)+\left(1-\frac{1}{\langle T\rangle}\right) \mathscr{H}(u \mid 0) \\
& \quad=H\left(f \mid M_{[\rho, 0,1]}\right), \\
& H\left(f \mid M_{[\rho, 0,1]}\right)+\mathscr{H}(\rho \mid 1)=H(f \mid M) . \tag{35}
\end{align*}
$$

Moreover, one has

$$
\begin{gather*}
H\left(f \mid M_{[\rho, u, T]}\right) \geq K_{I}\left\|f-M_{[\rho, u, T]}\right\|_{L^{2}}^{2(1+\epsilon)}, \\
H\left(f \mid M_{[\rho, u,\langle T\rangle]}\right) \geq K_{I}\left\|f-M_{[\rho, u,\langle T\rangle]}\right\|_{L^{2}}^{2(1+\epsilon)},  \tag{36}\\
H\left(f \mid M_{[\rho, 0,\langle T\rangle]}\right) \geq K_{I}\left\|f-M_{[\rho, 0,\langle T\rangle]}\right\|_{L^{2}}^{2(1+\epsilon)}, \\
H\left(f \mid M_{[\rho, 0,1]}\right) \geq K_{I}\left\|f-M_{[\rho, 0,1]}\right\|_{L^{2}}^{2(1+\epsilon)} .
\end{gather*}
$$

Here nonnegative terms $\mathscr{H}(\rho \mid 1), \mathscr{H}(u \mid 0), \mathscr{H}(T \mid\langle T\rangle)$, $\mathscr{H}(\langle T\rangle \mid 1)$ are parts of the relative entropy, $K_{I}>0$.

Proof. Additivity rules can be verified by direct computation. By using Csiszár-Kullback inequality and the interpolation from $L^{2}$ into $L^{1}$, we can get (36). See [4] or [5] for more details.

Now we assert the key lemma of the paper, which asserts the instability of hydrodynamic descriptions for $f$.

Lemma 7. The following four second-order differential inequalities hold:

$$
\begin{align*}
& \frac{d^{2}}{d t^{2}}\left\|f-M_{[\rho, u, T]}\right\|_{L^{2}(x, v)}^{2} \\
& \geq K_{1}\left[\int_{T^{N}}|\nabla T(x)|^{2} d x+\int_{T^{N}}|\{\nabla u(x)\}|^{2} d x\right]  \tag{37}\\
&-\frac{C_{1}}{\delta_{1}^{1-\epsilon}}\left(\left\|f-M_{[\rho, u, T]}\right\|_{L^{2}}^{2}\right)^{1-\epsilon}-\delta_{1} H(f \mid M) \\
& \begin{aligned}
\frac{d^{2}}{d t^{2}} \| f & -M_{[\rho, u,\langle T\rangle]} \|_{L^{2}(x, v)}^{2} \\
\geq & K_{2} \int_{T^{N}}\left|\nabla^{s y m} u\right|^{2} d x \\
& -\frac{C_{2}}{\delta_{2}^{1-\epsilon}}\left(\left\|f-M_{[\rho, u,\langle T\rangle]}\right\|_{L^{2}}^{2}\right)^{1-\epsilon}-\delta_{2} H(f \mid M) \\
\frac{d^{2}}{d t^{2}} \| f & -M_{[\rho, 0,\langle T\rangle]} \|_{L^{2}(x, v)}^{2} \\
\geq & K_{3}\left[\int_{T^{N}}|\nabla \phi|^{2} d x+\int_{T^{N}}|\nabla \rho|^{2} d x\right] \\
& -\frac{C_{3}}{\delta_{3}^{1-\epsilon}}\left(\left\|f-M_{[\rho, 0,\langle T\rangle]}\right\|_{L^{2}}^{2}\right)^{1-\epsilon}-\delta_{3} H(f \mid M) \\
\frac{d^{2}}{d t^{2}} \| f & -M_{[\rho, 0,1]} \|_{L^{2}(x, v)}^{2} \\
\geq & K_{4}\left[\int_{T^{N}}|\nabla \phi|^{2} d x+\int_{T^{N}}|\nabla \rho|^{2} d x\right] \\
& -\frac{C_{4}}{\delta_{4}^{1-\epsilon}}\left(\left\|f-M_{[\rho, 0,1]}\right\|_{L^{2}}^{2}\right)^{1-\epsilon}-\delta_{4} H(f \mid M)
\end{aligned} \tag{38}
\end{align*}
$$

Here $\delta_{1}, \delta_{2}, \delta_{3}, \delta_{4}$ are small enough constants, and all constants are positive.

Roughly speaking, the previous inequalities show that $f$ cannot stay near local Maxwellian states. The gradient of $T$ prevents $f$ from staying close to $M_{[\rho, u, T]}$ for long; the symmetric gradient of $u$ prevents $f$ from staying close to $M_{[\rho, u,\langle T\rangle]}$ for long; finally, the gradient of $\rho$ prevents $f$ from staying close to $M_{[\rho, 0,\langle T\rangle]}$ and $M_{[\rho, 0,1]}$. It left $M=M_{[1,0,1]}$ as the only stable state.

To prove Lemma 7, the following lemma is needed, whose proof can be found in [4].

Lemma 8. Let $h$ be a smooth function of $x, v$. Then, for all multi-indexes $\alpha, \beta$, and for all $\eta<1$,

$$
\begin{equation*}
\int\left(v^{\alpha} \partial_{x, v}^{\beta} h\right)^{2} d v d x \leq\|h\|_{H_{|\alpha| / \eta}^{|\beta|}}^{2 \eta}\|h\|_{H^{|\beta| \eta}}^{2 \eta(1-\eta)}\|h\|_{L^{2}}^{2(1-\eta)^{2}} \tag{41}
\end{equation*}
$$

Proof of Lemma 7. Most of the proof is similar to that in [4,5]; the only difference is in estimating terms with $\phi$. We will only prove (39) as an example of how to estimate terms with $\phi$.

We have

$$
\begin{align*}
\frac{d^{2}}{d t^{2}}
\end{align*}\left\|f-M_{[\rho, 0,\langle T\rangle]}\right\|_{L^{2}}^{2} .
$$

At the moment when $f=M_{[\rho, 0,\langle T\rangle]}, B$ vanishes, so we only need to estimate $A$ :

$$
\begin{align*}
\frac{\partial}{\partial t}\left(f-M_{[\rho, 0,\langle T\rangle]}\right)= & -v \cdot \nabla_{x} f-\nabla_{x} \phi \cdot \nabla_{v} f+Q(f, f) \\
& -\frac{\partial}{\partial t} M_{[\rho, 0,\langle T\rangle]} \\
= & -\left(\frac{\partial}{\partial t}+v \cdot \nabla_{x}+\nabla_{x} \phi \cdot \nabla_{v}\right) M_{[\rho, 0,\langle T\rangle]} . \tag{43}
\end{align*}
$$

From (1) we have

$$
\begin{gathered}
\rho_{t}+\nabla_{x} \cdot(\rho u)=0 \\
(\rho u)_{t}+\nabla_{x} \cdot\left(\rho u \otimes u+\rho T I_{N}+D\right)-\rho \nabla_{x} \phi=0 \\
\left(\rho|u|^{2}+N \rho T\right)_{t}+\nabla_{x} \\
\cdot\left(\rho|u|^{2} u+(N+2) \rho u T+2 D u+2 R\right) \\
-2 \rho u \cdot \nabla_{x} \phi=0 .
\end{gathered}
$$

Here, $D$ and $R$ are matrix-valued and vector-valued functions, respectively, defined by

$$
\begin{array}{rl}
D_{i j}(x)=\int_{R^{N}} & f(x, v) \\
& \times\left[(v-u)_{i}(v-u)_{j}-\frac{|v-u|^{2}}{N} \delta_{i j}\right] d v  \tag{45}\\
R(x)=\int_{R^{N}} f(x, v) \frac{|v-u|^{2}}{2}(v-u) d v
\end{array}
$$

Then, we obtain

$$
\begin{gather*}
\left(\partial_{t}+u \cdot \nabla\right) \rho+\rho \nabla \cdot u=0 \\
\left(\partial_{t}+u \cdot \nabla\right) u+\nabla T+\frac{T \nabla \rho}{\rho}+\frac{\nabla \cdot D}{\rho}-\nabla_{x} \phi=0,  \tag{46}\\
\left(\partial_{t}+u \cdot \nabla\right) T+\frac{2 T}{N} \nabla \cdot u+\frac{2}{\rho N}(\nabla u: D+\nabla \cdot R)=0 .
\end{gather*}
$$

Also, we get

$$
\begin{align*}
\partial_{t}\langle T\rangle= & {\left[\int\left(\partial_{t} \rho\right) T+\int \rho\left(\partial_{t} T\right)\right] } \\
= & {\left[-\int \nabla \cdot(\rho u) T-\int \rho u \cdot \nabla T-\frac{2}{N} \int \rho T \nabla \cdot u\right.} \\
& \left.-\frac{2}{N} \int \nabla u: D-\frac{2}{N} \int \nabla \cdot R\right]  \tag{47}\\
= & {\left[-\frac{2}{N} \int \rho T \nabla \cdot u-\frac{2}{N} \int \nabla u: D\right] . }
\end{align*}
$$

Then the equations of $M_{[\rho, 0,\langle T\rangle]}$ can be stated as follows:

$$
\begin{align*}
& \left(\partial_{t}+v \cdot \nabla_{x}+\nabla_{x} \phi \cdot \nabla_{v}\right) M_{[\rho, 0,\langle T\rangle]} \\
& =M_{[\rho, 0,\langle T\rangle]} \\
& \quad \times\left\{\left[\frac{\partial_{t} \rho}{\rho}-\frac{N}{2} \frac{\partial_{t}\langle T\rangle}{\langle T\rangle}\right]\right.  \tag{48}\\
& \left.\quad+v \cdot\left[\frac{\nabla \rho}{\rho}-\frac{\nabla_{x} \phi}{\langle T\rangle}\right]+|v|^{2}\left[\frac{\partial_{t}\langle T\rangle}{2\langle T\rangle^{2}}\right]\right\} .
\end{align*}
$$

From (46) and (47), we have

$$
\begin{align*}
\partial_{t} & \left(f-M_{[\rho, 0,\langle T\rangle]}\right) \\
=- & M_{[\rho, 0,\langle T\rangle]} \\
& \times\left\{\left[\frac{\partial_{t} \rho}{\rho}-\frac{N}{2} \frac{\partial_{t}\langle T\rangle}{\langle T\rangle}\right]\right.  \tag{49}\\
& \left.+v \cdot\left[\frac{\nabla \rho}{\rho}-\frac{\nabla_{x} \phi}{\langle T\rangle}\right]+|v|^{2}\left[\frac{\partial_{t}\langle T\rangle}{2\langle T\rangle^{2}}\right]\right\} .
\end{align*}
$$

Note that $M_{[\rho, 0,\langle T\rangle]},|v|^{2} M_{[\rho, 0,\langle T\rangle]},|v|^{2} M_{[\rho, 0,\langle T\rangle]}$ are linearly independent in weighted $L^{2}\left(\left(1 / M_{[\rho, 0,\langle T\rangle]}\right) d v\right)$ space. Therefore,

$$
\begin{align*}
& \left.\frac{d^{2}}{d t^{2}}\left\|f-M_{[\rho, 0,\langle T\rangle]}\right\|_{L^{2}}^{2}\right|_{f=M_{[\rho \rho, 0,\langle T\rangle]}} \\
& \quad \geq \kappa \int_{T^{N}}\left|\frac{\nabla \rho}{\rho}-\frac{\nabla_{x} \phi}{\langle T\rangle}\right|^{2} d x  \tag{50}\\
& \quad=\kappa\left[\int\left|\frac{\nabla \rho}{\rho}\right|^{2}+\int\left|\frac{\nabla_{x} \phi}{\langle T\rangle}\right|^{2}-2 \int \frac{\nabla \rho \cdot \nabla \phi}{\rho\langle T\rangle}\right],
\end{align*}
$$

where

$$
\begin{align*}
-2 \int \frac{\nabla \rho \cdot \nabla \phi}{\rho\langle T\rangle} & =-\frac{2}{\langle T\rangle} \int \nabla \ln \rho \cdot \nabla \phi  \tag{51}\\
& =\frac{2}{\langle T\rangle} \int \ln \rho \Delta \phi=\frac{2}{\langle T\rangle} \int \ln \rho(\rho-1)
\end{align*}
$$

It is easy to verify the convexity and nonnegativity of $\ln \rho(\rho-$ 1). Therefore,

$$
\begin{align*}
& \left.\frac{d^{2}}{d t^{2}}\left\|f-M_{[\rho, 0,\langle T\rangle]}\right\|_{L^{2}}^{2}\right|_{f=M_{[\rho, 0,(T\rangle]}} \\
& \quad \geq \kappa\left[\int\left|\frac{\nabla \rho}{\rho}\right|^{2}+\int\left|\frac{\nabla_{x} \phi}{\langle T\rangle}\right|^{2}\right]  \tag{52}\\
& \quad \geq K_{3}\left[\int_{T^{N}}|\nabla \rho|^{2} d x+\int_{T^{N}}\left|\nabla_{x} \phi\right|^{2} d x\right]
\end{align*}
$$

When $f$ does not coincide with $M_{[\rho, 0,\langle T\rangle]}$, we need to estimate two terms $A$ and $B$ of (42) separately. The detailed calculation can be found in $[4,5]$. Also, we just emphasize the estimates for terms with $\phi$ here.

Notice that, when estimating $B$, we need to control $\left\|\partial^{2} f / \partial t^{2}\right\|_{L^{2}}$ by $\|f-M\|_{L^{2}}^{1-\alpha}$. Substitute the Vlasov-PoissonBoltzmann equation (1) into $\partial^{2} f / \partial t^{2}$; we get terms of $\phi$.
(a) $L^{2}$ norm estimate of $\nabla_{x} \phi_{t} \cdot \nabla_{v} f$.

It is obvious that

$$
\begin{align*}
& \left\|\nabla_{x} \phi_{t} \cdot \nabla_{v} f\right\|_{L^{2}} \\
& \quad \leq\left\|\nabla_{x} \phi_{t} \cdot \nabla_{v}(f-M)\right\|_{L^{2}}+\left\|\nabla_{x} \phi_{t} \cdot \nabla_{v} M\right\|_{L^{2}} \\
& \quad \leq C\left(\int\left|\nabla_{v}(f-M)\right|^{2} d x d v\right)^{1 / 2}  \tag{53}\\
& \quad+C\left(\int\left|\nabla_{x} \phi_{t}\right|^{2} d x\right)^{1 / 2} .
\end{align*}
$$

The first term is bounded by $C\|f-M\|_{L^{2}}^{1-\alpha}$ by interpolation lemma. As for the second term, since

$$
\begin{align*}
\int\left|\nabla_{x} \phi_{t}\right|^{2} d x & =-\int \Delta \phi_{t} \cdot \phi_{t} d x=-\int \rho_{t} \phi_{t} d x \\
& =\int \nabla_{x} \cdot(\rho u) \phi_{t} d x=-\int \rho u \cdot\left(\nabla_{x} \phi_{t}\right) d x  \tag{54}\\
& \leq\left(\int \rho^{2} u^{2} d x\right)^{1 / 2}\left(\int\left|\nabla_{x} \phi_{t}\right|^{2} d x\right)^{1 / 2},
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \left\|\left(\nabla_{x} \phi \otimes \nabla_{x} \phi\right): \nabla_{v}^{2} M\right\|_{L^{2}}^{2} \\
& =\left\|\left(\nabla_{x} \phi \otimes \nabla_{x} \phi\right):(v \otimes v-I) M\right\|_{L^{2}}^{2} \\
& =\sum_{i, j, k, l} \int_{i} \partial_{i} \phi \partial_{j} \phi \partial_{k} \phi \partial_{l} \phi\left(v_{i} v_{j}-\delta_{i j}\right) \\
& \quad \times\left(v_{k} v_{l}-\delta_{k l}\right) M^{2} d v d x  \tag{59}\\
& \leq C \sum_{i, j} \int\left(\partial_{i} \phi \partial_{j} \phi\right)^{2} d x \leq C \sum_{i} \int\left(\partial_{i} \phi\right)^{2} d x \\
& =C \int|\nabla \phi|^{2} d x \leq C \int|\rho-1|^{2} d x \leq C \mathscr{H}(\rho \mid 1) \\
& \leq C H(f \mid M) \leq C\|f-M\|_{L^{2}}^{2} .
\end{align*}
$$

(d) $L^{2}$ norm estimate of $Q^{\text {sym }}\left(f, \nabla_{x} \phi \cdot \nabla_{v} M\right)$.

From the momentum and energy conservation of particle collisions, it is easy to verify that

$$
\begin{equation*}
Q^{\text {sym }}\left(M, v_{i} M\right)=0 \tag{60}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
Q^{\text {sym }}\left(f, \nabla_{x} \phi \cdot \nabla_{v} M\right)=Q^{\text {sym }}\left(f-M, \nabla_{x} \phi \cdot v M\right) . \tag{61}
\end{equation*}
$$

Then, using our continuity assumption (11) on $Q(g, h)$ and the interpolation Lemma 8, we can estimate $L^{2}$ norm of $Q^{\text {sym }}\left(f, \nabla_{x} \phi \cdot \nabla_{v} M\right)$ by $\|f-M\|_{L^{2}}^{1-\alpha}$. Therefore, we have

$$
\begin{align*}
& \forall 0<\alpha<\eta<1, \\
& \left\|\frac{\partial^{2} f}{\partial t^{2}}\right\|_{L^{2}} \leq C_{\alpha}\|f-M\|_{L^{2}}^{1-\alpha} \leq C_{\eta}\|f-M\|_{L^{1}}^{1-\eta} . \tag{62}
\end{align*}
$$

The rest of the proof is similar to that in [5]. Now we complete the proof of the lemma.

Notice that there is the symmetric gradient of $u$ in (38); the next lemma can provide a method to control this term.

Lemma 9. One has the Korn-type inequality:

$$
\begin{equation*}
\int_{T^{N}}\left|\nabla^{\text {sym }} u\right|^{2} d x \geq K_{K} \int_{\Omega}|\nabla u|^{2} d x \tag{63}
\end{equation*}
$$

and the following Poincaré-type inequalities:

$$
\begin{align*}
& \int_{T^{N}}|\nabla T|^{2} d x \geq K_{T} \mathscr{H}(T \mid\langle T\rangle), \\
& \int_{T^{N}}|\nabla u|^{2} d x \geq K_{u} \mathscr{H}(u \mid 0),  \tag{64}\\
& \int_{T^{N}}|\nabla \rho|^{2} d x \geq K_{\rho} \mathscr{H}(\rho \mid 1) .
\end{align*}
$$

Here all constants are positive.

Lemma 10. One has estimates on damping of hydrodynamic oscillations with $C_{S}>0$,

$$
\begin{align*}
& \left\lvert\, \frac{d}{d t} \mathscr{H}(\rho \mid 1)\right., \frac{d}{d t} \mathscr{H}(u \mid 0), \frac{d}{d t} \mathscr{H}(\langle T\rangle \mid 1) \\
& \left.\quad \frac{d}{d t} \mathscr{H}(T \mid\langle T\rangle) \right\rvert\,  \tag{65}\\
& \leq C_{S} H(f \mid M)^{1-\epsilon}
\end{align*}
$$

See [4] or [5] for the proof of the previous two lemmas. Inequalities of Lemma 9 provide estimates of the right-hand side of second-order differential inequalities in Lemma 7. Lemma 10 provides the decay rate for hydrodynamic oscillations.

## 3. Proof of the Main Result

Use the previous lemmas; we are now ready to prove Theorem 2. The main idea is similar to that in [5]; for convenience of the reader, we restate the sketch of the proof and make it more complete by proving Lemma 11.

From $H$-theorem (Theorem 5), the convergence rate of $H(f)$ to $H(M)$ is determined by entropy production functional $D(f)$. But there are many local Maxwellians, which make our entropy production functional $D(f)$ vanish. Therefore it is impossible to get a uniform lower bound on the entropy production. To overcome this difficulty, it is natural to estimate the average value of entropy production. Suppose that

$$
\begin{equation*}
\alpha_{0}=H(f)-\left.H(M)\right|_{t=t_{0}} \tag{66}
\end{equation*}
$$

We wish to find an upper bound on a duration $T_{0}$ (it is possible since $H(f)$ is monotone nonincreasing), such that

$$
\begin{equation*}
H(f)-\left.H(M)\right|_{t=t_{0}+T_{0}}=\sigma \alpha_{0} \tag{67}
\end{equation*}
$$

where $\sigma \in(0,1)$ is fixed; say $\sigma=4 / 5$. Therefore, we have

$$
\begin{equation*}
\frac{4}{5} \alpha_{0} \leq H(f)-H(M) \leq \alpha_{0} \tag{68}
\end{equation*}
$$

Lemma 11. Choose that $\epsilon>0$ is small enough, like $\epsilon<0.01$, if one can show

$$
\begin{equation*}
T_{0} \leq C_{0}(\epsilon) \alpha_{0}^{-699 \epsilon} \tag{69}
\end{equation*}
$$

where $C_{0}$ depends on $\epsilon$ and the various constants appearing in lemmas of Section 2. Then

$$
\begin{equation*}
H(f)-H(M)=O\left(t^{-1 / 700 \epsilon}\right) \tag{70}
\end{equation*}
$$

Proof. Fix $\epsilon>0$ sufficiently small. Denote $H(f)-H(M)$ by $g(t)$. It is not hard to prove the continuity of $g(t)$. From the boundedness of initial data $f_{0}$, we can denote $t_{0}:=0$, $\left.g(t)\right|_{t=0}=g(0)=: \beta_{0}$. It is sufficient to prove that, for all $t>0$, $t^{1 / 700 \epsilon} g(t)$ or equivalently $\operatorname{tg}(t)^{700 \epsilon}$ is uniformly bounded.

Define a sequence $\left\{t_{i}\right\}$, such that

$$
\begin{equation*}
\left.g(t)\right|_{t=t_{i}}=\sigma^{i} \beta_{0} \tag{71}
\end{equation*}
$$

Correspondingly, we can define $\left\{T_{i}\right\}, T_{i}=t_{i}-t_{i-1}$. From the estimate of $T_{0}$ in (69), we have

$$
\begin{equation*}
T_{i} \leq C_{0}(\epsilon)\left(\sigma^{i-1} \beta_{0}\right)^{-699 \epsilon} \tag{72}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
t_{i}=\sum_{k=1}^{i} T_{k} \leq C_{0}(\epsilon)\left(\beta_{0}\right)^{-699 \epsilon} \frac{\sigma^{-699 \epsilon(i-1)}-1}{\sigma^{-699 \epsilon}-1} \tag{73}
\end{equation*}
$$

It is obvious that $t_{i} \rightarrow \infty$, as $i \rightarrow \infty$.
For any $t>0$, we can find an interval such that $t \in$ $\left[t_{i-1}, t_{i}\right]$. Now we are ready to estimate $\operatorname{tg}(t)^{700 \epsilon}$. From the monotonicity of $g(t)$, we have

$$
\begin{align*}
\operatorname{tg}(t)^{700 \epsilon} \leq & t_{i} g\left(t_{i-1}\right)^{700 \epsilon} \\
\leq & C_{0}(\epsilon)\left(\beta_{0}\right)^{-699 \epsilon} \frac{\sigma^{-699 \epsilon(i-1)}-1}{\sigma^{-699 \epsilon}-1}  \tag{74}\\
& \times\left(\sigma^{i-1} \beta_{0}\right)^{700 \epsilon} \leq C
\end{align*}
$$

where the constant is independent of $i$, since $\sigma<1$ is fixed and $\epsilon>0$ can be chosen to be sufficiently small.

Once condition (69) is proved, the main theorem is a direct consequence of $H(f \mid M)=O(H(f)-H(M))$. Indeed, from (58) and (20), we have

$$
\begin{align*}
& \int|\nabla \phi|^{2} \leq K_{P} \int(\rho-1)^{2} \leq K^{\prime} \mathscr{H}(\rho \mid 1) \leq K^{\prime \prime} H(f \mid M) \\
& H(f \mid M) \leq H(f)-H(M)=H(f \mid M)+\int \frac{1}{2}|\nabla \phi|^{2} \\
& \leq\left(1+\frac{K^{\prime \prime}}{2}\right) H(f \mid M) . \tag{75}
\end{align*}
$$

Therefore, it remains to prove condition (69). Detailed proof can be found in the last part of [5] for Vlasov-PoissonBoltzmann equations; we only describe the idea of the proof for the completion of this paper. Consider

$$
\begin{equation*}
\frac{4}{5} \alpha_{0} \leq H(f)-H(M) \leq \alpha_{0} \tag{76}
\end{equation*}
$$

on interval $I:=\left[t_{0}, t_{0}+T_{0}\right]$; that is, $H(f)-H(M)$ has variation $\alpha_{0} / 5$. In order to prove (69), it is sufficient to prove that the average value of $-(d / d t) H(f)$ on interval $I$ satisfies

$$
\begin{equation*}
\langle-\dot{H}(f)\rangle_{I} \geq \frac{C \alpha_{0}}{C_{0}(\epsilon) \alpha_{0}^{-699 \epsilon}}=C \alpha_{0}^{1+699 \epsilon} \tag{77}
\end{equation*}
$$

Now we proceed the proof of Theorem 2 step by step.
(1) $I_{G}$ : Subinterval of $I$ Where $H\left(f \mid M_{[\rho, u, T]}\right)$ Is Large. From quantitative $H$-Theorem $5,\langle-\dot{H}(f)\rangle_{I_{G}}$ can be estimated directly on subinterval of $I$ where $H\left(f \mid M_{[\rho, u, T]}\right)$ is large. The subinterval can be called $I_{G}$, which means good interval. Other interval is called $I_{B}$, bad interval.

Notice the entropy additivity rules in Lemma 6; we actually have

$$
\begin{align*}
H(f)-H(M)= & H(f \mid M)+\int \frac{1}{2}|\nabla \phi|^{2} \\
\leq & \left(1+\frac{K^{\prime}}{2}\right) \mathscr{H}(\rho \mid 1)+\mathscr{H}(u \mid 0)  \tag{78}\\
& +\mathscr{H}(T \mid\langle T\rangle) \\
& +\mathscr{H}(\langle T\rangle \mid 1)+H\left(f \mid M_{[\rho, u, T]}\right)
\end{align*}
$$

(2) $I_{B G}$ : Subinterval of $I_{B}$ Where $\mathscr{H}(T \mid\langle T\rangle)$ Is Large. On interval $I_{B}, H\left(f \mid M_{[\rho, u, T]}\right)$ is small, while $H(f)-H(M)$ has lower bound $(4 / 5) \alpha_{0}$. Then by entropy additivity rules, we must have that $\mathscr{H}(\rho \mid 1)+\mathscr{H}(u \mid 0)+\mathscr{H}(T \mid\langle T\rangle)+\mathscr{H}(\langle T\rangle \mid 1)$ cannot be small.

Denote the subinterval of $I_{B}$ by $I_{B G}$ where $\mathscr{H}(T \quad \mid$ $\langle T\rangle$ ) is large. Then from the Poincaré-type inequalities of Lemma 9, we have that $\int_{T^{N}}|\nabla T|^{2} d x$ is large. Therefore, the right hand side of (37) is large. By an argument for secondorder differential inequalities (Lemma 12 of Desvillettes and Villani in [4]), we can conclude that either the average value of $\left\|f-M_{[\rho, u, T]}\right\|_{L^{2}}$ is large (so is $H\left(f \mid M_{[\rho, u, T]}\right)$ ) or the length of interval is small enough to be absorbed. $H$-theorem then asserts that average value $\langle-\dot{H}(f)\rangle_{I_{B G}}$ is large.
(3) $I_{B B G}$ : Subinterval of $I_{B B}$ Where $\mathscr{H}(u \mid 0)$ Is Large. On interval $I_{B B}, H\left(f \mid M_{[\rho, u, T]}\right), \mathscr{H}(T \mid\langle T\rangle)$ is small, while $H(f)-H(M)$ has lower bound $(4 / 5) \alpha_{0}$. Then similarly, $\mathscr{H}(\rho \mid$ $1)+\mathscr{H}(u \mid 0)+\mathscr{H}(\langle T\rangle \mid 1)$ cannot be small.

Denote the subinterval of $I_{B B}$ by $I_{\text {BBG }}$ where $\mathscr{H}(u \quad$ | $0)$ is large. Then from the Poincaré-type and Korn-type inequalities of Lemma 9, we have that $\int\left|\nabla^{\text {sym }} u\right|^{2} d x$ is large. Therefore, the right-hand side of (38) is large. By an argument for second-order differential inequalities (Lemma 12 of Desvillettes and Villani in [4]), we can conclude that either the average value of $\left\|f-M_{[\rho, u,\langle T\rangle]}\right\|_{L^{2}}$ is large (so is $H(f \mid$ $\left.M_{[\rho, u,\langle T\rangle]}\right)$ ) or the length of interval is small enough to be absorbed. But the first line of (35) shows that $H\left(f \mid M_{[\rho, u, T]}\right)$ must be large in average. $H$-theorem then asserts that average value $\langle-\dot{H}(f)\rangle_{I_{B B G}}$ is large.
(4) $I_{\text {BBBG }}$ : subinterval of $I_{\text {BBB }}$ where $\mathscr{H}(\langle T\rangle \mid 1)$ is large. On interval $I_{B B B}, H\left(f \mid M_{[\rho, u, T]}\right), \mathscr{H}(T \mid\langle T\rangle), \mathscr{H}(u \mid 0)$ is small, while $H(f)-H(M)$ has lower bound $(4 / 5) \alpha_{0}$. Then similarly, $\mathscr{H}(\rho \mid 1)+\mathscr{H}(\langle T\rangle \mid 1)$ cannot be small.

Denote the subinterval of $I_{B B B}$ by $I_{B B B G}$ where $\mathscr{H}(\langle T\rangle \mid 1)$ is large. From the conservation of energy, we have

$$
\begin{equation*}
|\langle T\rangle-1|=\frac{2}{N} \mathscr{H}(u \mid 0)+\frac{1}{N} \int_{T^{N}}|\nabla \phi|^{2} d x . \tag{79}
\end{equation*}
$$

Because of the Lipschitz continuity of $\mathscr{H}(\langle T\rangle \mid 1)=\Psi(\langle T\rangle)$,

$$
\begin{equation*}
\mathscr{H}(\langle T\rangle \mid 1) \leq L|\langle T\rangle-1| . \tag{80}
\end{equation*}
$$

Since $\mathscr{H}(u \mid 0)$ is sufficiently small in $I_{B B B G}$, therefore, (79) turns to be

$$
\begin{equation*}
\mathscr{H}(\langle T\rangle \mid 1) \leq L|\langle T\rangle-1| \leq C \int_{T^{N}}|\nabla \phi|^{2} d x \leq C \mathscr{H}(\rho \mid 1) . \tag{81}
\end{equation*}
$$

Therefore, the right-hand side of (40) and (39) is large. By a similar argument as in previous subintervals, we can also show that average value $\langle-\dot{H}(f)\rangle_{I_{\text {BBBG }}}$ is large. By a careful calculation to absorb all the bad intervals into good ones, we can prove that average value $\langle-\dot{H}(f)\rangle_{I}$ is large on interval $I$. Thus, the whole proof is complete.

To conclude the paper, we remove the condition in Theorem 1 by making a crucial estimates on terms with $\phi$. The main differences with previous works [5] are in proving Lemma 7. We also complete the gap in the last part of $[4,5]$ by proving Lemma 11 .
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#### Abstract

The global asymptotic behavior of a nonautonomous competitor-competitor-mutualist model is investigated, where all the coefficients are time-dependent and asymptotically approach periodic functions, respectively. Under certain conditions, it is shown that the limit periodic system of this asymptotically periodic model admits two positive periodic solutions $\left(u_{1}^{T}, u_{2 T}, u_{3}^{T}\right),\left(u_{1 T}, u_{2}^{T}, u_{3 T}\right)$ such that $u_{i T} \leq u_{i}^{T}(i=1,2,3)$, and the sector $\left\{\left(u_{1}, u_{2}, u_{3}\right): u_{i T} \leq u_{i} \leq u_{i}^{T}, i=1,2,3\right\}$ is a global attractor of the asymptotically periodic model. In particular, we derive sufficient conditions that guarantee the existence of a positive periodic solution which is globally asymptotically stable.


## 1. Introduction

In this paper, we investigate the global asymptotic behavior of solutions for the following competitor-competitor-mutualist diffusion model:

$$
\begin{align*}
& u_{1 t}-d_{1} \Delta u_{1} \\
& = \\
& \begin{aligned}
u_{2 t} & -g_{2} u_{1}\left(1-\frac{u_{1}}{a_{1}}-\frac{a_{2} u_{2}}{1+a_{3} u_{3}}\right) \quad \text { in } \Omega \times(0, \infty), \\
& =g_{2} u_{2}\left(1-b_{1} u_{1}-\frac{u_{2}}{b_{2}}\right) \quad \text { in } \Omega \times(0, \infty) \\
u_{3 t} & -d_{3} \Delta u_{3} \\
& =g_{3} u_{3}\left(1-\frac{u_{3}}{c_{1}+c_{2} u_{1}}\right) \quad \text { in } \Omega \times(0, \infty) \\
& \frac{\partial u_{i}}{\partial n}=0 \quad \text { on } \partial \Omega \times(0, \infty), \quad i=1,2,3 \\
& u_{i}(x, 0)=u_{i 0}(x) \quad \text { on } \Omega, i=1,2,3
\end{aligned}
\end{align*}
$$

where $u_{1}(x, t), u_{2}(x, t)$, and $u_{3}(x, t)$ are the densities of a mutualist-competitor, a competitor, and a mutualist population, respectively. $\Omega \subset \mathbf{R}^{N}$ is a bounded smooth domain, $\partial / \partial n$ is an outward normal derivative on $\partial \Omega$.

In 1983, Rai et al. [1] firstly presented and studied a general competitor-competitor-mutualist ordinary differential equation (ODE) model. Zheng [2] studied the problem (1)-(3) in the case where all coefficients are positive constants. He proved the local stability of the unique positive constant steady-state solution under suitable condition on the reaction rates by the method of spectral analysis for linearized operator. Xu [3] investigated the global asymptotic stability of the unique positive constant steady-state solution under some assumptions by the iteration method. Pao [4] considered the model with time delays, and, under a very simple condition on the reaction rates, proved that the time-dependent solution with any nontrivial initial function converges to the positive steady-state solution by the method of upper and lower solutions. Chen and Peng [5] proved some existence results concerning nonconstant positive steady-states for the model with cross-diffusion and demonstrated that the crossdiffusion can create patterns when the corresponding model without cross-diffusion fails. Li et al. [6] proved that this model with cross-diffusion possesses at least one coexistence
state if cross-diffusions and cross-reactions are weak by the Schauder fixed point theory and the method of upper and lower solutions and its associated monotone iterations. Fu et al. [7] investigated the global asymptotic behavior and the global existence of time-dependent solutions for the model with cross-diffusion when the space dimension is at most 5 . Very recently, Tian and Ling [8] proved that, under some conditions, a corresponding predator-prey-mutualist model with cross-diffusion admits at least a nonhomogeneous stationary solution by the stability analysis for the positive uniform solution and the Leray-Schauder degree theory and carried out numerical simulations for a Turing pattern.

For the model (1) with $T$-periodic coefficients, Tineo [9] studied the asymptotic behavior of positive solutions by the method of upper and lower solutions. Du [10] investigated the existence of positive $T$-periodic solutions by using the degree and bifurcation theories. Pao [11] proved the existence of maximal and minimal $T$-periodic solutions by the method of upper and lower solutions. Wang et al. [12] considered the local asymptotic behavior of the time-dependent solutions and the existence of periodic solutions to the model in an unbounded domain. Zhou and Fu [13] investigated the global asymptotic behavior of the time-dependent solutions and the existence of periodic solutions for the model with discrete delays. Very recently, replacing the usual $-\Delta u$ term by a degenerate elliptic operator as $-\Delta u^{m}$, Wang and Yin [14] proved the existence of maximal and minimal $T$-periodic solutions to the model with time delays by the Schauder fixed point theorem. It is important to note that the uniqueness of positive periodic solution is not considered in the previous references.

When $a_{3}=0$, (1) reduces to the competition diffusion system

$$
\begin{align*}
& u_{t}-d_{1} \Delta u=u(a-b u-c v), \\
& v_{t}-d_{2} \Delta v=v(d-e u-f v), \tag{4}
\end{align*}
$$

where $a=g_{1}, b=g_{1} / a_{1}, c=g_{1} / a_{2}, d=g_{2}, e=g_{2} b_{1}$, and $f=g_{2} / b_{2}$. The system (4) is a diffusion extension of the wellknown Lotka-Volterra system

$$
\begin{align*}
& \frac{d u}{d t}=u(a-b u-c v)  \tag{5}\\
& \frac{d v}{d t}=v(d-e u-f v)
\end{align*}
$$

In the case that $a, b, c, d, e$, and $f$ are positive $T$-periodic functions, the existence and asymptotic stability of periodic solutions for (5) was studied by Gopalsamy [15], Alvarez and Lazer [16], and Ahmad [17] in the 1980's. The global asymptotic behavior of (5) was studied by Ahmad and Lazer [18] and Tineo [19]. Denote $f_{L}=\inf _{x \in X} f(x)$ and $f_{M}=$ $\sup _{x \in X} f(x)$ for any function $f: X \rightarrow \mathbf{R}$. If $a, b, c, d, e$, and $f$ are positive asymptotically $T$-periodic functions on $\mathbf{R}$, Peng and Chen [20] proved that if the conditions

$$
\begin{equation*}
\frac{a_{L}-\varepsilon_{0}}{d_{M}+\varepsilon_{0}}>\frac{c_{M}+\varepsilon_{0}}{f_{L}-\varepsilon_{0}}, \quad \frac{d_{L}-\varepsilon_{0}}{a_{M}+\varepsilon_{0}}>\frac{e_{M}+\varepsilon_{0}}{b_{L}-\varepsilon_{0}} \tag{6}
\end{equation*}
$$

are satisfied for a certain sufficiently small $\varepsilon_{0}>0$, then any positive solutions of (5) asymptotically approach the unique positive periodic solution for the limit periodic system of (5).

It is well known that periodic reaction diffusion equations are of particular interests since they can take into account seasonal fluctuations occurring in the phenomena appearing in the models, and they have been extensively studied by many researchers (see, e.g., $[9-14,19,21]$ ). However, so far, the research work on asymptotically periodic systems is much fewer than on the periodic ones. In fact, asymptotically periodic systems describe our world more realistically and more accurately than periodic ones to some extent. Therefore, for asymptotically periodic systems, studying the dynamics behavior is important and necessary (see, e.g., [22-27]).

In this paper, we study the global asymptotic behavior of positive solutions for the asymptotically periodic system (1). Under some conditions, it is shown that any positive solutions of the models asymptotically approach the unique strictly positive periodic solutions of the corresponding periodic system. This means that the results in Tineo [9] and the results for ODE model in Peng and Chen [20] can be extended to the asymptotically periodic reaction diffusion system and the 3species diffusion system, respectively. Furthermore, using the method of the present paper, we note that the corresponding conclusions hold for the time-dependent $n$-species LotkaVolterra systems. More specifically, we provide a way of how to use the method of upper and lower solutions to study asymptotic behavior of solutions for asymptotically periodic reaction diffusion systems. As one can see, the optimal bounds and uniqueness of positive periodic solutions will play an important role in the study of the global asymptotic behavior of periodic solutions.

## 2. Permanence and Extinction

For the sake of convenience, we introduce the two signs $\sim$ and $\prec$ for functions $u, v: \bar{\Omega} \times \mathbf{R} \rightarrow[0, \infty) . u$ is said to approach $v$ asymptotically in notation, $u \sim v$, if $\lim _{t \rightarrow \infty}|u(x, t)-v(x, t)|=0$ uniformly for $x$ in $\bar{\Omega}$. Furthermore, if $\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ and $\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}\right)$ are vector functions, then $\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right) \sim\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}\right)$ if and only if $\varphi_{i} \sim \psi_{i}(i=1,2, \ldots, n)$. We say that $u(x, t)$ is asymptotically smaller than $v(x, t)$ and write $u(x, t)<v(x, t)$ if $\varlimsup_{t \rightarrow \infty}(u(x, t)-v(x, t)) \leq 0$ uniformly for $x \in \bar{\Omega}$. It is clear that $u(x, t)<v(x, t)$ if and only, if for any $\varepsilon>0$, there exists a corresponding $t_{1}>0$ such that $u(x, t)<v(x, t)+\varepsilon$ on $\Omega \times\left[t_{1}, \infty\right)$.

Assume the following.
$\left(\mathrm{H}_{1}\right) d_{i}, A_{i}, B_{i}, C_{i}$, and $G_{i}$ are positive smooth and $T$ periodic functions on $\bar{\Omega} \times \mathbf{R}$.
$\left(\mathrm{H}_{2}\right) a_{i}, b_{i}, c_{i}$, and $g_{i}$ are positive smooth functions on $\bar{\Omega} \times \mathbf{R}$, and

$$
\begin{equation*}
\left(a_{i}, b_{i}, c_{i}, g_{i}\right) \sim\left(A_{i}, B_{i}, C_{i}, G_{i}\right) \tag{7}
\end{equation*}
$$

By $\left(\mathrm{H}_{2}\right)$, the limit periodic system of (1), (2) is given as follows:

$$
\begin{aligned}
& u_{1 t}-d_{1} \Delta u_{1} \\
& =G_{1} u_{1}\left(1-\frac{u_{1}}{A_{1}}-\frac{A_{2} u_{2}}{1+A_{3} u_{3}}\right) \quad \text { in } \Omega \times(0, \infty), \\
& \begin{aligned}
& u_{2 t}- d_{2} \Delta u_{2} \\
&=G_{2} u_{2}\left(1-B_{1} u_{1}-\frac{u_{2}}{B_{2}}\right) \quad \text { in } \Omega \times(0, \infty), \\
& u_{3 t}-d_{3} \Delta u_{3} \\
&=G_{3} u_{3}\left(1-\frac{u_{3}}{C_{1}+C_{2} u_{1}}\right) \quad \text { in } \Omega \times(0, \infty), \\
& \frac{\partial u_{i}}{\partial n}=0 \quad \text { on } \partial \Omega \times(0, \infty)(i=1,2,3)
\end{aligned}
\end{aligned}
$$

As a complement, we state the following main result which comes from [9, Theorem 0.3].

Theorem 1. Assume that $\left(H_{1}\right)$ holds, and

$$
\begin{gather*}
A_{2 M} B_{2 M}<1+A_{3 L} C_{1 L}  \tag{9}\\
A_{1 M} B_{1 M}<1 . \tag{10}
\end{gather*}
$$

Then (8) has the periodic solutions $\left(u_{1}^{T}, u_{2 T}, u_{3}^{T}\right)$ and ( $u_{1 T}$, $\left.u_{2}^{T}, u_{3 T}\right)$ such that $u_{i}^{T} \geq u_{i} \geq u_{i T}>0(i=1,2,3)$ for any positive T-periodic solution $\left(u_{1}, u_{2}, u_{3}\right)$ of (8). Moreover, given that $\varepsilon>0$ and a solution $\left(u_{1}, u_{2}, u_{3}\right)$ of (8) with $u_{i}(x, 0) \geq$ ( $\not \equiv$ ) 0 , there exists $t_{1}>0$ such that $u_{i T}(x, t)-\varepsilon<u_{i}(x, t)<$ $u_{i}^{T}(x, t)+\varepsilon$ on $\Omega \times\left(t_{1}, \infty\right)$.

In order to get the conditions for the permanence of (1)(3), we need to make the following optimal bounds.

Lemma 2. If (9) and (10) hold and ( $\left.u_{1}, u_{2}, u_{3}\right)$ is a positive smooth T-periodic solution of (8), then

$$
\begin{equation*}
\varepsilon_{u_{i}} \leq u_{i} \leq \delta_{u_{i}} \quad(i=1,2,3) \tag{11}
\end{equation*}
$$

where $\delta_{u_{1}}$ is the unique positive root of $p_{1} x^{2}+q_{1} x+r_{1}=0$ and

$$
\begin{gather*}
p_{1}=A_{3 M} C_{2 M} \\
r_{1}=A_{1 M}\left(A_{2 L} B_{2 L}-1-A_{3 M} C_{1 M}\right), \\
q_{1}=1+A_{3 M} C_{1 M}-A_{1 M} A_{3 M} C_{2 M}-A_{1 M} A_{2 L} B_{1 M} B_{2 L} \tag{12}
\end{gather*}
$$

$\varepsilon_{u_{1}}$ is the unique positive root of $p_{2} x^{2}+q_{2} x+r_{2}=0$, and

$$
\begin{gather*}
p_{2}=A_{3 L} C_{2 L} \\
r_{2}=A_{1 L}\left(A_{2 M} B_{2 M}-1-A_{3 L} C_{1 L}\right), \\
q_{2}=1+A_{3 L} C_{1 L}-A_{1 L} A_{3 L} C_{2 L}-A_{1 L} A_{2 M} B_{1 L} B_{2 M} \\
\delta_{u_{2}}=B_{2 M}-B_{1 L} B_{2 M} \varepsilon_{u_{1}}  \tag{13}\\
\varepsilon_{u_{2}}=B_{2 L}-B_{1 M} B_{2 L} \delta_{u_{1}} \\
\delta_{u_{3}}=C_{1 M}+C_{2 M} \delta_{u_{1}}, \quad \varepsilon_{u_{3}}=C_{1 L}+C_{2 L} \varepsilon_{u_{1}}
\end{gather*}
$$

Proof. By the maximum principle (see Lemma 1.2 of [18]), we have

$$
\begin{gather*}
1-\frac{u_{1 M}}{A_{1 M}}-\frac{A_{2 L} u_{2 L}}{1+A_{3 M} u_{3 M}} \geq 0 \\
1-\frac{u_{1 L}}{A_{1 L}}-\frac{A_{2 M} u_{2 M}}{1+A_{3 L} u_{3 L}} \leq 0 \\
1-B_{1 L} u_{1 L}-\frac{u_{2 M}}{B_{2 M}} \geq 0  \tag{14}\\
1-B_{1 M} u_{1 M}-\frac{u_{2 L}}{B_{2 L}} \leq 0 \\
1-\frac{u_{3 M}}{C_{1 M}+C_{2 M} u_{1 M}} \geq 0 \\
1-\frac{u_{3 L}}{C_{1 L}+C_{2 L} u_{1 L}} \leq 0
\end{gather*}
$$

Hence, $p_{1} u_{1 M}^{2}+q_{1} u_{1 M}+r_{1} \leq 0$. Since $p_{1}>0$ and $r_{1}<0$ (by (9)), we can see immediately that $u_{1 M} \leq \delta_{u_{1}}$. Similarly, if $\varepsilon_{u_{1}}$ is the unique positive root of $p_{2} x^{2}+q_{2} x+r_{2}=0$, then $u_{1 L} \geq \varepsilon_{u_{1}}$. So,

$$
\begin{align*}
& \varepsilon_{u_{2}} \leq u_{2 L} \leq u_{2 M} \leq \delta_{u_{2}}, \\
& \varepsilon_{u_{3}} \leq u_{3 L} \leq u_{3 M} \leq \delta_{u_{3}} . \tag{15}
\end{align*}
$$

Evidently, $\varepsilon_{u_{3}}>0$. By (9) and (10), we have

$$
\begin{equation*}
\frac{p_{1}}{B_{1 M}^{2}}+\frac{q_{1}}{B_{1 M}}+r_{1}>0 \tag{16}
\end{equation*}
$$

from which it follows that $\varepsilon_{u_{2}}>0$. This completes the proof.

Corollary 3. Assume that (9) and (10) hold. If $A_{i}, B_{i}$, and $C_{i}$ are positive constants, then (9) has the unique positive periodic solution ( $r, B_{2}\left(1-B_{1} r\right), C_{1}+C_{2} r$ ), where $r$ is the unique positive root of $p_{1} x^{2}+q_{1} x+r_{1}=0$.

The main results in this section are the following theorems.

Theorem 4 (permanence). Assume that $\left(H_{1}\right),\left(H_{2}\right),(9)$, and (10) hold. Then (8) has the positive $T$-periodic solutions $\left(u_{1 T}, u_{2}^{T}, u_{3 T}\right)$ and $\left(u_{1}^{T}, u_{2 T}, u_{3}^{T}\right)$ such that $u_{i T} \leq u_{i}^{T}(i=$ 1,2,3). Moreover, if $\left(u_{1}, u_{2}, u_{3}\right)$ is the solution of (1)-(3) with smooth initial values $u_{i 0}(x) \geq(\not \equiv) 0$, then

$$
\begin{equation*}
u_{i T} \prec u_{i} \prec u_{i}^{T} \quad(i=1,2,3) . \tag{17}
\end{equation*}
$$

Remark 5. Under the assumptions of Theorem 4, the system (1), (2) is permanent, the sector $\left\langle u_{T}, u^{T}\right\rangle=\{u \in C(\bar{\Omega} \times \mathbf{R})$ : $\left.u_{T} \leq u \leq u^{T}\right\}$ is a global periodic attractor of (1), (2), and its trivial and semitrivial periodic solutions are unstable. Furthermore, if $A_{i}, B_{i}$, and $C_{i}$ are positive constants, then $\left(r, B_{2}\left(1-B_{1} r\right), C_{1}+C_{2} r\right)$ is the unique globally asymptotically stable solution of (8).

Theorem 6. Assume that $\left(H_{1}\right)$ and $\left(H_{2}\right)$ hold. Then one has the following conclusions.
(1) (Extinction of $u_{2}$ ) Assume that (9) holds and that $A_{1 L} B_{1 L} \geq 1$. Then (8) has a T-periodic solution $\left(U_{1}, U_{2}, U_{3}\right)$ such that $U_{1}>0, U_{2}=0, U_{3}>0$, and

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left|u_{i}(x, t)-U_{i}(x, t)\right|=0 \quad(i=1,2,3) \tag{18}
\end{equation*}
$$

uniformly on $\bar{\Omega}$, for any positive solution $\left(u_{1}, u_{2}, u_{3}\right)$ of (1)-(3).
(2) (Extinction of $u_{1}$ ) Assume that (10) holds and that

$$
\begin{equation*}
A_{2 L} B_{2 L} \geq 1+A_{3 M} C_{1 M}+A_{3 M} A_{1 M} C_{2 M} \tag{19}
\end{equation*}
$$

Then (8) has a T-periodic solution $\left(U_{1}, U_{2}, U_{3}\right)$ with $U_{1}=0, U_{2}>0$, and $U_{3}>0$ satisfying (18), where $\left(u_{1}, u_{2}, u_{3}\right)$ is any positive solution of (1)-(3).

Proof of Theorem 4. By (9) and (10), there exists a sufficiently small $\varepsilon_{0}>0$ such that, for $\delta \in\left(0, \varepsilon_{0}\right)$,

$$
\begin{align*}
& {\left[\frac{\left(G_{1}+\delta\right)\left(A_{2}+\delta\right)}{G_{1}-\delta}\right]_{M}\left[\frac{\left(G_{2}+\delta\right)\left(B_{2}+\delta\right)}{G_{2}-\delta}\right]_{M}}  \tag{20}\\
& <1+\left(A_{3 L}-\delta\right)\left[\frac{\left(G_{3}-\delta\right)\left(C_{1}-\delta\right)}{G_{3}+\delta}\right]_{L} \\
& {\left[\frac{\left(G_{1}+\delta\right)\left(A_{1}+\delta\right)}{G_{1}-\delta}\right]_{M}\left[\frac{\left(G_{2}+\delta\right)\left(B_{1}+\delta\right)}{G_{2}-\delta}\right]_{M}<1 .} \tag{21}
\end{align*}
$$

Consider two auxiliary systems as follows:

$$
\begin{aligned}
& u_{1 t}-d_{1} \Delta u_{1} \\
&=u_{1} {\left[\left(G_{1}+\delta\right)-\frac{\left(G_{1}-\delta\right) u_{1}}{A_{1}+\delta}\right.} \\
&\left.-\frac{\left(G_{1}-\delta\right)\left(A_{2}-\delta\right) u_{2}}{1+\left(A_{3}+\delta\right) u_{3}}\right] \quad \text { in } \Omega \times(0, \infty), \\
& u_{2 t}- d_{2} \Delta u_{2} \\
&= u_{2}\left[\left(G_{2}-\delta\right)-\left(G_{2}+\delta\right)\left(B_{1}+\delta\right) u_{1}\right. \\
& u_{3 t}-d_{3} \Delta u_{3} \quad\left.\quad-\frac{\left(G_{2}+\delta\right) u_{2}}{B_{2}-\delta}\right] \quad \text { in } \Omega \times(0, \infty), \\
&=u_{3}[ \left(G_{3}+\delta\right) \\
&\left.-\frac{\left(G_{3}-\delta\right) u_{3}}{\left(C_{1}+\delta\right)+\left(C_{2}+\delta\right) u_{1}}\right] \quad \text { in } \Omega \times(0, \infty), \\
& \frac{\partial u_{i}}{\partial n}=0 \quad \text { on } \partial \Omega \times(0, \infty)(i=1,2,3),
\end{aligned}
$$

$$
u_{1 t}-d_{1} \Delta u_{1}
$$

$$
=u_{1}\left[\left(G_{1}-\delta\right)-\frac{\left(G_{1}+\delta\right) u_{1}}{A_{1}-\delta}\right.
$$

$$
\left.-\frac{\left(G_{1}+\delta\right)\left(A_{2}+\delta\right) u_{2}}{1+\left(A_{3}-\delta\right) u_{3}}\right] \quad \text { in } \Omega \times(0, \infty)
$$

$$
u_{2 t}-d_{2} \Delta u_{2}
$$

$$
=u_{2}\left[\left(G_{2}+\delta\right)-\left(G_{2}-\delta\right)\left(B_{1}-\delta\right) u_{1}\right.
$$

$$
\left.-\frac{\left(G_{2}-\delta\right) u_{2}}{B_{2}+\delta}\right] \quad \text { in } \Omega \times(0, \infty)
$$

$$
u_{3 t}-d_{3} \Delta u_{3}
$$

$$
=u_{3}\left[\left(G_{3}-\delta\right)-\frac{\left(G_{3}+\delta\right) u_{3}}{\left(C_{1}-\delta\right)+\left(C_{2}-\delta\right) u_{1}}\right]
$$

$$
\text { in } \Omega \times(0, \infty)
$$

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial n}=0 \quad \text { on } \partial \Omega \times(0, \infty) \quad(i=1,2,3) \tag{23}
\end{equation*}
$$

By (20), (21), and Theorem 1, (22) has the positive $T$ periodic solutions $\left(U_{1 \delta}, u_{2}^{\delta}, U_{3 \delta}\right)$ and $\left(U_{1}^{\delta}, u_{2 \delta}, U_{3}^{\delta}\right)$ such that $U_{i \delta} \leq u_{i} \leq U_{i}^{\delta}(i=1,3)$ and $u_{2 \delta} \leq u_{2} \leq u_{2}^{\delta}$, for any positive $T$-periodic solution ( $u_{1}, u_{2}, u_{3}$ ) of (22). Moreover, if
$\left(u_{1}, u_{2}, u_{3}\right)$ is a solution of (22) with nontrivial nonnegative initial values, then, for any $\varepsilon>0$, there exists $t_{\varepsilon}>0$ such that

$$
\begin{gather*}
U_{i \delta}(x, t)-\varepsilon<u_{i}(x, t)<U_{i}^{\delta}(x, t)+\varepsilon \quad(i=1,3),  \tag{24}\\
u_{2 \delta}(x, t)-\varepsilon<u_{2}(x, t)<u_{2}^{\delta}(x, t)+\varepsilon
\end{gather*}
$$

for all $x \in \bar{\Omega}$ and $t>t_{\varepsilon}$. Similarly, (23) has the positive $T$ periodic solutions $\left(u_{1 \delta}, U_{2}^{\delta}, u_{3 \delta}\right)$ and $\left(u_{1}^{\delta}, U_{2 \delta}, u_{3}^{\delta}\right)$ such that $u_{i \delta} \leq u_{i} \leq u_{i}^{\delta}(i=1,3)$ and $U_{2 \delta} \leq u_{2} \leq U_{2}^{\delta}$, for any positive $T$-periodic solution ( $u_{1}, u_{2}, u_{3}$ ) of (23). Furthermore, if $\left(u_{1}, u_{2}, u_{3}\right)$ is a solution of (23) with nontrivial nonnegative initial values, then, for the previous $\varepsilon>0$, there exists $t_{\varepsilon}^{\prime}>0$ such that, for all $x \in \bar{\Omega}$ and $t>t_{\varepsilon}^{\prime}$,

$$
\begin{gather*}
u_{i \delta}(x, t)-\varepsilon<u_{i}(x, t)<u_{i}^{\delta}(x, t)+\varepsilon \quad(i=1,3),  \tag{25}\\
U_{2 \delta}(x, t)-\varepsilon<u_{2}(x, t)<U_{2}^{\delta}(x, t)+\varepsilon
\end{gather*}
$$

## Now we prove

$$
\begin{equation*}
u_{i \delta} \leq u_{i T} \leq U_{i \delta}, \quad u_{i}^{\delta} \leq u_{i}^{T} \leq U_{i}^{\delta} \tag{26}
\end{equation*}
$$

where $\left(u_{1 T}, u_{2}^{T}, u_{3 T}\right)$ and $\left(u_{1}^{T}, u_{2 T}, u_{3}^{T}\right)$ are positive $T$-periodic solutions of (8) (see Theorem 1). Let $\left(U_{1}, u_{2}, U_{3}\right),\left(p_{1}, p_{2}, p_{3}\right)$, and $\left(u_{1}, U_{2}, u_{3}\right)$ be the solutions of (22), (8), and (23), respectively, which all satisfy the same initial conditions. It is easily testified that $\left(U_{1}, U_{2}, U_{3}\right),\left(u_{1}, u_{2}, u_{3}\right)$ are the upper and lower solutions of (8) and (3), respectively. So from [28, Corollary 5.2.10], we see that

$$
\begin{equation*}
u_{i} \leq p_{i} \leq U_{i} \quad(i=1,2,3) \tag{27}
\end{equation*}
$$

For sufficiently small $m>0$ and $\delta>0$, define

$$
\begin{gather*}
r_{1}=\left[\frac{\left(G_{1}+\delta\right)\left(A_{1}+\delta\right)}{G_{1}-\delta}\right]_{M} \\
r_{2}=\left[\frac{\left(G_{2}+\delta\right)\left(B_{2}+\delta\right)}{G_{2}-\delta}\right]_{M} \\
r_{3}=\left[\frac{\left(G_{3}+\delta\right)\left(C_{1}+\delta\right)}{G_{3}-\delta}\right]_{M}+\left[\frac{\left(G_{3}+\delta\right)\left(C_{2}+\delta\right)}{G_{3}-\delta}\right]_{M} r_{1},  \tag{28}\\
s_{0}=\left[\frac{\left(G_{3}-\delta\right)\left(C_{1}-\delta\right)}{G_{3}+\delta}\right]_{L}+\left[\frac{\left(G_{3}-\delta\right)\left(C_{2}-\delta\right)}{G_{3}+\delta}\right]_{L} m
\end{gather*}
$$

Choose $\left(u_{10}(x), u_{20}(x), u_{30}\right)=\left(r_{1}, m, r_{2}\right)$. Then $\left(r_{1}, r_{2}, r_{3}\right)$ and $(m, m, s)$ are the ordered upper and lower solutions of (22) and (3) (also of (23) and (3) and of (8) and (3)). Applying the same technique from [18, Theorem 4.1], we can prove that the solution $\left(U_{1}, u_{2}, U_{3}\right)$ of (22) and (3), the solution
$\left(u_{1}, U_{2}, u_{3}\right)$ of (23) and (3), and the solution ( $p_{1}, p_{2}, p_{3}$ ) of (8) and (3) satisfy, respectively,

$$
\begin{align*}
\lim _{n \rightarrow \infty} & \left(U_{1}(x, t+n T), u_{2}(x, t+n T), U_{3}(x, t+n t)\right) \\
& =\left(U_{1}^{\delta}(x, t), u_{2 \delta}(x, t), U_{3}^{\delta}(x, t)\right) \\
\lim _{n \rightarrow \infty}( & \left.u_{1}(x, t+n t), U_{2}(x, t+n T), u_{3}(x, t+n T)\right)  \tag{29}\\
& =\left(u_{1}^{\delta}(x, t), U_{2 \delta}(x, t), u_{3}^{\delta}(x, t)\right) \\
\lim _{n \rightarrow \infty} & \left(p_{1}(x, t+n T), p_{2}(x, t+n T), p_{3}(x, t+n T)\right) \\
& =\left(u_{1}^{T}(x, t), u_{2 T}(x, t), u_{3}^{T}(x, t)\right)
\end{align*}
$$

It follows from (27) that $u_{i}^{\delta} \leq u_{i}^{T} \leq U_{i}^{\delta}(i=1,3)$ and that $u_{2 \delta} \leq u_{2 T} \leq U_{2 \delta}$. Similarly, choose ( $\left.u_{10}(x), u_{20}(x), u_{30}(x)\right)=$ ( $m, r_{2}, s$ ); we can prove the other inequalities of (26).

Denote by $\varepsilon_{1 u_{i}}, \delta_{1 u_{i}}, \varepsilon_{2 u_{i}}$, and $\delta_{2 u_{i}}$ the optimal bounds for the positive periodic solutions of problems (22) and (23), respectively, (see Lemma 2). Then

$$
\begin{gather*}
\delta_{2 u_{i}} \leq \delta_{u_{i}} \leq \delta_{1 u_{i}} \\
\varepsilon_{2 u_{i}} \leq \varepsilon_{u_{i}} \leq \varepsilon_{1 u_{i}} \quad(i=1,3),  \tag{30}\\
\delta_{1 u_{2}} \leq \delta_{u_{2}} \leq \delta_{2 u_{2}}, \quad \varepsilon_{1 u_{2}} \leq \varepsilon_{u_{2}} \leq \varepsilon_{2 u_{2}} .
\end{gather*}
$$

Moreover,

$$
\begin{gather*}
\varepsilon_{2 u_{i}} \leq u_{i \delta} \leq U_{i}^{\delta} \leq \delta_{1 u_{i}} \quad(i=1,3) \\
\varepsilon_{1 u_{2}} \leq u_{2 \delta} \leq U_{2}^{\delta} \leq \delta_{2 u_{2}}  \tag{31}\\
u_{i \delta_{1}}<u_{i \delta_{2}}, \quad U_{i}^{\delta_{1}}>U_{i}^{\delta_{2}}
\end{gather*}
$$

for $0<\delta_{2}<\delta_{1}<\varepsilon_{0}$. By using the dominated convergence theorem and the bootstrap arguments (see [18]), we have

$$
\begin{align*}
& \lim _{\delta \rightarrow 0+}\left(U_{1}^{\delta}, u_{2 \delta}, U_{3}^{\delta}\right)=\left(u_{1}^{s}, u_{2 s}, u_{3}^{s}\right)  \tag{32}\\
& \lim _{\delta \rightarrow 0+}\left(u_{1 \delta}, U_{2}^{\delta}, u_{3 \delta}\right)=\left(u_{1 s}, u_{2}^{s}, u_{3 s}\right)
\end{align*}
$$

uniformly for $(x, t)$ on $\bar{\Omega} \times \mathbf{R}$, and $\left(u_{1 s}, u_{2}^{s}, u_{3 s}\right)$ and $\left(u_{1}^{s}, u_{2 s}, u_{3}^{s}\right)$ are the positive $T$-periodic solutions of (8).

From Theorem 1, we see that $u_{i T} \leq u_{i s}$ and $u_{i}^{s} \leq u_{i}^{T}(i=$ $1,2,3$ ). It follows from (26) and (32) that $u_{i s} \leq u_{i T}, u_{i}^{T} \leq$ $u_{i}^{s}(i=1,2,3)$. So,

$$
\begin{equation*}
u_{i}^{s}=u_{i}^{T}, \quad u_{i s}=u_{i T} \quad(i=1,2,3) \tag{33}
\end{equation*}
$$

Therefore, given that $\varepsilon>0$, by (32) and (33), there exists $\delta_{0} \in\left(0, \varepsilon_{0}\right)$ such that

$$
\begin{equation*}
u_{i T}-\frac{\varepsilon}{2}<u_{i \delta_{0}} \leq U_{i}^{\delta_{0}}<u_{i}^{T}+\frac{\varepsilon}{2} \quad(i=1,2,3) \tag{34}
\end{equation*}
$$

Since $\left(a_{i}, b_{i}, c_{i}, g_{i}\right) \sim\left(A_{i}, B_{i}, C_{i}, G_{i}\right)$, for the previous $\delta_{0}$, there exists $T_{\delta_{0}}>0$ such that, for $t>T_{\delta_{0}}$,

$$
\begin{equation*}
A_{i}-\delta_{0}<a_{i}<A_{i}+\delta_{0}, \ldots, G_{i}-\delta_{0}<g_{i}<G_{i}+\delta_{0} \tag{35}
\end{equation*}
$$

Denote by $\left(u_{1}, u_{2}, u_{3}\right)$ the solution of (1)-(3), and denote by $\left(u_{1}^{*}, u_{2 *}, u_{3}^{*}\right),\left(U_{1}, U_{2}, U_{3}\right)$, and ( $\left.u_{1 *}, u_{2}^{*}, u_{3 *}\right)$ the solutions of problems (22), (8), and (23), respectively, which all satisfy the same initial conditions $u_{i}\left(x, T_{\delta_{0}}+1\right)=u_{i 0}(x) \geq(\not \equiv) 0(i=$ $1,2,3$ ). Analogous to (27), we have $u_{i *} \leq u_{i} \leq u_{i}^{*}(i=1,2,3)$ for $t>T_{\delta_{0}}$. By (24), there exists $T_{1}>T_{\delta_{0}}+1$ such that

$$
\begin{gather*}
U_{i \delta_{0}}-\frac{\varepsilon}{2}<u_{i}^{*}<U_{i}^{\delta_{0}}+\frac{\varepsilon}{2} \quad(i=1,3), \\
u_{2 \delta_{0}}-\frac{\varepsilon}{2}<u_{2 *}<u_{2}^{\delta_{0}}+\frac{\varepsilon}{2} \tag{36}
\end{gather*}
$$

for $t>T_{1}$. Similarly, by (25), there exists $T_{2}>T_{\delta_{0}}+1$ such that

$$
\begin{gather*}
u_{i \delta_{0}}-\frac{\varepsilon}{2}<u_{i *}<u_{i}^{\delta_{0}}+\frac{\varepsilon}{2} \quad(i=1,3)  \tag{37}\\
U_{2 \delta_{0}}-\frac{\varepsilon}{2}<u_{2}^{*}<U_{2}^{\delta_{0}}+\frac{\varepsilon}{2}
\end{gather*}
$$

for $t>T_{2}$. Hence, by (34)-(37), we have

$$
\begin{equation*}
u_{i T}-\varepsilon<u_{i *} \leq u_{i} \leq u_{i}^{*}<u_{i}^{T}+\varepsilon \tag{38}
\end{equation*}
$$

for $t>\max \left\{T_{1}, T_{2}\right\}$. This completes the proof.

## 3. Global Stability

In order to get conditions of global stability for (1)-(3), we need the following result.

Lemma 7. Let $(u, v, w)$ be a T-periodic solution for the linear problem

$$
\begin{gather*}
u_{t}-d_{1} \Delta u-\Sigma a_{i} u_{x_{i}}=M_{1}(-A u+B v-C w), \\
v_{t}-d_{2} \Delta v-\Sigma b_{i} v_{x_{i}}=M_{2}(D u-E v) \\
w_{t}-d_{3} \Delta w-\Sigma c_{i} w_{x_{i}}=M_{3}(F u-G w),  \tag{39}\\
\frac{\partial u}{\partial n}=\frac{\partial v}{\partial n}=\frac{\partial w}{\partial n}=0 \quad \text { on } \partial \Omega \times \mathbf{R}
\end{gather*}
$$

where $d_{i}, M_{i}, A, B, C, D, E, F$, and $G$ are positive smooth $T$ periodic functions on $\bar{\Omega} \times \mathbf{R}$ and where $a_{i}, b_{i}$, and $c_{i}$ are smooth $T$-periodic functions. If

$$
\begin{equation*}
B\left(\frac{D}{E}\right)_{M}+C\left(\frac{F}{G}\right)_{M}<A \tag{40}
\end{equation*}
$$

then $u=v=w=0$.
Proof. Let ( $u, v, w$ ) be a smooth $T$-periodic solution of (39), and let positive constants $\varepsilon, m, k$, and $l$ be chosen so that

$$
\begin{gather*}
M_{1 L}(A-B k-C l) \geq \varepsilon, \quad M_{2 L}(E k-D) \geq \varepsilon k, \\
M_{3 L}(G l-F) \geq \varepsilon l, \quad u_{M} \leq m  \tag{41}\\
v_{M} \leq m k, \quad w_{M} \leq m l .
\end{gather*}
$$

Such choices are obviously possible because (40) holds.

It is easy to verify that $m(1, k, l) e^{-\varepsilon t}$ and $-m(1, k, l) e^{-\varepsilon t}$ are a pair of ordered upper and lower solutions of (39). Thus, $-m e^{-\varepsilon t} \leq u(x, t) \leq m e^{-\varepsilon t}$. This implies that $u(x, t)=0$ because $u(x, t)$ is $T$-periodic in $t$.

Similarly, $v=0=w$. This completes the proof.
Lemma 8 (uniqueness). Assume that (9) and (10) hold. If

$$
\begin{gather*}
\frac{B_{1 M} B_{2 M}}{\varepsilon_{u_{2}}}+\frac{A_{3 M} C_{2 M} \delta_{u_{3}}^{2}}{\left(1+A_{3 L} \varepsilon_{u_{3}}\right) \varepsilon_{u_{3}}^{2}}  \tag{42}\\
\quad<\frac{\varepsilon_{u_{1}}\left(1+A_{3 L} \varepsilon_{u_{3}}\right)}{A_{1 M} A_{2 M} \delta_{u_{1}} \delta_{u_{2}}}
\end{gather*}
$$

then the problem (8) has a unique positive T-periodic solution.
Proof. Let $\alpha=u_{1}^{T} / u_{1 T}-1, \beta=1-u_{2 T} / u_{2}^{T}$ and $\gamma=u_{3}^{T} / u_{3 T}-1$. By Theorem 1, we have

$$
\begin{gather*}
\alpha_{t}-d_{1} \Delta \alpha-\frac{2 d_{1}}{U_{1 T}} \sum u_{1 T x_{i}} \alpha_{x_{i}} \\
=\frac{g_{1} u_{1}^{T}}{u_{1 T}}\left[\frac{-u_{1 T} \alpha}{A_{1}}+\frac{A_{2} u_{2}^{T} \beta}{1+A_{3} u_{3}^{T}}\right. \\
\left.-\frac{A_{2} A_{3} u_{2}^{T} u_{3 T} \gamma}{\left(1+A_{3} u_{3}^{T}\right)\left(1+A_{3} u_{3 T}\right)}\right] \\
\beta_{t}-d_{2} \Delta \beta-\frac{2 d_{2}}{U_{2}^{T}} \Sigma u_{2 x_{i}}^{T} \beta_{x_{i}}  \tag{43}\\
\\
=\frac{g_{2} u_{2 T}}{u_{2}^{T}}\left[B_{1} u_{1 T} \alpha-\frac{u_{2}^{T} \beta}{B_{2}}\right] \\
\gamma_{t}-d_{3} \Delta \gamma-\frac{2 d_{3}}{U_{3 T}} \sum u_{3 T x_{i}} \gamma_{x_{i}} \\
=\frac{g_{3} u_{3}^{T}}{\left(C_{1}+C_{2} u_{1 T}\right) u_{3 T}}\left[\frac{C_{2} u_{1 T} u_{3}^{T} \alpha}{C_{1}+C_{2} u_{1}^{T}}-u_{3 T} \gamma\right] \\
\frac{\partial \alpha}{\partial n}=\frac{\partial \beta}{\partial n}=\frac{\partial \gamma}{\partial n}=0 \quad \text { on } \partial \Omega \times(0, \infty) .
\end{gather*}
$$

It follows from Lemmas 2 and 7 and the conditions (9), (10), and (42) that $\alpha=\beta=\gamma=0$. This completes the proof.

Theorem 9. If all conditions of Theorem 4 and (42) are satisfied, then

$$
\begin{equation*}
\left(u_{1 T}, u_{2}^{T}, u_{3 T}\right)=\left(u_{1}^{T}, u_{2 T}, u_{3}^{T}\right) \sim\left(u_{1}, u_{2}, u_{3}\right) \tag{44}
\end{equation*}
$$

for any positive solution $\left(u_{1}, u_{2}, u_{3}\right)$ of (1)-(3).
Proof. By some elementary calculations, we know that Theorem 9 is an immediate corollary of Theorem 4 and Lemma 8.

Example 10. Consider the following asymptotically periodic system:

$$
\begin{gather*}
u_{1 t}-(2+\sin t) u_{1 x x} \\
=\left(1+\sin ^{2}(t+x) e^{-t^{2}}\right) u_{1}\left(1-u_{1}-\frac{u_{2}}{1+u_{3}}\right) \\
u_{2 t}-(2-\sin t) u_{2 x x} \\
=u_{2}\left(1-\left(\frac{3}{8}+\frac{1}{24} \cos ^{2}(t+x)\right) u_{1}-u_{2}\right) \quad \text { in }(0,1) \times \mathbf{R} \\
u_{3 t}-u_{3 x x} \\
=u_{3}\left(1-\frac{u_{3}}{5 / 12+(7 / 12) \sin ^{2}(t-x)+u_{1}}\right) \\
u_{i x}(0, t)=u_{i x}(1, t)=0 \quad \text { on } \mathbf{R}(i=1,2,3) \tag{45}
\end{gather*}
$$

It is not hard to verify that all conditions of Theorem 9 are satisfies. Thus, any positive solution of (45) asymptotically approach the unique positive periodic solution of the limit periodic system of (45).

## 4. Case $a_{3}=0$

The following results are natural generalizations of the main results in [20] which can be proved in the similar way as to prove Theorems 4 and 9.

Theorem 11. Assume the following.
$\left(\mathrm{A}_{1}\right) d_{1}, d_{2}, A, B, C, D, E$, and $F$ are positive smooth $T$ periodic functions on $\bar{\Omega} \times \mathbf{R}$.
$\left(\mathrm{A}_{2}\right) a, b, c, d, e$, and $f$ are positive smooth functions on $\bar{\Omega} \times$ R:

$$
\begin{gather*}
(a, b, c, d, e, f) \sim(A, B, C, D, E, F) \\
\left(\frac{F}{D}\right)_{L}>\left(\frac{C}{A}\right)_{M}, \quad\left(\frac{B}{A}\right)_{L}>\left(\frac{E}{D}\right)_{M} \tag{46}
\end{gather*}
$$

Then the limit periodic system of (4)

$$
\begin{align*}
& U_{t}-k_{1} \Delta U=U(A-B U-C V) \text { in } \Omega \times \mathbf{R} \\
& V_{t}-k_{2} \Delta V=V(D-E U-F V) \text { in } \Omega \times \mathbf{R}  \tag{47}\\
& \frac{\partial U}{\partial n}=0=\frac{\partial V}{\partial n} \quad \text { on } \partial \Omega \times \mathbf{R}
\end{align*}
$$

has the positive $T$-periodic maxmini solution $\left(U^{T}, V_{T}\right)$ and minimax solution $\left(U_{T}, V^{T}\right)$. Moreover, if $(u, v)$ is any positive solution of (4) with smooth initial value $\left(u_{0}, v_{0}\right)$, then $U_{T} \prec$ $u<U^{T}$ and $V_{T} \prec v \prec V^{T}$. In addition, if

$$
\begin{align*}
\left(\frac{C}{A}\right)_{M} & \left(\frac{E}{D}\right)_{M}\left[\left(\frac{F}{D}\right)_{M}-\left(\frac{C}{A}\right)_{L}\right]\left[\left(\frac{B}{A}\right)_{M}-\left(\frac{E}{D}\right)_{L}\right] \\
& <\left(\frac{B}{A}\right)_{L}\left(\frac{F}{D}\right)_{L}\left[\left(\frac{F}{D}\right)_{L}-\left(\frac{C}{A}\right)_{M}\right]\left[\left(\frac{B}{A}\right)_{L}-\left(\frac{E}{D}\right)_{M}\right] \tag{48}
\end{align*}
$$

then (47) has the unique positive T-periodic solution ( $U, V$ ) and

$$
\begin{equation*}
(u(\cdot, t), v(\cdot, t)) \sim(U(\cdot, t), V(\cdot, t)) . \tag{49}
\end{equation*}
$$
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#### Abstract

The main feature of the boundary layer flow problems is the inclusion of the boundary conditions at infinity. Such boundary conditions cause difficulties for any of the series methods when applied to solve such problems. To the best of the authors' knowledge, two procedures were used extensively in the past two decades to deal with the boundary conditions at infinity, either the Pade approximation or the direct numerical codes. However, an intensive work is needed to perform the calculations using the Pade technique. Regarding this point, a new idea is proposed in this paper. The idea is based on transforming the unbounded domain into a bounded one by the help of a transformation. Accordingly, the original differential equation is transformed into a singular differential equation with classical boundary conditions. The current approach is applied to solve a class of the Blasius problem and a special class of the Falkner-Skan problem via an improved version of Adomian's method (Ebaid, 2011). In addition, the numerical results obtained by using the proposed technique are compared with the other published solutions, where good agreement has been achieved. The main characteristic of the present approach is the avoidance of the Padé approximation to deal with the infinity boundary conditions.


## 1. Introduction

During the past two decades much effort has been spent in the numerical treatment of boundary value problems over an unbounded domain. In fact, these problems arise very frequently in many fields such as in fluid dynamics, aerodynamics, and quantum mechanics. A few notable examples are the Blasius and Falkner-Skan equations. The Blasius equation is one of the basic equations in fluid dynamics. It describes the velocity profile of the fluid in the boundary layer theory $[1,2]$ on a half-infinite interval. Several analytical and numerical methods have been proposed in [1-11] to handle this problem. The two forms of the Blasius problem are represented by the same differential equation with different sets of boundary conditions, as will be indicated later. The main feature of the Blasius problem is the existence of the boundary conditions at infinity. Such conditions at infinity cause difficulties for any of the series methods, such as the Adomian decomposition method [12-14] and the differential transformation method (or the Taylor series method) [15, 16].

This is because the infinity boundary condition cannot be imposed directly in the series, where the Pade approximation should be established before applying the boundary condition at infinity. It was observed in the past two decades that many authors [17-25] have been resorted to either the Padé technique or some numerical methods to treat the boundary conditions at infinity. Although the results obtained by using the Pade technique were accurate in many cases, a massive computational work was needed to obtain accurate approximate solutions. A possible way to avoid the Padé technique is to change the boundary conditions at infinity into classical conditions. Therefore, a suggestion is proposed in this paper to transform the domain of the problem from an unbounded domain into a bounded one with the help of a simple transformation.

According to the suggested transformation, the original Blasius equation is transformed into a system of two singular differential equations. Hence, the two mentioned forms are described by this system with two different sets of boundary conditions at classical point. The transformed singular system
will be solved by a recent version of the ADM [26]. The first form of the original Blasius problem is given by [6]

$$
\begin{equation*}
f^{\prime \prime \prime}(\eta)+\frac{1}{2} f(\eta) f^{\prime \prime}(\eta)=0 \tag{1}
\end{equation*}
$$

subject to the following boundary conditions:

$$
\begin{equation*}
f(0)=0, \quad f^{\prime}(0)=1, \quad f^{\prime}(\infty)=0 \tag{2}
\end{equation*}
$$

while the second form is given by (1) with the following boundary conditions:

$$
\begin{equation*}
f(0)=0, \quad f^{\prime}(0)=0, \quad f^{\prime}(\infty)=1 \tag{3}
\end{equation*}
$$

A class of Blasius problem is given by

$$
\begin{equation*}
f^{\prime \prime \prime}(\eta)+\gamma f(\eta) f^{\prime \prime}(\eta)=0 \tag{4}
\end{equation*}
$$

subject to the following boundary conditions:

$$
\begin{equation*}
f(0)=0, \quad f^{\prime}(0)=1-\epsilon, \quad f^{\prime}(\infty)=\epsilon \tag{5}
\end{equation*}
$$

where $\gamma$ and $\epsilon$ are finite constants. This class will be studied for $\epsilon \in[0,1]$. Here, it is noted that (2) and (3) are special examples of (5) for $\epsilon=0$ and $\epsilon=1$, respectively. In addition, the class (4)-(5) reduces to the two forms of the Blasius problem when $(\gamma=1 / 2, \epsilon=0)$ and $(\gamma=1 / 2, \epsilon=1)$, respectively. At the same time, when $\gamma=1$, the suggested class reduces to a special class of the Falkner-Skan problem, at $\delta=0$, which is well known as [27]

$$
\begin{equation*}
f^{\prime \prime \prime}(\eta)+f(\eta) f^{\prime \prime}(\eta)+\delta\left[\epsilon^{2}-\left(f^{\prime}(\eta)\right)^{2}\right]=0 \tag{6}
\end{equation*}
$$

with the class of boundary conditions (5), where $\delta$ refers to the pressure gradient parameter, while $\epsilon$ refers to the velocity ratio parameter, $\epsilon=U_{\infty} /\left(U_{\infty}+U_{w}\right)$. Equation (6) with the boundary conditions (5) is a new version of the Falkner-Skan equation relating free stream velocity $U_{\infty}$ to composite reference velocity, that is, sum of the velocities of stretching boundary $U_{w}$ and free stream $U_{\infty}$. In order to use the improved Adomian's method [26] to solve the class (4)(5), we first transform the governing equation (4) into the following system of differential equations:

$$
\begin{gather*}
f^{\prime}(\eta)=u(\eta)  \tag{7}\\
u^{\prime \prime}(\eta)+\gamma f(\eta) u^{\prime}(\eta)=0
\end{gather*}
$$

Here, we may indicate that in the theory of the boundary layer, it is usually important to get information about three quantities: the skin-friction coefficient $f^{\prime \prime}(0)$, the fluid velocity $f^{\prime}(\eta)$, and the stream function $f(\eta)$. Also, it is well known that at $\epsilon=1$ the problem reduces to one of the two forms of the Blasius problem which has been studied extensively during the past decades.

## 2. A Transformation and a New System

The unbounded domain of the independent variable $\eta \in$ $[0, \infty)$ can be changed into a bounded one by using a new
independent variable $t(s a y) \in[0,1)$ using the transformation $t=1-e^{-\eta}$. Accordingly, the governing system should be expressed in terms of the new variable $t$. In order to do that, we introduce the following relations between the derivatives with respect to $\eta$ and the derivatives with respect to $t$ :

$$
\begin{gather*}
\frac{d}{d \eta}(\square)=(1-t) \frac{d}{d t}(\square), \\
\frac{d^{2}}{d \eta^{2}}(\square)=(1-t)^{2} \frac{d^{2}}{d t^{2}} \text { (ㅁ) }-(1-t) \frac{d}{d t} \text { (ㅁ). } \tag{8}
\end{gather*}
$$

The relations given by (8) are obtained by using the chain rule in the differential calculus. Therefore, the system (7) becomes

$$
\begin{gather*}
f^{\prime}(t)=\left(\frac{1}{1-t}\right) u(t)  \tag{9}\\
u^{\prime \prime}(t)=\left(\frac{1}{1-t}\right) u^{\prime}(t)-\gamma\left(\frac{1}{1-t}\right) f(t) u^{\prime}(t) \tag{10}
\end{gather*}
$$

subject to the following set of boundary conditions:

$$
\begin{equation*}
f(0)=0, \quad u(0)=1-\epsilon, \quad u(1)=\epsilon . \tag{11}
\end{equation*}
$$

Equation (9) with the initial condition $f(0)=0$ can be easily integrated as an initial value problem, while (10) with the boundary conditions given in (11) should be solved as a two-point boundary value problem. In this regard, the improved Adomian decomposition method is suggested to deal with such a singular two-point boundary value problem. Before launching into the the main idea of this paper, we give an analysis for the improved Adomian decomposition method in the next section to solving (10) with general twopoint boundary conditions $u(a)=\alpha$ and $u(b)=\beta$.

## 3. The Improved Adomian Decomposition Method

Consider the second order differential equation:

$$
\begin{equation*}
u^{\prime \prime}(t)+p(t) u^{\prime}(t)+q(t) f(t) u^{\prime}(t)=0 \tag{12}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
u(a)=\alpha, \quad u(b)=\beta \tag{13}
\end{equation*}
$$

where at least one of the functions $p(t)$ and $q(t)$ has a singular point and $f(t)$ is an unspecified function. In order to apply the approach suggested in [26], we first rewrite (12) as

$$
\begin{equation*}
u^{\prime \prime}(t)=-p(t) u^{\prime}(t)-q(t) f(t) u^{\prime}(t) . \tag{14}
\end{equation*}
$$

Now, suppose that $p(t)$ and $q(t)$ have the same singular point ( $t=t_{0}$, say), Ebaid [26] proposed the following inverse operator to solve (14) with the boundary conditions (13):

$$
\begin{align*}
& L^{-1}[\cdot]=\int_{a}^{t} d t^{\prime} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}-\frac{t-a}{b-a} \int_{a}^{b} d t^{\prime} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}  \tag{15}\\
& a \neq b, \quad c \text { (arbitrary) } \neq t_{0}
\end{align*}
$$

Operating both sides of (14) with this inverse operator, we have

$$
\begin{align*}
u(t) & -u(a)-\frac{t-a}{b-a}[u(b)-u(a)]  \tag{16}\\
& =-L^{-1}\left[p(t) u^{\prime}(t)+q(t) f(t) u^{\prime}(t)\right]
\end{align*}
$$

which can be rewritten as

$$
\begin{align*}
u(t)= & \alpha+\frac{t-a}{b-a}(\beta-\alpha)  \tag{17}\\
& -L^{-1}\left[p(t) u^{\prime}(t)+q(t) f(t) u^{\prime}(t)\right] .
\end{align*}
$$

Based on Adomian's method, the solutions $u(t)$ and $f(t)$ of system (9)-(10) are assumed in the following form:

$$
\begin{equation*}
u(t)=\sum_{n=0}^{\infty} u_{n}(t), \quad f(t)=\sum_{n=0}^{\infty} f_{n}(t) \tag{18}
\end{equation*}
$$

Inserting these series into (17), we obtain

$$
\begin{align*}
\sum_{n=0}^{\infty} u_{n}(t)= & \alpha+\frac{t-a}{b-a}(\beta-\alpha) \\
& -L^{-1}\left[p(t) \sum_{n=0}^{\infty} u_{n}^{\prime}(t)+q(t) \sum_{n=0}^{\infty} \sum_{i=0}^{n} f_{i}(t) u_{n-i}^{\prime}(t)\right] \tag{19}
\end{align*}
$$

Substituting $p(t)=-(1 /(1-t))$ and $q(t)=\gamma(1 /(1-t))$ into the last equation yields

$$
\begin{align*}
& \sum_{n=0}^{\infty} u_{n}(t)=\alpha+\frac{t-a}{b-a}(\beta-\alpha) \\
&+ L^{-1}\left[\left(\frac{1}{1-t}\right) \sum_{n=0}^{\infty} u_{n}^{\prime}(t)\right.  \tag{20}\\
&\left.-\gamma\left(\frac{1}{1-t}\right) \sum_{n=0}^{\infty} \sum_{i=0}^{n} f_{i}(t) u_{n-i}^{\prime}(t)\right] .
\end{align*}
$$

To overcome the difficulty of the singular point, we may replace the function $1 /(1-t)$ with the series form $\sum_{n=0}^{\infty} t^{n}$, where $t \in[0,1)$. Thus, we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} u_{n}(t)=\alpha+\frac{t-a}{b-a}(\beta-\alpha) \\
& +L^{-1}\left[\sum_{n=0}^{\infty} \sum_{i=0}^{n} t^{n-i} u_{i}^{\prime}(t)\right. \\
&  \tag{21}\\
& \left.\quad-\gamma \sum_{n=0}^{\infty}\left(\sum_{j=0}^{n} \sum_{i=0}^{j} t^{n-j} f_{i}(t) u_{j-i}^{\prime}(t)\right)\right]
\end{align*}
$$

According to the modified decomposition method [18], the solution $u(t)$ can be evaluated by using the recurrence scheme:

$$
\begin{array}{r}
u_{0}(t)=\alpha, \\
u_{1}(t)=\frac{t-a}{b-a}(\beta-\alpha)+L^{-1}\left[u_{0}^{\prime}(t)-\gamma f_{0}(t) u_{0}^{\prime}(t)\right] \\
u_{n+1}(t)=L^{-1}\left[\sum_{i=0}^{n} t^{n-i} u_{i}^{\prime}(t)-\gamma\left(\sum_{j=0}^{n} \sum_{i=0}^{j} t^{n-j} f_{i}(t) u_{j-i}^{\prime}(t)\right)\right] \\
n \geq 1 \tag{22}
\end{array}
$$

On integrating (9) with respect to $t$ form 0 to $t$, it then follows that

$$
\begin{equation*}
f(t)=f(0)+\int_{0}^{t}\left(\frac{1}{1-z}\right) u(z) d z \tag{23}
\end{equation*}
$$

Hence, $f(t)$ is given by the recurrence scheme:

$$
\begin{equation*}
f_{0}(t)=0, \quad f_{n+1}(t)=\int_{0}^{t} z^{n-i} u_{i}(z) d z, \quad n \geq 0 \tag{24}
\end{equation*}
$$

The algorithms given by (22) and (24) are applied in the next section to construct the approximate solutions.

## 4. Applications

4.1. A Class of the Blasius Problem. Here, we show how to implement (22) and (24) to solve the class of the Blasius problem. On substituting $\gamma=1 / 2, a=0, b=1, \alpha=1-\epsilon$, and $\beta=\epsilon$ into (22), and using (24) we obtain

$$
\begin{gather*}
u_{0}(t)=1-\epsilon, \\
f_{0}(t)=0, \\
u_{1}(t)=(2 \epsilon-1) t, \\
f_{1}(t)=(1-\epsilon) t, \\
u_{n+1}(t)=L^{-1}\left[\sum_{i=0}^{n} t^{n-i} u_{i}^{\prime}(t)-\frac{1}{2}\left(\sum_{j=0}^{n} \sum_{i=0}^{j} t^{n-j} f_{i}(t) u_{j-i}^{\prime}(t)\right)\right], \\
f_{n+1}(t)=\int_{0}^{t}\left(\frac{1}{1-z}\right) u_{n}(z) d z, \quad n \geq 1, \\
L^{-1}[\cdot]=\int_{0}^{t} d t^{\prime^{\prime}} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}-t \int_{0}^{1} d t^{\prime} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}, \\
c \neq 1 \quad(c=0, \text { for simplicity }) . \tag{25}
\end{gather*}
$$

The first few terms of the stream function $f(t)$ are evaluated by implementing the previous algorithm and are listed in the following:

$$
\begin{align*}
& f_{0}(t)= 0, \\
& f_{1}(t)=(1-\epsilon) t, \\
& f_{2}(t)=\left(\frac{\epsilon}{2}\right) t^{2}, \\
& f_{3}(t)=\left(\frac{1}{4}-\frac{\epsilon}{2}\right) t^{2}+\left(-\frac{1}{6}+\frac{2 \epsilon}{3}\right) t^{3}, \\
& f_{4}(t)=\left(\frac{\epsilon}{24}-\frac{\epsilon^{2}}{12}\right) t^{2}+\left(\frac{1}{4}-\frac{\epsilon}{2}\right) t^{3} \\
&+\left(-\frac{3}{16}+\frac{29 \epsilon}{28}+\frac{\epsilon^{2}}{24}\right) t^{4}, \\
& f_{5}(t)=\left(\frac{1}{96}-\frac{\epsilon}{48}\right) t^{2}+\left(\frac{\epsilon}{24}-\frac{\epsilon^{2}}{12}\right) t^{3} \\
&+\left(\frac{7}{32}-\frac{41 \epsilon}{96}-\frac{\epsilon^{2}}{48}\right) t^{4} \\
&+\left(-\frac{43}{240}+\frac{41 \epsilon}{40}+\frac{\epsilon^{2}}{15}\right) t^{5} . \tag{26}
\end{align*}
$$

The desired $m$ th order approximate solution $\phi_{m}(\eta)$ obtained by Adomian's method is expressed as

$$
\begin{equation*}
\phi_{m}(\eta)=\sum_{n=0}^{m-1} f_{n}(\eta) \tag{27}
\end{equation*}
$$

Hence, the approximate solutions $\phi_{3}(\eta), \phi_{5}(\eta)$, and $\phi_{7}(\eta)$ are, respectively, given in terms of the original variable $\eta$ as

$$
\begin{aligned}
\phi_{3}(\eta)= & (1-\epsilon)\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2} \\
& +\left(-\frac{1}{6}+\frac{2 \epsilon}{3}\right)\left(1-e^{-\eta}\right)^{3}, \\
\phi_{5}(\eta)= & (1-\epsilon)\left(1-e^{-\eta}\right)+\left(\frac{25}{96}+\frac{\epsilon}{48}-\frac{\epsilon^{2}}{12}\right)\left(1-e^{-\eta}\right)^{2} \\
& +\left(\frac{1}{12}+\frac{5 \epsilon}{24}-\frac{\epsilon^{2}}{12}\right)\left(1-e^{-\eta}\right)^{3} \\
& +\left(\frac{1}{32}+\frac{17 \epsilon}{96}+\frac{\epsilon^{2}}{48}\right)\left(1-e^{-\eta}\right)^{4} \\
& +\left(-\frac{43}{240}+\frac{41 \epsilon}{40}+\frac{\epsilon^{2}}{15}\right)\left(1-e^{-\eta}\right)^{5},
\end{aligned}
$$

$$
\begin{align*}
\phi_{7}(\eta)= & (1-\epsilon)\left(1-e^{-\eta}\right) \\
& +\left(\frac{171}{640}+\frac{\epsilon}{72}-\frac{553 \epsilon^{2}}{5760}-\frac{\epsilon^{3}}{960}\right)\left(1-e^{-\eta}\right)^{2} \\
& +\left(\frac{47}{480}+\frac{11 \epsilon}{60}-\frac{53 \epsilon^{2}}{576}+\frac{\epsilon^{3}}{1440}\right)\left(1-e^{-\eta}\right)^{3} \\
& +\left(\frac{31}{768}+\frac{451 \epsilon}{2304}-\frac{59 \epsilon^{2}}{1152}-\frac{\epsilon^{3}}{288}\right)\left(1-e^{-\eta}\right)^{4} \\
& +\left(\frac{11}{960}+\frac{137 \epsilon}{720}-\frac{7 \epsilon^{2}}{288}-\frac{\epsilon^{3}}{240}\right)\left(1-e^{-\eta}\right)^{5} \\
& +\left(\frac{31}{5760}+\frac{367 \epsilon}{2880}+\frac{65 \epsilon^{2}}{1152}+\frac{\epsilon^{3}}{960}\right)\left(1-e^{-\eta}\right)^{6} \\
& +\left(-\frac{13}{8960}+\frac{5921 \epsilon}{40320}-\frac{83 \epsilon^{2}}{24192}+\frac{89 \epsilon^{3}}{34560}-\frac{19 \epsilon^{4}}{120960}\right) \\
& \times\left(1-e^{-\eta}\right)^{7} . \tag{28}
\end{align*}
$$

Here, we refer to that the series solution obtained previous leads to an exact solution at $\epsilon=0.5$. In this case, the approximate solutions become

$$
\begin{align*}
\phi_{3}(\eta)= & \frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
= & \frac{1}{2} \sum_{r=1}^{3} \frac{1}{r}\left(1-e^{-\eta}\right)^{r}, \\
\phi_{5}(\eta)= & \frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
& +\frac{1}{8}\left(1-e^{-\eta}\right)^{4}+\frac{1}{10}\left(1-e^{-\eta}\right)^{5} \\
= & \frac{1}{2} \sum_{r=1}^{5} \frac{1}{r}\left(1-e^{-\eta}\right)^{r},  \tag{29}\\
\phi_{7}(\eta)= & \frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
& +\frac{1}{8}\left(1-e^{-\eta}\right)^{4}+\frac{1}{10}\left(1-e^{-\eta}\right)^{5} \\
& +\frac{1}{12}\left(1-e^{-\eta}\right)^{6}+\frac{1}{14}\left(1-e^{-\eta}\right)^{7} \\
= & \frac{1}{2} \sum_{r=1}^{7} \frac{1}{r}\left(1-e^{-\eta}\right)^{r} .
\end{align*}
$$

Therefore, the $m$-term series solution is given by

$$
\begin{equation*}
\phi_{m}(\eta)=\frac{1}{2} \sum_{r=1}^{m} \frac{1}{r}\left(1-e^{-\eta}\right)^{r}, \tag{30}
\end{equation*}
$$

and thus, the following exact solution is obtained as $m \rightarrow \infty$ :

$$
\begin{align*}
f(\eta) & =\lim _{m \rightarrow \infty} \phi_{m}(\eta) \\
& =\frac{1}{2} \sum_{r=1}^{\infty} \frac{1}{r}\left(1-e^{-\eta}\right)^{r}  \tag{31}\\
& =-\frac{1}{2} \ln \left[1-\left(1-e^{-\eta}\right)\right]=\frac{\eta}{2} .
\end{align*}
$$

This exact solution satisfies the boundary conditions and can be easily verified by direct substitution. For more validation, the results obtained by the present technique are checked here via a comparison with those published in the literature. It is well known that at $\epsilon=1$, the problem reduces to one of the two forms of the Blasius problem. In that case, the skinfriction coefficient is computed by many authors as discussed in Section 5.
4.2. Special Class of the Falkner-Skan Problem. Here, the proposed approach is applied to a special class of the FalknerSkan problem. As mentioned before, this special class is given by (4)-(5) at $\gamma=1$. Proceeding as in the previous example, the approximate solution can be obtained by using the recurrence scheme:

$$
\begin{gather*}
u_{0}(t)=1-\epsilon \\
f_{0}(t)=0, \\
u_{1}(t)=(2 \epsilon-1) t \\
f_{1}(t)=(1-\epsilon) t, \\
u_{n+1}(t)=L^{-1}\left[\sum_{i=0}^{n} t^{n-i} u_{i}^{\prime}(t)-\sum_{j=0}^{n} \sum_{i=0}^{j} t^{n-j} f_{i}(t) u_{j-i}^{\prime}(t)\right] \\
f_{n+1}^{-1}[t)=\int_{0}^{t}\left(\frac{1}{1-z}\right) u_{n}(z) d z, \quad n \geq 1, \\
L^{2} d t_{0}^{\prime} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}-t \int_{0}^{1} d t^{\prime} \int_{c}^{t^{\prime}}[\cdot] d t^{\prime \prime}, \quad c \neq 1 \tag{32}
\end{gather*}
$$

The first few terms of the stream function $f(t)$ are evaluated by implementing the algorithm given in (32) and are listed in the following:

$$
\begin{aligned}
f_{0}(t)= & 0, \\
f_{1}(t)= & (1-\epsilon) t, \\
f_{2}(t)= & \left(\frac{\epsilon}{2}\right) t^{2}, \\
f_{3}(t)= & \left(\frac{1}{4}-\frac{\epsilon}{2}\right) t^{2}+\left(-\frac{1}{6}+\frac{2 \epsilon}{3}\right) t^{3}, \\
f_{4}(t)= & \left(-\frac{1}{24}+\frac{\epsilon}{6}-\frac{\epsilon^{2}}{6}\right) t^{2}+\left(\frac{1}{4}-\frac{\epsilon}{2}\right) t^{3} \\
& +\left(-\frac{1}{6}+\frac{13 \epsilon}{24}+\frac{\epsilon^{2}}{12}\right) t^{4},
\end{aligned}
$$

$$
\begin{align*}
f_{5}(t)=( & \left.-\frac{1}{24}+\frac{\epsilon}{6}-\frac{\epsilon^{2}}{6}\right) t^{3}+\left(\frac{5}{24}-\frac{19 \epsilon}{48}-\frac{\epsilon^{2}}{24}\right) t^{4} \\
& +\left(-\frac{17}{120}+\frac{5 \epsilon}{12}+\frac{2 \epsilon^{2}}{15}\right) t^{5} . \tag{33}
\end{align*}
$$

Hence, the approximate solutions $\phi_{3}(\eta), \phi_{5}(\eta)$, and $\phi_{7}(\eta)$ are, respectively, given in terms of the original variable $\eta$ as

$$
\begin{align*}
& \phi_{3}(\eta)=(1-\epsilon)\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2} \\
& +\left(-\frac{1}{6}+\frac{2 \epsilon}{3}\right)\left(1-e^{-\eta}\right)^{3}, \\
& \phi_{5}(\eta)=(1-\epsilon)\left(1-e^{-\eta}\right)+\left(\frac{5}{24}+\frac{\epsilon}{6}-\frac{\epsilon^{2}}{6}\right)\left(1-e^{-\eta}\right)^{2} \\
& +\left(\frac{1}{24}+\frac{\epsilon}{3}-\frac{\epsilon^{2}}{6}\right)\left(1-e^{-\eta}\right)^{3} \\
& +\left(\frac{1}{24}+\frac{7 \epsilon}{48}+\frac{\epsilon^{2}}{24}\right)\left(1-e^{-\eta}\right)^{4} \\
& +\left(-\frac{17}{120}+\frac{5 \epsilon}{12}+\frac{2 \epsilon^{2}}{15}\right)\left(1-e^{-\eta}\right)^{5}, \\
& \phi_{7}(\eta)=(1-\epsilon)\left(1-e^{-\eta}\right) \\
& +\left(\frac{191}{960}+\frac{19 \epsilon}{96}-\frac{91 \epsilon^{2}}{480}-\frac{\epsilon^{3}}{240}\right)\left(1-e^{-\eta}\right)^{2} \\
& +\left(\frac{13}{360}+\frac{17 \epsilon}{48}-\frac{3 \epsilon^{2}}{16}+\frac{\epsilon^{3}}{360}\right)\left(1-e^{-\eta}\right)^{3} \\
& +\left(\frac{1}{144}+\frac{9 \epsilon}{32}-\frac{\epsilon^{2}}{12}-\frac{\epsilon^{3}}{72}\right)\left(1-e^{-\eta}\right)^{4} \\
& +\left(\frac{1}{480}+\frac{17 \epsilon}{80}-\frac{\epsilon^{2}}{40}-\frac{\epsilon^{3}}{60}\right)\left(1-e^{-\eta}\right)^{5} \\
& +\left(\frac{1}{30}+\frac{13 \epsilon}{288}+\frac{31 \epsilon^{2}}{288}+\frac{\epsilon^{3}}{240}\right)\left(1-e^{-\eta}\right)^{6} \\
& +\left(-\frac{67}{630}+\frac{25 \epsilon}{84}+\frac{181 \epsilon^{2}}{1680}+\frac{41 \epsilon^{3}}{2520}\right)\left(1-e^{-\eta}\right)^{7} . \tag{34}
\end{align*}
$$

The effectiveness of the present technique is used here not only to obtain the exact solution of the Falkner-Skan equation at $\delta=0$ and $\epsilon=0.5$ but also to get numerical solutions with good accuracy. On inserting $\epsilon=0.5$ into the approximate solutions given by (34), we have

$$
\begin{aligned}
\phi_{3}(\eta) & =\frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
& =\frac{1}{2} \sum_{r=1}^{3} \frac{1}{r}\left(1-e^{-\eta}\right)^{r},
\end{aligned}
$$

$$
\begin{align*}
\phi_{5}(\eta)= & \frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
& +\frac{1}{8}\left(1-e^{-\eta}\right)^{4}+\frac{1}{10}\left(1-e^{-\eta}\right)^{5} \\
= & \frac{1}{2} \sum_{r=1}^{5} \frac{1}{r}\left(1-e^{-\eta}\right)^{r}, \\
\phi_{7}(\eta)= & \frac{1}{2}\left(1-e^{-\eta}\right)+\frac{1}{4}\left(1-e^{-\eta}\right)^{2}+\frac{1}{6}\left(1-e^{-\eta}\right)^{3} \\
& +\frac{1}{8}\left(1-e^{-\eta}\right)^{4}+\frac{1}{10}\left(1-e^{-\eta}\right)^{5} \\
& +\frac{1}{12}\left(1-e^{-\eta}\right)^{6}+\frac{1}{14}\left(1-e^{-\eta}\right)^{7} \\
= & \frac{1}{2} \sum_{r=1}^{7} \frac{1}{r}\left(1-e^{-\eta}\right)^{r} . \tag{35}
\end{align*}
$$

As indicated in Section 4.1, these approximate solutions lead to the same exact solution given by (31): $f(\eta)=\eta / 2$ in the limit.

## 5. Results and Discussion

At $\epsilon=1$, Bairstow [29] found that $f^{\prime \prime}(0)=0.335$ using a power series, whereas Goldstein [30] obtained $f^{\prime \prime}(0)=$ 0.332 . Besides, using a finite difference method, Falkner [31] computed that $f^{\prime \prime}(0)=0.3325765$, and Horwarth [32] yields that $f^{\prime \prime}(0)=0.332057$. In [33], Fazio computed that $f^{\prime \prime}(0)=0.332057336215$. Also, in [34] Boyd used Töpfer's algorithm to obtain the accurate value $f^{\prime \prime}(0)=$ 0.33205733621519630 . Adomain's method was implemented in [35] by Abbasbandy, and it was found that $f^{\prime \prime}(0)=$ 0.333329 , whereas a variational iteration method with the Padé approximants allows Wazwaz [6] to calculate the value $f^{\prime \prime}(0)=0.3732905625$. Tajvidi et al. [28] apply the modified rational Legendre functions to get a value of $f^{\prime \prime}(0)=0.33209$. The values of the skin-friction coefficient are given in Table 1 at $\epsilon=0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9$, and 1 using 11,13 , and 15 terms of the series (27). The current method finds that the skin-friction at $\epsilon=1$ approximately equals $\phi_{15}^{\prime \prime}(0)=0.331775$, which is very close to those values discussed previously.

Regarding the stream function $f(\eta)$, it is plotted in Figure 1 using 15 terms, and the fluid velocity $f^{\prime}(\eta)$ is depicted in Figure 2 using the approximate solutions $\phi_{7}(\eta), \phi_{9}(\eta)$, $\phi_{11}(\eta), \phi_{13}(\eta)$, and $\phi_{15}(\eta)$ at $\epsilon=0,0.1,0.2,0.3,0.4,0.5,0.6$, $0.7,0.8,0.9$, and 1 . It is observed from Figure 2 that the approximate solutions using a few terms of Adomian's series converge rapidly to a certain curve at some values of the parameter $\epsilon$.

The exact solution $f(\eta)=\eta / 2$ obtained in Section 4.2 for the Falkner-Skan equation at $\epsilon=0.5$ has been reported very recently by Kudenatti [27]. He has derived the exact solution to the Falkner-Skan equation for general values of the pressure gradient parameter $\delta$. In order to check the accuracy of our approach, the values of the skin-friction coefficient are

Table 1: The approximate values of the skin-friction coefficient $f^{\prime \prime}(0)$ for the class of the Blasius problem using 11,13 , and 15 terms of Adomian's series.

| $\epsilon$ | $\phi_{11}^{\prime \prime}(0)$ | $\phi_{13}^{\prime \prime}(0)$ | $\phi_{15}^{\prime \prime}(0)$ |
| :--- | :---: | :---: | :---: |
| 0.0 | -0.456523 | -0.454506 | -0.453122 |
| 0.1 | -0.356731 | -0.354995 | -0.353838 |
| 0.2 | -0.261082 | -0.259650 | -0.258715 |
| 0.3 | -0.169677 | -0.168611 | -0.167920 |
| 0.4 | -0.082616 | -0.082014 | -0.081624 |
| 0.5 | 0.000000 | 0.000000 | 0.000000 |
| 0.6 | 0.078072 | 0.077292 | 0.076775 |
| 0.7 | 0.151503 | 0.149723 | 0.148522 |
| 0.8 | 0.220194 | 0.217151 | 0.215060 |
| 0.9 | 0.284048 | 0.279437 | 0.276206 |
| 1.0 | 0.342969 | 0.336441 | 0.331775 |



Figure 1: The stream function for the class of the Blasius problem at different values of $\epsilon$ using 15 terms of the current method.


Figure 2: The fluid velocity for the class of the Blasius problem at different values of $\epsilon$ using $7,9,11,13$, and 15 terms of the current method.
compared in Table 2 with those exactly obtained by Kudenatti [27] in the range $0<\epsilon<0.5$. The results reveal that a good agreement has been achieved via the present approach. In addition, the stream function $f(\eta)$ is graphed in Figure 3 at several values of the parameter $\epsilon$ by using 15 terms of the decomposition series. At the same values and in Figure 4,

Table 2: The approximate values of the skin-friction coefficient $f^{\prime \prime}(0)$ for the class of the Falkner-Skan problem using 11, 15, and 33 terms of Adomian's series.

| $\epsilon$ | $\phi_{11}^{\prime \prime}(0)$ | $\phi_{15}^{\prime \prime}(0)$ | $\phi_{33}^{\prime \prime}(0)$ | Exact values <br> Reference [28] |
| :--- | :---: | :---: | :---: | :---: |
| 0.0 | -0.617661 | -0.622494 | -0.625945 | -0.627504 |
| 0.1 | -0.479542 | -0.485036 | -0.490729 | -0.492625 |
| 0.2 | -0.348276 | -0.353437 | -0.360126 | -0.363901 |
| 0.3 | -0.224304 | -0.228296 | -0.234485 | -0.237219 |
| 0.4 | -0.108067 | -0.110256 | -0.114249 | -0.115811 |
| 0.5 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 0.6 | 0.099467 | 0.101753 | 0.107483 |  |
| 0.7 | 0.189909 | 0.194253 | 0.207152 |  |
| 0.8 | 0.270907 | 0.276719 | 0.297613 |  |
| 0.9 | 0.342046 | 0.34835 | 0.377038 |  |
| 1.0 | 0.402921 | 0.408321 | 0.443088 |  |



Figure 3: The stream function for the class of the Falkner-Skan problem at different values of $\epsilon$ using 15 terms of the current method.
the fluid velocity is depicted by using the approximate solutions $\phi_{11}(\eta), \phi_{13}(\eta)$, and $\phi_{15}(\eta)$. It can be concluded from Figure 4 that our results are a coincidence with those exactly obtained in [27] at the values $\epsilon=0.1,0.2,0.3,0.4,0.5,0.7$, and 1 , while the fluid velocity at the other values $\epsilon=0,0.6,0.8$, and 0.9 was not discussed by Kudenatti [27].

## 6. Conclusion

An approach is presented in this paper to treat the boundary condition at infinity which is the main feature of the boundary layer equations. The suggested approach is based on changing the boundary condition at infinity to a classical one by the help of a transformation. The current approach is applied to solve a class of the Blasius problem and a special class of the Falkner-Skan problem via an improved version of Adomian's method. Moreover, exact solutions are deduced at a certain value of the velocity ratio parameter $\epsilon$. In addition, the current numerical results are compared with the other published solutions, where good agreement is found. One of


Figure 4: The fluid velocity for the class of the Falkner-Skan problem at different values of $\epsilon$ using 11,13 , and 15 terms of the current method.
the main advantages of the present approach is the avoidance of the Padé approximation to deal with the infinity boundary condition.
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#### Abstract

We use the reproducing kernel Hilbert space method to solve the fifth-order boundary value problems. The exact solution to the fifth-order boundary value problems is obtained in reproducing kernel space. The approximate solution is given by using an iterative method and the finite section method. The present method reveals to be more effective and convenient compared with the other methods.


## 1. Introduction

The reproducing kernel Hilbert space method has been shown [1-7] to solve effectively, easily, and accurately a large class of linear and nonlinear, ordinary, partial differential equations. However, in [1-7], it cannot be used directly boundary value problems with mixed boundary conditions, since it is very difficult to obtain a reproducing kernel function satisfying mixed nonlinear boundary conditions. The aim of this work is to fill this gap. In [8], we give a new reproducing kernel Hilbert space for solving singular linear fourth-order boundary value problems with mixed boundary conditions. In this paper, we use the new reproducing kernel Hilbert function space method to solve the nonlinear fifthorder boundary value problems.

Singular fifth-order boundary value problems arise in the fields of gas dynamics, Newtonian fluid mechanics, fluid mechanics, fluid dynamics, elasticity, reaction-diffusion processes, chemical kinetics, and other branches of applied mathematics.

Let us consider the following class of singular fifth-order mixed boundary value problems:

$$
u^{(5)}(x)+\frac{p_{1}(x)}{x^{\alpha_{1}}(1-x)^{\beta_{1}}} u^{(4)}(x)+\cdots+\frac{p_{4}(x)}{x^{\alpha_{4}}(1-x)^{\beta_{4}}} u^{\prime}(x)
$$

$$
\begin{align*}
& \quad+\frac{p_{5}(x)}{x^{\alpha_{5}}(1-x)^{\beta_{5}}} u(x)=f(x), \quad x \in(0,1), \\
& B_{i} u=r_{i}, \quad(i=1,2, \ldots, 5) \tag{1}
\end{align*}
$$

where $p_{j}(x), f(x) \in L^{2}[0,1](j=1, \ldots, 5)$ are known functions. $B_{i} u(i=1,2, \ldots, 5)$ are linear conditions. We assume that (1) has a unique solution which belongs to $W_{2}^{6}[0,1]$, where $W_{2}^{6}[0,1]$ is a reproducing kernel space.

Remark 1. If $B_{i} u=u^{(i)}(0)(i=1, \ldots, m)$, then (1) is an initial value problem. If $B_{i} u=u\left(x_{i}\right)(i=1,2, \ldots, m)$, then (1) is a multipoint problem and so on. That is, problem (1) has a rather general form.

Let $\alpha=\max _{1 \leq i \leq 5}\left\{\alpha_{i}\right\}$ and $\beta=\max _{1 \leq i \leq 5}\left\{\beta_{i}\right\}, F(x)=$ $x^{\alpha}(1-x)^{\beta} f(x)$.

Consider

$$
\begin{align*}
(L u)(x)= & x^{\alpha}(1-x)^{\beta} u^{(5)}(x) \\
& +x^{\alpha-\alpha_{1}}(1-x)^{\beta-\beta_{1}} p_{1}(x) u^{(4)}(x)  \tag{2}\\
& +\cdots+x^{\alpha-\alpha_{4}}(1-x)^{\beta-\beta_{4}} p_{4}(x) u^{\prime}(x) \\
& +x^{\alpha-\alpha_{5}}(1-x)^{\beta-\beta_{5}} p_{5}(x) u(x) .
\end{align*}
$$

It is easy to prove that $L: W_{2}^{6}[0,1] \rightarrow L^{2}[0,1]$ is a bounded linear operator. On the other hand, we suppose that the linear conditions can also always be homogenized; after homogenization of these conditions, we put these conditions into the reproducing kernel space $W_{2}^{6}[0,1]$ constructed in the following section. Equation (1) can be transformed into the following form in $W_{2}^{6}[0,1]$ :

$$
\begin{equation*}
(L u)(x)=F(x) \tag{3}
\end{equation*}
$$

## 2. Reproducing Kernel Hilbert Space

Definition 2. Let $H$ be a real Hilbert space of functions $f$ : $\Omega \rightarrow R$. A function $K: \Omega \times \Omega \rightarrow R$ is called reproducing kernel for $H$ if
(i) $K(x, \cdot) \in H$ for all $x \in \Omega$,
(ii) $f(x)=\langle f, K(\cdot, x)\rangle_{H}$ for all $f \in H$ and all $x \in \Omega$.

Definition 3. A real Hilbert space $H$ of functions on a set $\Omega$ is called a reproducing kernel Hilbert space if there exists a reproducing kernel $K$ of $H$.

One defines that the inner product space $\bar{W}_{2}^{m+1}[0,1]=$ $\left\{u \quad \mid u, u^{\prime}, \ldots, u^{(m)}\right.$ are absolutely continuous function, $\left.u^{(m+1)} \in L^{2}[0,1]\right\}$.

The inner product in $\bar{W}_{2}^{m+1}[0,1]$ is given by

$$
\begin{align*}
& \langle u(x), v(x)\rangle \\
& \quad=\sum_{i=0}^{m} u^{(i)}(0) v^{(i)}(0)+\int_{0}^{1} u^{(m+1)}(t) v^{(m+1)}(t) d t . \tag{4}
\end{align*}
$$

Theorem 4 (see [8]). The space $\bar{W}_{2}^{m+1}[0,1]$ is a reproducing kernel space, and its reproducing kernel is

$$
R^{\{m+1\}}(x, y)= \begin{cases}\sum_{i=0}^{m} \frac{1}{(i!)^{2}} x^{i} y^{i} & x<y  \tag{5}\\ \quad+\frac{1}{(m!)^{2}} \int_{0}^{x}(x-t)^{m}(y-t)^{m} d t \\ \sum_{i=0}^{m} \frac{1}{(i!)^{2}} x^{i} y^{i} & \\ \quad+\frac{1}{(m!)^{2}} \int_{0}^{y}(x-t)^{m}(y-t)^{m} d t & y<x\end{cases}
$$

For studying the solution of (1) in the homogenized form, we give space (6) as follows:

$$
\begin{equation*}
W_{2}^{6}[0,1]=\left\{u \mid u \in \bar{W}_{2}^{6}[0,1], B_{i} u=0, i=1,2, \ldots, 5\right\} . \tag{6}
\end{equation*}
$$

$W_{2}^{6}[0,1]$ is equipped with the same inner product $\bar{W}_{2}^{6}[0,1]$. In the following, we construct a reproducing kernel for the space $W_{2}^{6}[0,1]$, and we give Lemmas 5 and 6.

Lemma 5. Let $A: H[a, b] \rightarrow L^{2}[a, b]$ be a bounded linear operator; function $R_{x}(y)$ is the reproducing kernel of space $H[a, b]$. Let $g_{z}(x)=\left(A_{s} R_{x}(s)\right)(z)$; then $\left\|g_{z}(x)\right\|^{2}=$ $\left(A_{s}\left(A_{t} R_{s}(t)\right)(z)\right)(z)$, where $H[a, b]$ denotes any reproducing kernel space of functions over $[a, b]$, the symbol $A_{s}$ indicates that the operator A applies to functions of the variable s, and the symbol $\left(A_{s} R_{x}(s)\right)(z)$ indicates that the operator A applies to function $R_{x}(s)$ of the variable $s$ and $s=z$.

Proof. Consider

$$
\begin{align*}
\left\|g_{z}(x)\right\|^{2} & =\left\langle\left(A_{s} R_{x}(s)\right)(z),\left(A_{t} R_{x}(t)\right)(z)\right\rangle \\
& =\left(A_{s}\left(A_{t}\left\langle R_{x}(s), R_{x}(t)\right\rangle\right)(z)\right)(z)  \tag{7}\\
& =\left(A_{s}\left(A_{t} R_{s}(t)\right)(z)\right)(z)
\end{align*}
$$

Lemma 6. If $A, g_{z}(x)$, and $R_{x}(y)$ are defined as in Lemma 5, let $K_{x}(y)=R_{x}(y)-g_{z}(x) g_{z}(y) /\left\|g_{z}(x)\right\|^{2}$; consider the space $H_{1}=\left\{u(y) \mid u(y) \in H[a, b]\right.$, and $\left.\left(A_{y} u(y)\right)(z)=0\right\}$, then, $K_{x}(y)$ is the reproducing kernel of space $H_{1}$.

Proof. For any $u(y) \in H_{1}$, next, we will prove $\left\langle u(y), K_{x}(y)\right\rangle=$ $u(x)$.

Consider

$$
\begin{align*}
\left\langle u(y), K_{x}(y)\right\rangle & =\left\langle u(y), R_{x}(y)-\frac{g_{z}(x) g_{z}(y)}{\left\|g_{z}(x)\right\|^{2}}\right\rangle \\
& =\left\langle u(y), R_{x}(y)\right\rangle-\left\langle u(y), \frac{g_{z}(x) g_{z}(y)}{\left\|g_{z}(x)\right\|^{2}}\right\rangle \\
& =u(x)-g_{z}(x) \frac{\left\langle u(y),\left(A_{s} R_{y}(s)\right)(z)\right\rangle}{\left\|g_{z}(x)\right\|^{2}} \\
& =u(x)-g_{z}(x) \frac{\left(A_{s}\left\langle u(y), R_{y}(s)\right\rangle\right)(z)}{\left\|g_{z}(x)\right\|^{2}} \\
& =u(x)-\frac{g_{z}(x)\left(A_{s} u(s)\right)(z)}{\left\|g_{z}(x)\right\|^{2}}=u(x) \tag{8}
\end{align*}
$$

Let $h_{1}(x)=B_{1 y} R^{\{6\}}(x, y), h_{2}(x)=B_{2 y}\left(R^{\{6\}}(x, y)-\right.$ $\left.h_{1}(x) h_{1}(y) /\left\|h_{1}(x)\right\|^{2}\right), h_{3}(x)=B_{3 y}\left(R^{\{6\}}(x, y)-h_{1}(x) h_{1}(y) /\right.$ $\left.\left\|h_{1}(x)\right\|^{2}-h_{2}(x) h_{2}(y) /\left\|h_{2}(x)\right\|^{2}\right), h_{4}(x)=B_{4 y}\left(R^{\{6\}}(x, y)-\right.$ $h_{1}(x) h_{1}(y) /\left\|h_{1}(x)\right\|^{2}-h_{2}(x) h_{2}(y) /\left\|h_{2}(x)\right\|^{2}-h_{3}(x) h_{3}(y) /$ $\left.\left\|h_{3}(x)\right\|^{2}\right)$, and $h_{5}(x)=B_{5 y}\left(R^{\{6\}}(x, y)-h_{1}(x) h_{1}(y) /\left\|h_{1}(x)\right\|^{2}-\right.$ $h_{2}(x) h_{2}(y) /\left\|h_{2}(x)\right\|^{2}-h_{3}(x) h_{3}(y) /\left\|h_{3}(x)\right\|^{2}-h_{4}(x) h_{4}(y) /$ $\left.\left\|h_{4}(x)\right\|^{2}\right)$, where the symbol $B_{i y}(i=1,2,3,4,5)$ indicates that the operator $B_{i}(i=1,2,3,4,5)$ applies to functions of the variable $y$. Using Lemma 6, we get Theorem 7.

Table 1: The numerical results of Example 12.

| $x$ | $u_{T}(x)$ | $u_{100}(x)$ | $\left\|u_{20}(x)-u_{T}(x)\right\|$ | $\left\|u_{40}(x)-u_{T}(x)\right\|$ | $\left\|u_{100}(x)-u_{T}(x)\right\|$ | $\left\|u_{100}^{\prime}(x)-u_{T}^{\prime}(x)\right\|$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0.08 | -0.00150556 | -0.00149854 | $3.11533 \times 10^{-4}$ | $2.12134 \times 10^{-4}$ | $7.01613 \times 10^{-6}$ | $4.26411 \times 10^{-5}$ |
| 0.16 | -0.00300419 | -0.00299716 | $5.86206 \times 10^{-4}$ | $4.03105 \times 10^{-4}$ | $7.02601 \times 10^{-6}$ | $3.96519 \times 10^{-5}$ |
| 0.24 | -0.000739712 | -0.000738437 | $1.36893 \times 10^{-4}$ | $1.08655 \times 10^{-4}$ | $1.27471 \times 10^{-6}$ | $1.06360 \times 10^{-4}$ |
| 0.32 | 0.00926282 | 0.00925363 | $1.38316 \times 10^{-3}$ | $9.02756 \times 10^{-4}$ | $9.18729 \times 10^{-6}$ | $1.59425 \times 10^{-4}$ |
| 0.4 | 0.0316161 | 0.0315926 | $4.00907 \times 10^{-3}$ | $2.65016 \times 10^{-3}$ | $2.34247 \times 10^{-5}$ | $1.93257 \times 10^{-4}$ |
| 0.48 | 0.0717954 | 0.0717548 | $7.49348 \times 10^{-3}$ | $4.96714 \times 10^{-3}$ | $4.06485 \times 10^{-5}$ | $2.28313 \times 10^{-4}$ |
| 0.56 | 0.136337 | 0.136276 | $1.13395 \times 10^{-3}$ | $7.52215 \times 10^{-3}$ | $6.03524 \times 10^{-5}$ | $2.58664 \times 10^{-4}$ |
| 0.64 | 0.23304 | 0.232959 | $1.48395 \times 10^{-3}$ | $9.84568 \times 10^{-3}$ | $8.01808 \times 10^{-5}$ | $2.77257 \times 10^{-4}$ |
| 0.72 | 0.371189 | 0.371084 | $1.71134 \times 10^{-3}$ | $1.13541 \times 10^{-3}$ | $1.04886 \times 10^{-4}$ | $2.93384 \times 10^{-4}$ |
| 0.8 | 0.561801 | 0.561673 | $1.71481 \times 10^{-3}$ | $1.13757 \times 10^{-3}$ | $1.27883 \times 10^{-4}$ | $3.40704 \times 10^{-4}$ |
| 0.88 | 0.817902 | 0.817739 | $1.38345 \times 10^{-3}$ | $9.1769 \times 10^{-3}$ | $1.63033 \times 10^{-4}$ | $6.89140 \times 10^{-4}$ |
| 0.96 | 1.15484 | 1.15458 | $5.99608 \times 10^{-3}$ | $3.97735 \times 10^{-3}$ | $2.60877 \times 10^{-4}$ | $1.51714 \times 10^{-3}$ |

Theorem 7. The space $W_{2}^{6}[0,1]$ is a reproducing kernel space, and its reproducing kernel is

$$
\begin{align*}
K(x, y)= & R^{\{6\}}(x, y)-\frac{h_{1}(x) h_{1}(y)}{\left\|h_{1}(x)\right\|^{2}}-\frac{h_{2}(x) h_{2}(y)}{\left\|h_{2}(x)\right\|^{2}} \\
& -\frac{h_{3}(x) h_{3}(y)}{\left\|h_{3}(x)\right\|^{2}}-\frac{h_{4}(x) h_{4}(y)}{\left\|h_{4}(x)\right\|^{2}}-\frac{h_{5}(x) h_{5}(y)}{\left\|h_{5}(x)\right\|^{2}} \tag{9}
\end{align*}
$$

## 3. Analytical Solution

Let $\psi_{i}(x)=\left(L_{y} K(x, y)\right)\left(x_{i}\right), i=1,2, \ldots$. Via Gram-Schmidt orthonormalization for $\left\{\psi_{i}(x)\right\}_{i=1}^{\infty}$, we get

$$
\begin{equation*}
\bar{\psi}_{i}(x)=\sum_{k=1}^{i} \beta_{i k} \psi_{k}(x) \tag{10}
\end{equation*}
$$

where the $\beta_{i k}$ are the coefficients resulting from GramSchmid orthonormalization.

Lemma 8. If $\left\{x_{i}\right\}_{i=1}^{\infty}$ are distinct points dense in $[0,1]$ and $L^{-1}$ is existent, then $\left\{\psi_{i}(x)\right\}_{i=1}^{\infty}$ is a complete function system in $W_{2}^{m+1}[0,1]$.

Proof. For each fixed $u(x) \in W_{2}^{\mathrm{m}+1}[0,1]$, if $\left\langle u(x), \psi_{i}(x)\right\rangle=0$, then

$$
\begin{align*}
& \left\langle u(x), \psi_{i}(x)\right\rangle \\
& \quad=\left(L_{y}\langle u(x), K(x, y)\rangle\right)\left(x_{i}\right)=\left(L_{y} u(y)\right)\left(x_{i}\right)=0 . \tag{11}
\end{align*}
$$

Taking into account the density of $\left\{x_{i}\right\}_{i=1}^{\infty}$, it results in $\left(L_{y} u(y)\right)(x)=0$. It follows that $u(x) \equiv 0$ from the existence of $L^{-1}$.

Theorem 9. If $\left\{x_{i}\right\}_{i=1}^{\infty}$ are distinct points dense in $[0,1]$ and $L^{-1}$ is existent, then

$$
\begin{equation*}
u(x)=\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k} F\left(x_{k}\right) \bar{\psi}_{i}(x) \tag{12}
\end{equation*}
$$

is an analytical solution of (3).
Proof. $u(x)$ can be expanded to Fourier series in terms of normal orthogonal basis $\left\{\bar{\psi}_{i}(x)\right\}_{i=1}^{\infty}$ in $W_{2}^{m+1}[0,1]$ as follows:

$$
\begin{align*}
u(x) & =\sum_{i=1}^{\infty}\left\langle u(x), \bar{\psi}_{i}(x)\right\rangle \bar{\psi}_{i}(x) \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k}\left\langle u(x), \psi_{k}(x)\right\rangle \bar{\psi}_{i}(x) \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k}\left\langle u(x),\left(L_{s} K_{x}(s)\right)\left(x_{k}\right)\right\rangle \bar{\psi}_{i}(x)  \tag{13}\\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k}\left(L_{s}\left\langle u(x), K_{x}(s)\right\rangle\right)\left(x_{k}\right) \bar{\psi}_{i}(x) \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k}\left(L_{s} u(s)\right)\left(x_{k}\right) \bar{\psi}_{i}(x) \\
& =\sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_{i k} F\left(x_{k}\right) \bar{\psi}_{i}(x) .
\end{align*}
$$

## 4. Numerical Solution

We define an approximate solution $u_{n}(x)$ by

$$
\begin{equation*}
u_{n}(x)=\sum_{i=1}^{n} \sum_{k=1}^{i} \beta_{i k} F\left(x_{k}\right) \bar{\psi}_{i}(x) \tag{14}
\end{equation*}
$$

Table 2: Comparison of the absolute error of Example 13.

| $x$ | Solution <br> Reference $[9]$ |  |  |  | $u_{100}(x)$ | Absolute error <br> Reference $[9]$ |  |  | $\left\|u_{50}(x)-u_{T}(x)\right\|$ | 0.0 | 0.0 | 0.0 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | $u_{T}(t, x)$ | 0.0 | 0.0 | 0.0 | 0.0000754 | $8.11621 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.1249 | 0.0000752 | 0.0000754 | 0.0013037 | $3.70493 \times 10^{-6}$ | $2 \times 10^{-7}$ | $4 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.2431 | 0.0013039 | 0.0013043 | 0.0080244 | $7.8819 \times 10^{-6}$ | $7 \times 10^{-7}$ | $1.138843 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.3806 | 0.0080242 | 0.0080249 | 0.0116533 | $8.85202 \times 10^{-7}$ | $7 \times 10^{-7}$ | $2.32339 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.4195 | 0.0116531 | 0.0116538 | 0.0220972 | $1.01895 \times 10^{-5}$ | $8 \times 10^{-7}$ | $2.59035 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.5 | 0.0220970 | 0.0220978 | 0.0588209 | $8.5994 \times 10^{-6}$ | $6 \times 10^{-7}$ | $2.94629 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.6923 | 0.0588207 | 0.0588201 | 0.0723726 | 0.0723724 | $5.68292 \times 10^{-6}$ | $4 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.7854 | 0.0723723 | 0.0646363 | 0.0646366 | $1.96562 \times 10^{-6}$ | $2 \times 10^{-7}$ | $1.60302 \times 10^{-7}$ |  |  |  |  |  |  |
| 0.8917 | 0.0646361 | 0.0 | 0.0 | 0.0 | $5.51306 \times 10^{-7}$ |  |  |  |  |  |  |  |
| 1.0 | 0.0 |  |  |  | 0.0 | 0.0 |  |  |  |  |  |  |

Table 3: The numerical results of Example 13.

| $x$ | $u_{T}^{\prime}(x)$ | $u_{100}^{\prime}(x)$ | $\left\|u_{100}^{\prime}(x)-u_{T}^{\prime}(x)\right\|$ | 0 | $u_{T}^{\prime \prime}(x)$ | $u_{100}^{\prime \prime}(x)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |

Theorem 10. Let $\varepsilon_{n}^{2}=\left\|u(x)-u_{n}(x)\right\|^{2}$, where $u(x)$ and $u_{n}(x)$ are given by (12) and (14); then the sequence of real numbers $\varepsilon_{n}(x)$ is monotonously decreasing and $\varepsilon_{n}(x) \rightarrow 0$.

Proof. We have

$$
\begin{align*}
\varepsilon_{n}^{2}=\left\|u(x)-u_{n}(x)\right\|^{2} & =\left\|\sum_{i=n+1}^{\infty}\left\langle u(x), \bar{\psi}_{i}(x)\right\rangle \bar{\psi}_{i}(x)\right\|^{2}  \tag{15}\\
& =\sum_{i=n+1}^{\infty}\left(\left\langle u(x), \bar{\psi}_{i}(x)\right\rangle\right)^{2}
\end{align*}
$$

Clearly, $\varepsilon_{n-1} \geq \varepsilon_{n}$ and consequently $\left\{\varepsilon_{n}\right\}$ is monotonously decreasing in the sense of $\|\cdot\|$. By Theorem 9 , we know that $\sum_{i=1}^{\infty}\left\langle u(x), \bar{\psi}_{i}(x)\right\rangle \bar{\psi}_{i}(x)$ is convergent in the norm of $\|\cdot\|$; then we have

$$
\begin{equation*}
\varepsilon_{n}^{2}=\left\|u(x)-u_{n}(x)\right\|^{2} \longrightarrow 0 \tag{16}
\end{equation*}
$$

Hence, $\varepsilon_{n} \rightarrow 0$.
Theorem 11 (convergence analysis). $u_{n}(x)$ and $u_{n}^{(k)}(x)$ are uniformly convergent to $u(x)$ and $u^{(k)}(x), k=0,1,2, \ldots, m$, where $u(x)$ and $u_{n}(x)$ are given by (12) and (14).

Proof. For any $x \in[0,1], k=0,1,2, \ldots, 5$,

$$
\begin{align*}
\left|u_{n}^{(k)}(x)-u^{(k)}(x)\right| & =\left|\left\langle u_{n}(t)-u(t), \frac{\partial^{k} K(x, t)}{\partial x^{k}}\right\rangle\right|  \tag{17}\\
& \leq\left\|u_{n}(t)-u(t)\right\| \cdot\left\|\frac{\partial^{k} K(x, t)}{\partial x^{k}}\right\| .
\end{align*}
$$

Then there exists $C_{k}>0$ such that

$$
\begin{align*}
\left|u_{n}^{(k)}(x)-u^{(k)}(x)\right| & \leq C_{k}\left\|u_{n}(t)-u(t)\right\|  \tag{18}\\
& =C_{k} \varepsilon_{n} \longrightarrow 0
\end{align*}
$$

The numerical solution to (3) can be obtained using the following method:

$$
\begin{equation*}
u_{n}(x)=\sum_{i=1}^{n} d_{i} \psi_{i}(x) \tag{19}
\end{equation*}
$$

where the coefficients $d_{i}, i=1, \ldots, m$, are determined by the equation

$$
\begin{equation*}
\left.\sum_{i=1}^{n} d_{i} L \psi_{i}(x)\right|_{x=x_{j}}=F\left(x_{j}\right), \quad j=1,2, \ldots, n \tag{20}
\end{equation*}
$$

Using (19) and (20), we have $\left(L u_{m}\right)\left(x_{j}\right)=F\left(x_{j}\right), j=$ $1,2, \ldots, n$. So, $u_{n}(x)$ is the approximation solution of (3).

Table 4: The numerical results of Example 13.

| $x$ | $u_{T}^{(3)}(x)$ | $u_{100}^{(3)}(x)$ | $\left\|u_{100}^{(3)}(x)-u_{T}^{(3)}(x)\right\|$ | $u_{T}^{(4)}(x)$ | $u_{10}^{(4)}(x)$ | $\left\|u_{100}^{(4)}(x)-u_{T}^{(4)}(x)\right\|$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | 0.971215 | 0.971117 | $9.72528 \times 10^{-5}$ | 11.8289 | 11.8244 | $4.50235 \times 10^{-3}$ |
| 0.2 | 1.97221 | 1.9719 | $3.12435 \times 10^{-4}$ | 7.04361 | 7.0429 | $7.15499 \times 10^{-4}$ |
| 0.3 | 2.19979 | 2.19947 | $3.16007 \times 10^{-4}$ | -3.23499 | -3.2345 | $4.83768 \times 10^{-4}$ |
| 0.4 | 1.19534 | 1.19511 | $2.34524 \times 10^{-4}$ | -17.4321 | -17.431 | $1.09059 \times 10^{-3}$ |
| 0.5 | -1.39212 | -1.39222 | $1.05489 \times 10^{-4}$ | -34.8029 | -34.8014 | $1.46428 \times 10^{-3}$ |
| 0.6 | -5.85595 | -5.8559 | $5.44543 \times 10^{-5}$ | -54.8995 | -54.8978 | $1.72026 \times 10^{-3}$ |
| 0.7 | -12.4526 | -12.4524 | $2.36294 \times 10^{-4}$ | -77.4172 | -77.4153 | $1.90772 \times 10^{-3}$ |
| 0.8 | -21.4126 | -21.4122 | $4.34553 \times 10^{-4}$ | -102.132 | -102.13 | $2.05168 \times 10^{-3}$ |
| 0.9 | -32.9466 | -32.9459 | $6.45658 \times 10^{-4}$ | -128.873 | -128.871 | $2.16643 \times 10^{-3}$ |
| 1.0 | -47.25 | -47.2491 | $9.67158 \times 10^{-4}$ | -157.5 | -157.498 | $2.26074 \times 10^{-3}$ |

## 5. Numerical Experiment

In this section, two numerical examples are studied to demonstrate the accuracy of the present method.

Example 12. Consider the following fifth-order boundary value problem with nonclassical side condition (the righthand side of this problem has a singularity at $x=0, x=1$ ):

$$
\begin{align*}
& u^{(5)}(x)-e^{x} \frac{x}{1-x} u^{\prime \prime}(x)+e^{x} \frac{x}{1-x} u(x)=f(x), \\
& u(0)=u^{\prime}(0)=u\left(\frac{1}{4}\right)=0, \\
& 5 u^{\prime \prime}(0)+42 \int_{0}^{1} e^{-x} u(x) d x=0,  \tag{21}\\
& 4 u^{\prime \prime \prime}(1)+u^{\prime}(1)=10 u^{\prime \prime}(1),
\end{align*}
$$

where $f(x)=e^{x}\left(-45+195 x-750 x^{2}+320 x^{5 / 2}-600 x^{3}-\right.$ $32\left(5+e^{x}\right) x^{7 / 2}+40\left(20+3 e^{x}\right) x^{4}-16\left(9+4 e^{x}\right) x^{9 / 2}+16(23+$ $\left.\left.10 e^{x}\right) x^{5}-16 x^{11 / 2}+32 x^{6}\right) / 32(-1+x) x^{5 / 2}$. The exact solution is $u_{T}(x)=x^{2}(\sqrt{x}-1 / 2) e^{x}$. The numerical results are presented in Table 1.

Example 13 (see [9]). Consider the following fifth-order boundary value problem (the right-hand side of this problem has a singularity at $x=0$ ):

$$
\begin{align*}
& u^{(5)}(x)-e^{-x} u(x) \\
& =-e^{-x} x \frac{9}{2}(1-x)+\frac{945(1-11 x)}{32 \sqrt{x}}, \quad 0<x<1,  \tag{22}\\
& u(0)=u^{\prime}(0)=u^{\prime \prime}(0)=u(1)=0, \quad u^{\prime}(1)=-1,
\end{align*}
$$

where the exact solution is $u_{T}(x)=x^{9 / 2}(1-x)$. By the homogeneous process of the boundary condition, letting
$v(x)=u(x)-x^{3}(1-x)$, the problem can be transformed into the equivalent form

$$
\begin{align*}
& v^{(5)}(x)-e^{-x} v(x) \\
& =-e^{-x}\left(x^{\frac{9}{2}}-x^{3}\right)(1-x)+\frac{945(1-11 x)}{32 \sqrt{x}}, \quad 0 \leq x \leq 1, \\
& v(0)=v^{\prime}(0)=v^{\prime \prime}(0)=v(1)=v^{\prime}(1)=0 \tag{23}
\end{align*}
$$

The numerical results are presented in Tables 2, 3, and 4.

## 6. Conclusions and Remarks

In this paper, a new reproducing kernel space satisfying mixed boundary value conditions is constructed skillfully. This makes it easy to solve such kind of problems. Furthermore, the exact solution of the problem can be expressed in series form. The numerical results demonstrate that the new method is quite accurate and efficient for singular problems of fifth-order ordinary differential equations. All computations have been performed using the Mathematica 7.0 software package.
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A class of nonlinear elliptic problems driven by $p(x)$-Laplacian-like with a nonsmooth locally Lipschitz potential was considered. Applying the version of a nonsmooth three-critical-point theorem, existence of three solutions of the problem is proved.

## 1. Introduction

Since many free boundary problems and obstacle problems may be reduced to partial differential equations with discontinuous nonlinearities, the existence of multiple solutions of the problems with discontinuous nonlinearities has been widely investigated in recent years. In 1981, Chang [1] extended the variational methods to a class of nondifferentiable functionals and directly applied the variational methods for nondifferentiable functionals to prove some existence theorems for PDE with discontinuous nonlinearities. Soon thereafter, Kourogenis and Papageorgiou [2] extend the nonsmooth critical point theory of Chang [1], by replacing the compactness and the boundary conditions. In [3], by using the Ekeland variational principle and a deformation theorem, Kandilakis et al. obtained the local linking theorem for locally Lipschitz functions. In the celebrated work [4], Ricceri elaborated a Ricceritype variational principle for Gateaux differentiable functionals. Later, Marano and Motreanu [5] extended Ricceri's result to a large class of nondifferentiable functionals and gave an application to a Neumann-type problem involving the $p$-Laplacian with discontinuous nonlinearities.

In this paper, we consider a nonlinear elliptic problem driven by $p(x)$-Laplacian-like with a nonsmooth locally

Lipschitz potential (hemivariational inequality):

$$
\begin{array}{r}
-\operatorname{div}\left(\left(1+\frac{|\nabla u|^{p(x)}}{\sqrt{1+|\nabla u|^{2 p(x)}}}\right)|\nabla u|^{p(x)-2} \nabla u\right) \in \lambda \partial F(x, u), \\
u=0, \quad \text { on } \partial \Omega,
\end{array}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded domain with $C^{1}$-boundary $\partial \Omega$. $p \in C(\Omega), 2 \leq N<p^{-}:=\inf _{x \in \Omega} p(x) \leq p^{+}:=\sup _{x \in \Omega} p(x)<$ $+\infty, F \in C(\bar{\Omega} \times \mathbb{R})$, and $F: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a locally Lipschitz with respect to the second variable. $\operatorname{By} \partial F(x, u)$, we denote the generalized subdifferential of the locally Lipschitz function $u \rightarrow F(x, u)$. Our goal is to establish the same results under different assumptions.

The study of differential equations and variational problems with variable exponent has been a new and interesting topic. It arises from nonlinear elasticity theory, electrorheological fluids, and so forth (see $[6,7]$ ). The study on variable exponent problems attracts more and more interest in recent years. Many results have been obtained on this kind of problems, for example, [8-14]. Neumann-type problems involving the $p(x)$-Laplacian have been studied, for instance, in [15-18].

Recently, Rodrigues [19] has considered the existence of nontrivial solution for the Dirichlet problem involving the $p(x)$-Laplacian-like of the type

$$
\begin{array}{r}
-\operatorname{div}\left(\left(1+\frac{|\nabla u|^{p(x)}}{\sqrt{1+|\nabla u|^{2 p(x)}}}\right)|\nabla u|^{p(x)-2} \nabla u\right)= \\
\quad \text { a.e. in } \Omega(x, u), \\
u=0, \quad \text { on } \partial \Omega, \tag{1}
\end{array}
$$

where $\Omega \subset \mathbb{R}^{N}$ is a bounded domain with smooth boundary $\partial \Omega, p \in C(\bar{\Omega})$ with $p(x)>2$, for all $x \in \Omega$, and $f: \Omega \times \mathbb{R} \rightarrow$ $\mathbb{R}$ satisfies the Caratheodory condition. We emphasize that, in our approach, no continuity hypothesis will be required for the function $f$ with respect to the second argument. So, ( P ) need not have a solution. To avoid this situation, we consider such function $f(x, \cdot)$ which is locally essentially bounded and fill the discontinuity gap of $f(x, \cdot)$, replacing $f$ by the interval [ $f_{1}, f_{2}$ ], where

$$
\begin{align*}
& f_{1}(x, t):=\lim _{s \rightarrow 0^{+}} \operatorname{ess} \inf _{|s-t|<\delta} f(x, s), \\
& f_{2}(x, t):=\lim _{s \rightarrow 0^{+}} \operatorname{ess} \sup _{|s-t|<\delta} f(x, s) . \tag{2}
\end{align*}
$$

On the other hand, it is well known that if $F(x, u)=$ $\int_{0}^{u} f(x, t) d t$, then $F$ become locally Lipschitz and $\partial F(x, u)=$ $\left[f_{1}(x, u), f_{2}(x, u)\right]$ (see $\left.[1,20]\right)$.

The aim of the present paper is to establish a threesolution theorem for the nonlinear elliptic problem driven by $p(x)$-Laplacian-like with nonsmooth potential (see Theorem 6) by using a consequence (see Theorem 4) of the three-critical-point theorem established firstly by Marano and Motreanu in [20], which is a non-smooth version of Ricceri's three-critical-point theorem (see [21]). The paper is organized as follows. In Section 2, we present some necessary preliminary knowledge on variable exponent Sobolev spaces and the generalized gradient of the locally Lipschitz function. In Section 3, we give the main result of this paper and use the non-smooth three-critical-point theorem to prove it.

## 2. Preliminary

In order to discuss problem (P), we need some theories on $W_{0}^{1, p(x)}(\Omega)$ and the generalized gradient of the locally Lipschitz function. Firstly we state some basic properties of space $W_{0}^{1, p(x)}(\Omega)$ which will be used later (for details, see [10-12]). Denote by $S(\Omega)$ the set of all measurable real functions defined on $\Omega$. Two functions in $S(\Omega)$ are considered as the same element of $S(\Omega)$ when they are equal almost everywhere.

Put $C_{+}(\bar{\Omega})=\{p \in C(\bar{\Omega}): p(x)>1, \forall x \in \bar{\Omega}\}$.
If $p \in C(\bar{\Omega})$, then write

$$
\begin{equation*}
L^{p(x)}(\Omega)=\left\{u \in S(\Omega): \int_{\Omega}|u(x)|^{p(x)} d x<+\infty\right\} \tag{3}
\end{equation*}
$$

with the norm $|u|_{L^{p(x)}(\Omega)}=|u|_{p(x)}=\inf \left\{\lambda>0: \int_{\Omega}|u(x)|\right.$ $\left.\left.\lambda\right|^{p(x)} d x \leq 1\right\}$, and

$$
\begin{equation*}
W^{1, p(x)}(\Omega)=\left\{u \in L^{p(x)}(\Omega):|\nabla u| \in L^{p(x)}(\Omega)\right\} \tag{4}
\end{equation*}
$$

with the norm $\|u\|_{W^{1, p(x)}(\Omega)}=|u|_{L^{p(x)}(\Omega)}+|\nabla u|_{L^{p(x)}(\Omega)}$. Denote by $W_{0}^{1, p(x)}(\Omega)$ the closure of $C_{0}^{\infty}(\Omega)$ in $W^{1, p(x)}(\Omega)$.

We remember that the variable exponent Lebesgue spaces are separable and reflexive Banach spaces. Denote by $L^{q(x)}(\Omega)$ the conjugate Lebesgue space of $L^{p(x)}(\Omega)$ with $1 / p(x)+$ $1 / q(x)=1$; then the Hölder-type inequality

$$
\begin{align*}
\int_{\Omega}|u v| d x & \leq\left(\frac{1}{p^{-}}+\frac{1}{q^{-}}\right)|u|_{p(x)}|v|_{q(x)},  \tag{5}\\
u & \in L^{p(x)}(\Omega), v \in L^{q(x)}(\Omega)
\end{align*}
$$

holds. Furthermore, if we define the mapping $\rho: L^{p(x)}(\Omega) \rightarrow$ $\mathbb{R}$ by

$$
\begin{equation*}
\rho(u)=\int_{\Omega}|u(x)|^{p(x)} d x \tag{6}
\end{equation*}
$$

then the following relations hold:

$$
\begin{align*}
& |u|_{p(x)}>1 \Longrightarrow|u|_{p(x)}^{p^{-}} \leq \rho(u) \leq|u|_{p(x)}^{p^{+}}  \tag{7}\\
& |u|_{p(x)}<1 \Longrightarrow|u|_{p(x)}^{p^{+}} \leq \rho(u) \leq|u|_{p(x)}^{p^{-}}
\end{align*}
$$

Proposition 1 (see [12]). In $W_{0}^{1, p(x)}(\Omega)$ Poincare's inequality holds; that is, there exists a positive constant $C_{0}$ such that

$$
\begin{equation*}
|u|_{p(x)} \leq C_{0}|\nabla u|_{p(x)}, \quad \forall u \in W_{0}^{1, p(x)}(\Omega) \tag{8}
\end{equation*}
$$

So $|\nabla u|_{p(x)}$ is an equivalent norm in $W_{0}^{1, p(x)}(\Omega)$.
We will use the equivalent norm in the following discussion and write $\|u\|=|\nabla u|_{p(x)}$ for simplicity.

Proposition 2 (see [10]). If $q \in C_{+}(\bar{\Omega})$ and $q(x)<p^{*}(x)$ for any $x \in \bar{\Omega}$, then the embedding from $W^{1, p(x)}(\Omega)$ to $L^{q(x)}(\Omega)$ is compact and continuous.

Consider the following function:

$$
\begin{array}{r}
J(u)=\int_{\Omega} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}+\sqrt{1+|\nabla u|^{2 p(x)}}\right) d x  \tag{9}\\
u \in W_{0}^{1, p(x)}(\Omega) .
\end{array}
$$

We know that (see [1]).
If one denotes $A=J^{\prime}: W_{0}^{1, p(x)}(\Omega) \rightarrow\left(W_{0}^{1, p(x)}(\Omega)\right)^{*}$, then $\langle A(u), v\rangle$

$$
\begin{equation*}
=\int_{\Omega}\left(|\nabla u|^{p(x)-2}+\frac{|\nabla u|^{2 p(x)-2}}{\sqrt{1+|\nabla u|^{2 p(x)}}}\right)(\nabla u, \nabla v)_{\mathbb{R}^{N}} d x \tag{10}
\end{equation*}
$$

for all $u, v \in W_{0}^{1, p(x)}(\Omega)$.

Proposition 3 (see [19]). Set $X=W_{0}^{1, p(x)}(\Omega)$; $A$ is as shown, then
(1) $A: X \rightarrow X^{*}$ is a convex, bounded previously; and strictly monotone operator;
(2) A:X $\rightarrow X^{*}$ is a mapping of type $(S)_{+}$; that is, $u_{n} \xrightarrow{w}$ $u$ in $X$ and $\lim \sup _{n \rightarrow \infty}\left\langle A\left(u_{n}\right), u_{n}-u\right\rangle \leq 0$ implies $u_{n} \rightarrow u$ in $X ;$
(3) A:X $\rightarrow X^{*}$ is a homeomorphism.

Let $(X,\|\cdot\|)$ be a real Banach space, and let $X^{*}$ be its topological dual. A function $f: X \rightarrow \mathbb{R}$ is called locally Lipschitz if each point $u \in X$ possesses a neighborhood $\Omega_{u}$ such that $\left|f\left(u_{1}\right)-f\left(u_{2}\right)\right| \leq L\left\|u_{1}-u_{2}\right\|$ for all $u_{1}, u_{2} \in \Omega_{u}$, for a positive constant $L$ depending on $\Omega_{u}$. The generalized directional derivative of $f$ at the point $u \in X$ in the direction $h \in X$ is

$$
\begin{equation*}
f^{0}(u ; h)=\limsup _{v \rightarrow u ; t \downarrow 0} \frac{f(v+t h)-f(v)}{t} \tag{11}
\end{equation*}
$$

The generalized gradient of $f$ at $u \in X$ is defined by

$$
\begin{equation*}
\partial f(u)=\left\{u^{*} \in X^{*}:\left\langle u^{*}, h\right\rangle \leq f^{0}(u ; h) \forall h \in X\right\}, \tag{12}
\end{equation*}
$$

which is a nonempty, convex, and $w^{*}$-compact subset of $X$, where $\langle\cdot, \cdot\rangle$ is the duality pairing between $X^{*}$ and $X$. One says that $u \in X$ is a critical point of $f$ if $0 \in \partial f(u)$.

For further details, we refer the reader to the work of Chang [1].

Finally, for proving our results in the next section, we introduce the following theorem.

Theorem 4 (see [22,23]). Let $X$ be a separable and reflexive real Banach space, and let $\Phi, \Psi: X \rightarrow \mathbb{R}$ be two locally Lipschitz functions. Assume that there exists $u_{0} \in X$ such that $\Phi\left(u_{0}\right)=\Psi\left(u_{0}\right)=0$ and $\Phi(u) \geq 0$ for every $u \in X$ and that there exist $u_{1} \in X$ and $r>0$ such that
(1) $r<\Phi\left(u_{1}\right)$;
(2) $\sup _{\Phi(u)<r} \Psi(u)<r\left(\Psi\left(u_{1}\right) / \Phi\left(u_{1}\right)\right)$, and further, one assumes that function $\Phi-\lambda \Psi$ is sequentially lower semicontinuous and satisfies the (PS)-condition;
(3) $\lim _{\|u\| \rightarrow \infty}(\Phi(u)-\lambda \Psi(u))=+\infty$ for every $\lambda \in[0, \bar{a}]$, where

$$
\begin{equation*}
\bar{a}=\frac{h r}{r\left(\Psi\left(u_{1}\right) / \Phi\left(u_{1}\right)\right)-\sup _{\Phi(u)<r} \Psi(u)}, \quad \text { with } h>1 \text {. } \tag{13}
\end{equation*}
$$

Then, there exist an open interval $\Lambda_{1} \subseteq[0, \bar{a}]$ and a positive real number $\sigma$ such that, for every $\lambda \in \Lambda_{1}$, the function $\Phi(u)$ $\lambda \Psi(u)$ admits at least three critical points whose norms are less than $\sigma$.

## 3. Existence Results

In this part, we will prove that there exist three solutions for problem ( P ) under certain conditions.

Definition 5. We say that $I$ satisfies (PS) $c_{c}$-condition if any sequence $\left\{u_{n}\right\} \quad \subset W_{0}^{1, p(x)}(\Omega)$, such that $I\left(u_{n}\right) \rightarrow c$ and $m\left(u_{n}\right) \rightarrow 0$, as $n \rightarrow+\infty$, has a strongly convergent subsequence, where $m\left(u_{n}\right)=\inf \left\{\left\|u^{*}\right\|_{X^{*}}: u^{*} \in \partial I\left(u_{n}\right)\right\}$.

By a solution of $(\mathrm{P})$, we mean a function $u \in W_{0}^{1, p(x)}(\Omega)$ to which there corresponds a mapping $\Omega \ni x \rightarrow w(x)$ with $w(x) \in \partial F(x, u)$ for almost every $x \in \Omega$ having the property that, for every $v \in W_{0}^{1, p(x)}(\Omega)$, the function $x \rightarrow w(x) v(x) \in$ $L^{1}(\Omega)$ and

$$
\begin{align*}
& \int_{\Omega}\left(|\nabla u|^{p(x)-2}+\frac{|\nabla u|^{2 p(x)-2}}{\sqrt{1+|\nabla u|^{2 p(x)}}}\right)(\nabla u, \nabla v)_{\mathbb{R}^{N}} d x  \tag{14}\\
& \quad=\lambda \int_{\Omega} w(x) v(x) d x
\end{align*}
$$

We know that $W_{0}^{1, p(x)}(\Omega)$ is compactly embedded into $C(\bar{\Omega})$ (by $\left.N<p^{-}<p^{*}(x)\right)$. So there is a constant $c_{0}>0$ such that $|u|_{\infty} \leq c_{0}\|u\|$, for all $u \in W_{0}^{1, p(x)}(\Omega)$.

Set $\Phi(u)=\int_{\Omega}(1 / p(x))\left(|\nabla u|^{p(x)}+\sqrt{1+|\nabla u|^{2 p(x)}}\right) d x$, $\Psi(u)=\int_{\Omega} F(x, u) d x, u \in W_{0}^{1, p(x)}(\Omega)$ and $\varphi(u)=\Phi(u)-$ $\lambda \Psi(u)$, for all $u \in W_{0}^{1, p(x)}(\Omega)$.

We know that the critical points of $\varphi$ are just the weak solutions of (P).

We consider a non-smooth potential function $F: \Omega \times$ $\mathbb{R} \rightarrow \mathbb{R}$ such that $F(x, 0)=0$ a.e. on $\Omega$ satisfying the following conditions:

## $\mathbf{H}(\mathbf{j})$ :

$\left(\mathbf{h}_{\mathbf{1}}\right) F(\cdot, t)$ is measurable for all $t \in \mathbb{R}$;
$\left(\mathbf{h}_{2}\right) F(x, \cdot)$ is locally Lipschitz for a.e. $x \in \Omega$;
$\left(\mathbf{h}_{\mathbf{3}}\right)$ there exist $a \in L^{\infty}(\Omega)_{+}, c>0$ such that

$$
\begin{equation*}
|w| \leq a(x)+c|t|^{\alpha(x)-1}, \quad \text { a.e. } x \in \Omega, \forall t \in \mathbb{R}, \tag{15}
\end{equation*}
$$

where $w \in \partial F(x, t)$ and $1<\alpha^{-} \leq \alpha^{+}<p^{-} ;$
$\left(\mathbf{h}_{4}\right)$ there exists $q \in C(\bar{\Omega})$ with $p^{+}<q^{-} \leq q(x)<$ $p^{*}(x)$, such that $\lim _{|t| \rightarrow 0}\left(F(x, t) /|t|^{q(x)}\right)=0$ uniformly a.e. $x \in \Omega$;
$\left(\mathbf{h}_{5}\right) \sup _{t \in \mathbb{R}} F(x, t)>0$, for all $x \in \bar{\Omega}$.
Theorem 6. Let $\left(\mathbf{h}_{\mathbf{1}}\right)-\left(\mathbf{h}_{5}\right)$ hold. Then, there are an open interval $\Lambda \subseteq[0,+\infty)$ and a number $\sigma$ such that, for every $\lambda$ belonging to $\Lambda$, problem $(P)$ possesses at least three solutions in $W_{0}^{1, p(x)}(\Omega)$ whose norms are less than $\sigma$.

Proof. We observe that $\Psi(u)$ is Lipschitz on $L^{\alpha(x)}(\Omega)$ and, taking into account that $\alpha(x)<p^{*}(x), \Psi$ is also locally Lipschitz on $W_{0}^{1, p(x)}(\Omega)$ (see Proposition 2.2 of [15]). Moreover it results in $\partial \Psi(u) \subseteq \int_{\Omega} \partial F(x, u) d x$ (see [24]). The interpretation
of $\partial \Psi(u) \subseteq \int_{\Omega} \partial F(x, u) d x$ is as follows: to every $w \in \partial \Psi(u)$ there corresponds a mapping $w(x) \in \partial F(x, u)$ for almost all $x \in \Omega$ having the property that for every $v \in W_{0}^{1, p(x)}(\Omega)$ the function $w(x) v(x) \in L^{1}(\Omega)$ and $\langle w, v\rangle=\int_{\Omega} w(x) v(x) d x$ (see [24]). The proof is divided into the following five steps.

Step 1. We show that $\varphi$ is coercive.
By $\left(\mathbf{h}_{\mathbf{2}}\right)$, for almost all $x \in \Omega, t \mapsto F(x, t)$ is differentiable almost everywhere on $\mathbb{R}$ and we have

$$
\begin{equation*}
\frac{d}{d t} F(x, t) \in \partial F(x, t) \tag{16}
\end{equation*}
$$

From $\left(\mathbf{h}_{3}\right)$, there exist positive constants $a_{1}, a_{2}$ such that

$$
\begin{align*}
F(x, t) & =F(x, 0)+\int_{0}^{t} \frac{d}{d s} F(x, s) d s  \tag{17}\\
& \leq a(x) t+\frac{c}{\alpha(x)}|t|^{\alpha(x)} \leq a_{1}+a_{2}|t|^{\alpha(x)}
\end{align*}
$$

for a.e. $x \in \Omega$ and $t \in \mathbb{R}$.
Note that $1<\alpha(x) \leq \alpha^{+}<p^{-}<p^{*}(x)$; then by Proposition 2, we have $W_{0}^{1, p(x)}(\Omega) \hookrightarrow L^{\alpha(x)}(\Omega)$ (compact embedding). Furthermore, there exists $c_{1}$ such that $|u|_{\alpha(x)} \leq$ $c_{1}\|u\|$.

So, for $|u|_{\alpha(x)}>1$ and $\|u\|>1$, we have $\int_{\Omega}|u|^{\alpha(x)} d x \leq$ $|u|_{\alpha(x)}^{\alpha^{+}} \leq c_{1}^{\alpha^{+}}\|u\|^{\alpha^{+}}$.

Hence,

$$
\begin{align*}
& \varphi(u) \\
& = \\
& \quad \int_{\Omega} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}+\sqrt{1+|\nabla u|^{2 p(x)}}\right) d x-\lambda  \tag{18}\\
& \quad \times \int_{\Omega} F(x, u) d x \\
& \geq \\
& \geq \frac{2}{p^{+}} \int_{\Omega}|\nabla u|^{p(x)} d x-\lambda \int_{\Omega} F(x, u) d x \\
& \geq \\
& \geq \frac{2}{p^{+}}\|u\|^{p^{-}}-\lambda a_{1} \operatorname{meas}(\Omega)-\lambda a_{2} c_{1}^{\alpha^{+}}\|u\|^{\alpha^{+}} \longrightarrow+\infty,
\end{align*}
$$

as $\|u\| \rightarrow+\infty$.
Step 2. We show that $\varphi$ is weakly lower semicontinuous.
Let $u_{n} \rightharpoonup u$ weakly in $W_{0}^{1, p(x)}(\Omega)$, and by Proposition 2, we obtain the following results:

$$
\begin{align*}
W_{0}^{1, p(x)}(\Omega) & \hookrightarrow L^{p(x)}(\Omega) ; \quad u_{n} \longrightarrow u \text { in } L^{p(x)}(\Omega) \\
u_{n} & \longrightarrow u \quad \text { for a.a. } x \in \Omega  \tag{19}\\
F\left(x, u_{n}(x)\right) & \longrightarrow F(x, u(x)) \quad \text { for a.a. } x \in \Omega
\end{align*}
$$

By Fatou's lemma, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \int_{\Omega} F\left(x, u_{n}(x)\right) d x \leq \int_{\Omega} F(x, u(x)) d x \tag{20}
\end{equation*}
$$

Thus,

$$
\begin{align*}
\liminf _{n \rightarrow \infty} & \operatorname{in}_{n}\left(u_{n}\right) \\
= & \int_{\Omega} \frac{1}{p(x)}\left(\left|\nabla u_{n}\right|^{p(x)}+\sqrt{1+\left|\nabla u_{n}\right|^{2 p(x)}}\right) d x \\
& -\lambda \limsup _{n \rightarrow \infty} \int_{\Omega} F\left(x, u_{n}\right) d x  \tag{21}\\
\geq & \int_{\Omega} \frac{1}{p(x)}\left(|\nabla u|^{p(x)}+\sqrt{1+|\nabla u|^{2 p(x)}}\right) d x \\
& -\lambda \int_{\Omega} F(x, u) d x=\varphi(u)
\end{align*}
$$

Step 3. We show that (PS)-condition holds.
Suppose $\left\{u_{n}\right\}_{n \geq 1} \subseteq W_{0}^{1, p(x)}(\Omega)$ such that $\left|\varphi\left(u_{n}\right)\right| \leq c$ and $m\left(u_{n}\right) \rightarrow 0$ as $n \rightarrow+\infty$. If $u_{n}^{*} \in \partial \varphi\left(u_{n}\right)$ is such that $m\left(u_{n}\right)=$ $\left\|u_{n}^{*}\right\|_{\left(W_{0}^{1, p(x)}\right)^{*}}, n \geq 1$, then we know that

$$
\begin{equation*}
u_{n}^{*}=\Phi^{\prime}\left(u_{n}\right)-\lambda w_{n} \tag{22}
\end{equation*}
$$

where the nonlinear operator $\Phi^{\prime}: W_{0}^{1, p(x)} \rightarrow\left(W_{0}^{1, p(x)}\right)^{*}$ is defined as

$$
\begin{align*}
& \left\langle\Phi^{\prime}(u), v\right\rangle \\
& \quad=\int_{\Omega}\left(|\nabla u|^{p(x)-2}+\frac{|\nabla u|^{2 p(x)-2}}{\sqrt{1+|\nabla u|^{2 p(x)}}}\right)(\nabla u, \nabla v)_{\mathbb{R}^{N}} d x \tag{23}
\end{align*}
$$

for all $u, v \in W_{0}^{1, p(x)}(\Omega)$. From the work of Chang [1], we know that if $w_{n} \in \partial \Psi\left(u_{n}\right)$, then $w_{n} \in L^{\alpha^{\prime}(x)}(\Omega)$, where $1 / \alpha^{\prime}(x)+1 / \alpha(x)=1$.

Since $\varphi$ is coercive, $\left\{u_{n}\right\}_{n \geq 1}$ is bounded in $W_{0}^{1, p(x)}(\Omega)$ and there exists $u \in W_{0}^{1, p(x)}(\Omega)$ such that a subsequence of $\left\{u_{n}\right\}_{n \geq 1}$, which is still denoted as $\left\{u_{n}\right\}_{n \geq 1}$, satisfies $u_{n} \rightharpoonup u$ weakly in $W_{0}^{1, p(x)}(\Omega)$. Next we will prove that $u_{n} \rightarrow u$ in $W_{0}^{1, p(x)}(\Omega)$.
$\operatorname{By} W_{0}^{1, p(x)}(\Omega) \rightarrow L^{\alpha(x)}(\Omega)$, we have $u_{n} \rightarrow u$ in $L^{\alpha(x)}(\Omega)$. Moreover, since $\left\|u_{n}^{*}\right\|_{*} \rightarrow 0$, we get $\left|\left\langle u_{n}^{*}, u_{n}\right\rangle\right| \leq \varepsilon_{n}$.

Since $u_{n}^{*}=\Phi^{\prime}\left(u_{n}\right)-\lambda w_{n}$, we obtain

$$
\begin{equation*}
\left\langle\Phi^{\prime}\left(u_{n}\right), u_{n}-u\right\rangle-\lambda \int_{\Omega} w_{n}\left(u_{n}-u\right) d x \leq \varepsilon_{n}, \quad \forall n \geq 1 \tag{24}
\end{equation*}
$$

Moreover, since $u_{n} \rightarrow u$ in $L^{\alpha(x)}(\Omega)$ and $\left\{w_{n}\right\}_{n \geq 1}$ are bounded in $L^{\alpha^{\prime}(x)}(\Omega)$, where $1 / \alpha(x)+1 / \alpha^{\prime}(x)=1$, one has $\int_{\Omega} w_{n}\left(u_{n}-\right.$ $u) d x \rightarrow 0$. Therefore,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle\Phi^{\prime}\left(u_{n}\right), u_{n}-u\right\rangle \leq 0 \tag{25}
\end{equation*}
$$

But we know that $\Phi^{\prime}$ is a mapping of type $\left(S_{+}\right)$(by Proposition 3). Thus we obtain

$$
\begin{equation*}
u_{n} \longrightarrow u \quad \text { in } W_{0}^{1, p(x)}(\Omega) \tag{26}
\end{equation*}
$$

Step 4. There exists a $u_{1} \in W_{0}^{1, p(x)}(\Omega) \backslash\{0\}$ such that $\Psi\left(u_{1}\right)>$ 0 .

By $\left(\mathbf{h}_{5}\right)$, for each $x \in \bar{\Omega}$, there is $t_{x} \in \mathbb{R}$ such that $F\left(x, t_{x}\right)>0$.

For $x \in \mathbb{R}^{N}$, denote by $N_{x}$ a neighborhood of $x$ which is the product of $N$ compact intervals. From ( $\mathbf{h}_{5}$ ) and $F(x, t) \in$ $C(\bar{\Omega} \times \mathbb{R})$, for any $x_{0} \in \bar{\Omega}$, there are $N_{x_{0}} \subset \mathbb{R}^{N}, t_{x_{0}} \in \mathbb{R}$ and $\delta_{0}>0$, such that $F\left(x, t_{x_{0}}\right)>\delta_{0}>0$ for all $x \in N_{x_{0}} \cap \bar{\Omega}$.

Since $\Omega \subseteq \mathbb{R}^{N}$ is bounded, $\bar{\Omega}$ is compact. Then we can find $N_{x_{1}}, N_{x_{2}}, \ldots, N_{x_{n}}$ such that $\Omega \subset \bigcup_{i=1}^{n} N_{x_{i}}$ and $N_{x_{i}} \cap N_{x_{j}}=$ $\partial N_{x_{i}} \cap \partial N_{x_{j}},(i \neq j)$ and, also, we can find $t_{x_{1}}, t_{x_{2}}, \ldots, t_{x_{n}} \in$ $\mathbb{R}$, and $n$ positive numbers $\delta_{1}, \delta_{2}, \ldots, \delta_{n}$ such that

$$
\begin{array}{r}
F\left(x, t_{x_{i}}\right)>\delta_{i}>0 \text { uniformly for } x \in N_{x_{i}} \cap \bar{\Omega}  \tag{27}\\
\qquad i=1,2, \ldots, n
\end{array}
$$

Now, set $\delta_{0}=\min \left\{\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right\}$, and $t_{0}=\max \left\{t_{x_{1}}\right.$, $\left.t_{x_{2}}, \ldots, t_{x_{n}}\right\}$, and

$$
\begin{equation*}
\sup _{|t|<\left|t_{0}\right| ; x \in \bar{\Omega}}|F(x, t)|=M . \tag{28}
\end{equation*}
$$

Then, we can find a closed set $\Omega_{x_{i}} \subset \operatorname{int}\left(N_{x_{i}} \cap \Omega\right)$ such that

$$
\begin{equation*}
\operatorname{meas}\left(\Omega_{x_{i}}\right)>\frac{M \operatorname{meas}\left(N_{x_{i}} \cap \bar{\Omega}\right)}{\delta_{0}+M} \tag{29}
\end{equation*}
$$

where meas $(A)$ denote the Lebesgue measure of set $A$. We consider a function $u_{1} \in W_{0}^{1, p(x)}(\Omega)$ such that $\left|u_{1}(x)\right| \in\left[0, t_{0}\right]$ and $u_{1}(x) \equiv t_{x_{i}}$ for all $x \in \Omega_{x_{i}}$. For instance, we can set $u_{1}(x)=\sum_{i=1}^{n} u_{1}^{i}(x)$, where $u_{1}^{i} \in C_{0}^{\infty}\left(N_{x_{i}} \cap \Omega\right)$ and

$$
u_{1}^{i}(x)= \begin{cases}t_{x_{i}}, & x \in \Omega_{x_{i}},  \tag{30}\\ 0 \leq u_{1}^{i}(x)<t_{x_{i}}, & x \in\left(N_{x_{i}} \cap \Omega\right) \backslash \Omega_{x_{i}}\end{cases}
$$

Then, from (27)-(29), we have

$$
\begin{align*}
\Psi\left(u_{1}\right)= & \int_{\Omega} F\left(x, u_{1}\right) d x=\int_{\bigcup_{i=1}^{n} N_{x_{i}} \cap \Omega} F\left(x, u_{1}\right) d x \\
= & \int_{\bigcup_{i=1}^{n} \Omega_{x_{i}}} F\left(x, u_{1}\right) d x \\
& +\int_{\left(\bigcup_{i=1}^{n} N_{x_{i}} \cap \Omega\right) \backslash \bigcup_{i=1}^{n} \Omega_{x_{i}}} F\left(x, u_{1}\right) d x \\
\geq & \sum_{i=1}^{n} \delta_{i} \operatorname{meas}\left(\Omega_{x_{i}}\right) \\
& -\sum_{i=1}^{n} M\left[\operatorname{meas}\left(N_{x_{i}} \cap \Omega\right)-\operatorname{meas}\left(\Omega_{x_{i}}\right)\right] \\
> & \sum_{i=1}^{n}\left[\left(\delta_{0}+M\right) \operatorname{meas}\left(\Omega_{x_{i}}\right)-M \operatorname{meas}\left(N_{x_{i}} \cap \bar{\Omega}\right)\right] \\
> & 0 . \tag{31}
\end{align*}
$$

Step 5. We show that $\Phi, \Psi$ satisfy conditions (1) and (2) of Theorem 4.

Let $u_{0}=0$; then we can easily find $\Phi\left(u_{0}\right)=\Psi\left(u_{0}\right)=0$.
From (7) and Proposition 1, we have the following:
if $\|u\| \geq 1$, then

$$
\begin{equation*}
\frac{2}{p^{+}}\|u\|^{p^{-}} \leq \Phi(u) \leq \frac{2+|\Omega|}{p^{-}}\|u\|^{p^{+}} \tag{32}
\end{equation*}
$$

if $\|u\|<1$, then

$$
\begin{equation*}
\frac{2}{p^{+}}\|u\|^{p^{+}} \leq \Phi(u) \leq \frac{2+|\Omega|}{p^{-}} \tag{33}
\end{equation*}
$$

From $\left(\mathbf{h}_{4}\right)$, there exist $\left.\eta \in\right] 0,1\left[\right.$ and $C_{3}>0$ such that

$$
\begin{equation*}
F(x, t) \leq C_{3}|t|^{q(x)} \leq C_{3}|t|^{q^{-}}, \quad \forall t \in[-\eta, \eta], \quad x \in \Omega . \tag{34}
\end{equation*}
$$

In view of $\left(\mathbf{h}_{\mathbf{3}}\right)$, if we put

$$
\begin{equation*}
C_{4}=\max \left\{C_{3}, \sup _{\eta \leq|t|<1} \frac{a_{1}+a_{2}|t|^{\alpha^{-}}}{|t|^{q^{-}}}, \sup _{|t| \geq 1} \frac{a_{1}+a_{2}|t|^{\alpha^{+}}}{|t|^{q^{-}}}\right\} \tag{35}
\end{equation*}
$$

then we have

$$
\begin{equation*}
F(x, t) \leq C_{4}|t|^{q^{-}}, \quad \forall t \in \mathbb{R}, x \in \Omega . \tag{36}
\end{equation*}
$$

Fix $r$ such that $0<r<1$. And when $\left(2 / p^{+}\right) \max \left\{\|u\|^{p^{-}}\right.$, $\left.\|u\|^{p^{+}}\right\}<r<1$, by Sobolev Embedding Theorem $\left(W_{0}^{1, p(x)}(\Omega) \hookrightarrow L^{q^{-}}(\Omega)\right)$, we have (for suitable positive constants $C_{5}, C_{6}$ )

$$
\begin{align*}
\Psi(u) & =\int_{\Omega} F(x, u) d x \leq C_{4} \int_{\Omega}|u|^{q^{-}} d x \leq C_{5}\|u\|^{q^{-}}  \tag{37}\\
& <C_{6} r^{q^{-} / p^{-}}\left(\text {or } C_{6} r^{q^{-} / p^{+}}\right) .
\end{align*}
$$

Since $q^{-}>p^{+} \geq p^{-}$, we have

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\sup _{\left(2 / p^{+}\right) \max \left\{\|u\|^{p^{-}},\|u\|^{p^{+}}\right\}<r} \Psi(u)}{r}=0 \tag{38}
\end{equation*}
$$

And so, taking into account (32) and (33),

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \frac{\sup _{\Phi(u)<r} \Psi(u)}{r}=0 \tag{39}
\end{equation*}
$$

From Step 4, there exists $u_{1} \in W_{0}^{1, p(x)}(\Omega) \backslash\{0\}$ such that $\Psi\left(u_{1}\right)>0$. Thanks to (32) and (33), we have

$$
\begin{equation*}
0<\frac{2}{p^{+}} \max \left\{\left\|u_{1}\right\|^{p^{-}},\left\|u_{1}\right\|^{p^{+}}\right\} \leq \Phi\left(u_{1}\right) \tag{40}
\end{equation*}
$$

and so

$$
\begin{equation*}
\frac{\Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)}>0 \tag{41}
\end{equation*}
$$

By (32), (33), and (39), there exists $r_{0}<\left(2 / p^{+}\right) \max \left\{\left\|u_{1}\right\|^{p^{-}}\right.$, $\left.\left\|u_{1}\right\|^{p^{+}}\right\} \leq \Phi\left(u_{1}\right)$ such that, for each $\left.r \in\right] 0, r_{0}[$,

$$
\begin{equation*}
\sup _{\Phi(u)<r} \Psi(u)<r \frac{\Psi\left(u_{1}\right)}{\Phi\left(u_{1}\right)} . \tag{42}
\end{equation*}
$$

By choosing $r \in] 0, r_{0}[$, conditions (1) and (2) requested in Theorem 4 are verified and so the proof is complete.
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#### Abstract

We study a slow diffusive $p$-Laplace equation in a bounded domain with the Neumann boundary conditions. A natural energy is associated to the equation. It is shown that the solution blows up in finite time with the nonpositive initial energy, based on an energy technique. Furthermore, under some assumptions of initial data, we prove that the solutions with bounded initial energy also blow up.


## 1. Introduction

In this paper, we consider a slow diffusive $p$-Laplace equation:

$$
\begin{gather*}
u_{t}-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=|u|^{q-1} u-\int_{\Omega}|u|^{q-1} u d x \\
(x, t) \in \Omega \times(0, T) \\
\frac{\partial u}{\partial n}=0, \quad(x, t) \in \partial \Omega \times(0, T)  \tag{1}\\
u(x, 0)=u_{0}(x), \quad x \in \Omega
\end{gather*}
$$

with $f_{\Omega} u_{0} d x=0$, where $\Omega$ is a bounded smooth domain $\Omega \subset$ $\mathbb{R}^{N}, p>2, q>p-1$, and $u_{0} \in L^{\infty}(\Omega) \cap W^{1, p}(\Omega), u_{0} \not \equiv 0$, and denote $f_{\Omega} f d x=(1 /|\Omega|) \int_{\Omega} f d x$. It is easy to check that $\int_{\Omega} u d x=0$; that is, the mass of $u$ is conserved.

The problem (1) with $p=2$ can be used to model phenomena in population dynamics and biological sciences where the total mass of a chemical or an organism is conserved [1, 2]. If $p>2$, the problem (1) is the degenerate parabolic equation and appears to be relevant in the theory of non-Newtonian fluids (see [3]). Here, we are mainly interested in the case $p>2$, namely, the degenerate one.

When $p=2$, (1) becomes the heat equation which has been deeply studied in $[4,5]$. When $1<p<2,(1)$ is singular, which can be handled similar to that of [6].

As an important feature of many evolutionary equations, the properties of blow-up solution have been the subject of intensive study during the last decades. Among those investigations in this area, it was Fujita [7] who first established the so-called theory of critical blow-up exponents for the heat equation with reaction sources in 1966, which can be, of course, regarded as the elegant description for either blowup or global existence of solutions. From then on, there has been increasing interest in the study of critical Fujita exponents for different kinds of evolutionary equations; see [ 8,9$]$ for a survey of the literature. In recent years, special attention has been paid to the blow-up property to nonlinear degenerate or singular diffusion equations with different nonlinear sources, including the inner sources, boundary flux, or multiple sources; see, for example, $[3,10,11]$.

In some situations, we have to deal with changing sign solutions. For instance, the changing sign solutions were considered in [1] for the nonlocal and quadratic equation

$$
\begin{equation*}
u_{t}=\Delta u+u^{2}-f_{\Omega} u^{2} d x \tag{2}
\end{equation*}
$$

with the Neumann boundary condition. The study in [5] for

$$
\begin{equation*}
u_{t}=\Delta u+|u|^{p}-f_{\Omega}|u|^{p} d x \tag{3}
\end{equation*}
$$

a natural generalization of (2), proposed with $1<p \leq 2$ a global existence result (for small initial data) and a new blow-up criterion (based on the partial maximum principle and a Gamma-convergence argument). The authors also conjectured that the solutions blow up when $p>2$, which was then proved with a positive answer [4]. The changing sign solutions to the reaction-diffusion equation

$$
\begin{equation*}
u_{t}=\Delta u+f(u, k(t)) \tag{4}
\end{equation*}
$$

were discussed in [2], with such as $f(u, k(t))=|u|^{p-1} u-k(t)$. The blow-up of solutions was obtained even under the source with $f_{\Omega} f d x=0$. The semilinear parabolic equation [12]

$$
\begin{equation*}
u_{t}=\Delta u+|u|^{p-1} u-\int_{\Omega}|u|^{p-1} u d x \tag{5}
\end{equation*}
$$

with a homogeneous Neumann's boundary condition is studied. A blow-up result for the changing sign solution with positive initial energy is established. In [6], a fast diffusive $p$ Laplace equation with the nonlocal source

$$
\begin{gather*}
u_{t}-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=|u|^{q}-f_{\Omega}|u|^{q} d x, \\
(x, t) \in \Omega \times(0, T), \\
\frac{\partial u}{\partial n}=0, \quad(x, t) \in \partial \Omega \times(0, T),  \tag{6}\\
u(x, 0)=u_{0}(x), \quad x \in \Omega
\end{gather*}
$$

was considered. The authors showed that a critical blowup criterion was determined for the changing sign weak solutions, depending on the size of $q$ and the sign of the natural energy associated. The relationship between the finite time blow-up and the nonpositivity of initial energy was discussed, based on an energy technique.

Notice that (1) is degenerate if $p>2$ at points where $\nabla u=$ 0 ; therefore, there is no classical solution in general. For this, a weak solution for problem (1) is defined as follows.

Definition 1. A function $u \in L^{\infty}(\Omega \times(0, T)) \cap L^{p}(0, T$, $\left.W^{1, p}(\Omega)\right)$ with $u_{t} \in L^{2}(\Omega \times(0, T))$ is called a weak solution of (1) if

$$
\begin{gather*}
\int_{0}^{t} \int_{\Omega}\left[u \frac{\partial \varphi}{\partial s}-|\nabla u|^{p-2} \nabla u \cdot \nabla \varphi+\left(|u|^{q}-f_{\Omega}|u|^{q}\right) \varphi\right] d x d s \\
\quad=\int_{\Omega} u(x, t) \varphi(x, t) d x-\int_{\Omega} u_{0}(x) \varphi(x, 0) d x \tag{7}
\end{gather*}
$$

holds for all $\varphi \in C^{1}(\bar{\Omega} \times[0, T])$.
The local existence of the weak solutions can be obtained via the standard procedure of regularized approximations
[10]. Throughout the paper, we always assume that the weak solution is appropriately smooth for convenience of arguments, instead of considering the corresponding regularized problems.

This paper is organized as follows. In Section 2, we show that the solutions to (1) blow up with nonpositive initial energy. In Section 3, under some assumptions of initial data, we prove that the solutions with bounded initial energy also blow up in finite time.

## 2. Nonpositive Initial Energy Case

The technique used here is the same as in [4]; define the energy functional by

$$
\begin{equation*}
E(t)=\frac{1}{p} \int_{\Omega}|\nabla u|^{p} d x-\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x . \tag{8}
\end{equation*}
$$

and denote

$$
\begin{equation*}
M(t)=\frac{1}{2} \int_{\Omega} u^{2}(x, t) d x, \quad H(t)=\int_{0}^{t} M(s) d s \tag{9}
\end{equation*}
$$

Theorem 2. Assume that $p>2, q>p-1$, and $u_{0} \in L^{\infty}(\Omega) \cap$ $W^{1, p}(\Omega), u_{0} \neq 0$, and let the initial energy

$$
\begin{equation*}
E(0)=\frac{1}{p} \int_{\Omega}\left|\nabla u_{0}\right|^{p} d x-\frac{1}{q+1} \int_{\Omega}\left|u_{0}\right|^{q+1} d x \tag{10}
\end{equation*}
$$

be nonpositive. Then, there exists $T_{0}$ with $0<T_{0}<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T_{0}} M(t)=+\infty \tag{11}
\end{equation*}
$$

We need three lemmas for the functionals $E(t), M(t)$, and $H(t)$, respectively.

Lemma 3. The energy $E(t)$ is a nonincreasing function and

$$
\begin{equation*}
E(t)=E(0)-\int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s \tag{12}
\end{equation*}
$$

Proof. A direct computation using (1) and by parts yields

$$
\begin{align*}
\frac{d}{d t} E(t) & =\int_{\Omega}\left(|\nabla u|^{p-2} \nabla u \cdot \nabla u_{t}-|u|^{q-1} u u_{t}\right) d x \\
& =\int_{\Omega}\left(-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)-|u|^{q-1} u\right) u_{t} d x \\
& =\int_{\Omega}\left(-u_{t}-\int_{\Omega}|u|^{q-1} u d x\right) u_{t} d x  \tag{13}\\
& =-\int_{\Omega}\left(u_{t}\right)^{2} d x .
\end{align*}
$$

Integrate from 0 to $t$ to get (12).
Lemma 4. Assume that $p>2, q>p-1$, and $E(0) \leq 0$. Then, $M(t)$ satisfies the following inequality:

$$
\begin{equation*}
M^{\prime}(t) \geq(q+1) \int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s \tag{14}
\end{equation*}
$$

Proof. An easy computation using (1) and the fact $\int_{\Omega} u d x=0$ and by parts shows that

$$
\begin{align*}
M^{\prime}(t) & =\int_{\Omega} u u_{t} d x \\
& =\int_{\Omega} u\left(\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+|u|^{q-1} u-\int_{\Omega}|u|^{q-1} u d x\right) \\
& =-\int_{\Omega}|\nabla u|^{p} d x+\int_{\Omega}|u|^{q+1} d x \\
& =-(q+1) E(t)+\frac{q+1-p}{p} \int_{\Omega}|\nabla u|^{p} d x \tag{15}
\end{align*}
$$

The last equality implies

$$
\begin{align*}
M^{\prime}(t) & \geq-(q+1) E(t) \\
& =-(q+1) E(0)+(q+1) \int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s  \tag{16}\\
& \geq(q+1) \int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s
\end{align*}
$$

because of (12) of Lemma 3 and the assumption $E(0) \leq 0$.
Lemma 5. Assume that $p>2, q>p-1$, and $E(0) \leq 0$. Then, $H(t)$ satisfies

$$
\begin{equation*}
\frac{q+1}{2}\left(H^{\prime}(t)-H^{\prime}(0)\right)^{2} \leq H(t) H^{\prime \prime}(t) \tag{17}
\end{equation*}
$$

Proof. Note the definition of $M(t)$ and $H(t)$, and a simple calculation shows that

$$
\begin{align*}
H^{\prime}(t) & -H^{\prime}(0) \\
& =M(t)-M(0) \\
& =\int_{0}^{t} M^{\prime}(s) d s=\int_{0}^{t} \int_{\Omega} u u_{t} d x d s \\
& \leq\left(\int_{0}^{t} \int_{\Omega} u^{2} d x d s\right)^{1 / 2}\left(\int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s\right)^{1 / 2}  \tag{18}\\
& \leq\left(\frac{2}{q+1}\right)^{1 / 2}(H(t))^{1 / 2}\left(M^{\prime}(t)\right)^{1 / 2} \\
& =\left(\frac{2}{q+1}\right)^{1 / 2}(H(t))^{1 / 2}\left(H^{\prime \prime}(t)\right)^{1 / 2}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
H^{\prime}(t)-H^{\prime}(0) & =\int_{0}^{t} M^{\prime}(s) d s  \tag{19}\\
& \geq(q+1) t \int_{0}^{t} \int_{\Omega}\left(u_{t}\right)^{2} d x d s \geq 0
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\frac{q+1}{2}\left(H^{\prime}(t)-H^{\prime}(0)\right)^{2} \leq H(t) H^{\prime \prime}(t) \tag{20}
\end{equation*}
$$

Proof of Theorem 2. Assume for contradiction that the solution $u$ exists for all $t>0$. We claim that

$$
\begin{equation*}
\int_{0}^{t_{0}} \int_{\Omega}\left(u_{t}\right)^{2} d x d s>0 \tag{21}
\end{equation*}
$$

for any $t_{0}>0$. Otherwise, there exists $t_{0}>0$ such that

$$
\begin{equation*}
\int_{0}^{t_{0}} \int_{\Omega}\left(u_{t}\right)^{2} d x d s=0 \tag{22}
\end{equation*}
$$

and hence $u_{t}=0$ for a.e. $(x, t) \in \Omega \times\left(0, t_{0}\right]$. Therefore, noticing $E(t) \leq 0$ by Lemma 3, we have from (15) that

$$
\begin{equation*}
\int_{\Omega}|\nabla u|^{p} d x=0 \tag{23}
\end{equation*}
$$

for a.e. $t \in\left(0, t_{0}\right]$. Using the Poincare inequality with $\int_{\Omega} u d x=0$, we have $u=0$ for a.e. $(x, t) \in \Omega \times\left(0, t_{0}\right]$. This contradicts $u_{0} \not \equiv 0$.

Integrating (14) from $t_{0}$ to $t$, we have

$$
\begin{equation*}
M(t) \geq M\left(t_{0}\right)+(q+1) \int_{t_{0}}^{t} \int_{0}^{\tau} \int_{\Omega}\left(u_{t}\right)^{2} d x d s d \tau \tag{24}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} H^{\prime}(t)=\lim _{t \rightarrow \infty} M(t)=+\infty \tag{25}
\end{equation*}
$$

Thus, there exists $t^{*} \geq t_{0}$ such that for all $t \geq t^{*}$

$$
\begin{equation*}
\frac{3 q+5}{4}\left(H^{\prime}(t)\right)^{2} \leq(q+1)\left[H^{\prime}(t)-H^{\prime}(0)\right]^{2} \tag{26}
\end{equation*}
$$

Thus, combining (17), we further have

$$
\begin{equation*}
\frac{3 q+5}{4}\left(H^{\prime}(t)\right)^{2} \leq 2 H(t) H^{\prime \prime}(t) \tag{27}
\end{equation*}
$$

for all $t \geq t^{*}$. Now, we consider the function $G(t)=$ $(H(t))^{-((q-\overline{1}) / 4)}$. Combining with the above inequality and a simple calculation shows that

$$
\begin{align*}
G^{\prime \prime}(t)= & \frac{q-1}{4}(H(t))^{(-q-7) / 4} \\
& \times\left(\frac{q+3}{4}\left(H^{\prime}(t)\right)^{2}-H(t) H^{\prime \prime}(t)\right)  \tag{28}\\
\leq & -\frac{(q-1)^{2}}{32}(H(t))^{(-q-7) / 4}\left(H^{\prime}(t)\right)^{2} \leq 0
\end{align*}
$$

for all $t \geq t^{*}$. However, since

$$
\begin{equation*}
\lim _{t \rightarrow \infty} H(t)=\lim _{t \rightarrow \infty} M(t)=\infty \tag{29}
\end{equation*}
$$

we also have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} G(t)=0 \tag{30}
\end{equation*}
$$

which is a contradiction.

## 3. Bounded Initial Energy Case

Define

$$
\begin{equation*}
W(\Omega)=\left\{u \in W^{1, p}(\Omega) \mid \int_{\Omega} u d x=0\right\} \tag{31}
\end{equation*}
$$

with the norm $\|u\|=\left(\int_{\Omega}|\nabla u|^{p} d x\right)^{1 / p}$. Let $B$ be the optimal constant of the embedding inequality

$$
\begin{equation*}
\|u\|_{q+1} \leq B\|\nabla u\|_{p} \tag{32}
\end{equation*}
$$

where $p-1<q \leq\left(N p /(N-p)_{+}\right)-1$. Set

$$
\begin{gather*}
\alpha_{1}=B^{-(q+1) /(q-p+1)}, \\
E_{1}=\left(\frac{1}{p}-\frac{1}{q+1}\right) B^{-p(q+1) /(q-p+1)}>0 . \tag{33}
\end{gather*}
$$

Theorem 6. Assume that $p>2, p-1<q \leq\left(N p /(N-p)_{+}\right)-1$. Let the initial data $u_{0}$ satisfying $E(0) \leq E_{1}$ and $\left\|\nabla u_{0}\right\|_{p}>\alpha_{1}$. Then, there exists $T_{1}$ with $0<T_{1}<\infty$, such that

$$
\begin{equation*}
\lim _{t \rightarrow T_{1}} M(t)=+\infty \tag{34}
\end{equation*}
$$

First, we prove the following two Lemmas, similar to the idea in [13].

Lemma 7. Assume that $u$ is a solution of the system (1). If $E(0)<E_{1}$ and $\left\|\nabla u_{0}\right\|_{p}>\alpha_{1}$. Then, there exists a positive constant $\alpha_{2}>\alpha_{1}$, such that

$$
\begin{gather*}
\|\nabla u\|_{p} \geq \alpha_{2}, \quad \text { for any } t \geq 0  \tag{35}\\
\|u\|_{q+1} \geq B \alpha_{2}, \quad \text { for any } t \geq 0 \tag{36}
\end{gather*}
$$

Proof. Let $\|\nabla u\|_{p}=\alpha$ and by (32), we have

$$
\begin{align*}
E(t) & =\frac{1}{p} \int_{\Omega}|\nabla u|^{p} d x-\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \\
& \geq \frac{1}{p}\|\nabla u\|_{p}^{p}-\frac{1}{q+1} B^{q+1}\|\nabla u\|_{p}^{q+1}  \tag{37}\\
& =\frac{1}{p} \alpha^{p}-\frac{1}{q+1} B^{q+1} \alpha^{q+1} .
\end{align*}
$$

For convenience, we define

$$
\begin{equation*}
g(\alpha)=\frac{1}{p} \alpha^{p}-\frac{1}{q+1} B^{q+1} \alpha^{q+1} \tag{38}
\end{equation*}
$$

It is easy to find that $g$ increases if $0<\alpha<\alpha_{1}$ and decreases if $\alpha>\alpha_{1}$. Moreover, $g(\alpha) \rightarrow-\infty$ as $\alpha \rightarrow \infty$ and $g\left(\alpha_{1}\right)=E_{1}$. Due to $E(0)<E_{1}$, there exists $\alpha_{2}>\alpha_{1}$ such that $g\left(\alpha_{2}\right)=$ $E(0)$. Let $\left\|\nabla u_{0}\right\|_{p}=\alpha_{0}$; thus $\alpha_{0}>\alpha_{1}$. Then by (37) and (38), we have $g\left(\alpha_{0}\right) \leq E(0)=g\left(\alpha_{2}\right)$, which implies that $\alpha_{0} \geq \alpha_{2}$. For contradiction to establish (35), we assume that there exists $t_{0}>0$ such that

$$
\begin{equation*}
\alpha_{1}<\left\|\nabla u\left(\cdot, t_{0}\right)\right\|_{p}<\alpha_{2} . \tag{39}
\end{equation*}
$$

It follows from (37) and (38) that

$$
\begin{equation*}
E\left(t_{0}\right) \geq g\left(\left\|\nabla u\left(\cdot, t_{0}\right)\right\|_{p}\right)>g\left(\alpha_{2}\right)=E(0), \tag{40}
\end{equation*}
$$

which is in contradiction with Lemma 3. Hence, (35) is established.

Next to prove (36),

$$
\begin{equation*}
E(t)=\frac{1}{p} \int_{\Omega}|\nabla u|^{p} d x-\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \leq E(0) \tag{41}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \geq \frac{1}{p} \int_{\Omega}|\nabla u|^{p} d x-E(0) \geq \frac{1}{p} \alpha_{2}^{p}-g\left(\alpha_{2}\right) \tag{42}
\end{equation*}
$$

Therefore, (36) is concluded.
Define

$$
\begin{equation*}
F(t)=E_{1}-E(t), \quad \text { for any } t \geq 0 \tag{43}
\end{equation*}
$$

Then, we have the following.
Lemma 8. Assume that $u$ is a solution of the system (1). If $E(0)<E_{1}$ and $\left\|\nabla u_{0}\right\|_{p}>\alpha_{1}$. Then for all $t \geq 0$,

$$
\begin{equation*}
0<F(0) \leq F(t) \leq \frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \tag{44}
\end{equation*}
$$

Proof. By Lemma 3, we know that $F^{\prime}(t) \geq 0$. Thus,

$$
\begin{equation*}
F(t) \geq F(0)=E_{1}-E(0)>0 . \tag{45}
\end{equation*}
$$

According to (35) of Lemma 7, a simple computation shows that

$$
\begin{align*}
F(t) & =E_{1}-\frac{1}{p} \int_{\Omega}|\nabla u|^{p} d x+\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \\
& \leq E_{1}-\frac{1}{p} B^{-p(q+1) /(q-p+1)}+\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x  \tag{46}\\
& =-\frac{1}{q+1} B^{-p(q+1) /(q-p+1)}+\frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x \\
& \leq \frac{1}{q+1} \int_{\Omega}|u|^{q+1} d x
\end{align*}
$$

which guarantees the conclusion of the lemma.
At the end, let us finish the proof of Theorem 6.
Proof of Theorem 6. According to (15), we have

$$
\begin{align*}
M^{\prime}(t) & =-\int_{\Omega}|\nabla u|^{p} d x+\int_{\Omega}|u|^{q+1} d x \\
& =\int_{\Omega}|u|^{q+1} d x-p E(t)-\frac{p}{q+1} \int_{\Omega}|u|^{q+1} d x  \tag{47}\\
& =\frac{q+1-p}{q+1} \int_{\Omega}|u|^{q+1} d x-p E_{1}+p F(t) .
\end{align*}
$$

By using (33) and (36), we obtain

$$
\begin{align*}
p E_{1} & =\left(1-\frac{p}{q+1}\right) B^{-p(q+1) /(q+1-p)} \\
& =\frac{\alpha_{1}^{q+1}}{\alpha_{2}^{q+1}} \frac{q+1-p}{q+1} B^{q+1} \alpha_{2}^{q+1}  \tag{48}\\
& \leq \frac{\alpha_{1}^{q+1}}{\alpha_{2}^{q+1}} \frac{q-p+1}{q+1} \int_{\Omega}|u|^{q+1} d x
\end{align*}
$$

Combining (47) and (48), we get

$$
\begin{align*}
M^{\prime}(t) & \geq\left(1-\frac{\alpha_{1}^{q+1}}{\alpha_{2}^{q+1}}\right) \frac{q+1-p}{q+1} \int_{\Omega}|u|^{q+1} d x+p F(t) \\
& \geq\left(1-\frac{\alpha_{1}^{q+1}}{\alpha_{2}^{q+1}}\right) \frac{q+1-p}{q+1}|\Omega|^{(1-q) / 2} M^{(q+1) / 2} \tag{49}
\end{align*}
$$

Since $q>p-1>1, M(t)$ blows up at a finite time. The proof of Theorem 6 is complete.

Remark 9 (behavior of the energy $E(t)$ ). Similar to Theorem 1.3 of [5], it is easy to be proved. Let $p>2, p-1<q \leq$ $\left(N p /(N-p)_{+}\right)-1$, and let $u$ be a weak solution of (1). If there exists a constant $C_{0}>0$ and a time $T_{0}^{\prime}>0$, such that the solution $u$ exists on $\left[0, T_{0}^{\prime}\right)$ and satisfies $E(t) \geq-C_{0}$ on $\left[0, T_{0}^{\prime}\right)$, then $F(t)$ is bounded on $\left[0, T_{0}^{\prime}\right)$. Thus, the above result and Theorem 6 reveal that even though the initial energy could be chosen as positive, the energy $E(t)$ needs to become negative at a certain time and then goes to $-\infty$. Otherwise, $E(t)$ has a lower bound on $[0,+\infty)$; thus $F(t)$ is bounded on $[0,+\infty)$. It is in contradiction with Theorem 6.
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#### Abstract

We give an overview on some recent results concerning the study of the Dirichlet problem for second-order linear elliptic partial differential equations in divergence form and with discontinuous coefficients, in unbounded domains. The main theorem consists in an $L^{p}$-a priori bound, $P>1$. Some applications of this bound in the framework of non-variational problems, in a weighted and a non-weighted case, are also given.


## 1. Introduction

The aim of this work is to give an overview on some recent results dealing with the study of a certain kind of the Dirichlet problem in the framework of unbounded domains. To be more precise, given an unbounded open subset $\Omega$ of $\mathbb{R}^{n}$, $n \geq 2$, we are concerned with the elliptic second-order linear differential operator in variational form

$$
\begin{equation*}
L=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j} \frac{\partial}{\partial x_{i}}+d_{j}\right)+\sum_{i=1}^{n} b_{i} \frac{\partial}{\partial x_{i}}+c, \tag{1}
\end{equation*}
$$

with coefficients $a_{i j} \in L^{\infty}(\Omega)$ and with the associated Dirichlet problem

$$
\begin{gather*}
u \in \dot{\circ}^{1,2}(\Omega), \\
L u=f, \quad f \in W^{-1,2}(\Omega) . \tag{2}
\end{gather*}
$$

As far as we know, were Bottaro and Marina the first to approach this kind of problem who proved, in [1], an existence and uniqueness theorem for the solution of problem (2), for $n \geq 3$, assuming that

$$
\begin{equation*}
a_{i j} \in L^{\infty}(\Omega), \quad i, j=1, \ldots, n \tag{3}
\end{equation*}
$$

$$
\begin{gather*}
b_{i}, d_{i} \in L^{n}(\Omega), \quad i=1, \ldots, n, \\
c \in L^{n / 2}(\Omega)+L^{\infty}(\Omega),  \tag{4}\\
c-\sum_{i=1}^{n}\left(d_{i}\right)_{x_{i}} \geq \mu, \quad \mu \in \mathbb{R}_{+} . \tag{5}
\end{gather*}
$$

The study was later on generalized in [2] weakening the hypothesis (4) by considering coefficients $b_{i}, d_{i}$, and $c$ satisfying (4) only locally and for $n \geq 2$. Further improvements have been achieved in [3], for $n \geq 3$, since the $b_{i}, d_{i}$, and $c$ are taken in suitable Morrey type spaces with lower summabilities.

In [1-3], the authors also provide the bound

$$
\begin{equation*}
\|u\|_{W^{1,2}(\Omega)} \leq C\|f\|_{W^{-1,2}(\Omega)} \tag{6}
\end{equation*}
$$

giving explicit description of the dependence of the constant $C$ on the data of the problem.

In two recent works, $[4,5]$, considering a more regular set $\Omega$ and supposing that the lower order terms coefficients are as in [3] for $n \geq 3$ and as in [2] for $n=2$, we prove that if $f \in L^{2}(\Omega) \cap L^{\infty}(\Omega)$, then there exists a constant $C$, whose dependence is completely described, such that

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)} \tag{7}
\end{equation*}
$$

for any bounded solution $u$ of (2) and for every $p>2$. This can be done taking into account two different sign hypotheses, namely, (5) and the less common

$$
\begin{equation*}
c-\sum_{i=1}^{n}\left(b_{i}\right)_{x_{i}} \geq \mu, \quad \mu \in \mathbb{R}_{+} . \tag{8}
\end{equation*}
$$

Successively, in [6], we deepen the study begun in $[4,5]$ showing that to a bounded datum $f \in L^{2}(\Omega)$ it corresponds a bounded solution $u$. This allows us to prove, by means of an approximation argument, that if $f$ belongs to $L^{2}(\Omega) \cap L^{p}(\Omega)$, $p>2$, then the solution is in $L^{p}(\Omega)$ too and verifies (7). Putting together the two preliminary $L^{p}$-estimates, $p>2$, obtained under the different sign assumptions and adding the further hypothesis that the $a_{i j}$ are also symmetric, by means of a duality argument, we finally obtain (7) for $p>1$, for each sign hypothesis, assuming no boundedness of the solution and for $f \in L^{2}(\Omega) \cap L^{p}(\Omega)$.

To conclude, we provide two applications of our final $L^{p}$-bound, $p>1$, recalling the results of $[7,8]$ where our estimate plays a fundamental role in the study of certain weighted and non-weighted non-variational problems with leading coefficients satisfying hypotheses of Miranda's type (see [9]). The nodal point in this analysis is the existence of the derivatives of the leading coefficients that allows us to rewrite the involved operator in variational form and avail ourselves of the above-mentioned a priori bound.

Always in the framework of unbounded domains, the study of different variational problems can be found in [10, 11]. Quasilinear elliptic equations with quadratic growth have been considered in [12]. In [13-15] a very general weighted case, with principal coefficients having vanishing mean oscillation, has been taken into account.

## 2. A Class of Spaces of Morrey Type

In this section we recall the definitions and the main properties of a certain class of spaces of Morrey type where the coefficients of our operators belong. These spaces generalize the classical notion of Morrey spaces to unbounded domains and were introduced for the first time in [3]; see also [16] for some details. Thus, from now on, let $\Omega$ be an unbounded open subset of $\mathbb{R}^{n}, n \geq 2$. By $\Sigma(\Omega)$ we denote the $\sigma$-algebra of all Lebesgue measurable subsets of $\Omega$. For $E \in \Sigma(\Omega)$, $\chi_{E}$ is its characteristic function, $|E|$ its Lebesgue measure, and $E(x, r)=E \cap B(x, r)\left(x \in \mathbb{R}^{n}, r \in \mathbb{R}_{+}\right)$, where $B(x, r)$ is the open ball with center in $x$ and radius $r$. The class of restrictions to $\bar{\Omega}$ of functions $\zeta \in C_{\circ}^{\infty}\left(\mathbb{R}^{n}\right)$ is $\mathfrak{D}(\bar{\Omega})$. For $q \in\left[1,+\infty\left[, L_{\mathrm{loc}}^{q}(\bar{\Omega})\right.\right.$ is the class of all functions $g: \Omega \rightarrow \mathbb{R}$ such that $\zeta g \in L^{q}(\Omega)$ for any $\zeta \in \mathfrak{D}(\bar{\Omega})$.

For $q \in[1,+\infty[$ and $\lambda \in[0, n[$, the space of Morrey type $M^{q, \lambda}(\Omega)$ is made up of all the functions $g$ in $L_{\mathrm{loc}}^{q}(\bar{\Omega})$ such that

$$
\begin{equation*}
\|g\|_{M^{q, \lambda}(\Omega)}=\sup _{\substack{\tau \in] 0,1] \\ x \in \Omega}} \tau^{-\lambda / q}\|g\|_{L^{q}(\Omega(x, \tau))}<+\infty \tag{9}
\end{equation*}
$$

equipped with the norm defined in (9).

The closures of $C_{o}^{\infty}(\Omega)$ and $L^{\infty}(\Omega)$ in $M^{q, \lambda}(\Omega)$ are denoted by $M_{\circ}^{q, \lambda}(\Omega)$ and $\widetilde{M}^{q, \lambda}(\Omega)$, respectively.

The following inclusion holds true:

$$
\begin{equation*}
M_{o}^{q, \lambda}(\Omega) \subset \widetilde{M}^{q, \lambda}(\Omega) \tag{10}
\end{equation*}
$$

Moreover,

$$
\begin{gather*}
M^{q, \lambda}(\Omega) \subseteq M^{q_{0}, \lambda_{0}}(\Omega) \quad \text { if } q_{0} \leq q \\
\frac{\lambda_{0}-n}{q_{0}} \leq \frac{\lambda-n}{q} \tag{11}
\end{gather*}
$$

We put $M^{q}(\Omega)=M^{q, 0}(\Omega), \widetilde{M}^{q}(\Omega)=\widetilde{M}^{q, 0}(\Omega)$, and $M_{\circ}^{q}(\Omega)=M_{\circ}^{q, 0}(\Omega)$.

Now, let us define the moduli of continuity of functions belonging to $\widetilde{M}^{q, \lambda}(\Omega)$ or $M_{\circ}^{q, \lambda}(\Omega)$. For $h \in \mathbb{R}_{+}$and $g \in$ $M^{q, \lambda}(\Omega)$, we set

$$
\begin{equation*}
F[g](h)=\sup _{\underset{E \in \Sigma(\Omega)}{\sup _{x \in \Omega}|E(x, 1)| \leq 1 / h}}\left\|g \chi_{E}\right\|_{M^{q, \lambda}(\Omega)} \tag{12}
\end{equation*}
$$

Given a function $g \in M^{q, \lambda}(\Omega)$, the following characterizations hold:

$$
\begin{gather*}
g \in \widetilde{M}^{q, \lambda}(\Omega) \Longleftrightarrow \lim _{h \rightarrow+\infty} F[g](h)=0, \\
g \in M_{\circ}^{q, \lambda}(\Omega)  \tag{13}\\
\Longleftrightarrow \lim _{h \rightarrow+\infty}\left(F[g](h)+\left\|\left(1-\zeta_{h}\right) g\right\|_{M^{q, \lambda}(\Omega)}\right)=0,
\end{gather*}
$$

where $\zeta_{h}$ denotes a function of class $C_{o}^{\infty}\left(R^{n}\right)$ such that

$$
\begin{align*}
& 0 \leq \zeta_{h} \leq 1, \\
& \zeta_{\left.h\right|_{\overline{B(0, h)}}}=1, \tag{14}
\end{align*}
$$

$$
\operatorname{supp} \zeta_{h} \subset B(0,2 h) .
$$

Thus, if $g$ is a function in $\widetilde{M}^{q, \lambda}(\Omega)$, a modulus of continuity of $g$ in $\widetilde{M}^{q, \lambda}(\Omega)$ is a map $\widetilde{\sigma}^{q, \lambda}[g]: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{gather*}
F[g](h) \leq \tilde{\sigma}^{q, \lambda}[g](h), \\
\lim _{h \rightarrow+\infty} \widetilde{\sigma}^{q, \lambda}[g](h)=0 . \tag{15}
\end{gather*}
$$

While if $g$ belongs to $M_{o}^{q, \lambda}(\Omega)$, a modulus of continuity of $g$ in $M_{o}^{q, \lambda}(\Omega)$ is an application $\sigma_{o}^{q, \lambda}[g]: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{gather*}
F[g](h)+\left\|\left(1-\zeta_{h}\right) g\right\|_{M^{q, \lambda}(\Omega)} \leq \sigma_{o}^{q, \lambda}[g](h), \\
\lim _{h \rightarrow+\infty} \sigma_{o}^{q, \lambda}[g](h)=0 . \tag{16}
\end{gather*}
$$

We finally recall two results of [4, 7], obtained adapting to our needs a more general theorem proved in [17], providing the boundedness and some embedding estimates for the multiplication operator

$$
\begin{equation*}
u \longrightarrow g u \tag{17}
\end{equation*}
$$

where the function $g$ belongs to suitable spaces of Morrey type.

Theorem 1. If $g \in M^{q, \lambda}(\Omega)$, with $q>2$ and $\lambda=0$ if $n=2$, and $q \in] 2, n]$ and $\lambda=n-q$ if $n>2$, then the operator in (17) is bounded from $\stackrel{\circ}{W}^{1,2}(\Omega)$ to $L^{2}(\Omega)$. Moreover, there exists a constant $C \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\|g u\|_{L^{2}(\Omega)} \leq C\|g\|_{M^{q, \lambda}(\Omega)}\|u\|_{W^{1,2}(\Omega)} \quad \forall u \in \stackrel{\circ}{W}^{1,2}(\Omega) \tag{18}
\end{equation*}
$$

with $C=C(n, q)$.
Let $p>1$ and $r, t \in\left[p,+\infty\left[\right.\right.$. If $\Omega$ is an open subset of $\mathbb{R}^{n}$ having the cone property and $g \in M^{r}(\Omega)$, with $r>p$ if $p=n$, then the operator in (17) is bounded from $W^{1, p}(\Omega)$ to $L^{p}(\Omega)$. Moreover, there exists a constant $c \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\|g u\|_{L^{p}(\Omega)} \leq c\|g\|_{M^{r}(\Omega)}\|u\|_{W^{1, p}(\Omega)} \quad \forall u \in W^{1, p}(\Omega) \tag{19}
\end{equation*}
$$

with $c=c(\Omega, n, p, r)$.
If $g \in M^{t}(\Omega)$, with $t>p$ if $p=n / 2$, then the operator in (17) is bounded from $W^{2, p}(\Omega)$ to $L^{p}(\Omega)$. Moreover, there exists a constant $c^{\prime} \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\|g u\|_{L^{p}(\Omega)} \leq c^{\prime}\|g\|_{M^{t}(\Omega)}\|u\|_{W^{2, p}(\Omega)} \quad \forall u \in W^{2, p}(\Omega) \tag{20}
\end{equation*}
$$

with $c^{\prime}=c^{\prime}(\Omega, n, p, t)$.

## 3. The Variational Problem

Consider, in an unbounded open subset $\Omega$ of $\mathbb{R}^{n}, n \geq 2$, the second-order linear differential operator in divergence form

$$
\begin{equation*}
L=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j} \frac{\partial}{\partial x_{i}}+d_{j}\right)+\sum_{i=1}^{n} b_{i} \frac{\partial}{\partial x_{i}}+c \tag{21}
\end{equation*}
$$

Assume that the leading coefficients satisfy the hypotheses

$$
\begin{gathered}
a_{i j} \in L^{\infty}(\Omega), \quad i, j=1, \ldots, n, \\
\exists v>0: \sum_{i, j=1}^{n} a_{i j} \xi_{i} \xi_{j} \geq v|\xi|^{2} \quad \text { a.e. in } \Omega, \forall \xi \in \mathbb{R}^{n} . \quad\left(h_{1}\right)
\end{gathered}
$$

For the lower order terms coefficients suppose that

$$
\begin{gather*}
b_{i}, d_{i} \in M_{o}^{2 t, \lambda}(\Omega), \quad i=1, \ldots, n, \\
c \in M^{t, \lambda}(\Omega) \tag{2}
\end{gather*}
$$

with $t>1$ and $\lambda=0$ if $n=2$,
with $\left.t \in] 1, \frac{n}{2}\right]$ and $\lambda=n-2 t$ if $n>2$.
Furthermore, let one of the following sign assumptions hold true:

$$
\begin{equation*}
c-\sum_{i=1}^{n}\left(d_{i}\right)_{x_{i}} \geq \mu \tag{3}
\end{equation*}
$$

or

$$
\begin{equation*}
c-\sum_{i=1}^{n}\left(b_{i}\right)_{x_{i}} \geq \mu \tag{4}
\end{equation*}
$$

in the distributional sense on $\Omega$, with $\mu$ positive constant.

We are interested in the study of the Dirichlet problem

$$
\begin{gather*}
u \in \stackrel{\circ}{W}^{1,2}(\Omega) \\
L u=f, \quad f \in W^{-1,2}(\Omega), \tag{22}
\end{gather*}
$$

$\left(h_{1}\right)-\left(h_{3}\right)$ or $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ being satisfied.
It is natural to associate to $L$ the bilinear form

$$
\begin{align*}
& a(u, v)=\int_{\Omega}\left(\sum_{i, j=1}^{n}\left(a_{i j} u_{x_{i}}+d_{j} u\right) v_{x_{j}}\right.  \tag{23}\\
&\left.+\left(\sum_{i=1}^{n} b_{i} u_{x_{i}}+c u\right) v\right) d x
\end{align*}
$$

$u, v \in \stackrel{\circ}{W}^{1,2}(\Omega)$, and observe that, in view of Theorem 1 , the form $a$ is continuous on $\dot{W}^{1,2}(\Omega) \times \dot{\circ}^{1,2}(\Omega)$ and so the operator $L: \stackrel{\circ}{W}^{1,2}(\Omega) \rightarrow W^{-1,2}(\Omega)$ is continuous too.

Let us start collecting some preliminary results concerning the existence and uniqueness of the solution of problem (22), as well as some a priori estimates. For the case where assumptions $\left(h_{1}\right)-\left(h_{3}\right)$ are taken into account and for $n=2$, we refer to [2] while for $n \geq 3$ details can be found in [3]. If $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ hold true, the results are proved in the more recent [5].

Theorem 2. Under hypotheses $\left(h_{1}\right)-\left(h_{3}\right)$ (or $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ ), problem (22) is uniquely solvable and its solution $u$ satisfies the estimate

$$
\begin{equation*}
\|u\|_{W^{1,2}(\Omega)} \leq C\|f\|_{W^{-1,2}(\Omega)} \tag{24}
\end{equation*}
$$

where $C$ is a constant depending on $n, t, \nu, \mu,\left\|b_{i}-d_{i}\right\|_{M^{2 t, \lambda}(\Omega)}$, $i=1, \ldots, n$.

The next step in our analysis is to achieve an $L^{p}$-estimate, $p>2$, for the solution of (22) (see Theorem 8). This requires some additional hypotheses on the regularity of the set and on the datum $f$, and some preparatory results that essentially rely on the introduction of certain auxiliary functions $u_{s}$, used for the first time by Bottaro and Marina in [1] and employed in the framework of Morrey type spaces in [3]. Let us give their definition and recall some useful properties.

Let $h \in \mathbb{R}_{+} \cup\{+\infty\}$ and $k \in \mathbb{R}$, with $0 \leq k \leq h$. For each $t \in \mathbb{R}$ we set

$$
\begin{align*}
& G_{k h}(t)= \begin{cases}t-k & \text { if } t>k, \\
0 & \text { if }-k \leq t \leq k, \\
t+k & \text { if } t<-k,\end{cases}  \tag{25}\\
& G_{k h}(t)=G_{k \infty}(t)-G_{h \infty}(t), \quad \text { if } h \in \mathbb{R}_{+} .
\end{align*}
$$

Lemma 3. Let $g \in M_{o}^{q, \lambda}(\Omega), u \in \stackrel{\circ}{W}^{1,2}(\Omega)$, and $\varepsilon \in \mathbb{R}_{+}$. Then there exist $r \in \mathbb{N}$ and $k_{1}, \ldots, k_{r} \in \mathbb{R}$, with $0=k_{r}<k_{r-1}<$ $\cdots<k_{1}<k_{0}=+\infty$, such that set

$$
\begin{equation*}
u_{s}=G_{k_{s} k_{s-1}}(u), \quad s=1, \ldots, r \tag{26}
\end{equation*}
$$

one has $u_{1}, \ldots, u_{r} \in \stackrel{\circ}{W}^{1,2}(\Omega)$ and

$$
\begin{gather*}
\left\|g \chi_{\operatorname{supp}\left(u_{s}\right)_{x}}\right\|_{M^{q, \lambda}(\Omega)} \leq \varepsilon, \quad s=1, \ldots, r,  \tag{27}\\
\left|u_{s}\right| \leq|u|, \quad s=1, \ldots, r  \tag{28}\\
u_{1}+\cdots+u_{r}=u  \tag{29}\\
r \leq c \tag{30}
\end{gather*}
$$

with $c=c\left(\varepsilon, q,\|g\|_{M^{q, \lambda}(\Omega)}\right)$ positive constant.
In order to prove a fundamental preliminary estimate, obtained for $p>2$ (see Theorem 7), we need to take products involving the above defined functions $u_{s}$ as test functions in the variational formulation of our problem (23). To be more precise, in the first set of hypotheses $\left(\left(h_{1}\right)-\left(h_{3}\right)\right)$, the test functions needed are $|u|^{p-2} u_{s}$. The following result ensures that these functions effectively belong to $\stackrel{\circ}{W}^{1,2}(\Omega)$.

Lemma 4. If $\Omega$ has the uniform $C^{1}$-regularity property, then for every $u \in \stackrel{\circ}{W}^{1,2}(\Omega) \cap L^{\infty}(\Omega)$ and for any $\left.p \in\right] 2,+\infty[$ one has

$$
\begin{equation*}
|u|^{p-2} u_{s} \in \dot{W}^{1,2}(\Omega), \quad s=1, \ldots, r . \tag{31}
\end{equation*}
$$

Lemma 4, whose rather technical proof can be found in [4], is a generalization of a known result by Stampacchia (see [18], or [19] for details), obtained within the framework of the generalization of the study of certain elliptic equations in divergence form with discontinuous coefficients on a bounded open subset of $\mathbb{R}^{n}$ to some problems arising for harmonic or subharmonic functions in the theory of potential.

Once achieved (31), always in [4], we could prove the next lemma. Let $u_{s}$ be the functions of Lemma 3 obtained in correspondence of a given $u \in \dot{W}^{1,2}(\Omega) \cap L^{\infty}(\Omega)$, of $g=\sum_{i=1}^{n}\left|b_{i}-d_{i}\right|$ and of a positive real number $\varepsilon$ specified in the proof of Lemma 4.1 of [4]. One has the following.

Lemma 5. Let a be the bilinear form defined in (23). If $\Omega$ has the uniform $C^{1}$-regularity property, under hypotheses $\left(h_{1}\right)$ $\left(h_{3}\right)$, there exists a constant $C \in \mathbb{R}_{+}$such that

$$
\begin{array}{r}
\int_{\Omega}|u|^{p-2}\left(\left(u_{s}\right)_{x}^{2}+u_{s}^{2}\right) d x \leq C \sum_{h=1}^{s} a\left(u,|u|^{p-2} u_{h}\right)  \tag{32}\\
s=1, \ldots, r, \quad \forall p \in] 2,+\infty[
\end{array}
$$

where $C$ depends on $s, \nu, \mu$.
If we consider the second set of hypotheses $\left(\left(h_{1}\right),\left(h_{2}\right)\right.$, and $\left(h_{4}\right)$ ), the test functions required in (23) are the products $\left|u_{s}\right|^{p-2} u_{s}$, obtained in correspondence of a fixed $u \in$ $\dot{W}^{1,2}(\Omega) \cap L^{\infty}(\Omega)$, of $g=\sum_{i=1}^{n}\left|d_{i}-b_{i}\right|$ and of a positive real number $\varepsilon$ specified in the proof of Lemma 4.1 of [5]. In this last case and if $\Omega$ has the uniform $C^{1}$-regularity property, a result of [20] applies giving that $\left|u_{s}\right|^{p-2} u_{s} \in \stackrel{\circ}{W}^{1,2}(\Omega)$, for any $p>2, s=1, \ldots, r$. Hence, in [5] we could show the result.

Lemma 6. Let a be the bilinear form in (23). If $\Omega$ has the uniform $C^{1}$-regularity property, under hypotheses $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$, there exists a constant $C \in \mathbb{R}_{+}$such that

$$
\begin{array}{r}
\int_{\Omega}\left|u_{s}\right|^{p-2}\left(\left(u_{s}\right)_{x}^{2}+u_{s}^{2}\right) d x \leq C \sum_{h=s}^{r} a\left(u,\left|u_{h}\right|^{p-2} u_{h}\right)  \tag{33}\\
s=1, \ldots, r, \forall p \in] 2,+\infty[
\end{array}
$$

where $C$ depends on $s, r, \nu, \mu$.
The two lemmas just stated put us in a position to prove the following preliminary $L^{p}$-a priori estimate, $p>2$, in both sets of hypotheses; see also $[4,5]$. We stress that here we require that both the datum $f$ and the solution $u$ are bounded.

Theorem 7. Under hypotheses $\left(h_{1}\right)-\left(h_{3}\right)$ or $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ and if $\Omega$ has the uniform $C^{1}$-regularity property, $f$ is in $L^{2}(\Omega) \cap L^{\infty}(\Omega)$ and the solution $u$ of (22) is in $\stackrel{\circ}{W}^{1,2}(\Omega) \cap$ $L^{\infty}(\Omega)$, then $u \in L^{p}(\Omega)$ and

$$
\begin{equation*}
\left.\|u\|_{L^{p}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)}, \quad \forall p \in\right] 2,+\infty[, \tag{34}
\end{equation*}
$$

where $C$ is a constant depending on $n, t, p, \nu, \mu,\left\|b_{i}-d_{i}\right\|_{M^{2 t, \lambda}(\Omega)}$, $i=1, \ldots, n$.

Proof. Fix $p \in] 2,+\infty$ [. We provide two different proofs in the cases that hypotheses $\left(h_{3}\right)$ or $\left(h_{4}\right)$ hold true.

Let $\left(h_{1}\right)-\left(h_{3}\right)$ be satisfied. We consider the functions $u_{s}$, $s=1, \ldots, r$, obtained in correspondence of the solution $u$ and of $g=\sum_{i=1}^{n}\left|d_{1}-b_{i}\right|$ and of $\varepsilon$ as in Lemma 4.1 of [4]. In view of (29) we get

$$
\begin{align*}
& \int_{\Omega}|u|^{p-2}\left(u_{x}^{2}+u^{2}\right) d x \\
& \quad \leq c_{0} \int_{\Omega}|u|^{p-2} \sum_{s=1}^{r}\left(\left(u_{s}\right)_{x}^{2}+u_{s}^{2}\right) d x \tag{35}
\end{align*}
$$

with $c_{0}=c_{0}(r)$.
Hence, (32) entails that

$$
\begin{align*}
& \int_{\Omega}|u|^{p-2}\left(u_{x}^{2}+u^{2}\right) d x \\
& \quad \leq c_{0} \sum_{s=1}^{r} C_{s} \sum_{h=1}^{s} a\left(u,|u|^{p-2} u_{h}\right)  \tag{36}\\
& \quad \leq C \sum_{s=1}^{r} a\left(u,|u|^{p-2} u_{s}\right),
\end{align*}
$$

with $C_{s}=C_{s}(s, \nu, \mu)$ and $C=C(r, \nu, \mu)$.
From the linearity of $a$, (29), and (30), we have then

$$
\begin{equation*}
\int_{\Omega}|u|^{p-2}\left(u_{x}^{2}+u^{2}\right) d x \leq C a\left(u,|u|^{p-2} u\right) \tag{37}
\end{equation*}
$$

with $C=C\left(n, t, p, \nu, \mu,\left\|b_{i}-d_{i}\right\|_{M^{2 t, \lambda}(\Omega)}\right)$.

Using this last inequality and Hölder inequality we conclude our proof, since

$$
\begin{align*}
\|u\|_{L^{p}(\Omega)}^{p} & \leq \int_{\Omega}|u|^{p-2}\left(u_{x}^{2}+u^{2}\right) d x \\
& \leq C a\left(u,|u|^{p-2} u\right)=C \int_{\Omega} f|u|^{p-2} u d x  \tag{38}\\
& \leq C \int_{\Omega}|f||u|^{p-1} d x \leq C\|f\|_{L^{p}(\Omega)}\|u\|_{L^{p}(\Omega)}^{p-1} .
\end{align*}
$$

If $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ hold, we consider again the functions $u_{s}, s=1, \ldots, r$, obtained in correspondence of the solution $u$ and of $g$ as in the previous case, and of $\varepsilon$ as in Lemma 4.1 of [5]. In this second case, easy computations together with (29) give

$$
\begin{equation*}
\int_{\Omega}|u|^{p} d x \leq \bar{c}_{0} \sum_{s=1}^{r} \int_{\Omega}\left|u_{s}\right|^{p} d x \tag{39}
\end{equation*}
$$

with $\bar{c}_{0}=\bar{c}_{0}(r, p)$.
Thus, from (33), we deduce that

$$
\begin{align*}
\int_{\Omega}|u|^{p} d x & \leq \bar{c}_{0} \sum_{s=1}^{r} \bar{C}_{s} \sum_{h=s}^{r} a\left(u,\left|u_{h}\right|^{p-2} u_{h}\right)  \tag{40}\\
& \leq \bar{c}_{1} \sum_{s=1}^{r} a\left(u,\left|u_{s}\right|^{p-2} u_{s}\right),
\end{align*}
$$

with $\bar{C}_{s}=\bar{C}_{s}(s, r, \nu, \mu)$ and $\bar{c}_{1}=\bar{c}_{1}(r, p, \nu, \mu)$.
Hence, by (28) and Hölder inequality we obtain

$$
\begin{align*}
\|u\|_{L^{p}(\Omega)}^{p} & \leq \bar{c}_{1} \sum_{s=1}^{r} \int_{\Omega} f\left|u_{s}\right|^{p-2} u_{s} d x \\
& \leq r \bar{c}_{1} \int_{\Omega}|f||u|^{p-1} d x  \tag{41}\\
& \leq r \bar{c}_{1}\|f\|_{L^{p}(\Omega)}\|u\|_{L^{p}(\Omega)}^{p-1} .
\end{align*}
$$

This ends the proof, in view of (30).
In the later paper [6], estimate (34) has been improved dropping the hypotheses on the boundedness of $f$ and $u$, by means of the theorem below.

Theorem 8. Assume that hypotheses $\left(h_{1}\right)-\left(h_{3}\right)$ or $\left(h_{1}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ are satisfied. If the set $\Omega$ has the uniform $C^{1}$-regularity property and the datum $f \in L^{2}(\Omega) \cap L^{p}(\Omega)$, for some $p \in$ ]2, $+\infty\left[\right.$, then the solution $u$ of problem (22) is in $L^{p}(\Omega)$ and

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)} \tag{42}
\end{equation*}
$$

where $C$ is a constant depending on $n, t, p, \nu, \mu,\left\|b_{i}-d_{i}\right\|_{M^{2 t, \lambda}(\Omega)}$, $i=1, \ldots, n$.

The proof, which is different according to hypothesis $\left(h_{3}\right)$ or $\left(h_{4}\right)$, is essentially performed into two steps. In the first step, we show some regularity results, exploiting a technique
introduced by Miranda in [21]. Namely, we prove that if $u \in$ $\stackrel{\circ}{W}^{1,2}(\Omega)$ is the solution of (22) with $f \in L^{2}(\Omega) \cap L^{\infty}(\Omega)$, then, the datum $f$ being more regular, one also has $u \in L^{\infty}(\Omega)$. Thus Theorem 7 applies giving that $u \in L^{p}(\Omega)$ and satisfies (34). The second step consists in considering a datum $f \in$ $L^{2}(\Omega) \cap L^{p}(\Omega)$ and then one can conclude by means of some approximation arguments; see also [16].

Finally, in [6], we prove the main result, that is, the claimed $L^{p}$-bound, $p>1$. To this aim, a further assumption on the leading coefficients is required:

$$
\begin{equation*}
a_{i j}=a_{j i}, \quad i, j=1, \ldots, n \tag{0}
\end{equation*}
$$

Then one has the following.
Theorem 9. Assume that hypotheses $\left(h_{0}\right)-\left(h_{3}\right)$ or $\left(h_{0}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$ are satisfied. If the set $\Omega$ has the uniform $C^{1}$-regularity property and the datum $f \in L^{2}(\Omega) \cap L^{p}(\Omega)$, for some $p \in$ ] $1,+\infty$ [, then the solution $u$ of problem (22) is in $L^{p}(\Omega)$ and

$$
\begin{equation*}
\|u\|_{L^{p}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)}, \tag{43}
\end{equation*}
$$

where $C$ is a constant depending on $n, t, p, \nu, \mu,\left\|b_{i}-d_{i}\right\|_{M^{2 t, \lambda}(\Omega)}$, $i=1, \ldots, n$.

Proof. For $p \geq 2$, Theorems 2 and 8 already prove the result. It remains to show it for $1<p<2$.

We assume that hypotheses $\left(h_{0}\right)-\left(h_{3}\right)$ hold true. Under hypotheses $\left(h_{0}\right),\left(h_{2}\right)$, and $\left(h_{4}\right)$, a similar argument, with suitable modifications, can be used (we refer the reader to [6] for the details).

Let us define the bilinear form

$$
\begin{equation*}
a^{*}(w, v)=a(v, w), \quad w, v \in \dot{\circ}^{1,2}(\Omega) \tag{44}
\end{equation*}
$$

By $\left(h_{0}\right)$ one has

$$
\begin{align*}
& a^{*}(w, v) \\
& \quad=\int_{\Omega}\left(\sum_{i, j=1}^{n}\left(a_{i j} w_{x_{i}}+b_{j} w\right) v_{x_{j}}+\left(\sum_{i=1}^{n} d_{i} w_{x_{i}}+c w\right) v\right) d x . \tag{45}
\end{align*}
$$

Now consider the problem

$$
\begin{gather*}
w \in \dot{W}^{1,2}(\Omega) \\
a^{*}(w, v)=\int_{\Omega} g v d x, \quad g \in L^{2}(\Omega) \cap L^{p^{\prime}}(\Omega) \tag{46}
\end{gather*}
$$

where, since $1<p<2$, one gets $p^{\prime}=p /(p-1)>2$.
As a consequence of Theorem 2 (in the second set of hypotheses) the solution $w$ of (46) exists and is unique. Furthermore, by Theorem 8 (in the second set of hypotheses) one also has

$$
\begin{equation*}
\|w\|_{L^{p^{\prime}}(\Omega)} \leq C\|g\|_{L^{p^{\prime}}(\Omega)} \tag{47}
\end{equation*}
$$

Hence, if we denote by $u$ the solution of

$$
\begin{gather*}
u \in \stackrel{\circ}{W}^{1,2}(\Omega)  \tag{48}\\
L u=f, \quad f \in L^{2}(\Omega) \cap L^{p}(\Omega),
\end{gather*}
$$

which exists and is unique in view of Theorem 2 (in the first set of hypotheses), we obtain

$$
\begin{align*}
\int_{\Omega} g u d x & =a^{*}(w, u)=a(u, w)=\int_{\Omega} f w d x  \tag{49}\\
& \leq\|f\|_{L^{p}(\Omega)}\|w\|_{L^{p^{\prime}}(\Omega)} \leq C\|f\|_{L^{p}(\Omega)}\|g\|_{L^{p^{\prime}}(\Omega)} .
\end{align*}
$$

Finally, taking $g=|u|^{p-1} \operatorname{sign} u$ in (49), we get the claimed result.

## 4. Non-Variational Problems

In this section, we show two applications of our main estimate (43).

To this aim, let $p>1$ and assume that
$\Omega$ has the uniform $C^{1,1}$-regularity property.
Consider, then, the non-variational differential operator

$$
\begin{equation*}
\bar{L}=-\sum_{i, j=1}^{n} a_{i, j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} a_{i} \frac{\partial}{\partial x_{i}}+a, \tag{50}
\end{equation*}
$$

with the following conditions on the leading coefficients:

$$
\begin{gather*}
a_{i j}=a_{j i} \in L^{\infty}(\Omega), \quad i, j=1, \ldots, n, \\
\exists v>0: \sum_{i, j=1}^{n} a_{i j} \xi_{i} \xi_{j} \geq \nu|\xi|^{2} \quad \text { a.e in } \Omega, \forall \xi \in \mathbb{R}^{n}, \\
\left(a_{i j}\right)_{x_{h}} \in M_{o}^{q, \lambda}(\Omega), \quad i, j, h=1, \ldots, n, \text { with }  \tag{1}\\
q>2, \quad \lambda=0 \quad \text { for } n=2, \\
q \in] 2, n[, \quad \lambda=n-q \quad \text { for } n>2 .
\end{gather*}
$$

Suppose that the lower order terms are such that

$$
\begin{align*}
& a_{i} \in M_{o}^{r}(\Omega), \quad i=1, \ldots, n \text {, with } \\
& r>2 \text { if } p \leq 2, \quad r=p \text { if } p>2 \quad \text { for } n=2, \quad\left(h_{2}^{\prime}\right) \\
& r \geq p, r \geq n, \text { with } r>p \text { if } p=n \quad \text { for } n>2, \\
& a \in \widetilde{M}^{t}(\Omega), \text { with } \\
& t=p \quad \text { for } n=2, \\
& t \geq p, t \geq \frac{n}{2}, \text { with } t>p \text { if } p=\frac{n}{2} \quad \text { for } n>2, \quad\left(h_{3}^{\prime}\right)  \tag{3}\\
& \text { ess inf } a=a_{0}>0 .
\end{align*}
$$

In view of Theorem 1 , under the assumptions $\left(h_{0}^{\prime}\right)-\left(h_{3}^{\prime}\right)$, the operator $\bar{L}: W^{2, p}(\Omega) \rightarrow L^{p}(\Omega)$ is bounded.

The first application is contained in Theorem 3.2 and Corollary 3.3 of [7] (see also [22] where the case $p=2$ is considered) and reads as follows.

Theorem 10. Let $\bar{L}$ be defined in (50). If hypotheses $\left(h_{0}^{\prime}\right)-\left(h_{3}^{\prime}\right)$ are satisfied, then there exists a constant $c \in \mathbb{R}_{+}$such that

$$
\|u\|_{W^{2, p}(\Omega)} \leq c\|\bar{L} u\|_{L^{p}(\Omega)} \quad \forall u \in W^{2, p}(\Omega) \cap \dot{W}^{1, p}(\Omega)
$$

with $c=c\left(\Omega, n, v, p, r, t,\left\|a_{i j}\right\|_{L^{\infty}(\Omega)}, \sigma_{o}^{q, \lambda}\left[\left(a_{i j}\right)_{x_{h}}\right], \sigma_{o}^{r}\left[a_{i}\right], \widetilde{\sigma}^{t}[a]\right.$, $a_{0}$ ).

Moreover, the problem

$$
\begin{gather*}
u \in W^{2, p}(\Omega) \cap \dot{W}^{1, p}(\Omega),  \tag{52}\\
\bar{L} u=f, \quad f \in L^{p}(\Omega)
\end{gather*}
$$

is uniquely solvable.
The nodal point in achieving these results consists in the existence of the derivatives of the $a_{i j}$. Indeed, this consents to rewrite the operator $\bar{L}$ in divergence form and exploit (43) in order to obtain an estimate as that in (51) but for more regular functions. Then, one can prove (51) by means of an approximation argument. Estimate (51) immediately takes to the solvability of problem (52) via a straightforward application of the method of continuity along a parameter, see, for instance, [23], and by the already known solvability of an opportune auxiliary problem.

As second application of (43), we obtain, in [8], an analogous of Theorem 10, in a weighted framework. Namely, we consider a weight function $\rho^{s}$ that is a power of a function $\rho$ of class $C^{2}(\bar{\Omega})$ such that $\rho: \bar{\Omega} \rightarrow \mathbb{R}_{+}$and

$$
\begin{gather*}
\sup _{x \in \Omega} \frac{\left|\partial^{\alpha} \rho(x)\right|}{\rho(x)}<+\infty, \quad \forall|\alpha| \leq 2, \\
\lim _{|x| \rightarrow+\infty}\left(\rho(x)+\frac{1}{\rho(x)}\right)=+\infty,  \tag{53}\\
\lim _{|x| \rightarrow+\infty} \frac{\rho_{x}(x)+\rho_{x x}(x)}{\rho(x)}=0 .
\end{gather*}
$$

For instance, one can think of $\rho$ as the function

$$
\begin{equation*}
\rho(x)=\left(1+|x|^{2}\right)^{t}, \quad t \in \mathbb{R} \backslash\{0\} . \tag{54}
\end{equation*}
$$

For $k \in \mathbb{N}_{0}, p \in[1,+\infty[$ and $s \in \mathbb{R}$, and given $\rho$ satisfying (53), we define the weighted Sobolev space $W_{s}^{k, p}(\Omega)$ as the space of distributions $u$ on $\Omega$ such that

$$
\begin{equation*}
\|u\|_{W_{s}^{k, p}(\Omega)}=\sum_{|\alpha| \leq k}\left\|\rho^{s} \partial^{\alpha} u\right\|_{L^{p}(\Omega)}<+\infty, \tag{55}
\end{equation*}
$$

endowed with the norm in (55). Furthermore, we denote the closure of $C_{\circ}^{\infty}(\Omega)$ in $W_{s}^{k, p}(\Omega)$ by $\stackrel{\circ}{W}_{s}^{k, p}(\Omega)$ and put $W_{s}^{0, p}(\Omega)=$ $L_{s}^{p}(\Omega)$.

In Theorems 4.2 and 5.2 of [8] we showed the following.
Theorem 11. Let $\bar{L}$ be defined in (50). If hypotheses $\left(h_{0}^{\prime}\right)-\left(h_{3}^{\prime}\right)$ are satisfied, then there exists a constant $c \in \mathbb{R}_{+}$such that

$$
\begin{equation*}
\|u\|_{W_{s}^{2, p}(\Omega)} \leq c\|\bar{L} u\|_{L_{s}^{p}(\Omega)} \quad \forall u \in W_{s}^{2, p}(\Omega) \cap \dot{W}_{s}^{1,2}(\Omega) \tag{56}
\end{equation*}
$$

with $c=c\left(\Omega, n, s, v, p, r, t,\left\|a_{i j}\right\|_{L^{\infty}(\Omega)},\left\|a_{i}\right\|_{M^{r}(\Omega)}, \sigma_{o}^{q, \lambda}\left[\left(a_{i j}\right)_{x_{h}}\right]\right.$, $\left.\sigma_{o}^{r}\left[a_{i}\right], \tilde{\sigma}^{t}[a], a_{0}\right)$.

Moreover, the problem

$$
\begin{gather*}
u \in W_{s}^{2, p}(\Omega) \cap W_{s}^{1,2}(\Omega)  \tag{57}\\
\bar{L} u=f, \quad f \in L_{s}^{p}(\Omega)
\end{gather*}
$$

is uniquely solvable.
One of the main tools in the proof of Theorem 11 is given by the existence of a topological isomorphism from $W_{s}^{k, p}(\Omega)$ to $W^{k, p}(\Omega)$ and from $\stackrel{\circ}{W}_{s}^{k, p}(\Omega)$ to $\stackrel{\circ}{W}^{k, p}(\Omega)$. This isomorphism consents to deduce by the non-weighted bound in (51) the corresponding weighted estimate in (56), taking into account also the imbedding results of Theorem 1. The existence and uniqueness of the solution of problem (57) follow then, as in the previous case, from a direct application of the method of continuity along a parameter by the solvability of a suitable auxiliary problem.
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#### Abstract

We firstly study the existence of PC-mild solutions for impulsive fractional semilinear integrodifferential equations and then present controllability results for fractional impulsive integrodifferential systems in Banach spaces. The method we adopt is based on fixed point theorem, semigroup theory, and generalized Bellman inequality. The results obtained in this paper improve and extend some known results. At last, an example is presented to demonstrate the applications of our main results.


## 1. Introduction

Fractional calculus is an area having a long history whose infancy dates back to three hundred years. However, at the beginning of fractional calculus, it develops slowly due to the disadvantage of technology. In recent decades, as the ancient mathematicians expected, fractional differential equations have been found to be a powerful tool in many fields, such as viscoelasticity, electrochemistry, control, porous media, and electromagnetic. For basic facts about fractional derivative and fractional calculus, one can refer to the books [1-4]. Since the fractional theory has played a very significant role in engineering, science, economy, and many other fields, during the past decades, fractional differential equations have attracted many authors, and there has been a great deal of interest in the solutions of fractional differential equations in analytical and numerical sense (see, e.g., [5-10] and references therein).

On the other hand, the impulsive differential systems are used to describe processes which are subjected to abrupt changes at certain moments [11-13]. The study of dynamical systems with impulsive effects has been an object of intensive investigations. It is well known that controllability is a key topic for control theory. Controllability means that it is possible to steer any initial state of the system to any final state in some finite time using an admissible control. We refer the readers to the survey [14] and the reference therein for controllability of nonlinear systems in Banach spaces. The
sufficient controllability conditions for fractional impulsive integrodifferential systems in Banach spaces have already been obtained in [15-18].

Balachandran and Park [17] studied the controllability of fractional integrodifferential systems in Banach spaces without impulse

$$
\begin{gather*}
\frac{d^{q} x(t)}{d t^{q}}=A x(t)+f\left(t, x(t), \int_{0}^{t} h(t, s, x(s)) d s\right) \\
+B u(t), \quad t \in J=[0, b]  \tag{1}\\
x(0)=x_{0} \in \mathbb{X}
\end{gather*}
$$

where $0<q<1$, the state $x(\cdot)$ takes values in the Banach space $\mathbb{X}, f: J \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}, h: \Delta \times \mathbb{X} \rightarrow \mathbb{X}$ are continuous functions, and here $\Delta=\{(t, s): 0 \leq s \leq t \leq b\}$. The control function $u \in L^{2}[J, U]$, a Banach space of admissible control functions with $U$ as a Banach space, and $B: U \rightarrow \mathbb{X}$ is a bounded linear operator.

In [19], Mophou considered the existence and uniqueness of a mild solution for impulsive fractional semilinear differential equation

$$
\begin{gather*}
D_{t}^{\alpha} x(t)=A x(t)+f(t, x(t)), \quad t \in I=[0, T], t \neq t_{k}, \\
x(0)=x_{0} \in \mathbb{X},  \tag{2}\\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m,
\end{gather*}
$$

where $D_{t}^{\alpha}$ is the Caputo fractional derivative, and $0<\alpha<1$. The operator $A: D(A) \subset \mathbb{X} \rightarrow \mathbb{X}$ is a generator of $\mathscr{C}_{0}-$ semigroup $(T(t))_{t \geq 0}$ on a Banach space $\mathbb{X}$, and $I_{k}: \mathbb{X} \rightarrow \mathbb{X}$ are impulsive functions.

To consider fractional systems in the infinite dimensional space, the first important step is to define a new concept of the mild solution. Unfortunately, By Hernández et al. [20], we know that the concept of mild solutions used in [15-17, 19], inspired by Jaradat et al. [21], was not suitable for fractional evolution systems at all. Therefore, it is necessary to restudy this interesting and hot topic again.

Recently, in Wang and Zhou [18], a suitable concept of mild solutions was introduced, using Krasnoselskii's fixed point theorem and Sadovskii's fixed point theorem, investigating complete controllability of fractional evolution systems in the infinite dimensional spaces

$$
\begin{gather*}
{ }^{c} D_{t}^{q} x(t)=A x(t)+f(t, x(t))+B u(t), \\
t \in J=[0, b],  \tag{3}\\
x(0)=x_{0} \in \mathbb{X},
\end{gather*}
$$

where ${ }^{c} D_{t}^{q}$ is the Caputo fractional derivative of the order $0<q \leq 1$ with the lower limit zero, the state $x(\cdot)$ takes values in Banach space $\mathbb{X}$, and the control function $u(\cdot)$ is given in $L^{2}[J, U]$, with $U$ as a Banach space. $A: D(A) \subset \mathbb{X} \rightarrow \mathbb{X}$ is the infinitesimal generator of a strongly continuous semigroup $(T(t))_{t \geq 0}$ in $\mathbb{X}, B$ is a bounded linear operator from $U$ to $\mathbb{X}$, and $f: J \times \mathbb{X} \rightarrow \mathbb{X}$ is given $\mathbb{X}$-value functions. Some sufficient conditions for complete controllability of the previous system were obtained.

Inspired by the work of the previous papers and many known results in [22-24], we study the existence of mild solutions for impulsive fractional semilinear integrodifferential equation

$$
\begin{gather*}
D_{t}^{q} x(t)=A x(t)+f(t, x(t),(H x)(t)), \\
t \in I=[0, b], t \neq t_{k}, \\
x(0)=x_{0} \in \mathbb{X},  \tag{4}\\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m,
\end{gather*}
$$

where $D_{t}^{q}$ is the Caputo fractional derivative, $0<q<1$, the state $x(\cdot)$ takes values in Banach space $\mathbb{X} . A: D(A) \subset \mathbb{X} \rightarrow$ $\mathbb{X}$ is the infinitesimal generator of a strongly continuous semigroup $(T(t))_{t \geq 0}$ of a uniformly bounded operator on $\mathbb{X}$, and $A$ is a bounded linear operator. $f: J \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ is given $\mathbb{X}$-value functions, $H$ is defined as

$$
\begin{equation*}
(H x)(t)=\int_{0}^{t} h(t, s, x(s)) d s \tag{5}
\end{equation*}
$$

where $h: \Delta \times \mathbb{X} \rightarrow \mathbb{X}$ are continuous, here $\Delta=\{(t, s): 0 \leq$ $s \leq t \leq b\}, I_{k}: \mathbb{X} \rightarrow \mathbb{X}$ are impulsive functions, $0=t_{0}<$ $t_{1}<\cdots<t_{m}<t_{m+1}=b,\left.\Delta x\right|_{t=t_{k}}=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right)$, and $x\left(t_{k}^{+}\right)=$
$\lim _{h \rightarrow 0^{+}} x\left(t_{k}+h\right)$ and $x\left(t_{k}^{-}\right)=\lim _{h \rightarrow 0^{-}} x\left(t_{k}+h\right)$ represent the right and left limits of $x(t)$ at $t=t_{k}$, respectively.

We also define a control $u$ and present controllability results for fractional integrodifferential systems in Banach spaces

$$
\begin{gather*}
D_{t}^{q} x(t)=A x(t)+f(t, x(t),(H x)(t))+B u(t), \\
t \in I=[0, b], t \neq t_{k}, \\
x(0)=x_{0} \in \mathbb{X},  \tag{6}\\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m
\end{gather*}
$$

where $B$ is a bounded linear operator from $U$ to $\mathbb{X}$, and the control function $u(\cdot)$ is given in $L^{2}[J, U]$, with $U$ as a Banach space. The method we adopt is based on the ideas in [17-$19,22-24]$. Compared with the previous results, this paper has three advantages. Firstly, we add operator $H$ in the nonlinear term $f$ and introduce a suitable concept of mild solutions of (4) and (6). Secondly, we not only study the existence of PC-mild solutions for impulsive fractional semilinear integrodifferential equation (4) but also present controllability results for fractional impulsive integrodifferential systems (6), and the results in $[17,19]$ could be seen as the special cases. Thirdly, our method avoids the compactness conditions on the semigroup $(T(t))_{t \geq 0}$, and some other hypotheses are more general compared with the previous research (see the conditions $\left(H_{1}\right)-\left(H_{3}\right)$ and $\left.\left(H_{5}\right)-\left(H_{8}\right)\right)$.

The rest of the paper is organized as follows. In Section 2, we present some preliminaries and lemmas that are to be used later to prove our main results. In Section 3, the existence of PC-mild solutions for (4) is discussed. In Section 4, by introducing a class of controls, we present the controllability results for fractional impulsive integrodifferential systems (6). In Section 5, an example is given to illustrate the theory.

## 2. Preliminaries and Lemmas

Let us consider the set of functions $\operatorname{PC}[I, \mathbb{X}]=\{x: I \rightarrow$ $\mathbb{X}: x \in C\left[\left(t_{k}, t_{k+1}\right), \mathbb{X}\right]$, and there exist $x\left(t_{k}^{-}\right)$and $x\left(t_{k}^{+}\right)$, $k=0,1,2, \ldots, m$ with $\left.x\left(t_{k}^{-}\right)=x\left(t_{k}\right)\right\}$. Endowed with the norm $\|x\|_{\mathrm{PC}}=\sup _{t \in I}\|x(t)\|$, it is easy to know that ( $\mathrm{PC}[I, \mathbb{X}]$, $\left.\|\cdot\|_{\mathrm{PC}}\right)$ is a Banach space. Throughout this paper, let $A$ be the infinitesimal generator of a $C_{0}$-semigroup $(T(t))_{t \geq 0}$ of a uniformly bounded operators on $\mathbb{X}$. Let $L_{B}(\mathbb{X})$ be the Banach space of all linear and bounded operator on $\mathbb{X}$. For a $C_{0}{ }^{-}$ semigroup $(T(t))_{t \geq 0}$, we set $M_{1}=\sup _{t \in I}\|T(t)\|_{L_{B}(X)}$. For each positive constant $r$, set $B_{r}=\{x \in \operatorname{PC}[I, \mathbb{X}]:\|x\| \leq r\}$.

Definition 1. The fractional integral of order $\gamma$ with the lower limit zero for a function $f$ is defined as

$$
\begin{equation*}
I^{\gamma} f(t)=\frac{1}{\Gamma(\gamma)} \int_{0}^{t} \frac{f(s)}{(t-s)^{1-\gamma}} d s, \quad t>0, \gamma>0 \tag{7}
\end{equation*}
$$

provided that the right side is point-wise defined on $[0,+\infty)$, where $\Gamma(\cdot)$ is the gamma function.

Definition 2. The Riemann-Liouville derivative of the order $\gamma$ with the lower limit zero for a function $f:[0, \infty] \rightarrow R$ can be written as

$$
\begin{align*}
{ }^{L} D^{\gamma} f(t)= & \frac{1}{\Gamma(n-\gamma)} \frac{d^{n}}{d t^{n}} \\
& \times \int_{0}^{t} \frac{f(s)}{(t-s)^{1-n+\gamma}} d s, \quad t>0, n-1<\gamma<n \tag{8}
\end{align*}
$$

Definition 3. The Caputo derivative of the order $\gamma$ for a function $f:[0, \infty] \rightarrow R$ can be written as

$$
\begin{align*}
& D^{\gamma} f(t)={ }^{L} D^{\gamma}\left(f(t)-\sum_{k=0}^{n-1} \frac{t^{k}}{k!} f^{(k)}(0)\right)  \tag{9}\\
& t>0, n-1<\gamma<n
\end{align*}
$$

Remark 4. (1) If $f(t) \in C^{n}[0, \infty)$, then

$$
\begin{align*}
D^{\gamma} f(t) & =\frac{1}{\Gamma(n-\gamma)} \int_{0}^{t} \frac{f^{(n)}(s)}{(t-s)^{1-n+\gamma}} d s  \tag{10}\\
& =I^{n-r} f^{(n)}(t), \quad t>0, n-1<\gamma<n
\end{align*}
$$

(2) The Caputo derivative of a constant is equal to zero.
(3) If $f$ is an abstract function with values in $\mathbb{X}$, then integrals which appear in Definitions 1, 2, and 3 are taken in Bochner's sense.

Definition 5 (see [22]). A mild solution of the following nonhomogeneous impulsive linear fractional equation of the form

$$
\begin{gather*}
D_{t}^{q} x(t)=A x(t)+h(t), \quad t \in I=[0, b], 0<q<1, t \neq t_{k} \\
x(0)=x_{0} \in \mathbb{X} \\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right), \quad k=1,2, \ldots, m \tag{11}
\end{gather*}
$$

is given by

$$
x(t)=\left\{\begin{array}{cc}
\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) h(s) d s, & t \in\left[0, t_{1}\right] \\
\mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) &  \tag{12}\\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) h(s) d s, & t \in\left(t_{1}, t_{2}\right] \\
\vdots & \\
\mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) h(s) d s, & t \in\left(t_{m}, b\right]
\end{array}\right.
$$

where $\mathscr{T}(\cdot)$ and $\mathcal{S}(\cdot)$ are called characteristic solution operators and given by

$$
\begin{gather*}
\mathscr{T}(t)=\int_{0}^{\infty} \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta \\
\mathcal{S}(t)=q \int_{0}^{\infty} \theta \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta \tag{13}
\end{gather*}
$$

and for $\theta \in(0, \infty)$,

$$
\begin{gather*}
\xi_{q}(\theta)=\frac{1}{q} \theta^{-1-(1 / q)} \omega_{q}\left(\theta^{-1 / q}\right) \geq 0 \\
\omega_{q}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty}(-1)^{n-1} \theta^{-q n-1} \frac{\Gamma(n q+1)}{n!} \sin (n \pi q) \tag{14}
\end{gather*}
$$

where $\xi_{q}$ is a probability density function defined on $(0, \infty)$; that is,

$$
\begin{equation*}
\xi_{q}(\theta) \geq 0, \theta \in(0, \infty), \quad \int_{0}^{\infty} \xi_{q}(\theta) d \theta=1 \tag{15}
\end{equation*}
$$

Definition 6. By a PC-mild solution of (4), we mean that a function $x \in \operatorname{PC}[I, \mathbb{X}]$, which satisfies the following integral equation:

$$
x(t)=\left\{\begin{array}{cc}
\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) &  \tag{16}\\
\quad \times f(s, x(s),(H x)(s)) d s, \quad t \in\left[0, t_{1}\right] \\
\mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) \\
& \int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\
& \times f(s, x(s),(H x)(s)) d s, \quad t \in\left(t_{1}, t_{2}\right] \\
\vdots \\
\mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\
& \times f(s, x(s),(H x)(s)) d s, \\
& t \in\left(t_{m}, b\right]
\end{array}\right.
$$

Definition 7. By a PC-mild solution of the system (6), we mean that a function $x \in \operatorname{PC}[I, \mathbb{X}]$, which satisfies the following integral equation:

$$
x(t)=\left\{\begin{array}{cc}
\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times[f(s, x(s),(H x)(s)) \\
+B u(s)] d s, & t \in\left[0, t_{1}\right] \\
\mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) & \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times[f(s, x(s),(H x)(s)) \\
+B u(s)] d s, & t \in\left(t_{1}, t_{2}\right] \\
\vdots \\
\mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times[f(s, x(s),(H x)(s)) & \\
+B u(s)] d s, & t \in\left(t_{m}, b\right] . \tag{17}
\end{array}\right.
$$

Definition 8. The system (6) is said to be controllable on the interval $J$ if, for every $x_{0}, x_{1} \in \mathbb{X}$, there exists a control $u \in$ $L^{2}(J, U)$ such that a mild solution $x$ of (6) satisfies $x(b)=x_{1}$.

Definition 9 (see [25]). Let $\mathbb{X}$ be a Banach space, and a one parameter family $T(t), 0 \leq t<+\infty$, of bounded linear operators from $\mathbb{X}$ to $\mathbb{X}$ is a semigroup of bounded linear operators on $\mathbb{X}$ if
(1) $T(0)=I$ (here, $I$ is the identity operator on $\mathbb{X}$ );
(2) $T(t+s)=T(t) T(s)$ for every $t, s \geq 0$ (the semigroup property).

A semigroup of bounded linear operator, $T(t)$, is uniformly continuous if $\lim _{t \downarrow 0}\|T(t)-I\|=0$.

Lemma 10 (see [25]). Linear operator $A$ is the infinitesimal generator of a uniformly continuous semigroup if and only if A is a bounded linear operator.

Lemma 11 (see [19]). Let $T$ be a continuous and compact mapping of a Banach space $\mathbb{X}$ into itself, such that

$$
\begin{equation*}
\{x \in \mathbb{X}: x=\lambda T x \text { for some } 0 \leq \lambda \leq 1\} \tag{18}
\end{equation*}
$$

is bounded. Then, $T$ has a fixed point.
Lemma 12. The operators $\mathscr{T}(t)$ and $\mathcal{S}(t)$ have the following properties.
(i) For any fixed $t \geq 0, \mathscr{T}(t)$ and $\mathcal{S}(t)$ are linear and bounded operators; that is, for any $x \in \mathbb{X}$,

$$
\begin{equation*}
\|\mathscr{T}(t) x\| \leq M_{1}\|x\|, \quad\|\mathcal{S}(t) x\| \leq \frac{q M_{1}}{\Gamma(1+q)}\|x\| . \tag{19}
\end{equation*}
$$

(ii) $\{\mathscr{T}(t), t \geq 0\}$ and $\{\mathcal{S}(t), t \geq 0\}$ are strongly continuous.
(iii) $\{\mathscr{T}(t), t \geq 0\}$ and $\{\mathcal{S}(t), t \geq 0\}$ are uniformly continuous; that is, for each fixed $t>0$, and $\epsilon>0$, there exists $h>0$ such that

$$
\begin{align*}
\|\mathscr{T}(t+\epsilon)-\mathscr{T}(t)\| \leq \varepsilon, & \text { for } t+\epsilon \geq 0, \quad|\epsilon|<h, \\
\|\mathcal{S}(t+\epsilon)-\mathcal{S}(t)\| \leq \varepsilon, & \text { for } t+\epsilon \geq 0,|\epsilon|<h . \tag{20}
\end{align*}
$$

Proof. For the proof of (i) and (ii), the reader can refer to [23, Lemma 2.9] and [24, Lemmas 3.2-3.5]. For each fixed $t>0$, and $h>\epsilon>0$, one can obtain

$$
\begin{align*}
& \|\mathscr{T}(t+\epsilon)-\mathscr{T}(t)\| \\
& \quad \leq \int_{0}^{\infty} \xi_{q}(\theta)\left\|T\left((t+\epsilon)^{q} \theta\right)-T\left(t^{q} \theta\right)\right\| d \theta \\
& \quad \leq M_{1} \int_{0}^{\infty} \xi_{q}(\theta)\left\|T\left((t+\epsilon)^{q} \theta-t^{q} \theta\right)-I\right\| d \theta  \tag{21}\\
& \|\mathcal{S}(t+\epsilon)-\mathcal{S}(t)\| \\
& \quad \leq q M_{1} \int_{0}^{\infty} \theta \xi_{q}(\theta)\left\|T\left((t+\epsilon)^{q} \theta-t^{q} \theta\right)-I\right\| d \theta
\end{align*}
$$

Because $A$ is a bounded linear operator, from Lemma 10 and Definition 9, we know that $A$ is the infinitesimal generator of
a uniformly continuous semigroup. Thus, by the properties of uniformly continuous semigroup $(T(t))_{t \geq 0}$, we get

$$
\begin{align*}
\|\mathscr{T}(t+\epsilon)-\mathscr{T}(t)\| & \leq \varepsilon \\
\|\mathcal{S}(t+\epsilon)-\mathcal{S}(t)\| & \leq \varepsilon \tag{22}
\end{align*}
$$

that is, $\{\mathscr{T}(t), t \geq 0\}$ and $\{\mathcal{S}(t), t \geq 0\}$ are uniformly continuous.

We list here the hypotheses to be used later.
$\left(H_{1}\right) f: I \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ is continuous and there exist functions $\mu_{1}, \mu_{2} \in L\left[I, \mathbb{R}^{+}\right]$such that

$$
\begin{align*}
& \left\|f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right)\right\| \\
& \leq \mu_{1}(t)\left\|x_{1}-x_{2}\right\|+\mu_{2}(t)\left\|y_{1}-y_{2}\right\|  \tag{23}\\
& x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{X} .
\end{align*}
$$

$\left(H_{2}\right) h: \Delta \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ is continuous and there exist function $\nu_{1} \in C\left[I, \mathbb{R}^{+}\right]$such that

$$
\begin{equation*}
\left\|h\left(t, s, x_{1}\right)-h\left(t, s, x_{2}\right)\right\| \leq v_{1}(t)\left\|x_{1}-x_{2}\right\|, \quad x_{1}, x_{2} \in \mathbb{X} \tag{24}
\end{equation*}
$$

$\left(H_{3}\right)$ There exist $\omega_{k} \in C\left[I, \mathbb{R}^{+}\right]$such that

$$
\begin{array}{r}
\left\|I_{k}\left(x_{1}\right)-I_{k}\left(x_{2}\right)\right\| \leq \omega_{k}(t)\left\|x_{1}-x_{2}\right\|, \\
x_{1}, x_{2} \in \mathbb{X}, k=1,2, \ldots, m . \tag{25}
\end{array}
$$

$\left(H_{4}\right)$ The function $\Omega_{m}(t): I \rightarrow \mathbb{R}^{+}$is defined by

$$
\begin{align*}
\Omega_{m}(t)= & \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right) d s  \tag{26}\\
& +m \omega_{0} M_{1}
\end{align*}
$$

where $\nu_{1}^{0}=\max \left\{\nu_{1}(t) \mid t \in I\right\}, \omega_{0}=\max \left\{\omega_{k}(t) t \in\right.$ $I, k=1,2, \ldots, m\}$, and $0<\Omega_{m}(t)<1, t \in I$.
$\left(H_{4}^{\prime}\right)$ The constants $\Omega_{u}$ and $\Omega_{m}^{\prime}(t): I \rightarrow \mathbb{R}^{+}$are defined by

$$
\begin{align*}
\Omega_{u}= & \frac{q M_{1} K}{\Gamma(1+q)} \int_{0}^{b}(b-s)^{q-1}\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right) d s \\
& +\omega_{0} m M_{1}, \\
\Omega_{m}^{\prime}(t)= & \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+\nu_{1}^{0} b \mu_{2}(s)\right) d s  \tag{27}\\
& +\frac{q M_{1} \Omega_{u}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} d s+\omega_{0} m M_{1},
\end{align*}
$$

and $0<\Omega_{m}^{\prime}(t)<1, t \in I$.

## 3. Existence of Mild Solutions

Theorem 13. If the hypotheses $\left(H_{1}\right)-\left(H_{4}\right)$ are satisfied, then the fractional impulsive integrodifferential equation (4) has a unique mild solution $x \in P C[I, \mathbb{X}]$.

Proof. Define an operator $Q$ on $\operatorname{PC}[I, \mathbb{X}]$ by
$(Q x)(t)=\left\{\begin{array}{c}\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\ \times f(s, x(s), \\ (H x)(s)) d s, \\ \mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) \\ +\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\ \times f(s, x(s),(H x)(s)) d s, \quad t \in\left(t_{1}, t_{2}\right], \\ \vdots \\ \mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\ \\ +\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\ \times f(s, x(s),(H x)(s)) d s, \\ \\ \\ \\ \quad t \in\left(t_{m}, b\right] .\end{array}\right.$

We will show that $Q$ is well defined on $\operatorname{PC}[I, \mathbb{X}]$. For $0 \leq \tau<$ $t \leq t_{1}$, applying (28), we obtain

$$
\begin{align*}
& \|(Q x)(t)-(Q x)(\tau) \| \\
& \leq\|\mathscr{T}(t)-\mathscr{T}(\tau)\|\left\|x_{0}\right\| \\
&+ \| \int_{\tau}^{t}(t-s)^{q-1} \mathcal{S}(t-s) f(s, x(s),(H x)(s)) d s \\
&+\int_{0}^{\tau}(t-s)^{q-1} \mathcal{S}(t-s) f(s, x(s),(H x)(s)) d s \\
&+\int_{0}^{\tau}(t-s)^{q-1} \mathcal{S}(\tau-s) f(s, x(s),(H x)(s)) d s \\
& \quad-\int_{0}^{\tau}(t-s)^{q-1} \mathcal{S}(\tau-s) f(s, x(s),(H x)(s)) d s \\
& \quad \quad \int_{0}^{\tau}(\tau-s)^{q-1} \mathcal{S}(\tau-s) f(s, x(s),(H x)(s)) d s \| \\
& \leq\|\mathscr{T}(t)-\mathscr{T}(\tau)\|\left\|x_{0}\right\| \\
&+\left\|\int_{\tau}^{t}(t-s)^{q-1} \mathcal{S}(t-s) f(s, x(s),(H x)(s)) d s\right\| \\
&+ \| \int_{0}^{\tau}(t-s)^{q-1}[\mathcal{S}(t-s)-\mathcal{S}(\tau-s)] \\
& \quad \times f(s, x(s),(H x)(s)) d s \| \\
&+ \| \int_{0}^{\tau}\left[(t-s)^{q-1}-(\tau-s)^{q-1}\right] \\
& \quad \times \mathcal{S}(\tau-s) f(s, x(s),(H x)(s)) d s \| \tag{29}
\end{align*}
$$

From the well-known inequality $\left|t^{\sigma}-\tau^{\sigma}\right| \leq(t-\tau)^{\sigma}$ for $\sigma \in(0,1]$ and $0<\tau \leq t$ and Lemma 12, it is obvious that $\|(Q x)(t)-(Q x)(\tau)\| \rightarrow 0$ as $t \rightarrow \tau$. Thus, we deduce that $\mathrm{Q} x \in C\left[\left[0, t_{1}\right], \mathbb{X}\right]$.

For $t_{1}<\tau<t \leq t_{2}$, we have

$$
\begin{align*}
& \|(Q x)(t)-(Q x)(\tau)\| \\
& \leq\|\mathscr{T}(t)-\mathscr{T}(\tau)\|\left\|x_{0}\right\| \\
& +\left\|\mathscr{T}\left(t-t_{1}\right)-\mathscr{T}\left(\tau-t_{1}\right)\right\|\left\|I_{1}\left(x\left(t_{1}^{-}\right)\right)\right\| \\
& +\quad\left\|\int_{\tau}^{t}(t-s)^{q-1} \mathcal{S}(t-s) f(s, x(s),(H x)(s)) d s\right\| \\
& +\| \int_{0}^{\tau}(t-s)^{q-1}[\mathcal{S}(t-s)-\mathcal{S}(\tau-s)] \\
& \quad \times f(s, x(s),(H x)(s)) d s \| \\
& +\| \int_{0}^{\tau}\left[(t-s)^{q-1}-(\tau-s)^{q-1}\right] \\
& \quad \times \mathcal{S}(\tau-s) f(s, x(s),(H x)(s)) d s \| \tag{30}
\end{align*}
$$

It is easy to get that, as $t \rightarrow \tau$, the right-hand side of the previous inequality tends to zero. Thus, we can deduce that $\mathrm{Q} x \in C\left[\left(t_{1}, t_{2}\right], \mathbb{X}\right]$. By repeating the same procedure, we can also obtain that $\mathrm{Q} x \in C\left[\left(t_{2}, t_{3}\right], \mathbb{X}\right], \ldots, \mathrm{Q} x \in C\left[\left(t_{m}, b\right], \mathbb{X}\right]$. That is, $\mathrm{Q} x \in \mathrm{PC}[I, \mathbb{X}]$.

Take $t \in\left[0, t_{1}\right]$; then,

$$
\begin{align*}
& \|(Q x)(t)-(Q y)(t)\| \\
& \qquad \begin{aligned}
& \leq \int_{0}^{t}(t-s)^{q-1} \| \mathcal{S}(t-s) \\
& \times(f(s, x(s),(H x)(s)) \\
&\quad-f(s, y(s),(H y)(s))) \| d s \\
& \leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} \\
& \quad \times\left(\mu_{1}(s)\|x(s)-y(s)\|\right. \\
&\left.\quad+\mu_{2}(s)\|(H x)(s)-(H y)(s)\|\right) d s
\end{aligned}
\end{align*}
$$

From $\left(H_{2}\right)$ and $\left(H_{4}\right)$, we obtain

$$
\begin{align*}
& \|(Q x)(t)-(Q y)(t)\| \\
& \leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right)  \tag{32}\\
& \quad \times\|x(s)-y(s)\| d s
\end{align*}
$$

So we deduce that

$$
\begin{align*}
& \|(Q x)(t)-(Q y)(t)\|_{\mathrm{PC}} \\
& \quad \leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right) d s  \tag{33}\\
& \quad \times\|x-y\|_{\mathrm{PC}} .
\end{align*}
$$

In general, for each $t \in\left(t_{i}, t_{i+1}\right], 1 \leq i \leq m$, using the assumptions,

$$
\begin{align*}
& \|(Q x)(t)-(Q y)(t)\|_{\mathrm{PC}} \\
& \begin{aligned}
& \leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right) d s\|x-y\|_{\mathrm{PC}} \\
&+\| \sum_{k=1}^{i} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
& \quad \quad-\sum_{k=1}^{i} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(y\left(t_{k}^{-}\right)\right) \| \\
& \leq\left(\frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(t)+v_{1}^{0} b \mu_{2}(t)\right) d s\right. \\
& \leq\left.\quad+i \omega_{0} M_{1}\right)\|x-y\|_{\mathrm{PC}} \\
& \leq \Omega_{i}(t)\|x-y\|_{\mathrm{PC}} ;
\end{aligned}
\end{align*}
$$

when $i=m$, obviously

$$
\begin{align*}
& \|(\mathrm{Q} x)(t)-(\mathrm{Q} y)(t)\|_{\mathrm{PC}} \\
& \leq\left(\frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+\nu_{1}^{0} b \mu_{2}(s)\right) d s\right. \\
& \left.\quad \quad+m \omega_{0} M_{1}\right)\|x-y\|_{\mathrm{PC}}  \tag{35}\\
& \leq \Omega_{m}(t)\|x-y\|_{\mathrm{PC}} .
\end{align*}
$$

Noting that $\Omega_{i}(t) \leq \Omega_{m}(t)$, with assumption $\left(H_{4}\right)$ and in the view of the contraction mapping principle, we know that $Q$ has a unique fixed point $x \in \operatorname{PC}[I, \mathbb{X}]$; that is,

$$
x(t)=\left\{\begin{array}{c}
\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s)  \tag{36}\\
\quad \times f(s, x(s),(H x)(s)) d s, \quad t \in\left[0, t_{1}\right], \\
\mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\
\times f(s, x(s),(H x)(s)) d s, \quad t \in\left(t_{1}, t_{2}\right], \\
\vdots \\
\mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
\\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) \\
\times f(s, x(s),(H x)(s)) d s, \quad t \in\left(t_{m}, b\right],
\end{array}\right.
$$

is a PC-mild solution of (4).
In order to obtain results by the Schaefer fixed point theorem, let us list the following hypotheses.
$\left(H_{5}\right) f: I \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ is continuous and there exist functions $\mu_{3}, \mu_{4}, \mu_{5} \in L\left[I, \mathbb{R}^{+}\right]$such that
$\|f(t, x, y)\| \leq \mu_{3}(t)+\mu_{4}(t)\|x\|+\mu_{5}(t)\|y\|, \quad t \in I, \quad x, y \in \mathbb{X}$.
$\left(H_{6}\right) h: \Delta \times \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{X}$ is continuous and there exist functions $v_{2}, v_{3} \in C\left[I, \mathbb{R}^{+}\right]$such that

$$
\begin{equation*}
\|h(t, s, x)\| \leq v_{2}(s)+v_{3}(s)\|x\|, \quad x \in \mathbb{X} \tag{38}
\end{equation*}
$$

$\left(H_{7}\right)$ There exist $\psi_{k} \in C\left[I, \mathbb{R}^{+}\right]$such that

$$
\begin{equation*}
\left\|I_{k}(x)\right\| \leq \psi_{k}(t)\|x\|, \quad x \in \mathbb{X} \tag{39}
\end{equation*}
$$

$\left(H_{8}\right)$ For all bounded subsets $B_{r}$, the set

$$
\begin{align*}
\Pi_{h, \delta}(t)=\{ & \mathscr{T}_{\delta}(t) x_{0} \\
& +\int_{0}^{t-h}(t-s)^{q-1} \delta_{\delta}(t-s) F(s) d s  \tag{40}\\
& \left.+\sum_{k=1}^{m} \mathscr{T}_{\delta}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right): x \in B_{r}\right\}
\end{align*}
$$

is relatively compact in $\mathbb{X}$ for arbitrary $h \in(0, t)$ and $\delta>0$, where

$$
\begin{gather*}
\mathscr{T}_{\delta}(t)=\int_{\delta}^{\infty} \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta, \\
\delta_{\delta}(t)=q \int_{\delta}^{\infty} \theta \xi_{q}(\theta) T\left(t^{q} \theta\right) d \theta \tag{41}
\end{gather*}
$$

$\left(H_{8}^{\prime}\right)$ For all bounded subsets $B_{r}$, the set

$$
\begin{align*}
\Pi_{h, \delta}^{\prime}(t)=\{ & \mathscr{T}_{\delta}(t) x_{0} \\
& +\int_{0}^{t-h}(t-s)^{q-1} \mathcal{S}_{\delta}(t-s)[F(s)+B u(s)] d s \\
& \left.+\sum_{k=1}^{m} \mathscr{T}_{\delta}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right): x \in B_{r}\right\} \tag{42}
\end{align*}
$$

is relatively compact in $\mathbb{X}$ for arbitrary $h \in(0, t)$ and $\delta>0$.

Theorem 14. If the hypotheses $\left(H_{5}\right)-\left(H_{8}\right)$ are satisfied, the fractional impulsive integrodifferential equation (4) has at least one mild solution $x \in P C[I, \mathbb{X}]$.

Proof. From Theorem 13, we know that operator $Q$ is defined as follows:

We will prove the results in five steps.
Step 1 (continuity of $Q$ on $\left.\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)\right)$. Let $x_{n}, x \in \operatorname{PC}[I, \mathbb{X}]$ such that $\left\|x_{n}-x^{*}\right\|_{\mathrm{PC}} \rightarrow 0 \quad(n \rightarrow+\infty)$, and then $r=\sup _{n}\left\|x_{n}\right\|_{\mathrm{PC}}<\infty$ and $\left\|x^{*}\right\|_{\mathrm{PC}}<r$; for every $t \in\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$, we have

$$
\begin{align*}
& \left\|\left(Q x_{n}\right)(t)-(Q x)(t)\right\| \\
& \begin{array}{l}
\leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} \\
\quad \times \| f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right) \\
\quad-f(s, x(s),(H x)(s)) \| d s \\
\quad+\left\|\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)-\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\| .
\end{array}
\end{align*}
$$

Since the functions $f$ and $I_{k}$ are continuous,

$$
\begin{gather*}
f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right) \longrightarrow f(s, x(s),(H x)(s)), \\
I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right) \longrightarrow I_{k}\left(x\left(t_{k}^{-}\right)\right) \quad n \longrightarrow \infty \tag{45}
\end{gather*}
$$

By conditions $\left(H_{5}\right)$ and $\left(H_{6}\right)$, we know that

$$
\begin{aligned}
& \left\|f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right)-f(s, x(s),(H x)(s))\right\| \\
& \leq \\
& \quad 2 \mu_{3}(s)+\mu_{4}(s)\left(\|x\|+\left\|x_{n}\right\|\right) \\
& \quad+\mu_{5}(s)\left(\|H x\|+\left\|H x_{n}\right\|\right) \\
& \leq
\end{aligned}
$$

$$
\begin{align*}
& \qquad \begin{array}{l}
\leq 2 \mu_{3}(s)+2 \mu_{5}(s) \int_{0}^{s} v_{2}(\theta) d \theta \\
\\
+\left(2 \mu_{4}(s)+2 \mu_{5}(s) \int_{0}^{s} v_{3}(\theta) d \theta\right) r
\end{array} \\
& \text { nce, } \\
& \begin{aligned}
&(t-s)^{q-1} \| f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right) \\
& \quad-f(s, x(s),(H x)(s)) \| \in L^{1}\left[I, \mathbb{R}^{+}\right]
\end{aligned}
\end{align*}
$$

Hence,

By the Lebesgue dominated convergence theorem, we get

$$
\begin{align*}
\int_{0}^{t}(t-s)^{q-1} \| & f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right)  \tag{48}\\
& -f(s, x(s),(H x)(s)) \| d s \longrightarrow 0
\end{align*}
$$

It is easy to obtain that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(Q x_{n}\right)(t)-(Q x)(t)\right\|_{\mathrm{PC}}=0 \tag{49}
\end{equation*}
$$

Thus, Q is continuous on $\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$.
Step 2 ( $Q$ maps bounded sets into bounded sets in $P C[I, \mathbb{X}]$ ). From (43), we get
$\|(Q x)(t)\|$

$$
\begin{align*}
\leq & \left\|\mathscr{T}(t) x_{0}\right\|+\frac{q M_{1}}{\Gamma(1+q)} \\
& \times \int_{0}^{t}(t-s)^{q-1}\|f(s, x(s),(H x)(s))\| d s  \tag{50}\\
& +m\left\|\mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\|
\end{align*}
$$

and we know that

$$
\begin{align*}
\| f(s, & x(s),(H x)(s)) \| \\
\leq & \mu_{3}(s)+\mu_{5}(s) \int_{0}^{s} v_{2}(\theta) d \theta \\
& +\left(\mu_{4}(s)+\mu_{5}(s) \int_{0}^{s} v_{3}(\theta) d \theta\right)\|x\|  \tag{51}\\
\leq & \varphi_{1}(s)+\varphi_{2}(s)\|x\|
\end{align*}
$$

From (50) and (51), we obtain

$$
\begin{align*}
\|(Q x)(t)\| \leq & M_{1}\left\|x_{0}\right\|+m M_{1} \psi_{0}\|x\| \\
& +\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{t}\left(\varphi_{1}(s)+\varphi_{2}(s)\|x\|\right) d s \tag{52}
\end{align*}
$$

where $\psi_{0}=\max \left\{\psi_{k}(t) \mid t \in I, k=1,2, \ldots, m\right\}$. Thus, for any $x \in B_{r}=\left\{x \in \operatorname{PC}[I, \mathbb{X}]:\|x\|_{\mathrm{PC}} \leq r\right\}$,
$\|(Q x)(t)\|$

$$
\begin{align*}
\leq & M_{1}\left\|x_{0}\right\|+\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{b} \varphi_{1}(s) d s  \tag{53}\\
& +\left(\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{t} \varphi_{2}(s) d s+m M \psi_{0}\right) r=\gamma_{1}
\end{align*}
$$

Hence, we deduce that $\|(\mathrm{Q} x)(t)\| \leq \gamma_{1}$; that is, $Q$ maps bounded sets to bounded sets in $\operatorname{PC}[I, \mathbb{X}]$.

Step 3. $\left(Q\left(B_{r}\right)\right.$ is equicontinuous with $B_{r}$ on $\left(t_{i}, t_{i+1}\right](i=0,1$, $2, \ldots, m)$ ). For any $x \in B_{r}, t^{\prime}, t^{\prime \prime} \in\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$, we obtain

$$
\begin{align*}
& \left\|(Q x)\left(t^{\prime \prime}\right)-(Q x)\left(t^{\prime}\right)\right\| \\
& \leq\left\|\mathscr{T}\left(t^{\prime \prime}\right) x_{0}-\mathscr{T}\left(t^{\prime}\right) x_{0}\right\| \\
& + \\
& \quad \| \int_{0}^{t^{\prime \prime}}\left(t^{\prime \prime}-s\right)^{q-1} \mathcal{S}\left(t^{\prime \prime}-s\right) F(s) d s  \tag{54}\\
& \quad-\int_{0}^{t^{\prime}}\left(t^{\prime}-s\right)^{q-1} \mathcal{S}\left(t^{\prime}-s\right) F(s) d s \| \\
& +\| \sum_{k=1}^{m} \mathscr{T}\left(t^{\prime \prime}-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
& \quad-\sum_{k=1}^{m} \mathscr{T}\left(t^{\prime}-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \|
\end{align*}
$$

after some elementary computation, we have

$$
\begin{align*}
\|(Q x) & \left(t^{\prime \prime}\right)-(Q x)\left(t^{\prime}\right) \| \\
\leq & \left\|\mathcal{T}\left(t^{\prime \prime}\right)-\mathscr{T}\left(t^{\prime}\right)\right\|\left\|x_{0}\right\| \\
& +\left\|\int_{t^{\prime}}^{t^{\prime \prime}}\left(t^{\prime \prime}-s\right)^{q-1} \mathcal{S}\left(t^{\prime \prime}-s\right) F(s) d s\right\| \\
& +\left\|\int_{0}^{t^{\prime}}\left[\left(t^{\prime \prime}-s\right)^{q-1}-\left(t^{\prime}-s\right)^{q-1}\right] \mathcal{S}\left(t^{\prime \prime}-s\right) F(s) d s\right\| \\
& +\left\|\int_{0}^{t^{\prime}}\left(t^{\prime}-s\right)^{q-1}\left[\mathcal{S}\left(t^{\prime \prime}-s\right)-\mathcal{S}\left(t^{\prime}-s\right)\right] F(s) d s\right\| \\
& +m\left\|\mathscr{T}\left(t^{\prime \prime}-t^{\prime}\right)\right\|\left\|I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\| . \tag{55}
\end{align*}
$$

Using the fact that $\mathscr{T}(t)$ and $\mathcal{S}(t)$ are uniformly continuous, and the well-known inequality $\left|t^{\prime \sigma}-t^{\prime \prime \sigma}\right| \leq\left(t^{\prime \prime}-t^{\prime}\right)^{\sigma}$ for $\sigma \in(0,1]$ and $0<t^{\prime} \leq t^{\prime \prime}$, we can conclude that $\lim _{t^{\prime \prime} \rightarrow t^{\prime}}\left\|(Q x)\left(t^{\prime \prime}\right)-(Q x)\left(t^{\prime}\right)\right\|=0$. Thus $Q\left(B_{r}\right)$ is equicontinuous with $B_{r}$ on $\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$.

Step 4 ( $Q$ maps $B_{r}$ into a precompact set in $\mathbb{X}$ ). We define $\Pi=Q B_{r}$ and $\Pi(t)=\left\{(Q x)(t): x \in B_{r}\right\}$ for $t \in I$. Set

$$
\begin{equation*}
\Pi_{h, \delta}(t)=\left\{\left(Q_{h, \delta} x\right)(t): x \in B_{r}\right\} \tag{56}
\end{equation*}
$$

where

$$
\begin{align*}
\Pi_{h, \delta}(t)=\{ & \mathscr{T}_{\delta}(t) x_{0}+\int_{0}^{t-h}(t-s)^{q-1} \delta_{\delta}(t-s) F(s) d s \\
& \left.+\sum_{k=1}^{m} \mathscr{T}_{\delta}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right): x \in B_{r}\right\} \tag{57}
\end{align*}
$$

From Lemma 12(ii)-(iii), $\left(H_{8}\right)$, and the same method used in Theorem 3.2 of [18], we can verify that the set $\Pi(t)$ can be arbitrary approximated by the relatively compact set $\Pi_{h, \delta}(t)$. Thus, $Q\left(B_{r}\right)(t)$ is relatively compact in $\mathbb{X}$.

Step 5 (the set $E=\{x \in \mathrm{PC}[I, \mathbb{X}]: x=\lambda Q x$ for some $0<\lambda<$ $1\}$ is bounded). Let $x \in E$, and then

$$
x(t)=\left\{\begin{array}{cc}
\lambda \mathscr{T}(t) x_{0}+\lambda \int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times f(s, x(s),(H x)(s)) d s, & t \in\left[0, t_{1}\right] \\
\lambda \mathscr{T}(t) x_{0}+\lambda \mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) \\
+\lambda \int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times f(s, x(s),(H x)(s)) d s, & t \in\left(t_{1}, t_{2}\right] \\
\vdots & \\
\lambda \mathscr{T}(t) x_{0}+\lambda \sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) &  \tag{58}\\
+\lambda \int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times f(s, x(s),(H x)(s)) d s, & t \in\left(t_{m}, b\right]
\end{array}\right.
$$

Similar to the results of (53), we know that

$$
\begin{align*}
\|x(t)\| \leq & \lambda M_{1}\left\|x_{0}\right\|+\frac{\lambda q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{b} \varphi_{1}(s) d s \\
& +\lambda\left(\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{t} \varphi_{2}(s) d s+m M_{1} \psi_{0}\right)\|x(t)\| . \tag{59}
\end{align*}
$$

Obviously there exists $\lambda$ sufficiently small such that $\rho=1-$ $\lambda m M_{1} \psi_{0}>0$, and then we get

$$
\begin{align*}
\|x(t)\| \leq & \frac{\lambda M_{1}}{\rho}\left\|x_{0}\right\|+\frac{\lambda q b^{q} M_{1}}{\rho \Gamma(1+q)} \int_{0}^{b} \varphi_{1}(s) d s  \tag{60}\\
& +\frac{\lambda q b^{q} M_{1}}{\rho \Gamma(1+q)} \int_{0}^{t} \varphi_{2}(s)\|x(s)\| d s
\end{align*}
$$

Let

$$
\begin{gather*}
N_{3}=\frac{\lambda M_{1}}{\rho}\left\|x_{0}\right\|+\frac{\lambda q b^{q} M_{1}}{\rho \Gamma(1+q)} \int_{0}^{b} \varphi_{1}(s) d s \\
f(t)=\frac{\lambda q b^{q} M_{1}}{\rho \Gamma(1+q)} \int_{0}^{t} \varphi_{2}(s) d s \tag{61}
\end{gather*}
$$

It is clear that $f(t)$ is nonnegative continuous function on $[0,+\infty)$, and generalized Bellman inequality implies that

$$
\begin{equation*}
\|x(t)\| \leq N_{3} e^{\int_{0}^{t} f(s) d s} \leq N_{3} e^{\int_{0}^{b} f(s) d s}=C_{0} \tag{62}
\end{equation*}
$$

where $C_{0}$ is a constant. Obviously, the set $E$ is bounded on $\left(t_{i}, t_{i+1}\right] \quad(i=0,1,2, \ldots, m)$. Since $Q$ is continuous and compact, thanks to Schaefer's fixed point Theorem, $Q$ has a fixed point (36) which is a PC-mild solution of (4).

## 4. Controllability Results

By introducing a class of controls, we present the controllability results for fractional impulsive integrodifferential systems (6).
$\left(H_{9}\right)$ The linear operator $W_{i}$ from $L^{2}\left[\left(t_{i-1}, t_{i}\right], U\right]$ into $\mathbb{X}$ defined by

$$
\begin{array}{r}
W_{i} u=\int_{0}^{t_{i}}\left(t_{i}-s\right)^{q-1} \mathcal{S}\left(t_{i}-s\right) B u(s) d s  \tag{63}\\
i=1,2, \ldots, m, m+1
\end{array}
$$

induces an invertible operator $\widetilde{W}_{i}^{-}$defined on $L^{2}\left[\left(t_{i-1}, t_{i}\right], U\right] / \operatorname{Ker} W_{i}$, and there exists a positive constant $K>0$ such that $\left\|B \widetilde{W}_{i}^{-}\right\| \leq K$.

Theorem 15. If the hypotheses $\left(H_{1}\right)-\left(H_{3}\right),\left(H_{4}^{\prime}\right)$, and $\left(H_{9}\right)$ are satisfied, then the fractional impulsive integrodifferential system (6) is controllable on I.

Proof. Using the condition $\left(H_{9}\right)$, for an arbitrary function $x(\cdot)$, define the control

$$
\begin{align*}
& \left\{\begin{array}{r}
\widetilde{W}_{1}^{-}\left[x_{0}+\frac{x_{1}-x_{0}}{m+1}-\mathscr{T}\left(t_{1}\right) x_{0}\right. \\
-\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} \mathcal{S}\left(t_{1}-s\right)
\end{array}\right. \\
& \times f(s, x(s),(H x)(s)) d s](t), \quad t \in\left[0, t_{1}\right], \\
& \widetilde{W}_{2}^{-}\left[x_{0}+\frac{2\left(x_{1}-x_{0}\right)}{m+1}-\mathscr{T}\left(t_{2}\right) x_{0}\right. \\
& -\int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} \delta\left(t_{2}-s\right) \\
& u(t)=\left\{\begin{array}{cc}
-\int_{0}\left(t_{2}-s\right)^{q-1} \mathcal{S}\left(t_{2}-s\right) \\
\times f(s, x(s),(H x)(s)) d s \\
\left.-\mathscr{T}\left(t_{2}-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right)\right](t), \quad t \in\left(t_{1}, t_{2}\right], \\
\vdots \\
\widetilde{W}_{m+1}^{-}\left[\begin{array}{c}
x_{1}-\mathscr{T}(b) x_{0} \\
-\int_{0}^{b}(b-s)^{q-1} \mathcal{S}(b-s) \\
\times f(s, x(s),(H x)(s)) d s \\
\left.-\sum_{k=1}^{m} \mathscr{T}\left(b-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right](t),
\end{array}\right. & t \in\left(t_{m}, b\right] .
\end{array}\right. \tag{64}
\end{align*}
$$

Define the operator $Q: \operatorname{PC}[I, \mathbb{X}] \rightarrow \mathrm{PC}[I, \mathbb{X}]$, where

$$
(Q x)(t)=\left\{\begin{array}{cc}
\mathscr{T}(t) x_{0}+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) &  \tag{65}\\
\times[f(s, x(s),(H x)(s)) & \\
+B u(s)] d s, & t \in\left[0, t_{1}\right] \\
\mathscr{T}(t) x_{0}+\mathscr{T}\left(t-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right) & \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times[f(s, x(s),(H x)(s)) \\
+B u(s)] d s, & t \in\left(t_{1}, t_{2}\right], \\
\vdots & \\
\mathscr{T}(t) x_{0}+\sum_{k=1}^{m} \mathscr{T}\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) & \\
+\int_{0}^{t}(t-s)^{q-1} \mathcal{S}(t-s) & \\
\times[f(s, x(s),(H x)(s)) \\
+B u(s)] d s, & t \in\left(t_{m}, b\right] .
\end{array}\right.
$$

By Theorem 13, we know that $Q$ is well defined, and we will prove that when using the previous control, operator $Q$ has a fixed point. Clearly, this fixed point is a PC-mild solution of the control problem (6) and $x(b)=x_{1}$; that is, the control we defined steers the system (6) from initial $x_{0}$ to $x_{1}$ in the time $b$.

For any $x_{1}, x_{2} \in C\left[\left(t_{i}, t_{i+1}\right], \mathbb{X}\right](i=0,1,2, \ldots, m)$, by conditions $\left(H_{1}\right)-\left(H_{3}\right),\left(H_{4}^{\prime}\right)$, and $\left(H_{9}\right)$, we get

$$
\begin{align*}
& \left\|B u_{1}(t)-B u_{2}(t)\right\| \\
& \leq\left(\frac{q M_{1} K}{\Gamma(1+q)} \int_{0}^{b}(b-s)^{q-1}\right. \\
& \times\left(\mu_{1}(s)+v_{1}^{0} b \mu_{2}(s)\right) d s \\
& \left.+\omega_{0} m M_{1}\right)  \tag{66}\\
& \times\left\|x_{1}(s)-x_{2}(s)\right\|_{\mathrm{PC}} \\
& \leq \Omega_{u}\left\|x_{1}(s)-x_{2}(s)\right\|_{\mathrm{PC}}, \\
& \left\|\left(\mathrm{Q} x_{1}\right)(t)-\left(\mathrm{Q} x_{2}\right)(t)\right\| \\
& \leq \int_{0}^{t}(t-s)^{q-1} \| \mathcal{S}(t-s) \\
& \times\left[f\left(s, x_{1}(s),\left(H x_{1}\right)(s)\right)\right. \\
& \left.\quad-f\left(s, x_{2}(s),\left(H x_{2}\right)(s)\right)\right] \| d s \\
& \quad+\int_{0}^{t}(t-s)^{q-1}  \tag{67}\\
& \quad \times\left\|\mathcal{S}(t-s)\left[B u_{1}(s)-B u_{2}(s)\right]\right\| d s \\
& +\sum_{k=1}^{m} \| \mathscr{T}\left(t-t_{k}\right)\left(I_{k}\left(x_{1}\left(t_{k}^{-}\right)\right)\right. \\
& \left.\quad-I_{k}\left(x_{2}\left(t_{k}^{-}\right)\right)\right) \| .
\end{align*}
$$

Therefore,

$$
\begin{align*}
& \left\|\left(Q x_{1}\right)(t)-\left(Q x_{2}\right)(t)\right\| \\
& \leq\left(\frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left(\mu_{1}(s)+\nu_{1}^{0} b \mu_{2}(s)\right) d s\right. \\
& \left.\quad+\frac{q M_{1} \Omega_{u}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} d s+\omega_{0} m M_{1}\right)  \tag{68}\\
& \quad \times\left\|x_{1}(s)-x_{2}(s)\right\|_{\mathrm{PC}} \\
& \leq \Omega_{m}^{\prime}(t)\left\|x_{1}(s)-x_{2}(s)\right\|_{\mathrm{PC}} .
\end{align*}
$$

Since $0<\Omega_{m}^{\prime}(t)<1$, then $Q$ is contraction mapping. Any fixed point of $Q$ is a PC-mild solution of (6) which satisfies $x(b)=x_{1}$. Thus, the system (6) is controllable on $I$.

Theorem 16. If the hypotheses $\left(H_{5}\right)-\left(H_{7}\right),\left(H_{8}^{\prime}\right)$, and $\left(H_{9}\right)$ are satisfied, the fractional impulsive integrodifferential system (6) is controllable on I.

Proof. Using the condition $\left(H_{9}\right)$, for an arbitrary function $x(\cdot)$, define the control

$$
\begin{align*}
& \int \widetilde{W}_{1}^{-}\left[x_{0}+\frac{x_{1}-x_{0}}{m+1}-\mathscr{T}\left(t_{1}\right) x_{0}\right. \\
& -\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} \delta\left(t_{1}-s\right) \\
& \times f(s, x(s),(H x)(s)) d s](t), \quad t \in\left[0, t_{1}\right], \\
& \widetilde{W}_{2}^{-}\left[x_{0}+\frac{2\left(x_{1}-x_{0}\right)}{m+1}-\mathscr{T}\left(t_{2}\right) x_{0}\right. \\
& -\int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} \delta\left(t_{2}-s\right) \\
& \begin{array}{l}
\times f(s, x(s),(H x)(s)) d s \\
\left.\left(t_{2}-t_{1}\right) I_{1}\left(x\left(t_{1}^{-}\right)\right)\right](t), \quad t \in\left(t_{1}, t_{2}\right],
\end{array} \\
& \widetilde{W}_{m+1}^{-}\left[x_{1}-\mathscr{T}(b) x_{0}\right. \\
& -\int_{0}^{b}(b-s)^{q-1} \mathcal{S}(b-s) \\
& \times f(s, x(s),(H x)(s)) d s \\
& \left.-\sum_{k=1}^{m} \mathscr{T}\left(b-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right](t), \quad t \in\left(t_{m}, b\right] . \tag{69}
\end{align*}
$$

We will prove that when using the previous control, operator $Q$ defined in (65) has a fixed point.

We discuss that in five steps.
Step 1 (continuity of $Q$ on $\left.\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)\right)$. Let $x_{n}, x \in \mathrm{PC}[I, \mathbb{X}]$ such that $\left\|x_{n}-x^{*}\right\|_{\mathrm{PC}} \rightarrow 0(n \rightarrow+\infty)$, and then $r=\sup _{n}\left\|x_{n}\right\|_{\mathrm{PC}}<\infty$ and $\left\|x^{*}\right\|_{\mathrm{PC}}<r$. For every $t \in\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$, we have

$$
\begin{align*}
& \left\|Q x_{n}(t)-Q x(t)\right\| \\
& \qquad \begin{array}{l}
\leq \frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1} \\
\\
\quad \times \| f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right) \\
\quad-f(s, x(s),(H x)(s)) \| d s \\
\quad+\frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{t}(t-s)^{q-1}\left\|B x_{n}(s)-B x(s)\right\| d s \\
\quad+\psi_{0} M_{1} \sum_{k=1}^{m}\left\|I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)-I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\| .
\end{array}
\end{align*}
$$

Since

$$
\begin{aligned}
& \left\|B x_{n}(s)-B x(s)\right\| \\
& \qquad \begin{array}{l}
\leq\left(\frac{q M_{1} K}{\Gamma(1+q)} \int_{0}^{b}(b-s)^{q-1}\right. \\
\times \| f\left(s, x_{n}(s),\left(H x_{n}\right)(s)\right) \\
\\
\quad-f(s, x(s),(H x)(s)) \| d s) \\
\quad+\psi_{0} M \sum_{k=1}^{m}\left\|x_{n}\left(t_{k}^{-}\right)-x\left(t_{k}^{-}\right)\right\|,
\end{array}
\end{aligned}
$$

by (47), (71), and the Lebesgue dominated convergence theorem, it is easy to know that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left(Q x_{n}\right)(t)-(Q x)(t)\right\|_{P C}=0 \tag{72}
\end{equation*}
$$

Consequently, Q is continuous on $\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m)$.
Step 2. (Q maps bounded sets into bounded sets in PC[I, $\mathbb{X}]$ ). Since

$$
\begin{align*}
&\|B u(s)\| \leq\left\|B \widetilde{W}_{i}^{-}\right\| \\
& \times\left(\left\|x_{0}\right\|+2\left\|x_{1}\right\|+M_{1}\left\|x_{0}\right\|+\frac{q M_{1}}{\Gamma(1+q)}\right. \\
& \times \int_{0}^{b}(b-s)^{q-1}\|f(s, x(s),(H x)(s))\| d s \\
&\left.+\psi_{0} M \sum_{k=1}^{m}\left\|x\left(t_{k}^{-}\right)\right\|\right) \\
& \leq\left\|B \widetilde{W}_{i}^{-}\right\| \times\left(\frac{q M_{1}}{\Gamma(1+q)} \int_{0}^{b}(b-s)^{q-1} \varphi_{1}(s) d s\left\|x_{0}\right\|\right. \\
&+2\left\|x_{1}\right\|+M_{1}\left\|x_{0}\right\|+\frac{q M_{1}\|x\|}{\Gamma(1+q)} \\
& \times \int_{0}^{b}(b-s)^{q-1} \varphi_{2}(s) d s \\
&\left.+\psi_{0} M \sum_{k=1}^{m}\left\|x\left(t_{k}^{-}\right)\right\|\right)
\end{align*}
$$

thus, from (65), we get, for any $x \in B_{r}=\{x \in \operatorname{PC}[I, \mathbb{X}]$ : $\left.\|x\|_{\mathrm{PC}} \leq r\right\}$,
$\|(Q x)(t)\|$

$$
\begin{align*}
\leq & M_{1}\left\|x_{0}\right\|+\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{b}\left(\varphi_{1}(s)+N_{1}\right) d s \\
& +\left(\frac{q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{b}\left(\varphi_{2}(s)+N_{2}\right) d s+m M \psi_{0}\right) r=\gamma_{2} . \tag{74}
\end{align*}
$$

Hence, we deduce that $\|(Q x)(t)\| \leq \gamma_{2}$; that is, $Q$ maps bounded sets to bounded sets in $\operatorname{PC}[I, \mathbb{X}]$. Using the same method used in Theorem 14, we can verify that $Q\left(B_{r}\right)$ is equicontinuous with $B_{r}$ on $\left(t_{i}, t_{i+1}\right](i=0,1,2, \ldots, m), Q$ maps $B_{r}$ into a precompact set in $\mathbb{X}$, and $Q\left(B_{r}\right)(t)$ is relatively compact in $\mathbb{X}$. Steps 3 and 4 are omitted.

Step 5 (the set $E=\{x \in P C[I, \mathbb{X}]: x=\lambda Q x$ for some $0<$ $\lambda<1\}$ is bounded). Let $x \in E$, and similar to the results (74)
we know that

$$
\begin{align*}
\|x(t)\| \leq & \lambda M_{1}\left\|x_{0}\right\| \\
& +\frac{\lambda q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{t}\left(\varphi_{1}(s)+N_{1}\right) d s \\
& +\left(\frac{\lambda q b^{q} M_{1}}{\Gamma(1+q)} \int_{0}^{t}\left(\varphi_{2}(s)+N_{2}\right) d s+\lambda m M \psi_{0}\right) \\
& \times\|x(t)\| \tag{75}
\end{align*}
$$

There exists a $\lambda$ sufficiently small such that $\rho_{2}=1-\lambda m M \psi_{0}>$ 0 , and then

$$
\begin{align*}
\|x(t)\| \leq & \frac{\lambda M_{1}}{\rho_{2}}\left\|x_{0}\right\|+\frac{\lambda q b^{q} M_{1}}{\rho_{2} \Gamma(1+q)} \int_{0}^{b}\left(\varphi_{1}(s)+N_{1}\right) d s  \tag{76}\\
& +\frac{\lambda q b^{q} M_{1}}{\rho_{2} \Gamma(1+q)} \int_{0}^{t}\left(\varphi_{1}(s)+N_{1}\right)\|x(s)\| d s .
\end{align*}
$$

Let

$$
\begin{gather*}
N_{4}=\frac{\lambda M_{1}}{\rho_{2}}\left\|x_{0}\right\|+\frac{\lambda q b^{q} M_{1}}{\rho_{2} \Gamma(1+q)} \int_{0}^{b}\left(\varphi_{1}(s)+N_{1}\right) d s  \tag{77}\\
f(s)=\frac{\lambda q b^{q} M_{1}}{\rho_{2} \Gamma(1+q)} \int_{0}^{t}\left(\varphi_{2}(s)+N_{2}\right) d s
\end{gather*}
$$

It is clear that $f(s)$ is nonnegative continuous function on $[0,+\infty)$, and generalized Bellman inequality implies that

$$
\begin{equation*}
\|x(t)\| \leq N_{4} e^{\int_{0}^{t} f(s) d s} \leq N_{4} e^{\int_{0}^{b} f(s) d s}=C_{1} \tag{78}
\end{equation*}
$$

where $C_{1}$ is a constant. Thus the set $E$ is bounded. Since $Q$ is continuous and compact, thanks to Schaefer's fixed point Theorem, $Q$ has a fixed point (36), and this fixed point is a PC-mild solution of (6) which satisfies $x(b)=x_{1}$. Hence, the system (6) is controllable on $I$.

## 5. An Example

Consider the following nonlinear partial integrodifferential equation of the form

$$
\begin{align*}
& \frac{\partial^{2 / 3}}{\partial t^{2 / 3}} z(t, y)= \int_{0}^{1}(y-s) z(s, y) d s \\
&+f(t, z(t, y), H z(t, y)) \\
&+\mu(t, y), \quad t \in J=[0,1] \\
& z(t, 0)=z(t, 1)=0  \tag{79}\\
& z(0, y)=0, \quad 0<y<1 \\
&\left.\Delta z\right|_{t=1 / 2}= I_{1}\left(z\left(\frac{1}{2}^{-}, y\right)\right)
\end{align*}
$$

where $0<q<1, \mu: J \times(0,1) \rightarrow(0,1)$ is continuous. Let us take $\mathbb{X}=C([0,1])$. Consider the operator $A: D(A) \subset \mathbb{X} \rightarrow$ $\mathbb{X}$ defined by

$$
\begin{equation*}
(A w)(t)=\int_{0}^{1}(y-s) w(s) d s \tag{80}
\end{equation*}
$$

It is easy to get

$$
\begin{equation*}
\|A w\|=\|w\| \int_{0}^{1}|y-s| d s=\left(\frac{1}{2}-y(1-y)\right)\|w\| \leq \frac{1}{2}\|w\| ; \tag{81}
\end{equation*}
$$

clearly $A$ is the infinitesimal generator of a uniformly continuous semigroup $(T(t))_{t \geq 0}$ on $\mathbb{X}$. Put $x(t)=z(t, \cdot)$ and $u(t)=\mu(t, \cdot)$, and take

$$
\begin{align*}
f(t, x, H x)= & e^{t}+a(t)\left(\frac{\|x\|}{1+\|x\|}\right) \\
& +\int_{0}^{t} k(t, s)\left(\frac{\|x\|}{1+\|x\|}\right) d s  \tag{82}\\
& I_{1}(x)=\|x\|
\end{align*}
$$

where $a(t) \in C[0,1], k(t, s) \in C([0,1] \times[0,1])$. Then clearly, $f:[0,1] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and $I_{1}: \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions. $f, I_{1}$, and $h$ satisfy $\left(H_{5}\right)-\left(H_{8}^{\prime}\right)$, respectively. Equations (79) are an abstract formulation of (6). For $y \in(0,1)$, we define

$$
\begin{gather*}
W_{1} u=\int_{0}^{1 / 2}\left(\frac{1}{2}-s\right)^{-1 / 3} \mathcal{S}\left(\frac{1}{2}-s\right) B u(s) d s, \\
W_{2} u=\int_{0}^{1}(1-s)^{-1 / 3} \delta(1-s) B u(s) d s, \tag{83}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathscr{T}(t) w(s)=\int_{0}^{\infty} \xi_{2 / 3}(\theta) w\left(t^{2 / 3} \theta+s\right) d \theta \\
\mathcal{S}(t) w(s)=\frac{2}{3} \int_{0}^{\infty} \theta \xi_{2 / 3}(\theta) w\left(t^{2 / 3} \theta+s\right) d \theta \tag{84}
\end{gather*}
$$

and for $\theta \in(0, \infty)$,

$$
\xi_{2 / 3}(\theta)=\frac{3}{2} \theta^{-5 / 2} \omega_{2 / 3}\left(\theta^{-3 / 2}\right)
$$

$\omega_{2 / 3}(\theta)=\frac{1}{\pi} \sum_{n=1}^{\infty}(-1)^{n-1} \theta^{-((2 n+3) / 3)} \frac{\Gamma((2 n+3) / 3)}{n!} \sin \left(\frac{2 n \pi}{3}\right)$.

Assume that the linear operator $W_{i}$ from $L^{2}\left[\left(t_{i-1}, t_{i}\right], U\right](i=$ $1,2)$ into $\mathbb{X}$ induces an invertible operator $\widetilde{W}_{i}^{-}$defined on $L^{2}\left[\left(t_{i-1}, t_{i}\right], U\right] / \operatorname{Ker} W_{i}$ and there exists a positive constant $K>0$ such that $\left\|B \widetilde{W}_{i}^{-}\right\| \leq K$. Moreover, $\left(H_{9}\right)$ is satisfied. All conditions of Theorem 16 are now fulfilled, so we deduce that (79) is controllable on $I$. On the other hand, we have

$$
\begin{align*}
& \|f(t, x, H x)-f(t, y, H y)\| \\
& \quad \leq a(t)\|x-y\|+\int_{0}^{t} k(t, s)\|x-y\| d s \\
& k(t, s)\|x\|-k(t, s)\|y\| \leq k_{0}(\|x\|-\|y\|),  \tag{86}\\
& k_{0}=\max \{k(t, s) \mid(t, s) \in I \times I\}, \\
& \left\|I_{1}(x)-I_{1}(y)\right\| \leq\|x-y\|
\end{align*}
$$

Further, other conditions $\left(H_{1}\right)-\left(H_{3}\right)$ are satisfied and it is possible to choose $a(t), k(t, s)$ in such a way that condition $\left(H_{4}^{\prime}\right)$ is satisfied. Hence, by Theorem 15, the system (79) is controllable on $I$.
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We give some sufficient conditions for $\Psi$-uniform stability of the trivial solutions of a nonlinear differential system and of nonlinear Volterra integro-differential systems with time delay.

## 1. Introduction

Akinyele [1] introduced the notion of $\Psi$-stability of the degree $k$ with respect to a function $\Psi \in C\left(R_{+}-R_{+}\right)$, increasing and differentiable on $R$ and such that $\Psi(t) \geq 1$ for $t \geq 0$ and $\lim _{t \rightarrow \infty} \Psi(t)=b, b \in[1, \infty)$. Constantin [2] introduced the notions of degree of stability and degree of boundedness of solutions of an ordinary differential equation, with respect to a continuous positive and nondecreasing function $\Psi: R_{+} \rightarrow$ $R_{+}$; some criteria for these notions are proved there too.

Morchało [3] introduced the notions of $\Psi$-stability, $\Psi$ uniform stability, and $\Psi$-asymptotic stability of trivial solution of the nonlinear system $x^{\prime}=f(t, x)$. Several new and sufficient conditions for the mentioned types of stability are proved for the linear system $x^{\prime}=A(t) x$; in this paper $\Psi$ is a scalar continuous function. In $[4,5]$, Diamandescu gives some sufficient conditions for $\Psi$-asymptotic stability and $\Psi$-(uniform) stability of the nonlinear Volterra integrodifferential system $x^{\prime}=A(t) x+\int_{0}^{t} F(t, s, x(s)) d s$; in these papers $\Psi$ is a matrix function. Furthermore, in [6], sufficient conditions are given for the uniform Lipschitz stability of the system $x^{\prime}=f(t, x)+g(t, x)$.

In paper [7], for the nonlinear system

$$
\begin{equation*}
y^{\prime}=f(t, y)+g(t, y) \tag{1}
\end{equation*}
$$

and the nonlinear Volterra integro-differential system

$$
\begin{equation*}
z^{\prime}=f(t, z)+\int_{0}^{t} F(t, s, z(s)) d s \tag{2}
\end{equation*}
$$

by using the knowledge of fundamental matrix and nonlinear variation of constants, we give some sufficient conditions for $\Psi$-(uniform) stability of trivial solution for the system. The purpose of this paper is to provide sufficient conditions for $\Psi$ uniform stability of trivial solutions for the nonlinear delayed system

$$
\begin{equation*}
x^{\prime}(t)=f(t, x(t))+g(t, x(t-\tau(t))) \tag{3}
\end{equation*}
$$

and the nonlinear delayed Volterra integro-differential systems

$$
\begin{align*}
x^{\prime}(t)= & f(t, x(t))+g(t, x(t-\tau(t))) \\
& +p(t, x(t)) \int_{0}^{t} q(s, x(s-\tau(s))) d s  \tag{4}\\
x^{\prime}(t)= & f(t, x(t))+g(t, x(t-\tau(t))) \\
& +p(t, x(t-\tau(t))) \int_{0}^{t} q(s, x(s)) d s \tag{5}
\end{align*}
$$

where $f, g, p, q \in C\left(\mathbb{R}_{+} \times \mathbb{R}^{n}, \mathbb{R}^{n}\right), f(t, 0)=g(t, 0)=$ $p(t, 0)=q(t, 0)=0$ for $t \in \mathbb{R}_{+}$, and $\tau \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$with
$\tau(t) \leq t$ on $\mathbb{R}_{+}$. The systems studied in [7] do not include time delay, whereas all the systems studied in this paper have time delay.

In this paper, we investigate conditions on the functions $f, g, p, q$ under which the trivial solutions of systems (3), (4), and (5) are $\Psi$-stability on $\mathbb{R}_{+}$; the main tool used is the integral inequalities and the integral technique. Here $\Psi$ is a matrix function whose introduction allows us to obtain a mixed behavior for the components of solutions.

Let $\mathbb{R}^{n}$ denote the Euclidean $n$-space. For $x=\left(x_{1}, x_{2}\right.$, $\left.x_{3}, \ldots, x_{n}\right)^{T} \in \mathbb{R}^{n}$, let $\|x\|=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|, \ldots,\left|x_{n}\right|\right\}$ be the norm of $x$. For an $n \times n$ matrix $A=\left(a_{i j}\right)$, we define the norm $|A|=\sup _{\|x\| \leq 1}\|A x\|$. It is well known that

$$
\begin{equation*}
|A|=\max _{1 \leq i \leq n} \sum_{j=1}^{n}\left|a_{i j}\right| \tag{6}
\end{equation*}
$$

Let $\Psi_{i}: \mathbb{R}_{+} \rightarrow(0, \infty), \quad i=1,2, \ldots, n$, be continuous functions and $\Psi=\operatorname{diag}\left[\Psi_{1}, \Psi_{2}, \ldots, \Psi_{n}\right]$.

Now we give the definitions of $\Psi$-(uniform) stability that we will need in the sequel.

Definition 1 (see $[4,8]$ ). The trivial solution of (3) ((4) or (5)) is said to be $\Psi$-stable on $\mathbb{R}_{+}$if for every $\varepsilon>0$ and any $t_{0} \in \mathbb{R}_{+}$, there exists $\delta=\delta\left(\varepsilon, t_{0}\right)>0$ such that any solution $x(t)$ of (3) ((4) or (5)), which satisfies the inequality $\left\|\Psi\left(t_{0}\right) x\left(t_{0}\right)\right\|<\delta$, exists and satisfies the inequality $\|\Psi(t) x(t)\|<\varepsilon$ for all $t \geq t_{0}$.

Definition 2 (see [4, 8]). The trivial solution of (3) ((4) or (5)) is said to be $\Psi$-uniformly stable on $\mathbb{R}_{+}$if it is $\Psi$-stable on $\mathbb{R}_{+}$ and the previous $\delta$ is independent of $t_{0}$.

## 2. $\Psi$-Stability of the Systems

To prove our theorems, we need the following lemmas.
Lemma 3. Let $h, k, p, q \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$with $(t, s) \mapsto$ $\partial_{t} h(t, s), \partial_{t} k(t, s), \partial_{t} p(t, s), \partial_{t} q(t, s) \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$. Assume, in addition, that $b \in C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$and $\alpha \in C^{1}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$ are nondecreasing functions and $\alpha(t) \leq t$ for $t \geq 0$. If $u \in$ $C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$satisfies

$$
\begin{align*}
u(t) \leq & b(t)+\int_{0}^{t} h(t, s) u(s) d s+\int_{0}^{\alpha(t)} k(t, s) u(s) d s \\
& +\int_{0}^{t} p(t, s) u(s)\left(\int_{0}^{\alpha(s)} q(s, v) u(v) d v\right) d s \tag{7}
\end{align*}
$$

for $t \geq 0$, and $b(t) \int_{0}^{t} R(s) Q(s) d s<1$, then

$$
\begin{equation*}
u(t) \leq \frac{b(t) Q(t)}{1-b(t) \int_{0}^{t} R(s) Q(s) d s}, \quad t \geq 0 \tag{8}
\end{equation*}
$$

where $Q(t)=\exp \left(\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s\right), R(t)=(d / d t)$ $\int_{0}^{t} p(t, s)\left(\int_{0}^{\alpha(s)} q(s, v) d v\right) d s$.

Proof. Let $T \geq 0$ be fixed and denote

$$
\begin{align*}
x(t)= & \int_{0}^{t} h(t, s) u(s) d s+\int_{0}^{\alpha(t)} k(t, s) u(s) d s \\
& +\int_{0}^{t} p(t, s) u(s)\left(\int_{0}^{\alpha(s)} q(s, v) u(v) d v\right) d s, \quad t \geq 0 \tag{9}
\end{align*}
$$

then $u(t) \leq b(t)+x(t)$, and $x$ is nondecreasing on $\mathbb{R}_{+}$. For $t \in[0, T]$, by calculations we get the following:

$$
\begin{align*}
x^{\prime}(t)= & {\left[h(t, t) u(t)+\int_{0}^{t} \partial_{t} h(t, s) u(s) d s\right] } \\
& +\left[k(t, \alpha(t)) u(\alpha(t)) \alpha^{\prime}(t)+\int_{0}^{\alpha(t)} \partial_{t} k(t, s) u(s) d s\right] \\
& +\left[p(t, t) u(t) \int_{0}^{\alpha(t)} q(t, v) u(v) d v\right. \\
& \left.+\int_{0}^{t} \partial_{t} p(t, s) u(s)\left(\int_{0}^{\alpha(s)} q(s, v) u(v) d v\right) d s\right] \\
\leq & {[b(T)+x(t)]\left[\frac{d}{d t}\left(\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s\right)\right] } \\
& +[b(T)+x(t)]^{2} \frac{d}{d t} \int_{0}^{t} p(t, s)\left(\int_{0}^{\alpha(s)} q(s, v) d v\right) d s . \tag{10}
\end{align*}
$$

Suppose that $b(0)>0$ (if $b(0)=0$, carry out the following arguments with $b(t)+\varepsilon$ instead of $b(t)$, where $\varepsilon>0$ is an arbitrary small constant, and subsequently pass to the limit as $\varepsilon \rightarrow 0$ to complete the proof), then we get

$$
\begin{align*}
& \frac{x^{\prime}(t)}{[b(T)+x(t)]^{2}} \\
& \quad-\frac{1}{b(T)+x(t)} \frac{d}{d t}\left(\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s\right) \\
& \quad \leq \frac{d}{d t} \int_{0}^{t} p(t, s)\left(\int_{0}^{\alpha(s)} q(s, v) d v\right) d s \tag{11}
\end{align*}
$$

Let

$$
\begin{align*}
z(t) & =\frac{1}{b(T)+x(t)} \\
q(t) & =\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s \\
Q(t) & =\exp (q(t))  \tag{12}\\
& =\exp \left(\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s\right) \\
R(t) & =\frac{d}{d t} \int_{0}^{t} p(t, s)\left(\int_{0}^{\alpha(s)} q(s, v) d v\right) d s
\end{align*}
$$

then, we have

$$
\begin{equation*}
z^{\prime}(t)+z(t)\left(\frac{d}{d t} q(t)\right) \geq-R(t) \tag{13}
\end{equation*}
$$

Multiplying the above inequality by $e^{q(t)}=Q(t)$, we get

$$
\begin{equation*}
\frac{d}{d t}(z(t) Q(t)) \geq-Q(t) R(t) \tag{14}
\end{equation*}
$$

Consider now the integral on the interval $[0, t]$ to obtain

$$
\begin{equation*}
z(t) Q(t) \geq z(0)-\int_{0}^{t} Q(s) R(s) d s, \quad 0 \leq t \leq T \tag{15}
\end{equation*}
$$

so

$$
\begin{align*}
z(t) & =\frac{1}{b(T)+x(t)} \\
& \geq\left[\frac{1}{b(T)}-\int_{0}^{t} Q(s) R(s) d s\right] \frac{1}{Q(t)}  \tag{16}\\
& =\frac{1-b(T) \int_{0}^{t} Q(s) R(s) d s}{b(T) Q(t)}
\end{align*}
$$

for $0 \leq t \leq T$. Let $t=T$, since $b(T) \int_{0}^{T} Q(s) R(s) d s<1$, then we have

$$
\begin{equation*}
b(T)+x(T) \leq \frac{b(T) Q(T)}{1-b(T) \int_{0}^{T} Q(s) R(s) d s} \tag{17}
\end{equation*}
$$

Since $T \geq 0$ was arbitrarily chosen, considering $u(t) \leq b(t)+$ $x(t)$, we get (8).

Lemma 4. Let $h, k, p, q, b, \alpha$ be as in Lemma 3. If $u \in$ $C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$satisfies

$$
\begin{align*}
u(t) \leq & b(t)+\int_{0}^{t} h(t, s) u(s) d s+\int_{0}^{\alpha(t)} k(t, s) u(s) d s \\
& +\int_{0}^{\alpha(t)} p(t, s) u(s)\left(\int_{0}^{s} q(s, v) u(v) d v\right) d s \tag{18}
\end{align*}
$$

for $t \geq 0$, and $b(t) \int_{0}^{t} R(s) Q(s) d s<1$, then

$$
\begin{equation*}
u(t) \leq \frac{b(t) Q(t)}{1-b(t) \int_{0}^{t} R(s) Q(s) d s}, \quad t \geq 0 \tag{19}
\end{equation*}
$$

where $Q(t)=\exp \left(\int_{0}^{t} h(t, s) d s+\int_{0}^{\alpha(t)} k(t, s) d s\right), R(t)=$ $(d / d t) \int_{0}^{\alpha(t)} p(t, s)\left(\int_{0}^{s} q(s, v) d v\right) d s$.

The proof is similar to the proof of Lemma 3, we omit the details.

Theorem 5. If there exist functions $a(t, s), b(t, s) \in C\left(\mathbb{R}_{+} \times\right.$ $\left.\mathbb{R}_{+}, \mathbb{R}_{+}\right)$with $(t, s) \mapsto \partial_{t} a(t, s), \partial_{t} b(t, s) \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$ such that

$$
\begin{align*}
& \|\Psi(t) f(s, x)\| \leq a(t, s)\|\Psi(s) x\|, \\
& \|\Psi(t) g(s, x)\| \leq b(t, s)\|\Psi(s) x\|, \tag{20}
\end{align*}
$$

for $0 \leq s \leq t$ and for all $x \in \mathbb{R}^{n}$. Moreover,

$$
\begin{align*}
& \limsup _{t \rightarrow \infty} \int_{0}^{t}(a(t, s)+b(t, s)) d s=L_{1}  \tag{21}\\
& \left|\Psi(t) \Psi^{-1}(s)\right| \leq L_{2} \quad \text { for } 0 \leq s \leq t
\end{align*}
$$

and $|\Psi(t) x(\alpha(t))| \leq|\Psi(\alpha(t)) x(\alpha(t))|$, where $L_{1}, L_{2}$ are nonnegative constants. If $\alpha(t)=t-\tau(t)$ is an increasing diffeomorphism of $\mathbb{R}_{+}$. Then, the trivial solution of system (3) is $\Psi$-uniformly stable on $\mathbb{R}_{+}$.

Proof. Suppose that $x\left(t, t_{0}, x_{0}\right):=x(t)$ is the unique solution of system (3) which satisfies $x\left(t_{0}\right)=x_{0}$, since

$$
\begin{align*}
x(t) & =x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s+\int_{t_{0}}^{t} g(s, x(\alpha(s))) d s \\
& =x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s+\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{g\left(\alpha^{-1}(r), x(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r, \tag{22}
\end{align*}
$$

after performing the change of variables $r=\alpha(s)$ in the second integral, and $\alpha^{-1}$ is the inverse of the diffeomorphism $\alpha$ then, it follows that

$$
\begin{align*}
\|\Psi(t) x(t)\| \leq & \left\|\Psi(t) \Psi^{-1}\left(t_{0}\right) \Psi\left(t_{0}\right) x_{0}\right\| \\
& +\int_{t_{0}}^{t}\|\Psi(t) f(s, x(s))\| d s \\
& +\int_{\alpha\left(t_{0}\right)}^{\alpha(t)}\left\|\Psi(t) \frac{g\left(\alpha^{-1}(r), x(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)}\right\| d s \\
\leq & L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\|+\int_{t_{0}}^{t} a(t, s)\|\Psi(s) x(s)\| d s \\
& +\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{b\left(t, \alpha^{-1}(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)}\|\Psi(r) x(r)\| d r, \tag{23}
\end{align*}
$$

this implies by Lemma 3 that

$$
\begin{align*}
\|\Psi(t) x(t)\| \leq & L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| \exp \\
& \times\left(\int_{t_{0}}^{t} a(t, s) d s+\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{b\left(t, \alpha^{-1}(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r\right) \\
= & L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| \exp \left(\int_{t_{0}}^{t}(a(t, s)+b(t, s)) d s\right) \\
\leq & L_{2} e^{L_{1}}\left\|\Psi\left(t_{0}\right) x_{0}\right\|, \tag{24}
\end{align*}
$$

so for every $\varepsilon>0$, choose $\delta=\varepsilon /\left(L_{2} e^{L_{1}}\right)$, then

$$
\begin{equation*}
\|\Psi(t) x(t)\| \leq L_{2} e^{L_{1}}\left\|\Psi\left(t_{0}\right) x_{0}\right\|<\varepsilon \tag{25}
\end{equation*}
$$

for $\left\|\Psi\left(t_{0}\right) x_{0}\right\|<\delta$ and for all $0 \leq t_{0} \leq t<\infty$. Hence, the conclusion of the theorem follows.

Theorem 6. Let all the conditions in Theorem 5 hold. Suppose further that there exist functions $m(t, s), n(t, s) \in C\left(\mathbb{R}_{+} \times\right.$ $\left.\mathbb{R}_{+}, \mathbb{R}_{+}\right)$with $(t, s) \mapsto \partial_{t} m(t, s), \partial_{t} n(t, s) \in C\left(\mathbb{R}_{+} \times \mathbb{R}_{+}, \mathbb{R}_{+}\right)$ such that

$$
\begin{gather*}
\left\|\Psi(t) p(s, x) \Psi^{-1}(s)\right\| \leq m(t, s)\|\Psi(s) x\|,  \tag{26}\\
\|\Psi(t) q(s, x)\| \leq n(t, s)\|\Psi(s) x\|,
\end{gather*}
$$

for $0 \leq s \leq t$ and for all $x \in \mathbb{R}^{n}$, moreover,

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{0}^{t} m(t, s)\left(\int_{0}^{s} n(s, u) d u\right) d s=L_{3} \tag{27}
\end{equation*}
$$

where $L_{3}$ is a nonnegative constant. Then, the trivial solutions of systems (4) and (5) are $\Psi$-uniformly stable on $\mathbb{R}_{+}$.

Proof. For that system (4), suppose $x\left(t, t_{0}, x_{0}\right):=x(t)$ is the unique solution of system (4) which satisfies $x\left(t_{0}\right)=x_{0}$, since

$$
\begin{align*}
x(t)= & x_{0}+\int_{t_{0}}^{t} f(s, x(s)) d s+\int_{t_{0}}^{t} g(s, x(\alpha(s))) d s \\
& +\int_{t_{0}}^{t} p(s, x(s)) \int_{0}^{s} q(u, x(\alpha(u))) d u d s, \quad 0 \leq t_{0} \leq t \tag{28}
\end{align*}
$$

it follows that

$$
\begin{align*}
\|\Psi(t) x(t)\| \leq & \left\|\Psi(t) \Psi^{-1}\left(t_{0}\right) \Psi\left(t_{0}\right) x_{0}\right\| \\
& +\int_{t_{0}}^{t}\|\Psi(t) f(s, x(s))\| d s \\
& +\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{\left\|\Psi(t) g\left(\alpha^{-1}(r), x(r)\right)\right\|}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r \\
& +\int_{t_{0}}^{t}\left\|\Psi(t) p(s, x(s)) \Psi^{-1}(s)\right\| \\
& \times\left(\int_{0}^{\alpha(s)} \frac{\left\|\Psi(s) q\left(\alpha^{-1}(r), x(r)\right)\right\|}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r\right) d s \\
\leq & L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\|+\int_{t_{0}}^{t} a(t, s)\|\Psi(s) x(s)\| d s \\
& +\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{b\left(t, \alpha^{-1}(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)}\|\Psi(r) x(r)\| d r \\
& +\int_{t_{0}}^{t} m(t, s)\|\Psi(s) x(s)\| \\
& \times\left(\int_{0}^{\alpha(s)} \frac{n\left(s, \alpha^{-1}(r)\right)\|\Psi(r) x(r)\|}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r\right) d s \tag{29}
\end{align*}
$$

after performing the change of variables $r=\alpha(s)$ (or $r=$ $\alpha(u))$ at some intermediate step, and $\alpha^{-1}$ is the inverse of the diffeomorphism $\alpha$. Denote

$$
\begin{align*}
Q(t) & =\exp \left(\int_{t_{0}}^{t} a(t, s) d s+\int_{\alpha\left(t_{0}\right)}^{\alpha(t)} \frac{b\left(t, \alpha^{-1}(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r\right) \\
& =\exp \left(\int_{t_{0}}^{t}(a(t, s)+b(t, s)) d s\right) \\
R(t) & =\frac{d}{d t}\left[\int_{t_{0}}^{t} m(t, s)\left(\int_{0}^{\alpha(s)} \frac{n\left(s, \alpha^{-1}(r)\right)}{\alpha^{\prime}\left(\alpha^{-1}(r)\right)} d r\right) d s\right]  \tag{30}\\
& =\frac{d}{d t}\left[\int_{t_{0}}^{t} m(t, s)\left(\int_{0}^{s} n(s, u) d u\right) d s\right] .
\end{align*}
$$

This implies by Lemma 3 that

$$
\begin{align*}
& \|\Psi(t) x(t)\| \\
& \leq L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| \frac{Q(t)}{1-L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| \int_{0}^{t} Q(v) R(v) d v} \\
& \leq\left\|\Psi\left(t_{0}\right) x_{0}\right\| \frac{L_{2} e^{L_{1}}}{1-L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| e^{L_{1}} \int_{0}^{t} R(v) d v} \\
& =\left\|\Psi\left(t_{0}\right) x_{0}\right\| \\
& \quad \times \frac{L_{2} e^{L_{1}}}{1-L_{2}\left\|\Psi\left(t_{0}\right) x_{0}\right\| e^{L_{1}} \int_{t_{0}}^{t} m(t, s)\left(\int_{0}^{s} n(s, u) d u\right) d s} \\
& \leq\left\|\Psi\left(t_{0}\right) x_{0}\right\| \frac{L_{2} e^{L_{1}}}{1-L_{2} L_{3}\left\|\Psi\left(t_{0}\right) x_{0}\right\| e^{L_{1}}} \tag{31}
\end{align*}
$$

for $L_{2} L_{3}\left\|\Psi\left(t_{0}\right) x_{0}\right\| e^{L_{1}}<1$ and $0 \leq t_{0} \leq t$. So, for every $\varepsilon>0$ and $t_{0} \geq 0$, let $0<q<1 / L_{2} L_{3} e^{L_{1}}$ be a constant and choose $\delta=\min \left\{q,\left(\left(1-q L_{2} L_{3} e^{L_{1}}\right) \varepsilon\right) / L_{2} e^{L_{1}}\right\}$, then

$$
\begin{equation*}
\|\Psi(t) x(t)\|<\frac{\left(1-q L_{2} L_{3} e^{L_{1}}\right) \varepsilon}{L_{2} e^{L_{1}}} \times \frac{L_{2} e^{L_{1}}}{1-q L_{2} L_{3} e^{L_{1}}}=\varepsilon \tag{32}
\end{equation*}
$$

for $\left\|\Psi\left(t_{0}\right) x_{0}\right\|<\delta$ and for all $0 \leq t_{0} \leq t<\infty$. This proves that the trivial solution of system (4) is $\Psi$-uniformly stable on $\mathbb{R}_{+}$.

Using Lemma 4, the proof of system (5) is similar to that of system (4) and the details are left to the readers.

Remark 7. For $\Psi_{i}=1, i=1,2, \ldots, n$, we obtain the theorems of classical stability and uniform stability.

## 3. Examples

Example 8. Consider the nonlinear differential system

$$
\begin{align*}
& x_{1}^{\prime}(t)=x_{1}(t)+x_{1}\left(\frac{t}{2}\right) \sin t  \tag{33}\\
& x_{2}^{\prime}(t)=-x_{2}(t)+x_{2}\left(\frac{t}{2}\right) \cos t .
\end{align*}
$$

In (33), $f(t, x(t))=\left(x_{1}(t),-x_{2}(t)\right)^{T}, g(t, x(t / 2))=\left(x_{1}(t / 2)\right.$ $\left.\sin t, x_{2}(t / 2) \cos t\right)^{T}$. Let $\Psi(t)=\left(\begin{array}{cc}e^{-t} & 0 \\ 0 & e^{-t}\end{array}\right)$, then $a(t, s)=$ $b(t, s)=e^{-(t-s)}$ for $0 \leq s \leq t \leq \infty$, it is easy to verify that $L_{1}=2, L_{2}=1$, and all the assumptions in Theorem 5 satisfied, so the trivial solution of system (33) is $\psi$-uniformly stable on $\mathbb{R}_{+}$.

Example 9. Consider the nonlinear Volterra integro-differential system as follows:

$$
\begin{align*}
& x_{1}^{\prime}(t)=x_{1}(t)+x_{1}(t) e^{-t} \int_{0}^{t} x_{1}\left(\frac{s}{2}\right) \cos s d s \\
& x_{2}^{\prime}(t)=-x_{2}(t)+x_{2}(t) e^{-t} \int_{0}^{t} x_{2}\left(\frac{s}{2}\right) \sin s d s \tag{34}
\end{align*}
$$

In (34), $f(t, x(t))=\left(x_{1}(t),-x_{2}(t)\right)^{T}, g \equiv 0, p(t, x(t))=$ $\left(x_{1}(t) e^{-t}, x_{2}(t) e^{-t}\right)^{T}, q(s, x(s / 2))=\left(x_{1}(s / 2) \cos s, x_{2}(s / 2)\right.$ $\sin s)^{T}$. Choose the same matrix function $\Psi(t)$, then $a(t, s)=$ $n(t, s)=e^{-(t-s)}, b(t, s) \equiv 0, m(t, s)=e^{-2(t-s)}$ for $0 \leq s \leq t \leq$ $\infty$, it is easy to verify that $L_{1}=L_{2}=1, L_{3}=1 / 2$, and all the assumptions in Theorem 6 are satisfied, so the trivial solution of system (34) is $\psi$-uniformly stable on $\mathbb{R}_{+}$.
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#### Abstract

Inverse problem for the Bessel operator is studied. A set of values of eigenfunctions at some internal point and parts of two spectra are taken as data. Uniqueness theorems are obtained. The approach that was used in investigation of problems with partially known potential is employed.


## 1. Introduction

Inverse spectral analysis involves the problem of restoring a linear operator from some of its spectral parameters. Currently, inverse problems are being studied for certain special classes of ordinary differential operators. The simplest of these is the Sturm-Liouville operator $L y=-y^{\prime \prime}+q(x) y$. For the case where it is considered on the whole line or half line, the Sturm-Liouville operator together with the function $q(x)$ has been called a potential. In this direction, Borg [1] gave important results. He showed that, in general, one spectrum does not determine a Sturm-Liouville operator, so the result of Ambarzumyan [2] is an exception to the general rule. In the same paper, Borg showed that two spectra of a SturmLiouville operator determine it uniquely. Later, Levinson [3], Levitan [4], and Hochstadt [5] showed that when the boundary condition and one possible reduced spectrum are given, then the potential is uniquely determined. Using spectral data, that is, the spectral function, spectrum, and norming constant, different methods have been proposed for obtaining the potential function in a Sturm-Liouville problem. Such problems were subsequently investigated by other authors [4-6]. On the other hand, inverse problems for regular and singular Sturm-Liouville operators have been extensively studied by [7-15].

The inverse problem for interior spectral data of the differential operator consists in reconstruction of this operator from the known eigenvalues and some information on eigenfunctions at some internal point. Similar problems for the Sturm-Liouville operator and discontinuous SturmLiouville problem were formulated and studied in [16, 17].

The main goal of the present work is to study the inverse problem of reconstructing the singular Sturm-Liouville operator on the basis of spectral data of a kind: one spectrum and some information on eigenfunctions at the internal point.

Consider the following singular Sturm-Liouville operator $L$ satisfying (1)-(3):

$$
\begin{equation*}
L y=-y^{\prime \prime}+\left[\frac{\ell(\ell+1)}{x^{2}}+q(x)\right] y=\lambda y, \quad 0<x<1 \tag{1}
\end{equation*}
$$

with boundary conditions,

$$
\begin{gather*}
y(0)=0  \tag{2}\\
y^{\prime}(1, \lambda)+H y(1, \lambda)=0 \tag{3}
\end{gather*}
$$

where $q(x)$ is a real-valued function and $q \in L_{2}(0,1), \lambda$ spectral parameter, $\ell \in \mathbb{N}_{0}, H \in \mathbb{R}$. The operator $L$ is self adjoint on the $L_{2}(0,1)$ and has a discrete spectrum $\left\{\lambda_{n}\right\}$.

Let us introduce the second singular Sturm-Liouville operator $\widetilde{L}$ satisfying

$$
\begin{equation*}
\widetilde{L} y=-y^{\prime \prime}+\left[\frac{\ell(\ell+1)}{x^{2}}+\widetilde{q}(x)\right] y=\lambda y, \quad 0<x<1, \tag{4}
\end{equation*}
$$

subject to the same boundary conditions (2), (3), where $\widetilde{q}(x)$ is a real-valued function and $\widetilde{q} \in L_{2}(0,1)$. The operator $\widetilde{L}$ is self adjoint on the $L_{2}(0,1)$ and has a discrete spectrum $\left\{\tilde{\lambda}_{n}\right\}$.

## 2. Main Results

Before giving some results concerning the Bessel equation, we should give its physical properties. The total energy of the particle is given by $E=p^{2} / 2 M=\hbar^{2} k^{2} / 2 M=k^{2}$, where $p$ is its initial or final momentum, and $k$ the corresponding wave number, $\hbar$ planck constant, $M$ particle's mass, and $E$ energy. The reduced radial Schrödinger equation for the partial wave of angular momentum $\ell$ then reads [18]

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} \Psi_{1}(k, r)+\left(k^{2}-\frac{\ell(\ell+1)}{r^{2}}\right) \Psi_{1}(k, r)=V(r) \Psi_{1}(k, r) . \tag{5}
\end{equation*}
$$

When $V=0$, the above equation reduces to the classical Bessel equation in the form

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} \Psi_{1}(k, r)+\left(k^{2}-\frac{\ell(\ell+1)}{r^{2}}\right) \Psi_{1}(k, r)=0 \tag{6}
\end{equation*}
$$

This equation has the solution $J_{\ell}(r)$, called the Bessel function.

Eigenvalues of the problem (1)-(3) are the roots of (3). This spectral characteristic satisfies the following asymptotic expression [19, 20]:

$$
\begin{equation*}
\lambda_{n}=\left(n+\frac{l}{2}\right)^{2} \pi^{2}+\int_{0}^{1} q(x) d x-l(l+1)+a_{n} \tag{7}
\end{equation*}
$$

where the series $\sum_{n=1}^{\infty} a_{n}^{2}<\infty$. Next, we present the main results in this paper. When $b=1 / 2$, we get the following uniqueness Theorem 1.

Theorem 1. If for every $n \in \mathbb{N}$ one has

$$
\begin{equation*}
\lambda_{n}=\tilde{\lambda}_{n}, \quad \frac{y_{n}^{\prime}(1 / 2)}{y_{n}(1 / 2)}=\frac{\tilde{y}_{n}^{\prime}(1 / 2)}{\tilde{y}_{n}(1 / 2)} \tag{8}
\end{equation*}
$$

then

$$
\begin{equation*}
q(x)=\tilde{q}(x) \text { a.e on the interval }(0,1) . \tag{9}
\end{equation*}
$$

In the case $b \neq 1 / 2$, the uniqueness of $q(x)$ can be proved if we require the knowledge of a part of the second spectrum.

Let $\{m(n)\}_{n \in \mathbb{N}}$ be a sequence of natural numbers with a property

$$
\begin{equation*}
m(n)=\frac{n}{\sigma}\left(1+\varepsilon_{n}\right), \quad 0<\sigma \leq 1, \varepsilon_{n} \longrightarrow 0 . \tag{10}
\end{equation*}
$$

Lemma 2. Let $\{m(n)\}_{n \in \mathbb{N}}$ be a sequence of natural numbers satisfying (10) and $b \in(0,1 / 2)$ are so chosen that $\sigma>2 b$. If for any $n \in \mathbb{N}$

$$
\begin{equation*}
\lambda_{m(n)}=\tilde{\lambda}_{m(n)}, \quad \frac{y_{m(n)}^{\prime}(b)}{y_{m(n)}(b)}=\frac{\tilde{y}_{m(n)}^{\prime}(b)}{\tilde{y}_{m(n)}(b)} \tag{11}
\end{equation*}
$$

then

$$
\begin{equation*}
q(x)=\tilde{q}(x) \text { a.e on }(0, b] . \tag{12}
\end{equation*}
$$

Let $\{l(n)\}_{n \in \mathbb{N}}$ and $\{r(n)\}_{n \in \mathbb{N}}$ be a sequence of natural numbers such that

$$
\begin{align*}
& l(n)=\frac{n}{\sigma_{1}}\left(1+\varepsilon_{1, n}\right), \quad 0<\sigma_{1} \leq 1, \varepsilon_{1, n} \longrightarrow 0  \tag{13}\\
& r(n)=\frac{n}{\sigma_{2}}\left(1+\varepsilon_{2, n}\right), \quad 0<\sigma_{2} \leq 1, \varepsilon_{2, n} \longrightarrow 0 \tag{14}
\end{align*}
$$

and let $\mu_{n}$ be the eigenvalues of (1), (2), and (15) and $\widetilde{\mu}_{n}$ be the eigenvalues of (4), (2), and (15)

$$
\begin{equation*}
y^{\prime}(1, \lambda)+H_{1} y(1, \lambda)=0, \quad H \neq H_{1} \tag{15}
\end{equation*}
$$

Using Mochizuki and Trooshin's method from Lemma 2 and Theorem 1, we will prove that the following Theorem 3 holds.

Theorem 3. Let $\{l(n)\}_{n \in \mathbb{N}}$ and $\{r(n)\}_{n \in \mathbb{N}}$ be a sequence of natural numbers satisfying (13) and (14), and $1 / 2<b<1$ are so chosen that $\sigma_{1}>2 b-1, \sigma_{2}>2-2 b$. If for any $n \in \mathbb{N}$ one has

$$
\begin{equation*}
\lambda_{n}=\tilde{\lambda}_{n}, \quad \mu_{l(n)}=\tilde{\mu}_{l(n)}, \quad \frac{y_{r(n)}^{\prime}(b)}{y_{r(n)}(b)}=\frac{\tilde{y}_{r(n)}^{\prime}(b)}{\tilde{y}_{r(n)}(b)} \tag{16}
\end{equation*}
$$

then

$$
\begin{equation*}
q(x)=\widetilde{q}(x) \quad \text { a.e on }(0,1) . \tag{17}
\end{equation*}
$$

## 3. Proof of the Main Results

In this section, we present the proofs of main results in this paper.

Proof of Theorem 1. Before proving Theorem 1, we will mention some results, which will be needed later. We get the initial value problems

$$
\begin{gather*}
-y^{\prime \prime}+\left[\frac{\ell(\ell+1)}{x^{2}}+q(x)\right] y=\lambda y, \quad 0<x<1  \tag{18}\\
y(0)=0 \tag{19}
\end{gather*}
$$

$$
\begin{gather*}
-\tilde{y}^{\prime \prime}+\left[\frac{\ell(\ell+1)}{x^{2}}+\widetilde{q}(x)\right] \tilde{y}=\lambda \tilde{y}, \quad 0<x<1,  \tag{20}\\
\tilde{y}(0)=0 . \tag{21}
\end{gather*}
$$

As known from [18], Bessel's functions of the first kind of order $v=\ell-1 / 2$ are

$$
\begin{equation*}
J_{v}(x)=\sum_{k=0}^{\infty} \frac{(-1)^{k} x^{v+2 k}}{2^{v+2 k} k!\Gamma(v+k+1)} \tag{22}
\end{equation*}
$$

and asymptotic formulas for large argument

$$
\begin{align*}
& J_{v}(x)=\sqrt{\frac{2}{\pi x}}\left\{\cos \left[x-\frac{v \pi}{2}-\frac{\pi}{4}\right]+O\left(\frac{1}{x}\right)\right\}  \tag{23}\\
& J_{v}^{\prime}(x)=-\sqrt{\frac{2}{\pi x}}\left\{\sin \left[x-\frac{v \pi}{2}-\frac{\pi}{4}\right]+O\left(\frac{1}{x}\right)\right\}
\end{align*}
$$

It can be shown [19] that there exists a kernel $H(x, t)(\widetilde{H}(x, t))$ continuous in the triangle $0 \leq t \leq x \leq 1$ such that by using the transformation operator every solution of (18), (19) and (20), (21) can be expressed in the form [8, 21],

$$
\begin{align*}
& y(x, \lambda)=\frac{\sqrt{x}}{(\sqrt{\lambda})^{v}} J_{v}(\sqrt{\lambda} x)+\int_{0}^{x} H(x, t) \frac{\sqrt{t}}{(\sqrt{\lambda})^{v}} J_{v}(\sqrt{\lambda} t) d t  \tag{24}\\
& \tilde{y}(x, \lambda)=\frac{\sqrt{x}}{(\sqrt{\lambda})^{v}} J_{v}(\sqrt{\lambda} x)+\int_{0}^{x} \widetilde{H}(x, t) \frac{\sqrt{t}}{(\sqrt{\lambda})^{v}} J_{v}(\sqrt{\lambda} t) d t, \tag{25}
\end{align*}
$$

respectively, where the kernel $H(x, t)(\widetilde{H}(x, t))$ is the solution of the equation

$$
\begin{align*}
& \frac{\partial^{2} H(x, t)}{\partial x^{2}}+\frac{\ell(\ell+1)}{x^{2}} H(x, t) \\
& \quad=\frac{\partial^{2} H(x, t)}{\partial t^{2}}+\left(\frac{\ell(\ell+1)}{t^{2}}+q(t)\right) H(x, t) \tag{26}
\end{align*}
$$

subject to the boundary conditions

$$
\begin{gather*}
2 \frac{d H(x, x)}{d x}=q(x)  \tag{27}\\
\lim _{t \rightarrow 0} H(x, t) t^{\nu-1 / 2}=0, \quad\left[J_{v}^{\prime}(t, \lambda)=O\left(t^{\nu-1 / 2}\right)\right] .
\end{gather*}
$$

After the transformations

$$
\begin{gather*}
\xi=\frac{1}{4}(x+t)^{2}, \quad \eta=\frac{1}{4}(x-t)^{2}  \tag{28}\\
H(x, t)=(\xi-\eta)^{-v+1 / 2} U(\xi, \eta)
\end{gather*}
$$

we obtain the following problem:

$$
\begin{gather*}
\frac{\partial^{2} U}{\partial \xi \partial \eta}-\frac{1}{4(\xi-\eta)} \frac{\partial U}{\partial \xi}+\frac{1}{4(\xi-\eta)} \frac{\partial U}{\partial \eta} \\
=\frac{1}{4 \sqrt{\xi \eta}} q(\sqrt{\xi}+\sqrt{\eta}) U  \tag{29}\\
U(\xi, \xi)=0, \\
\frac{\partial U}{\partial \xi}+\frac{\alpha}{\xi} U=\frac{1}{4} q(\sqrt{\xi}) \xi^{\nu-1}, \quad \alpha=-v+\frac{1}{2} .
\end{gather*}
$$

This problem can be solved by using the Riemann method [21].

Multiplying (18) by $\widetilde{y}(x, \lambda)$ and (20) by $y(x, \lambda)$, subtracting and integrating from 0 to $1 / 2$, we obtain

$$
\begin{align*}
\int_{0}^{1 / 2} & (q(x)-\widetilde{q}(x)) y(x, \lambda) \widetilde{y}(x, \lambda) d x  \tag{30}\\
& =\left.\left[\widetilde{y}(x, \lambda) y^{\prime}(x, \lambda)-y(x, \lambda) \tilde{y}^{\prime}(x, \lambda)\right]\right|_{0} ^{1 / 2}
\end{align*}
$$

The functions $y(x, \lambda)$ and $\tilde{y}(x, \lambda)$ satisfy the same initial conditions (19) and (21), that is,

$$
\begin{equation*}
\tilde{y}(0, \lambda) y^{\prime}(0, \lambda)-y(0, \lambda) \tilde{y}^{\prime}(0, \lambda)=0 . \tag{31}
\end{equation*}
$$

Let

$$
\begin{gather*}
Q(x)=q(x)-\tilde{q}(x)  \tag{32}\\
K(\lambda)=\int_{0}^{1 / 2} Q(x) y(x, \lambda) \tilde{y}(x, \lambda) d x . \tag{33}
\end{gather*}
$$

If the properties of $y(x, \lambda)$ and $\tilde{y}(x, \lambda)$ are considered, the function $K(\lambda)$ is an entire function.

Therefore the condition of Theorem 1 implies

$$
\begin{equation*}
\tilde{y}\left(\frac{1}{2}, \lambda_{n}\right) y^{\prime}\left(\frac{1}{2}, \lambda_{n}\right)-y\left(\frac{1}{2}, \lambda_{n}\right) \tilde{y}^{\prime}\left(\frac{1}{2}, \lambda_{n}\right)=0 \tag{34}
\end{equation*}
$$

and hence

$$
\begin{equation*}
K\left(\lambda_{n}\right)=0, \quad n \in \mathbb{N} . \tag{35}
\end{equation*}
$$

In addition, using (24) and (33) for $0<x<1$,

$$
\begin{equation*}
|K(\lambda)| \leq M \frac{1}{\lambda^{v}} \tag{36}
\end{equation*}
$$

where $M$ is constant.
Introduce the function

$$
\begin{equation*}
W(\lambda)=y^{\prime}(1, \lambda)+H y(1, \lambda) \tag{37}
\end{equation*}
$$

By using the asymptotic forms of $y$ and $y^{\prime}$, we obtain

$$
\begin{equation*}
W(\lambda)=\sqrt{\lambda} \sin \left(\sqrt{\lambda}-\frac{v \pi}{2}-\frac{\pi}{4}\right)+O(1) . \tag{38}
\end{equation*}
$$

The zeros of $W(\lambda)$ are the eigenvalues of $L$ and hence it has only simple zeros $\lambda_{n}$ because of the seperated boundary conditions. From (38), $W(\lambda)$ is an entire function of order $1 / 2$ of $\lambda$. Since the set of zeros of the entire function $W(\lambda)$ is contained in the set of zeros of $K(\lambda)$, we see that the function

$$
\begin{equation*}
\Psi(\lambda)=\frac{K(\lambda)}{W(\lambda)} \tag{39}
\end{equation*}
$$

is an entire function on the parameter $\lambda$. From (36), (38), and (39), we get

$$
\begin{equation*}
|\Psi(\lambda)|=O\left(\frac{1}{\lambda^{v+1 / 2}}\right) \tag{40}
\end{equation*}
$$

So, for all $\lambda$, from the Liouville theorem,

$$
\begin{equation*}
\Psi(\lambda)=0 \tag{41}
\end{equation*}
$$

or

$$
\begin{equation*}
K(\lambda)=0 . \tag{42}
\end{equation*}
$$

It was proved in [19] that there exists absolutely continuous function $\widetilde{\widetilde{H}}(x, \tau)$ such that we have

$$
\begin{align*}
& y(x, \lambda) \tilde{y}(x, \lambda)=\frac{1}{2}\left\{1+\cos 2\left[\sqrt{\lambda} x-\frac{v \pi}{2}-\frac{\pi}{4}\right]\right. \\
& +\int_{0}^{x} \widetilde{\widetilde{H}}(x, \tau) \\
& \left.\quad \times \cos 2\left[\sqrt{\lambda} \tau-\frac{v \pi}{2}-\frac{\pi}{4}\right] d \tau\right\} \tag{43}
\end{align*}
$$

where

$$
\begin{align*}
\widetilde{\widetilde{H}}(x, t)= & 2[H(x, x-2 \tau)+\widetilde{H}(x, x-2 \tau)] \\
& +2\left[\int_{-x+2 \tau}^{x} H(x, s) \widetilde{H}(x, s-2 \tau) d s\right.  \tag{44}\\
& \left.+\int_{-x}^{x-2 \tau} H(x, s) \widetilde{H}(x, s+2 \tau) d s\right] .
\end{align*}
$$

We are now going to show that $Q(x)=0$ a.e. on $(0,1 / 2$ ]. From (33), (43) we have

$$
\begin{align*}
& \frac{1}{2} \int_{0}^{1 / 2} Q(x)\left\{1+\cos 2\left[\sqrt{\lambda} x-\frac{v \pi}{2}-\frac{\pi}{4}\right]\right. \\
& +\int_{0}^{x} \widetilde{\widetilde{H}}(x, \tau) \\
& \left.\quad \times \cos 2\left[\sqrt{\lambda} \tau-\frac{v \pi}{2}-\frac{\pi}{4}\right] d \tau\right\} d x=0 \tag{45}
\end{align*}
$$

This can be written as

$$
\begin{align*}
\int_{0}^{1 / 2} Q(x) d x+\int_{0}^{1 / 2} & \cos 2\left[\sqrt{\lambda} \tau-\frac{v \pi}{2}-\frac{\pi}{4}\right] \\
& \times\left[Q(\tau)+\int_{0}^{1 / 2}\right.
\end{align*} \quad Q(x)
$$

Let $\lambda \rightarrow \infty$ along the real axis, by the Riemann-Lebesgue lemma, one should have

$$
\begin{gather*}
\int_{0}^{1 / 2} Q(x) d x=0 \\
\int_{0}^{1 / 2} \cos 2\left[\sqrt{\lambda} \tau-\frac{v \pi}{2}-\frac{\pi}{4}\right]  \tag{47}\\
\times\left[Q(\tau)+\int_{\tau}^{1 / 2} Q(x) \widetilde{\widetilde{H}}(x, \tau) d x\right] d \tau=0 .
\end{gather*}
$$

Thus from the completeness of the functions cos, it follows that

$$
\begin{equation*}
\mathrm{Q}(\tau)+\int_{\tau}^{1 / 2} \mathrm{Q}(x) \widetilde{\widetilde{H}}(x, \tau) d x=0, \quad 0<x<\frac{1}{2} \tag{48}
\end{equation*}
$$

But this equation is a homogeneous Volterra integral equation and has only the zero solution. Thus we have obtained

$$
\begin{equation*}
Q(x)=q(x)-\widetilde{q}(x)=0 \tag{49}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{q}(x)=q(x) \tag{50}
\end{equation*}
$$

almost everywhere on $(0,1 / 2]$. Therefore Theorem 1 is proved.

Theorem 4. To prove that $q(x)=0$ on $[1 / 2,1)$ almost everywhere, we should repeat the above arguments for the supplementary problem

$$
\begin{equation*}
L y=-y^{\prime \prime}+\left[\frac{\ell(\ell+1)}{(1-x)^{2}}+q(1-x)\right] y, \quad 0<x<1 \tag{51}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{gather*}
y(1)=0 \\
y^{\prime}(0, \lambda)+H y(0, \lambda)=0 . \tag{52}
\end{gather*}
$$

Consequently

$$
\begin{equation*}
q(x)=\widetilde{q}(x) \quad \text { a.e on the interval }(0,1) \tag{53}
\end{equation*}
$$

Next, we show that Lemma 2 holds.
Proof of Lemma 2. As in the proof of Theorem 1 we can show that

$$
\begin{align*}
G(\rho) & =\int_{0}^{b} Q(x) y(x, \lambda) \tilde{y}(x, \lambda) d x  \tag{54}\\
& =\left.\left[\tilde{y}(x, \lambda) y^{\prime}(x, \lambda)-y(x, \lambda) \tilde{y}^{\prime}(x, \lambda)\right]\right|_{x=b}
\end{align*}
$$

where $\rho=\sqrt{\lambda}=r e^{i \theta}$ and $Q(x)=q(x)-\tilde{q}(x)$. From the assumption

$$
\begin{equation*}
\frac{y_{m(n)}^{\prime}(b)}{y_{m(n)}(b)}=\frac{\tilde{y}_{m(n)}^{\prime}(b)}{\tilde{y}_{m(n)}(b)} \tag{55}
\end{equation*}
$$

together with the initial condition at 0 it follows that,

$$
\begin{equation*}
G\left(\rho_{m(n)}\right)=0, \quad n \in \mathbb{N} \tag{56}
\end{equation*}
$$

Next, we will show that $G(\rho)=0$ on the whole $\rho$ plane. The asymptotics (23) imply that the entire function $G(\rho)$ is a function of exponential type $\leq 2 b$.

Define the indicator of function $G(\rho)$ by

$$
\begin{equation*}
h(\theta)=\lim _{r \rightarrow \infty} \sup \frac{\ln \left|G\left(r e^{i \theta}\right)\right|}{r} \tag{57}
\end{equation*}
$$

Since $|\operatorname{Im} \sqrt{\lambda}|=r|\sin \theta|, \theta=\arg \sqrt{\lambda}$ from (23) it follows that

$$
\begin{equation*}
h(\theta) \leq 2 b|\sin \theta| \tag{58}
\end{equation*}
$$

Let us denote by $n(r)$ the number of zeros of $G(\rho)$ in the disk $\{|\rho| \leq r\}$. According to [22] set of zeros of every entire function of the exponential type, not identically zero, satisfies the inequality

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \inf \frac{n(r)}{r} \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} h(\theta) d \theta \tag{59}
\end{equation*}
$$

where $n(r)$ is the number of zeros of $G(\rho)$ in the disk $|\rho| \leq r$. By (58),

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{0}^{2 \pi} h(\theta) d \theta \leq \frac{b}{\pi} \int_{0}^{2 \pi}|\sin \theta| d \theta=\frac{4 b}{\pi} \tag{60}
\end{equation*}
$$

From the assumption and the known asymptotic expression (7) of the eigenvalues $\sqrt{\lambda_{n}}$ we obtain

$$
\begin{equation*}
n(r) \geq 2 \sum_{(\pi n / \sigma)[1+O(1 / n)]<r} 1=\frac{2}{\pi} \sigma r(1+o(1)), \quad r \longrightarrow \infty \tag{61}
\end{equation*}
$$

For the case $\sigma>2 b$,
$\lim _{r \rightarrow \infty} \frac{n(r)}{r} \geq \frac{2}{\pi} \sigma>\frac{4 b}{\pi}=2 b \int_{0}^{2 \pi}|\sin \theta| d \theta \geq \frac{1}{2 \pi} \int_{0}^{2 \pi} h(\theta) d \theta$.

The inequalities (59) and (62) imply that $G(\rho)=0$ on the whole $\rho$ plane.

Similar to the proof of Theorem 1, we have

$$
\begin{equation*}
q(x)=\widetilde{q}(x) \quad \text { a.e on the interval }(0, b] . \tag{63}
\end{equation*}
$$

This completes the proof of Lemma 2.
Now we prove that Theorem 3 is valid.

## Proof of Theorem 3. From

$$
\begin{equation*}
\lambda_{r(n)}=\tilde{\lambda}_{r(n)}, \quad \frac{y_{r(n)}^{\prime}(b)}{y_{r(n)}(b)}=\frac{\tilde{y}_{r(n)}^{\prime}(b)}{\tilde{y}_{r(n)}(b)}, \tag{64}
\end{equation*}
$$

where $\{r(n)\}_{n \in \mathbb{N}}$ satisfies (14) and $\sigma_{2}>2-2 b$. Similar to the proof of Lemma 2, we get

$$
\begin{equation*}
q(x)=\widetilde{q}(x) \quad \text { a.e on }[b, 1) . \tag{65}
\end{equation*}
$$

Thus, it needs to be proved that $q(x)=\widetilde{q}(x)$ a.e on $(0, b]$. The eigenfunctions $y_{n}\left(x, \lambda_{n}\right)$ and $\tilde{y}_{n}\left(x, \lambda_{n}\right)$ satisfy the same boundary condition at 1 . It means that

$$
\begin{equation*}
y_{n}\left(x, \lambda_{n}\right)=\xi_{n} \tilde{y}_{n}\left(x, \lambda_{n}\right) \tag{66}
\end{equation*}
$$

on $[b, 1]$ for any $n \in \mathbb{N}$ where $\xi_{n}$ are constants.
Let $\rho_{n}=\sqrt{\lambda_{n}}, s_{n}=\sqrt{\mu_{n}}$. From (54) and (66) we obtain

$$
\begin{array}{ll}
G\left(\rho_{n}\right)=0, & n \in \mathbb{N} \\
G\left(s_{l_{n}}\right)=0, & n \in \mathbb{N} \tag{67}
\end{array}
$$

We are going to show that inequality (59) fails and consequently, the entire function of exponential type $G(\rho)$ vanishes on the whole $\rho$-plane. The $\rho_{n}$ and $s_{n}$ have the same asymptotics (7). Counting the number of $\rho_{n}$ and $s_{n}$ located inside the disc of radius $r$, we have

$$
\begin{equation*}
1+\frac{2}{\pi} r\left[1+O\left(\frac{1}{n}\right)\right] \tag{68}
\end{equation*}
$$

of $\rho_{n}$ 's and

$$
\begin{equation*}
1+\frac{2}{\pi} r \sigma_{1}\left[1+O\left(\frac{1}{n}\right)\right] . \tag{69}
\end{equation*}
$$

of $s_{n}$ 's.
This means that

$$
\begin{gather*}
n(r)=2+\frac{2}{\pi}\left[r\left(\sigma_{1}+1\right)+O\left(\frac{1}{n}\right)\right] \\
\lim _{r \rightarrow \infty} \frac{n(r)}{r}=\frac{2}{\pi}\left(\sigma_{1}+1\right) \tag{70}
\end{gather*}
$$

Repeating the last part of the proof of Lemma 2, and considering the condition $\sigma_{1}>2 b-1$, we can show that $G(\rho)=0$ identically on the whole $\rho$-plane which implies that

$$
\begin{equation*}
q(x)=\tilde{q}(x) \quad \text { a.e on }(0, b] \tag{71}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
q(x)=\tilde{q}(x) \quad \text { a.e on }(0,1) . \tag{72}
\end{equation*}
$$

Hence the proof of Theorem 3 is completed.
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